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Sound symbolism is the study of the relationship between the sound of an utterance and its
meaning. In this interdisciplinary collection of new studies, twenty-four leading scholars
discuss the role of sound symbolism in a theory of language. They consider sound-symbolic
processes in a wide range of languages from Europe, Asia, Africa, Australia, and North and
South America. Beginning with an evocative typology of sound-symbolic processes, they go
on to examine not only the well-known areas of study, such as onomatopoeia and size—sound
symbolism, but also less frequently discussed topics such as the sound-symbolic value of
vocatives and of involuntary noises, and the marginal areas of ‘“‘conventional sound
symbolism,” such as phonesthemes. The book concludes with a series of studies on the
biological basis of sound symbolism, and draws comparisons with the communication
systems of other species.

This is a definitive work on the role of sound symbolism in a theory of language. The
wide-ranging new research presented here reveals that sound symbolism plays a far more
significant role in language than scholarship has hitherto recognized.
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Introduction: sound-symbolic processes

LEANNE HINTON, JOHANNA NICHOLS,
AND JOHN OHALA

Hermogenes. 1 should explain to you, Socrates, that our friend Cratylus has been
arguing about names; he says that they are natural and not conventional; not a portion
of the human voice which men agree to use; but that there is a truth or correctness in
them, which is the same for Hellenes as barbarians. Plato

1.1. Introduction

In general, linguistic theory assumes that the relation between sound and meaning
is arbitrary. Any aspect of language that goes against this assumption has tradi-
tionally been considered as only a minor exception to the general rule. Over the past
few decades, there has been a great accumulation of cross-linguistic data on sound
symbolism. Recently, scholars interested in sound symbolism came together at a
conference to attempt to synthesize the data and discuss its implications, in order to
begin the determination of the rightful role of sound symbolism in a theory of lan-
guage. The papers in this volume represent the findings of the conference. We must
conclude, from the combined work shown here, that sound symbolism plays a con-
siderably larger role in language than scholarship has hitherto recognized.

In this introduction, we will examine the nature of sound symbolism in general.
The term “sound symbolism” has been used for a wide array of phenomena in
human languages, related but each with its own distinguishing characteristics. We
will begin, then, with a typology of sound symbolism. We then explore the general
characteristics of sound-symbolic form and meaning.

1.2. A typology of sound symbolism

Sound symbolism is the direct linkage between sound and meaning. Human
language has aspects where sound and meaning are completely linked, as in
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involuntary utterances such as cries of pain or hiccups. In these cases sound only
has “meaning” in that it directly reflects an internal state of the body or mind. A
scale can be set up between these utterances and completely conventional, arbitrary
language, where sound and meaning presumably have no direct relationship at all.
We have found it reasonable to divide the overall concept of sound symbolism into
four different categories, which are arranged below according to degree of direct
linkage between sound and meaning.

1.2.1. Corporeal sound symbolism

This is the use of certain sounds or intonation patterns to express the internal state
of the speaker, emotional or physical. This category includes involuntary, “symp-
tomatic” sounds such as coughing or hiccupping, and ranges through expressive
intonation, expressive voice quality, and interjections. An argument could be made
that this is not properly sound symbolism, because in this case the sound is not a
true symbol, but rather a sign or symptom. We nevertheless give it a place in this
typology and in this volume, because it lives around the edges of sound symbolism,
and is related to the biological roots of sound symbolism (as well as language in
general).

Much of corporeal sound symbolism is not commonly written. Either it forms
part of the suprasegmental features of utterances, expressed as intonation or voice
quality, or else it is expressed in unconventionalized utterances. Corporeal sound-
symbolic utterances are typically structurally simple, non-segmentable vocali-
zations. In English writing traditions, it is primarily in comic strips that we find
expressive intonation and voice quality portrayed, by visual effects such as letter
size, shape and color; and such forms as Aaugh! and Achoo! are attempts to write
corporeal utterances that do not fit easily into the sound system of the conventional
vocabulary. Corporeal sound-symbolic utterances are directly tied to the emotional
or physical state of the speaker, and as such cannot easily be objectified into
referential speech. They are, therefore, generally complete utterances, rarely
occurring as parts of more complex sentences (except as direct quotations). The
unconventionality of corporeal utterances, their structural simplicity, and their
defiance of writing makes them an understudied area of human speech. In this
volume, the role of human utterances expressive of physical state is discussed in the
paper by Ostwald, who develops a typology of the ways in which corporeal
utterances reflect disease.

We should also mention here a type of sound symbolism related but tangential to
the symptomatic utterances of corporeal sound symbolism: vocatives formally have
certain similarities to corporeal sound symbolism, but with the function of gaining
the attention of some hearer. The use of vocalization to get the attention of another
individual is a basic function of vocal communication throughout the animal
kingdom. There is a good deal of overlap between corporeal and vocative utteran-
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ces: the crying of a child or the scream of someone in serious danger are both
directly symptomatic and vocative in nature. Some corporeal utterances are
regularly manipulated by speakers within linguistic interactions, as vocative or
turn-taking signals. Clearing the throat or coughing are often used for these
communicative functions. Vocatives, however, go beyond the bounds of corporeal
sound symbolism in that they often use the normal vocabulary of language, such as
names (see Jacobsen, this volume). Nevertheless, even name vocation involves such
expressive features as increased amplitude and segment duration. Since vocation
has the specific function of gaining someone’s attention, vocatives have the special
feature of being designed to suit the acoustic limitations of the external environ-
ment and the auditory and mental requisites of the hearer (in so far as the speaker
can understand and perform these). Thus our use of whistles and bilabial clicks to
call dogs is based on their higher center of hearing; and calls to a distant hearer are
different from close-up calls.

Corporeal utterances have many universal components, both in human lan-
guages and across species. The paper by Morton discusses some of these cross-
species universals, including differences between long-distance and close-up calls.

1.2.2.  Imitative sound symbolism

This relates to onomatopoeic words and phrases representing environmental
sounds (€.g., bang, bow-wow, swish, knock, and rap). Again, imitatives include many
utterances that utilize sound patterns outside of conventional speech and are
difficult to portray in writing, such as representations of bird and animal sounds,
children’s imitations of sirens, etc. Nevertheless, imitatives are much better
represented in the linguistic literature than corporeal sound symbolism, because so
much onomatopoeic vocabulary does become conventionalized. It is not directly
ted to emotional or physical state, the way most corporeal sound symbolism is, but
instead has a very important role in referential speech, and can be objectified in a
way that expressive sound symbolism cannot. In this volume, Rhodes’ paper
“Aural images” sets up a scale for discussing degree of conventionalization of
onomatopoeic words — his “wild” and “tame” vocabulary. And while “wild”
imitative words are not found in dictionaries, there is nevertheless a huge tradition
of writing them in comic strips, as discussed by Oswalt.

Imitative sound symbolism is often highly structured linguistically. Rhodes, and
also Robert Oswalt in his contribution on “Inanimate imitatives in English,” show
how English imitative words have an internal grammar.

Very frequently, languages represent movement with the same sorts of sound-
symbolic forms that they use for the representation of sounds. The movements so
represented are often highly rhythmic (such as walking, swaying, repeated jerking,
trembling, etc.). Certainly, rhythmic movement often directly produces sound. But
beyond that, the rhythms of sound and the rhythms of movement are so closely
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linked in the human neural system that they are virtually inseparable. This is
illustrated in the very natural human physical response to rhythmic music, in the
forms of hand clapping, foot tapping, dancing, rhythmic physical labor, etc. Just as
humans are capable of translating rhythmic sounds into rhythmic movements, they
are also capable of the reverse: translating rhythmic movements into sounds,
including sound-symbolic language forms. In the representation of repeated
sounds and movements the linguistic strategy of reduplication is frequently utilized
(as in English “ding-dong™), a direct imitation of the rhythm being represented.
While it could perhaps be argued that these movement terms are a kind of
synesthetic sound symbolism (see section 1.2.3 below), they are so closely tied to
imitatives that we would rather call them movement imitatives, and include them in
this category. Movement imitatives are discussed by Alpher, Aoki, Childs, Dif-
floth, Langdon, and others in this volume. Hamano’s paper gives us an example of
a transitional system, one where imitative symbolism is extended into synesthesia.

1.2.3.  Synesthetic sound symbolism

We choose here the term “synesthetic” because this realm of sound symbolism can
be defined as the acoustic symbolization of non-acoustic phenomena. Synesthetic
sound symbolism is the process whereby certain vowels, consonants, and supraseg-
mentals are chosen to consistently represent visual, tactile, or proprioceptive
properties of objects, such as size or shape. For example, segments such as palatal
consonants and high vowels are frequently used for diminutive forms and other
words representing small objects. Expressive intonation patterns are also used
synesthetically, as in the use of deep voice and vowel lengthening in speaking of
large objects. (“It was a bi~i~ig fish!”’) Besides symbolic frequency shifts and
durational patterns, other acoustic parameters may also serve symbolic roles, such
as rise time, fall time, loudness, continuancy, and the contrast between periodicity
and aperiodicity. Segmental synesthetic symbolism is most readily subject to study,
and has a large and ever-growing literature associated with it. This is partly
because it is an area of sound-symbolic speech that is strongly conventionalized
(“tame”), and also partly because it is one of the most interesting aspects of sound
symbolism, in view of the fact that here the relation between sound and meaning is
relatively indirect. Work by scholars from Sapir on (see references) shows clearly
that in the case of size symbolism, there is a very significant tendency in languages
throughout the world for certain types of segments to be chosen over other types of
segments to represent objects of given sizes. For example, Ultan (1978) found that
in almost 90% of the languages he sampled that had diminutive marking, the
diminutive was symbolized by high front vowels. Nevertheless, to a much greater
extent than for expressive symbolism and onomatopoeia, exceptions to these
findings are also prevalent, illustrating that this sort of sound symbolism is further
along the scale toward arbitrariness than the previous two types.
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Like imitative sound symbolism, synesthetic sound symbolism is often highly
structured. As Silverstein demonstrates (this volume), the phonemic inventory of
Wasco-Washram Chinookan is structured according to its role in demonstrating
diminution and augmentation.

1.24.  Conventional sound symbolism

This is the analogical association of certain phonemes and clusters with certain
meanings: €.g. the “gl” of glitter, glisten, glow, glimmer, etc. This process is most
eloquently described by Bloomfield (1895):

Every word, in so far as it is semantically expressive, may establish, by hap-hazard
favoritism, a union between its meaning and any of its sounds, and then send forth this
sound (or sounds) upon predatory expeditions into domains where the sound is at first a
stranger and parasite. A slight emphasis punctures the placid function of a certain sound-
element, and the ripple extends, no-one can say how far . . .

The signification of any word is arbitrarily attached to some sound-element contained in
it, and then cogeneric names are created by means of this infused, or we might say,
irradiated, or inspired element. (pp. 409410)

Unlike the previous three categories, which are seen to exhibit many cross-
linguistic similarities, conventional sound symbolism, as the name implies, may be
largely language-specific in its choice of phonetic segments. These submorphemic
meaning-carrying entities are sometimes called phonesthemes, or phonetic intensives
(Bolinger 1965). While phonesthemes are often conventional, some have universal
properties and fit into other categories described above. There is some debate as to
whether these units really have a special status, or whether they should be classed
as a type of morpheme instead. Rhodes (this volume) argues the latter point of
view.

While conventional sound symbolism is frequently classed as sound symbolism,
we are getting close here to the arbitrary end of the language scale. Yert the point
must be made that in the minds of speakers, sound and meaning are always linked
automatically, so that on some subjective and unconscious level we all agree with
Cratylus (see the quotation which opens this chapter), that names are somehow
“natural.” Children feel this especially strongly, as illustrated once by Stephanie,
the stepdaughter of one of the authors: she said, “English is the one true language,
isn’t it?” When asked what she meant, she replied, “Well, when [our Mexican
friend] Lupe says ‘agua,” what she means is ‘water.” But when 7 say ‘water,” I don’t
mean ‘agua,’ I really mean ‘water’!”

While some of us may later learn to subjugate these linguocentric prejudices, the
tension of their continued underground existence in adult minds is still often
expressed in humor. (“No wonder they call it an elephant: it’s so big!”) It is this
predilection toward the belief in the naturalness and rightess of words or their

5



Leanne Hinton, Johanna Nichols, and John Ohala

components as representatives of meaning that is probably at work in phonesthetic
association and creation. Phonesthetic creation is especially obvious in the realm of
blends. Another quote from Bloomfield (1895):

I have mentioned in the past that I frequently felt tempted to blend the two words quench
and squelch in a composite result squench, and that my attention was afterward drawn to a
passage in Page’s “In Old Virginia,” p. 53, presenting the word in dialect “She le’ me
squench my thirst kissin’ her hand.” . . . The slang word swipe, which is now heard often, is to
my sense clearly a similar product of wipe and sweep and swoop. One can taste the ingredients.

(pp. 411-412)

Great use of conventional sound symbolism is made in the creation of names for
commercial products. The American automobile corporation Dodge has named
one of its transporters the Caravan, which evokes the image of adventure and
far-flung travel, while at the same time being a play on words by referring to a
vehicle type called a “van.” (The word “van” was derived as an abbreviation from
“caravan” in the first place, but most people probably are not aware of that
historical fact, and are more likely to see the play on words as a pun in the last
syllable. Americans do not use the word as the common term for a mobile home, as
British English does.) The Nova, famous as a naming disaster in the Spanish-
speaking world (“doesn’t go”), is nevertheless a very successful car name to
English speakers. The word itself means an exploding star, evoking a sense of
mystery, beauty, speed, and powerful light; the first part of it connotes newness
(novel, novelty), and it bears the traditional feminine ending so popular among car
names. Auto namers create blends, such as Sentra, which combines the feminine
ending with a piece of the word “sentry,” the watchful protector. Among sham-
poos, we find such names as L’Oreal, no doubt recognized by its creators as
sounding like a very feminine-sounding name (Laura), reminiscent of a flower
name (Laurel), while at the same time harking back to synesthetic sound sym-
bolism: the name is full of continuant, “flowing’’ sounds to symbolize flowing hair.

At the ends of sound symbolism, then, we see the human mind at work creating
links between sound and meaning even where such links might not be intrinsic or
universal.

1.3.  Metalinguistic symbolism

Cross-cutting the above categories is a sort of sound symbolism that might be
termed metalinguistic symbolism, where segment choice and intonation patterns
signal aspects of linguistic structure and function. One type of metalinguistic
symbolism, highly conventionalized and abstract, comprises the various language-
specific restrictions on the formal canon of individual parts of speech, including
exclusion of, or preference for, particular phonemes in particular parts of speech or
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affixes, dealt with in this volume by Austerlitz, Diffloth, Malkiel, Matisoff, and
Sereno. Diffloth shows that what he calls expressives are a regular phonological part
of the language, yet particular vowels are infrequent in them. Yet while central
vowels are dispreferred in Bahnar expressives, the central vowel /y/ is shown by
Langdon to be favored in corresponding symbolic vocabulary in Guarani; this
discrepancy illustrates the language-specific and conventionalized nature of such
restrictions. Matisoff discusses a set of words one might describe as involving
metacommunicative synesthetic symbolism: a particular, language-specific, form is
conventionally associated with a particular kind of semantics. Malkiel proposes the
term morphosymbolism for the association of particular root-canon forms with
particular parts of speech or their subclasses. Sereno shows that in English, parts of
speech (nouns and verbs) are partially signaled by vowel quality. In an example
that may be transitional between plain and metacommunicative conventional
symbolism, Austerlitz discusses a set of etymological problems suggesting that
particular sounds — including, saliently, sounds that are secondary in the language
and therefore likely to have been highly marked and to have had high affective
value at some earlier time — have some propensity to associate themselves non-
etymologically with certain roots, and the conditions favoring the innovations
involve both semantics and abstract lexical or grammatical classes. For all these and
similar examples, association of particular forms with particular abstract classes
functions to expedite communication in that, especially under noisy conditions, the
occurrence of a particular sound, sound class, or sound sequence aids the hearer in
recovering the fact that s/he has just heard, say, a noun or an accusative case or a
past-tense verb. Perhaps the best-known example of this kind of symbolism is the
use of phonemes, of neutralization, of abstract structural shapes, and of accent in
what Trubetzkoy calls the boundary-marking function (Trubetzkoy 1969).

Frequently labeled as “symbolism” are various forms of consonantal and vocalic
ablaut utilized to express such grammatical phenomena as tense, aspect, plurali-
zation, etc. — such as goose/geese in English, or a similar kind of vowel ablaut to
represent active/passive distinctions in Yana (Sapir 1922). This kind of process
strains at the edges of what we would consider to be valid sound symbolism.
Certainly consonant or vowel substitution is one of the most common means for
producing sound-symbolic expression, but only if a non-arbitrary (either natural or
conventional) relationship between a segment and its meaning can be demonstrated
would we want to call the process sound-symbolic. Nevertheless, a productive
process of ablaut has the potential to be a process of conventional sound
symbolism.

The examples dealt with so far have all involved the non-arbitrary relations of
sound to meaning. There are also instances of the non-arbitrary relation of sound
to communicative function, for which a separate term such as metacommunicative
symbolism might be proposed. In fact, it may well be that each of our types of sound
symbolism also has a metacommunicative variant. Certainly the vocative and
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turn-taking uses of corporeal utterances (coughing, throat-clearing) discussed
above are example of metacommunicative symbolism. One further example is
whispering: here the acoustic form of speech is adjusted in accordance with the
communicative function, namely communication at close distance and where
intimacy, privacy, or some form of restraint (conventional or otherwise) on the
possible audience is desired. Another example would appear to be the addition or
lengthening of word-final vowels in the vocatives discussed in this volume by
Jacobsen. The added acoustic prominence achieved by this device serves the
communicative end of getting the hearer’s attention; since in real usage vocatives
sometimes function as interjections or contributors of special pragmatic coloring
rather than (or as well as) attention-getters, the metacommunicative function is
again distinctly conventionalized.

Another metalinguistic function of sound symbolism is described in Silver-
stein’s article here on Wasco. He points out that diminutive—augmentative sound
symbolism in Wasco does not merely denote small and large objects, but rather
functions to signal the affective and evaluative relationship of the speaker to the
referent.

1.4.  Sound-symbolic form

There is much that is language-specific about sound-symbolic form, and most of
the papers in this volume will illustrate these language-specific characteristics
(termed “local sound symbolism” in Priestly’s article). However, threaded
throughout these papers and others listed in the references, there are aspects of
sound-symbolic form that appear over and over again, and that we may thus
hypothesize to be universal tendencies. Diffloth (this volume) warns against the
premature naming of any sound-symbolic pattern as ‘‘universal,” when the use of
the term is loosely used simply to mean that it occurs in a number of languages.
However, we believe that when a sound-symbolic pattern is found in a larger
number of languages than one would expect if language were fully arbitrary, its
presence is attributable to some explanation that is independent of the internal
workings of a particular language. It is in that sense that we believe the term
“universal (tendency)” to be both accurate and valuable. Such explanations of
common sound-symbolic patterns are quite various. They may be extrinsic to
language, as in onomatopoeia, where the choice of linguistic representation is based
on the features of language-extrinsic sounds; or they may be related to deeply
rooted aspects of human (or in some cases, more generally mammalian or even
vertebrate) neurology and cognition, as in corporeal sound symbolism and much
synesthetic sound symbolism. The explanation may also lie in universals of the
pragmatics of human interaction, such as in universal tendencies of vocative forms
suggested by Jacobsen in this volume.
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Three overall sound-symbolic strategies emerge from these studies as being
especially noteworthy: (1) use of reduplication; (2) marked use of segments that
are otherwise uncommon in the language, and the loosening of distributional con-
straints that are otherwise strong in the language; (3) the association of certain
types of segments and suprasegmentals with certain semantic realms.

1.4.1.  Reduplication

Some languages use reduplication more than other languages. But in those lan-
guages that do use it, we seem to find a strong tendency for reduplication to be
associated with sound symbolism. Such use of reduplication is common but not
very productive in English sound-symbolic forms (the English style of redupli-
cation is often called “partial reduplication” since it involves vowel alternation):
“ding-dong,” “see-saw,” “‘teeter-totter,” “flim-flam,” “dilly-dally,” “wishy-
washy,” etc. European languages in general utilize reduplication less than the rest
of the world. In this volume, examples of reduplicated forms abound in Guarani
(Langdon), Nez Perce (Aoki), Mon Khmer (Diftloth), Lahu (Matisoff), and

Africa (Childs), illustrating the prevalence of reduplication around the world.

1.4.2.  Use of unusual segments and suprasegmentals

As shown elsewhere (see, for example, Hinton 1986), sounds often enter a lan-
guage by means of sound-symbolic words. Scholars from Grassmann on have
shown that sound changes often do not affect sound-symbolic words, so that
phonemes which have otherwise disappeared or become restricted to certain
environments are often found thriving in the sound-symbolic vocabulary. This
same tendency is shown in this volume for Huastec (Kaufman). Papers in this
volume by Aoki (Nez Perce), Austerlitz (Finnish), Joseph (Modern Greek), and
Matisoff (Lahu) all discuss segments or tones that are common only in sound-
symbolic vocabulary. English also exhibits this tendency: Rhodes’s “wild” forms
exhibit marked phonology, such as the use of segments that do not occur elsewhere
in the English language.

At the same time that unusual sounds may occur, there is also a tendency to use
a reduced phonemic inventory in sound symbolism, as suggested by Oswalt in this
volume (who makes the same claim for Pomo in Oswalt 1971).

1.4.3.  Association of certain phoneme classes with certain semantic fields

This is the sort of sound-symbolic patterning that is most commonly discussed in
the literature, and which is best illustrated by imitative and synesthetic sound-
symbolic forms. In imitatives, for example, stops are used for abrupt sounds and
acts, and continuants for continuing sounds and acts. Fricatives are used for quick
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audible motion of an object through air; nasals are used for ringing, reverberating
sounds.

Overarching imitatives and synthesthetic symbolism is the celebrated Frequency
Code (so named by Ohala 1984, and developed by Sapir 1911, 1927, Jesperson
1933, Swadesh 1970, Nichols 1971, and others), which can be summarized as
follows: high tones, vowels with high second formants (notably /i/), and high-
frequency consonants are associated with high-frequency sounds, small size,
sharpness, and rapid movement; low tones, vowels with low second formants
(notably /u/), and low-frequency consonants are associated with low-frequency
sounds, large size, softness, and heavy, slow movements. Ohala carries his work on
Frequency Code further in this volume, and it is well borne out by several other
papers here; LaPolla and Matisoff shows its validity for several Asian languages,
and Berlin and Langdon for South and Central American languages. Berlin and
LaPolla have gone further, to show that the same Frequency Code can be utilized
to allow English speakers to correctly guess semantic components of Chinese and
Jivaro words. Diffloth, on the other hand, reminds us that there are languages
which actually reverse the Frequency Code, as is the case with Mon Khmer
sound-symbolic vowel usage.

1.5. Semantic and pragmatic realms of sound-symbolic
vocabulary

The following semantic and pragmatic fields crop up again and again for sound-

symbolic vocabulary.

(1) mimicry of environmental and internal sounds;

(2) expression of internal states of being, both physical and emotional;

(3) expressions of social relationships (as in diminutive forms and vocatives and
imperatives); also the expression of opprobrium and stigma;

(4) salient characteristics of objects and activities, such as movement, size, shape,
color, and texture;

(5) grammatical and discourse indicators, such as intonational markers of dis-
course and sentence structure, and distinctions between parts of speech;

(6) expression of the evaluative and affective relationship of the speaker to the
subject being discussed.

These six areas may be seen as encompassing most of language. Only abstract
relational notions (such as categories of even and odd numbers) seem to be sparse
in sound-symbolic representation. The first three of these semantic fields are
clearly present in the non-human animal world of communication (vocal mimicry
1S not a general feature of non-human communication, but is found in many
species; expressions of internal state and social relationships are found quite
generally in vocalizing animals). It is only the last two that are thought to be
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(almost) uniquely characteristic of human language. It is also the last two that are
traditionally thought to be largely represented by arbitrary linguistic forms; yet we
have seen that sound symbolism plays an important role here as well.

Given that we share many of our sound-symbolic aspects of language with other
species, it is quite possible that in sound symbolism we are seeing the precursors of
fully formed human language. In fact, it seems quite reasonable to say that in all
advanced vocalizers (especially humans, many birds, and many cetaceans) we can
see a basic sound-symbolic communication system overlaid by elaborations which
could be termed arbitrary in their relationship to meaning. Morton (this volume)
has demonstrated some of the sound-symbolic aspects of bird and mammal
vocalizations. An “arbitrary” component of bird song has developed in the
elaboration of territorial songs, just as it has in human language.

In terms of evolution, the value of a sound-symbolic basis to communication is
fairly obvious, in that it allows greater ease of communication. Reaction-time
experiments show that for humans, correct judgments about the meanings of
words are faster for sound-symbolic words than for arbitrary words. Sereno (this
volume) demonstrates this for the part-of-speech symbolism she has found in
English. In the human and non-human world alike, it is generally to the benefit of
speaker and hearer for accurate communication to take place; if form of vocalization
is tied directly to meaning, the possibility of accurate and speedy comprehension is
enhanced.

It is the evolutionary value of arbitrariness, then, that must be explained. While
this interesting problem has been the focus of a fairly large body of research, it is
not the purpose of this volume.

1.6. Sound symbolism as a cross-disciplinary topic

The quotation from Plato with which we began this introduction, the terminology
chosen above, and the literature, issues, and terminology reviewed here and in most
of the individual contributions give our theoretical analysis of sound symbolism a
decidedly Western cast. Other grammatical traditions, of course, have also exam-
ined symbolism and related issues. We refer the reader to the concise survey of
Chinese sources in LaPolla’s paper in this volume, and to the terminological
discussions by Matisoff, Diffloth, and Hamano. Matisoff and Hamano use tech-
nical concepts taken from Japanese grammar, and Matisoff also cites the Japanese
terms.

Sound symbolism is a topic of cross-disciplinary interest, as shown in the array
of fields our contributors come from: linguistics, anthropology, literature, biology
and medicine. In medicine we find that the corporeal sound-symbolic utterances,
especially involuntary cries, can give physicians cues about the physical problems
of a patient. In biology we find the ethological basis of sound symbolism. In
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literature, the sound of the words chosen to portray meaning comes to play an
important role; just to give one example, a study of consonantism in lyric poetry
shows a high degree of usage of the sonorants, while Carl Sandburg uses a high
percentage of obstruents to portray his rough messages. The anthropological study
in this volume (Berlin) starts from the basic anthropological interest in how people
of different cultures categorize the world around them, and leads to the conclusion
that sound symbolism plays an important role in these categories. In linguistics, the
major question leading to sound-symbolic studies is the one we posed at the
beginning of this treatise: how arbitrary is language form? Or, how much can the
form of language be tied to meaning? The papers that follow will show that
languages around the world carry a large sound-symbolic component. Meaning
and sound can never be fully separated, and linguistic theory must accommodate
itself to that increasingly obvious fact.
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2
Symbolism in Nez Perce

HARUO AOKI

2.1. Introduction

Nez Perce is a native American language spoken where the states of Idaho, Oregon,
and Washington meet. In connection with the Nez Perce language the term
symbolism can be associated with sound in at least two ways. One is as in imitative
sound symbolism, and the other is augmentative—diminutive sound symbolism, a
type of synesthetic sound symbolism marking the size of an object or the status,
sex, age, or other characteristics of the speaker, addressee, or referent. Imitative
phonosymbolism is reported in a wide range of languages, and is probably
universal; the symbolic augmentative—diminutive alternation of sounds is reported
in many languages of the Americas.! Both kinds of symbolism exist in Nez Perce.

2.2.  Imitative sound symbolism

Unlike some languages such as Japanese, whose sound-symbolic words fill five-
hundred-page dictionaries, Nez Perce phonosymbolic words are not many in
number. The following are examples:?

bear coughing hk

bear eating soup Hk

burning (e.g. of tepee) pim-
chorus of katydids tum-

drum pim

eating cartilage x(-mxum

door flap flapping in the wind xalp
flatus ek

footstep of deer  kux
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goose call  hua-

katydid ¢&alalal

locust fex

magpie flying law

pounding (e.g. of sunflower seeds) kuat
raven qo'x

rope going taut qi?

thunder (boom) tum-

thunder (crash) to'x

tumbling out of Coyote’s excrement-children (a folktale incident; see p. 53
below) yoxoxoxox

walking through dry grass leaves foxiox
west wind  tikakak

wind whistling through snags tiyé-pu

One characteristic of Nez Perce phonosymbolic words is the relatively large
number with initial & and ending in a stop. Also, there are two features that
suggest that the rule of ordinary word formation does not apply to phonosymbolic
words: one is the occurrence of /k/, /q/, and their glottalized variants at the end of
words, and the other is the occurrence of a glottalized X. Glottalized barred lamda
is not found in non-onomatopoeic words. An example is £¢p (sound of something
falling into water).

Besides these forms, some nouns, especially bird names, appear to be imitative in
origin. Examples are ?4-%z “‘crow,” %awi‘xno “curlew,” guynu “dove,” ?icpd-qox
“gray iay",

There are a limited number of imitative words which represent movement
instead of sound. An example is #¢p, which describes movements of sheet-like
objects. The word for butterfly, 46 pfep, seems to be a derivative of 7ép.

2.3. Diminutive symbolism
2.3.1.  Consonant and vomwel symbolism in Nez Perce

Symbolism in Nez Perce is observable in both consonants and, although only in
one pair, vowels. In some languages consonant symbolism is, as in the case of
Wiyot (Teeter 1959, 1964), in three grades: (1) normal, (2) diminutive, (3) aug-
mentative. In Nez Perce there are only two grades: normal and diminutive. The
non-diminutive /snke/ are paralleled by /cl1qa/ in the diminutive grade.
Another device Nez Perce has in order to express diminutiveness is reduplication,
which is frequently used simultaneously with consonant or vowel symbolism as in

(14) (Aoki 1970: 43—44).
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s>c
(1) pésuyece. “Herocks (a child).”
(2) pécuyece. “Herocks (a small child).”

(3) na’yac “my elder brother”
(4) Pirhya's “your elder brother”
(5) waswiasno “chicken”

(6) wacwacno “saddle horn”

(7) “iskircw’mix  “Coeur d’Alene”
(8) ?icki-cu®mix “Coeur d’Alene” (in derision)

n>|
(9) hité'mnes “book” (thing to read)
(10) kiwkwilec “drum” (thing to beat)

k>q
(1) sikem “horse”
(12) cidd-mqal “dog” (-qal “young of an animal”)

€e>a
(13) kétis “spear”
(14) katicka-tic “toy spear”

Of these diminutive shifts the last two pairs substitute the low vowel /a/ for
non-low /e/, which runs counter to universal expectations that diminutives should
bear high vowels. Form (12) also shifts kto 4, which goes against the general case
where diminutive forms front velars. These forms exemplify another phonological
mechanism that overrides diminutive sound symbolism: Nez Perce vowel harmony
(Aoki 1966). The vowels /u/, /¢/, and some /i/ constitute one group, which may be
called recessive, and the corresponding /o/, /a/, and the remaining /i/ constitute the
dominant group. When a dominant vowel is in the same word, recessive vowels /e u/
change to dominant /a o/ respectively. Terms of endearment are often in the
dominant group. For example, the ordin’ary word for the color brown is sulédysuleuy,
but a pet name for a roan horse is ¢d'koy, which might be considered a kind of
diminutive form. The shift of /k/ to /q/, as in examples (11)~(12), does not occur
frequently. It may be considered a process of assimilation caused by the lowering of
the vowel.

Of the examples above the pairs (1)(2) and (9)—(10) may be considered cases of
true diminutive symbolism: they involve variants of a single lexical item, and the
ingredient which triggers the variation is the diminutive quality of the referent.
The pair (7) and (8) is also an example of diminutive symbolism, except that what
is involved is not the real diminutive quality but the contempt or belittling opinion
of the speaker. The parts in the pair (3)(4) meaning “older brother’ are again two
variants of the same lexical item, but they no longer appear to be a case of basic or
prototypical diminutive symbolism in that they are no longer free; the pronominal
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prefix determines which one of the variants is used. After a first-person prefix only
the diminutive variant is grammatical and elsewhere only the normal is correct.

The other examples are different from those discussed in that they should be
considered two different lexical items, with vestiges of symbolic relationship. The
normal forms represent basic items and the diminutive forms represent something
similar in shape but smaller in size and often dissimilar in substance. The pairs
(5)+(6) and (13}~ 14) are examples.

One of the ways the Nez Perce language accommodates a new cultural item can
be seen in the following pair:

(15) titha-ni “gun”
(16) wali-mtithuni  “bow” (lit. old-time tirha-ni)

The procedure seems to be (1) the new item is called by the name for the old item,
and (2) the old item is called by a newly created name. The pair (11}12) seems to
indicate the same procedure. First the newly introduced horse is called sﬂéem, a
“dog.” Then a new word for the dog is created utilizing the mechanism of sound
symbolism: it is called a “little dog.” The ordinary word for dogs used by adults
today is cigd'mgal with the diminutive grade of the suffix -gan which means “young
of animals.” (For example, /d'qac is a mouse and /d'qacqan is a baby mouse.) The
unsuffixed diminutive for cijam survives as a children’s word.

The etymology of Nez Perce symbolic words may be considered to have three
stages: (1) in the first and basic stage there exists a single lexical item which may
assume its normal grade form or, when needed, assume its variant with diminutive
meaning; (2) in the second the diminutive meaning is changed or lost; and (3) in the
third stage the normal grade and diminutive grade forms are two different lexical
items. This may be summarized as in (17).

17) Single lexical item  Diminutive meaning  Examples
Stage 1 + + (1)Y+2)
Stage 11 + - Gr4)
Stage 111 - - (5)6)

2.3.2.  Diminutive symbolism and specialized speech genres in Nez Perce

As in many other cultures of the Americas, the characters in traditional Nez Perce
stories are animals. Most of the animals are real, but there are also mythical ones.
There are rare cases of bilinguals such as Porcupine, who speaks both Nez Perce
and Interior Salish, but the majority speak only Nez Perce. The character who
speaks normal Nez Perce is Fox, who is always cast as a straight man opposite
Coyote. The speeches of animals other than Fox are marked either by special prefix
or by substitution of consonants. For example, Coyote’s speech is marked either by
the prefix ?isci- or by replacing an /n/ with an /I/, which is the same as one of the
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changes involved in diminutive symbolism. Phinney records in his 1934 Nez Percé
Texts that “boy-child” as spoken by Coyote is licu (Phinney 1934: 361, line 14).
The normal form is nicu. Phinney notes that the change of /n/ to /l/ occurs in
“affected baby talk’” (Phinney 1934: 144, n. 1). This change is likely to be designed
to reflect the immature and infantile side of Coyote’s character. The role of the
villain is frequently played by Grizzly Bear. Her speech is represented by changing
stops and spirants to [}]. For example, (18), which is normal speech, is changed to
(19) in Grizzly Bear’s speech.

(18) ?i-sqal merhé-te'x himsamad-siga.  “Oh, they were telling me a lie!”
(19) ?itqal merhétex imtamoétiqa. (= (18) by Grizzly Bear)

I was told that the change of sounds to /4/ is imitation of lisping. In Nez Perce
lisping is associated with subnormal intelligence, which, combined with muscle
power, makes the grizzly dangerous. That all of the onomatopoeic words imitative
of sounds made by bears begin with a # may not be completely accidental.’

In most examples of animal speech the rule of change does not seem to apply
exhaustively. For example, in (19) the last applicable consonant in each word is left
unchanged. This might be because in Nez Perce most grammatical information
such as case and tense is suffixed, and modification or excessive neutralization of
the suffix area could create communication problems.

2.3.3.  Diminutrve symbolism in comparative linguistics

Nez Perce is genetically related to Sahaptin and together they constitute the
Sahaptian family. Sahaptin is divided into three dialect clusters: (1) Northwest
(NW), (2) Columbia River (CR), and (3) Northeast (NE).* The Sahaptin system is
again only in two grades: normal and diminutive. The normal /s § n/ are paralleled
by /ts 1/ in the diminutive grade.

s>1
(20) kisi (NW, CR, NE) “horse”
@21 kit (?) “pet”
§>s
(22) yamas (NW, CR, NE) “mule deer”
(23) yamas (NW) “jumping mouse”
(24) kusa (CR) “pig”
(25) kusukusu (CR) “new-born pig”
n>|
(26) wiwnu (NW, CR) “huckleberry
(27) wiwlawiwlu (NW, CR)  “small huckleberry”
(28) tkwinat (NW, CR) “chinook salmon”
(29) tkwilattkwilat (NW, CR) “‘jack salmon” (“little chinook salmon”)
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The pair (24)«25) shows that symbolic modification occurs in loanwords just as in
native ones. The Sahaptin word for “dog” is kusikusi in the Northwest cluster and
kusikiisi in the Columbia River and Northeast clusters, indicating that the same
adaptive strategy as in Nez Perce is at work here: the simplex form (20) which
once meant ‘“‘dog” was appropriated to designate the newly introduced horse, and
the old dog is now referred to by a reduplicated form which expresses diminu-
tiveness. Although what corresponds to the second stage is not found there are
Sahaptin examples of basic symbolism (Stage I) and those which show lexical split
(Stage III). In a word, the mechanisms of symbolism in Sahaptin and Nez Perce
are quite similar.

When we compare Sahaptin (S) and Nez Perce (NP) forms taking pairs
involving /n/ and /1/ as examples, we have the following correspondence types:

(30) n:/ S nunas (NW, CR, ww) NP lo‘las “mariposa lily”
(31) n:n S iSnim (CR, NE) NP sisnim “black hawthorn”
(32) I:n S patdlpatul (Ws) NP patan “brush, bush”
(33) /:1 S §spali (NW, CR, NE) NP {ispa’laya “vulture”

The number of correspondences is four if we have identity correspondence within
Sahaptin, but when we consider the three dialect clusters in Sahaptin there are 2*
or 16 n/l correspondences. This number will be further multiplied if we take
individual dialects into account. A sensible way to avoid reconstructing 16 or more
n-like or I-like proto-units seems to be to assume that n-to-l symbolism existed in
Proto-Sahaptian. One noticeable phenomenon in the n/l correspondences between
Sahaptin and Nez Perce is that the distribution of various correspondence types is
not even. For example, the Sahaptin forms in the sets (30), (31), and (33) are
found in at least in two dialect clusters, but in the set (32) the form that fits this
pattern is found only in the Tenino and Tygh dialects, which are sometimes
grouped as Warmsprings (Ws). The majority of correspondences are either
identity correspondences as (31) and (33) or the type which has the normal grade
on the Sahaptin side and diminutive grade in Nez Perce as in (30). The situation is
quite similar in the s-like consonants: Sahaptin § and Nez Perce s in the normal
grade and their diminutive counterparts, Sahaptin s and Nez Perce ¢. This
suggests that there are different, language-specific, degrees of predilection for
diminutive sound shift. Of the two languages Nez Perce more frequently adopted
the diminutive forms.

This suggests two things that sound shifts do in historical linguistics. One is
to create a dialect or language split, and the other is, for the language which
adopts the forms which have already undergone the shift, death of symbolism:
for, quite simply, when 7 is diminutivized to / there is no way to diminutivize it
any further.
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NOTES

—

One of the first to discuss augmentative—diminutive symbolism was Sapir (1915). Its

occurrence in Northwestern California was treated by Haas (1970) and Nichols (1971). Of

the eleven cultural areas north of Mexico that Sherzer surveyed, only three (Arctic,

Western Subarctic, and Southeast) lack augmentative—diminutive consonantal symbolism

in nominal stems (Sherzer 1976: 25, 37, 212).

2 The Nez Perce language data were collected by the author in the 1960s and 1970s under
the joint auspices of the Survey of California and Other Indian Languages, Department of
Linguistics, University of California, Berkeley and of the Idaho State Historical Society,
Boise, Idaho. Americanist symbols that are not equivalent to IPA are: ¢ = ts; C = backed
version of C, e.g. x is uvular x; 1 = voiceless lateral fricative; X = voiceless lateral affricate;
§ = fortis dental fricative; y = palatal glide; p, t, 1,().

3 In his grammar of the Takelma language of Oregon, Sapir refers to a prefix peculiar to the
bear in the form of L (1922: 8, n. 2), which is “voiceless palatalized 7’ (Sapir 1909: 10).
This is further discussed by Hymes (1979).

4 The following classification and abbreviations of Sahaptin dialect are after Eugene Hunn

(1979a, 1979b):

NW: Northwest cluster
kt: Kittitas or Pshwanwapam
uc: Upper Cowlitz or Taitnapam
yk: Yakima or Mamachat
kl: Klickitat

CR: Columbia River cluster
te:  Tenino
ty:  Tygh
Ws=1te+ty
ce:  Celilo or Wayampam
rc:  Rock Creek
jd:  John Day River
um: Umatilla

NE: Northeast cluster
ww: Walla Walla
sr:  Snake River
pr:  Priest Rapids or Wanapam
pl:  Palouse
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3

Nootkan vocative vocalism and its implications*

WILLIAM H. JACOBSEN, JR.

3.1. Introduction

All the Nootkan languages exhibit vocative forms in which one of the vowels of a
word is changed to a long mid vowel, or a mid vowel or falling diphthong is
suffixed, occasionally with truncation of the word. I will consider the languages
separately in a geographical ordering from south to north: Makah, Nitinat,
Southern Nootka, Northern Nootka, and related Northern Wakashan,! and then
draw some inferences about the development of the pattern; after which, with the
consideration of a sampling of other languages, I will suggest some universal
tendencies that seem to bear upon the shaping of vocative forms.

The function of these forms seems to be equivalent among the Nootkan
languages. Most commonly they occur in words which are labels for categories of
persons, expressing kinship, sex, age, social rank, and tribal affiliation. Such forms
are predominantly used in directly addressing or calling to the person(s) so labeled,
as in Makah

(1) &ok%ap SuPuk™ “grandson, come here!”

However, such forms may also indicate that the utterance is being called out to
someone, in which case they need not label the addressee. Then one finds the
formation also applied to verb forms, most commonly imperative but also indica-
tive in mode, as well as to words for inanimate objects and to kinship terms marked
for second-person possessor. We will nevertheless illustrate some specific contexts
in which inanimate objects or insects are directly addressed using these forms.
Because of these cases where the addressee is not referred to, the label vocatrve is
less happy than Sapir and Swadesh’s (1939: 210, note 4) calling-out forms.

This formation may be applied to two or more words combined in a phrase that
is called out, as in this Nootka example of an imperative verb form and its object:?

(2) rthuitape-kesta “Keep the chamber pot covered!”
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3.2. Makah

Vocative forms in Makah are formed by a change of vowel within a word, by which
a vowel of quality @ or ¢ is replaced by ¢, and one of quality « is replaced by o°. In
the case of vowel change in the first syllable, the word may be clipped to the first
one or two syllables. Occasionally another long vowel in the word is shortened. 1
list the forms that have come to my attention, grouped according to the position of
the changed vowel in the word and the amount of shortening that has taken place.?

Several words for close relatives show a change of the vowel in the first syllable,
for the vocative form together with a shortening to monosyllable. I give the full
(unanalyzed) word, its meaning, and the vocative form. The following show the
a > ¢ change:

Full form Gloss Vocative

(3) Pabe?igsu “mother” ?e'b
(alt. ?abe-qsu)

(4) hade?igsu “uncle, aunt” he'd
(alt. hade-qsu)

(5) ba'bigsu “older sibling, cousin” be'b

(6) dade-igsu “grandparent, sibling of grandparent” de-d
(dade-gsu)

(7) yaq™i-duq“ik “partner, mate” ye'd®

The form ye'4” is used only between men.
The i > ¢ change occurs in:

(8) ?iki “son” rek.

A disyllabic variant is given below.
The u > o° change occurs in:

(9 duwigsu “father” dow.

The full words are given in underlying form as far as final vowels are concerned.
By regular rule, final short vowels are lost and final long vowels are shortened.* The
-u of the kinship term absolutive suffix -igsu is lost in additional environments also.
Whether the vocative forms have underlying final short vowels is an academic
question, since these are never followed by a suffix that would allow them to
appear. But otherwise words ending in voiced or glottalized consonants are found
to have underlying short final vowels. And there is evidence that the underlying
stems have final short or long vowels, e.g. du-wi- “father”. and ?aba-- “mother.”

The clipping of vocative forms takes place mechanically, without regard to
morpheme boundaries, and they preserve the meanings of the full forms regardless
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of where these are localized in them. In ye'J” (example 7) all that is left is the
remains of the relative stem yag”-.

The following two words for close relatives also show these vowel changes in the
first syllable, but the shortening is to a two-syllable word. The i > ¢ change is seen
in:

(10) hitaxwituba “daughter” he'tax.
And the u > o' change, along with a shortening of the second vowel, occurs in:
(11) ¢uk™a'pigsu “grandson” tok™Vap.

The retention of a longer form of these words is doubtless due to the need to
avoid any possible ambiguity. The word for “daughter” is made up of the “empty
stem” hiza- plus the suffix -xwixJuba, which also occurs in & sicymwiduba “niece”
(cf. Pa'si-qgsu “nephew”) and ‘luk”icywiduba ‘‘granddaughter.” Thus in vocative
he'tax we have the stem plus just the first consonant of the suffix. “Grandson,”
tuk®a pigsu, is opposed to “granddaughter,” lub”icywiduba, with respective stem
shapes ‘uk”a p- and luk”ic-; patently the second syllable is required to discriminate
between these forms (the vocative form of the latter word is given below). An
alternative word for “‘grandson” shows merely shortening of the second vowel:

(12) ¢ukvel “grandson” tok™el.

Some other words also show these vowel changes in the first syllable, but
without any clipping. Those noted are mostly words for siblings and cousins, as
differentiated by sex of relative and of speaker. These show 4 > ¢ change:

(13) xalupsi'qsu “brother, male cousin of female” xe-Cupsi‘qs
14) baaxsi‘qsu “sister, female, cousin of female” be-?axsi‘qgs.
X81°q > ;
The i > ¢ change is seen in:

(15) hitaé¢ida “brother, male cousin of male” he-taécid.
(hitat&ida)

And the u > o' change occurs in:
(16) Ctuk™icxwituba “granddaughter” ¢o'k™icxwitub
(17) #ucaqsuba “sister, female cousin of male” {o-¢qsub.

The variant vocative form 4o-Sx¢aksub occurs in a myth in the speech style of Raven
(regularly marked by -sx-).

Yet other words embody these vowel changes in non-initial syllables. An a* > ¢
change, along with shortening of a preceding long vowel, is seen in:

(18) wikwiya'k “boy” wikwiye'k.
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The word for “woman,” xad?ak, must come from an underlying form with
medial vowel, xadl?ak, by regular loss of short vowel before ?. This loss is
counteracted in the vocative form:

(19) xad?ak “woman” xade?ek.

Other examples involve words for inanimate objects and insects. The a > ¢
change occurs in:

(20) ta-wisa-batiqa-d “this star” ta-wise'baéqa-d.

This occurs in a children’s song analogous to “Twinkle, Twinkle Little Star,”
wherein other verb forms also show this vocalism:

(21) la-diya”a-éitak “you’re far up in the sky” ?a-diya?a-¢i-te'k
Puxux“ta’as “it must be” uxVux™ees.

The complete text is as follows:

?a-diya?a-ti-te-k You're far up in the sky,
ta-wise-badqa-d Star!

Puxurx*es It must be
z&a’)’\ux‘"aku'kw the shiny

ku-bux"sakub nose-ring you have,

ta-wise'badqad, baéqa'd  Star!

Prose forms of the fourth and fifth words have certain vowels short: yaAux"akub” /
kubux”sakub.
These two words for insects show an ¢ > ¢- change:

(22) qutida “louse” qi-¢e-d

(23) balasi-da “flea” bakase-d.
A more irregular form, with the sequence -¢%- as in ‘“woman,” is:

(24) data'xs “chamber pot” Jale”exs.

The last three vocative forms given occur in a verse that was said to babies while
pulling on each of their four fingers, starting with the little finger, then tickling
them at the armpit:

(25) qited Louse,
badase-d flea,
galeexs potty,
?atx"iyo-? whale!

(The anomalous lengthening of the first vowel in “louse” makes it closer in length
to the other three-syllable words.)
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The change to ¢* also occurs with vowels that are final in a word. We see a > ¢ in
a name:
(26) xaxaxta name of a whaler xaxaxte'.

A variant to a monosyllabic form given above also shows the change i+ > ¢ of a
final vowel:

27 ik “son” vike-.

This shades into a type wherein the a > ¢- change applies to a final vowel which is
otherwise lost. My recordings inconsistently show both long and short vowels: the
latter would be due to the regular process of word-final shortening, the former
imply that these vocative forms may override this rule. This is found in some
reduplicative plural formations alongside the singulars:

(28) ?u'saxu-da “child” ?u'saxu-de

(29) *u?u-saxu-da “children” ?uu-§axu-de

(30) &abata “rich person, upper-class ¢a'bate
person, chief”

(31) &ata'bata “chiefs” Ca-ta-bate

(32) ?i?ix%a “big, large” ?i?ix"e.

The last forms occur in two similar expressions. After sneezing one said
“Heavenly Father, take care of me!:

(33) 2ua-?akiske Take care of me
ta'bate Lord
17 x%e great

hita-?a-¢itatx  living in Heaven!
If it tickled on the right side after sneezing, one might say:

(34) clatabaxe?iske Help me to be right at all times,
¢a-bate. Lord!

In the following form, it is not known whether the -¢ replaces an underlying
vowel:

(35) yuk¥igsu “younger sibling, cousin” yuk™ire-.

The u > o' change is also attested in non-initial syllables, in another pair of
singular and plural forms:

(36) ta-xuk® “man” ta-xo'k¥
(37) tata-xuk” “men” tata-xo'k¥;
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in the last word of (25) above, which is based on the Clallam (Straits Salish) word
X% 3yu? “whale”:’

(38) &xMayu? “whale” ?atx"iyo?;

and also in an imperative verb form, where there is partial shortening eliminating
the suffixes for imperative and “me”":

(39) da’uq”sis “take me along (in canoe, car)” da’o-q"s.

Just as with final underlying g, the change applies to final « that is otherwise lost.
Two words that we have met above, “boy” and “woman,” have irregular plurals
ending in yu. When no suffix follows, the « is lost and the y vocalizes to ¢. The
words are then wskwr yali “boys” and xatxa-daét “women.” The -u manifests itself
by its assimilatory effect on the article -°ig: wikwi-yati 2ug” “the boys” and
xatxa-daci %ug” *‘the women.” The vocative forms show the regular replacement by
o', with word-final shortening:

(40) wikwi-yatyu “boys” wikwi'yalyo
(41) xatxa-datyu “women” xatxa-dacyo.

Some other words containing ¢' or o', although not paired off with plain forms,
clearly convey this force of calling to someone. These include Ae*ko', expression of
thanks for receiving a gift at a party, and we'd (pl. we'dal), a call to ascertain
whether anybody is present.

3.3. Nitinat

A briefer look at the situation in related Nootkan languages to the north of Makah
will help to give us some idea of the development of these forms. Nitinat is the
closest language geographically, directly across the Strait of Juan de Fuca.®
Relatively few of the available vocative forms show internal vowel changes, and
some others show final -¢:, probably reflecting a change of an underlying a or ¢
which, as in Makah, is lost. It is interesting that, for “mother” and ““father,” the
older source shows the latter type, 2abe: and date, while a recent source shows
further clipping and transfer of the ablauting vowel to the first syllable: %e'b
(= Makah) and de't.” The older source also contains baby-talk words with the same
first vowels: ebasx and de'tasx. The vocative form for “mother” is related to the
full form ?ab?-g¢s (cf. also 2abe? “your mother”), while that for “father” is
suppletive with the form du-*wags (cf. duwi? “your father’). An alternative vocative
for “mother,” as for several other kinship terms, is formed with a suffix -abo':
ab?egsabo.

A changed first vowel without clipping is seen in xe'¢5biss?gs “‘brother of female”
(Makah yecupsi-gs), but again a vocative form with suffix -abo' also occurs:
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xalibisi?qsabo . Other vocatives formed with this suffix include *kabo- “‘son” (from
%k) and hadegsabo “uncle, aunt” (from had?egs). Similar to Makah is (a-bate
“sir” (from (a-bat “chief, boss, captain, wealthy”).® Based on dade-?gs “grand-
parent”’ is dade® beside presumed baby-talk variants with n: ne'n, nane?s, and
ne'nasy. A change of the last vowel internal to the word is seen in Aisyyu(-)?bec
“Raven’s daughter” (with infixed -sy-), from Asyu-?bc, with regular loss of the
underlying vowel. Verb forms called out take a final -e: )’ti',_miexide- “we are
paddling now.””

3.4. Southern Nootka

Turning to the third language, Nootka proper, the southerly Tsishaath and
Hupachasath dialects show the same vowel changes we have met in Makah. These
usually apply to the last vowel of the word. This may be in absolute final position:1°

a>e:

42) kista “chamber pot” kiste:

(43) Xama “house-post” Rame-

(44) ququ-tihta “big-nosed ones” ququ-tihte:
1> e

(45) nuwi “father” nuwe:

(46) nane’i “your uncles” nanafe-!!

(47) Ghe?i “ghost” tihae:

(48) ya-c8i*aki “now set out”’ ya'csi*ake
i >e

(49) ta'yi' “older brother” ta'ye:

(50) mahti- “house” mahte-

(51) ?akeck™i- “gnawings” Paktck“e:

(52) wiki- “donot . ..” wike:
u>o:

(53) Pasi‘gsu “niece” a'si'qso°

(54) nane’igsu “uncles” nane’iqso
w>o0:

(55) wi?u “nephew” wi?or

(56) gimtu- “squirrel”’ Limtor

(57) Aulqu- “a good one” xulgo-.
Just as commonly the last vowel affected may be before a final consonant:
a>e:

(58) maas “tribe” ma’e's
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(59 hupinwas “small canoe” hupinwe-§
(60) tidaath “Tsishaath people” tida?eth
(61) yaqéiPathqas “my neighbors” yaqéiPathqe's
(62) hahamutnaq “bone-eaters” hahamutne-q
(63) Aimssac “boiling boxes” Rimssse'c
a>e:
64 witwa-k “warriors” witwe'k
(65) ma‘tma-s “tribes” ma-tme's
(66) hica-k “floor” hice'k
(67) na‘s “day” ne's
r>e
(68) hawit “chief” hawet
(69) hina‘six “get on” hina-se*x
(70) su-tit “to you (pl.)” sutet
r>e:
(71) hawi-h “chiefs” hawe'h
(72) tu-csa'mi-h “women” tu'csa'meh
(73) hatkmi‘h “high-born women” hatkme-h
u>o:
(74) titisa®aqsup “Tsishaath women” titda”aqsop
(75) fu-k%satus “platforms” tu'k%sabo's
(76) nitup “beams” nito'p
w >0
77 ka?u-c “grandchild” kavoc

These changes of the last vowel occur regardless of the morphological analysis of
the word. In many cases the vowel is part of a suffix. Thus the vowel-final examples
above embody suffixes including -ma *. . . thing, being,” -7hta “at the nose,” -7
imperative, -c£”#- “remains of . . .,”” -i'gsu absolutive suffix in kinship terms, and
-qu conditional, while the suffixes in the consonant-final examples include - s “in
the village,” -?atk “belonging to . . . tribe,” -nag “fond of eating . . .,” -sac . ..
vessel,” and -?agsup “woman of . . . tribe.”

The following was given as an example of typical address during prayer in
Nootka, wherein all the words exhibit this vocalism (Sapir and Swadesh 1955: 49,
54):

(78) fes Day,
hina-ye+t in the sky,
hawet. Chief.

And the following memorable passage (Sair and Swadesh 1955: 86, 118)
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illustrates an unusual situation in which inanimate objects were addressed, thus
emphasizing the productive nature of this pattern. In it a low-ranking person
addresses a house, including some parts and contents, vacated by its occupants,
who did not wish to entertain his proposal of marriage:

L .
(79) na’a-tah?akisim Aame Now listen to me, house-post,

&ita:qme: nitop tu-k¥satos.

?anik suwa-q hawit.

?anik *u'nu-k qicyu: mahte.

hi‘na-fiuhse'm tuk™ska'po-t
'a-Ayaqatiot tuk¥aqapeh
hice'k tu-wa?ite'm

Aimsse'c %arhe‘q)\
hahawitiméuyek.
Kuyajfaf)a;\im Hirhaqsti
kiste:

weather-boards, beams, platforms.
You are chiefs.

That is why you are painted, house.
Harpoon, lanyard,

cedar-branch rope, bladder-floats,
floor, bedside flooring,

boiling boxes [and] tongs

for feasting the chiefs.

Let your heart be well-disposed,
chamber pot,

?anik suk™i?at?ata
macqa-ali’arqu- hiyiqtup.
iuyajfapéif)a;\im tithagsti
yaq“aci‘k hawiti-c.

for they take you

when everything gets dirty.
Make the heart well-disposed
of your master.

There have been only a few Nootka forms noted wherein the changes apply to
the first, rather than to the last, vowel in a word. For two words, variant forms have
been observed in this respect (recall Makah ?k/?%ke- “son” and Nitinat ?-b/?abe
“mother”): #i0-bi beside Aube: “father” (from #ubi, absolutive #ubs-gsu) and ke'sta
beside kiste: “chamber pot” (from kista).!2 Other examples of changed first vowel
are ?ohi “mother” (absolutive ?um’-gsu) and the longer verb imperative form
PexnuiA?s “‘get small,” from “amuiA%s with -x- marking the speech of the
culture-hero Kwatyat. Note that these forms are not clipped to monosyllables, but
one case of this is ne'n “grandparent’” (cf. Makah ded, Nitinat ne'n) (from nani,
absolutive nani-gsu).!3 A word like wane “‘partner, friend, comrade” occurs only in
vocative form.

In some forms the vocative vowel seems to be suffixed rather than derived from
an already-present vowel: ¢ in hakume- “‘princess” and hayu-hu’uie: a woman’s
name (lit. “Ten-in-Front-Woman”), -o* in himga-?apino: “keep us out of the
way,”!* and -we in *w¢"iyalagame?cume: “you (pl.) have fine weather.” And final
-a is irregularly replaced by -0 in wa'ma-hso ‘I said so.”

3.5. Northern Nootka

As regards other, more northerly, dialects of Nootka, we are told by Sapir and
Swadesh that “among the Tsishaath it is customary to make calling-out forms by
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changing an a or a° of the stem to ¢, while further up the coast -¢* or -¢* is added.”!3
They are referring to a Hupachasath vocative form ?itha-gle: formed from
?i-tha-?ags, the name of Deer’s wife, which in Tsishaath would be ?4ha-?egs.

These phenomena have now been carefully described in Kyuquot, one of the
northernmost Nootka dialects (Rose 1981: 201-203). In this dialect the change
applies to the last vowel in the word, much as in Southern Nootka. This vowel is
always lengthened, but does not always become mid in quality. Here a(*) becomes
a:

(80) hawital§ “there’s the chief™ hawita-§,

(") becomes ¢' in forms that are vocative in a narrow sense, i.e. that are primary
labels for the addressee:

(81) tuk™uk” “sea lion” tuk%ok¥,

but otherwise becomes -, i(*) becomes optionally either e or i in the narrowly
vocative forms:

(82) quiSinrhit “raven” quliSinthe t/qu?i$inrhit,

and otherwise becomes i, except that in absolute final position this -i* becomes -a'y
either optionally:

(83) nani “grandparent” nani‘/nana-y
or obligatorily under certain grammatical constraints:
(84) winint “warriors” wininta'y.

There is also a suffixed -a'y in very limited cases, such as the interjection kawa:y
“hey!Q,

3.6. Northern Wakashan

North of Nootka is located (Southern) Kwakiutl, a language of the other branch of
the Wakashan family. In this language vocative forms of nouns lose final  or . But
when they are shouted, -¢ is added. If the word ends in ¢ it is merely accented.
Other final vowels are replaced, as follows: -a > -&, -0 > -awé, -(aw)e? > -a?yE or
-o?yé 16

3.7. Development

We can now see the outline of a scenario for the development of this Nootkan
pattern. It may have originated as a suffix -¢* or -a* along the lines of that found in
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Kwakiutl and some Nootka. By regular rules of vowel contraction, final vowels of
stems would have been absorbed into the suffix, and underlying -« would have
manifested itself in a resultant -o* or -u".

The Nootkan languages have a five-vowel inventory, i ¢ 4 ¢ u, but the mid vowels
¢ and o have a distinct, highly marked, status. Only the other vowels, ¢ a 4, occur in
basic forms of most morphemes. Exceptions include recent loanwords such as
Makah ke-bic’ “cabbage” and ko-pi- “coffee.”’!” These languages have extensive
ablaut involving lengthening and shortening of vowels, controlled by various
factors, that is roughly analogous to Indo-European ablaut, but this does not
involve changes of vowel qualities. Vowels of quality ¢, and less commonly o, do,
however, arise by mechanical processes of partial assimilation.

The marked mid vowels would have become favored in the southerly dialects as
a signal of vocatives over competing -a* and -#. In Kyuquot they were taken on toa
lesser extent, not replacing a-, and being limited to strict vocatives, and this dialect
developed final ¢ into the strengthened variant a'y.

Before the period of loss of final vowels in Makah and Nitinat, the vowel
contractions would have been reinterpreted as a kind of ablaut, allowing their
spread to the last vowel of words ending in consonants, much as we see in
Tsishaath and Kyuquot. A further continuation of this movement in Makah and
Nitinat to earlier vowels, usually first ones, especially in words for close kin, may
have been encouraged by a preference for changing lowest a rather than other
vowels. Subsequent clipping to one or two syllables of words for the very closest
kin is probably a kind of baby-talk, as the infants would not be expected to handle
longer words. On the other hand, the later loss of final short vowels in Makah and
Nitinat would have reinforced the effect of a suffix being added at the ends of
words, keeping this alternative productive to a limited extent.

3.8. Universal tendencies

Nootkan seems rather unusual in applying its vocative pattern to verbs as well as
nouns. This is perhaps another manifestation of the weak differentiation of parts of
speech in these languages that has often been noted (cf. Jacobsen 1979a), although
this is usually thought of as going in the opposite direction, in that nouns and other
parts of speech can act as predicates, whereas here we have what is thought of as a
nominal category also applying to verbs.

In the Indo-European tradition the vocative is treated as part of the case
inflection of nouns, but in Nootkan nouns do not inflect for case, so the vocative is a
category standing distributionally rather apart from others. A number of other
languages also have vocative formations that do not form part of a system of cases.

A sampling of vocative formations in different languages suggests that there are
parallel tendencies constraining their shapes. Although one would not expect to
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find predictable forms of, for example, a genitive case suffix, the vocative stands
apart in that it signals, not syntactic relationships within the clause or phrase, but
rather a specific kind of interpersonal speech act, and it takes on shapes to facilitate
this function.

It is true that in some languages vocatives have arisen by morphological
processes, especially by specialization of an affix indicating either a first-person
possessor or a second-person subject; vocatives that are embodied in prefixes
probably always arise in this manner.

There seem to be two main sound-symbolic tendencies that shape vocative
forms; they can be subsumed under the labels saliency and brewity. Saliency entails
that the word contains a prominent syllable and that will attract the attention of the
addressee. This syllable will contain a long vowel and/or a mid (sometimes low)
vowel ¢ o (2) or a diphthong ay aw perhaps with added nasalization or strong stress
or falling pitch. (Non-high vowels are more salient in that they are intrinsically
louder; falling pitch might be argued to be more salient because it is a rapid change
in pitch.) At the least, a vocative suffix will end in a vowel: I know of no productive
vocative formation (unless a bare consonant-final stem is used) that consists of or
ends in a consonant (other than diphthong-forming y or ).

The other tendency of brevity often brings about a shortening of the word in
question, and it keeps the number of salient syllables in a word down to one.
(Recall that in Nootkan there is only one changed vowel per word — one would
obviously get greater saliency by changing all the vowels.) Brevity arises from
several functional factors, especially the opposing drives of urgency and perfuncto-
riness. For both reasons one wishes to get past the attracting of attention or the
routine addressing and on to the conveying of information. (Note the English
shortening of perfunctory madam to ma’am to 'm in yes’m.) Also contributing to
brevity is the more technical matter of the omission of suffixes of, say, case,
number, or gender because this information is not needed. Salience coincides with
brevity when such omission yields a vowel-final form. And as we have seen in
Nootkan, vocative forms that arise out of baby-talk are commonly shortened to one
or two syllables because of the limited capacity of very young children.

Let us now consider a few examples illustrating these tendencies, starting with
saliency as manifested in vowel length. In Southern Sierra Miwok of east central
California (Broadbent 1964: 50) the vocative is manifested as a lengthening of final
vowels, with no effect on final consonants:

(85) rita- “mother” ita:
(86) his-ik- “skunk” his-ik.

In Chipewyan of western Canada (Li 1946: 403) the vocative is formed either by
lengthening a final vowel and imposing a falling tone on it:

(87) seta “my father” seta.
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or by adding a suffix -#* which will replace a final vowel:
(88) ?ent “my mother” ?enj".

And in Mohawk (Marianne Mithun, personal communication) proper names
used for address have their stressed syllables lengthened:

(89) Sose “Joe” So-se
(90) Shawatis “John” Shawa-tis.

Cases of final diphthongs are also common. In Gilyak of Sakhalin Island and the
nearby mainland (Austerlitz 1958: 479) there are two vocative endings, ~y and
more polite -a:

(91) fanq “woman” Fapgiy, fapga.

In the Inari dialect of Eastern Lappish (Collinder 1965: 56) the vocative is
sometimes emphasized by the particle dy: ed’cdmdy “father.”

And in Chukchee of Siberia (Bogoras 1922: 697) a -y is sometimes added after a
final vowel, with the accent moved to this syllable:

(92) Araro (name) Araroy.

Vocatives formed with mid vowels are also plentiful. Thus Classical Nahuatl
(Andrews 1975: 9, 203-204, 223) forms a vocative used only by males by suffixing
-¢, giving the only words in the language that are not accented on the punult:

(93) cihuatl “woman’’ cihuatle.
Rumanian has distinctive vocative forms in -¢ and -o (probably borrowed from

Slavic):

(94) vecin “neighbor” vecine

(95) soacrd “mother-in-law”’ $0acro.

And combining length and mid vowels, Sanskrit, in those vocative forms which
appear to be innovational, because they are longer than their stems, shows final ¢
and ¢ (structurally corresponding to diphthongs a7 and au) according to rules like
those of Nootkan:

(96) Agni (a god) Agné
(97) asva “mare” aéve
(98) dhénu “cow” dhéno.

A case of non-final vowels comparable to those of Nootka occurs in Chukchee
(Bogoras 1922: 696), where the last vowel is changed to o, which takes the accent,
and proper names lose their suffixes:

(99) Yeéulin (name) Yetol
(100) Qutawgi (name) Qutow.
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Turning now to examples of brevity, in Taos of New Mexico (Trager 1946: 202,
206) the vocative of those nouns that have one is formed by omission of the
gender—number suffixes (giving a stem ending in a vowel):

(101) ¢un’ena “coyote” tun’e.

A similar situation obtains in Greek, where the vocative is just the stem, which
with ¢-stems has a distinctive e-grade vowel:

(102) hippos (nominative) “horse” hippe.
Consonant stems lack the lengthening of the nominative:
(103) 1é6n (nominative) “lion” léon

In an anti-accusative language like Dieguefio of Southern California (Langdon
1970: 157—158), with a case suffix for transitive and intransitive subjects, forms
unmarked for case are used both as direct objects of verbs and as terms of
address.

Shortened vocative forms of kinship terms are very common. Thus in Yurok of
northwest California (Robins 1958: 23) they drop the final one or two syllables to
become monosyllabic:

(104) picowos “grandfather” pic
(105) cimos “uncle” c’m.

We have seen a combination of salience and brevity already in the Chukchee
names with -o-. Another example is found in Wororo of the Northern Kimberley,
Western Australia (Michael Silverstein, personal communication), which adds a
suffix -d'y with heavy stress and high-falling intonation while dropping the
gender-indicating suffix of kinship terms:

(106) gara'nja “mother (etc.)” gara'y.

Similarly, in Plains Cree of eastern Canada (Wolfart 1973: 32), among kinship
terms, several show apocope:

(107) nita'nis “my daughter” nita'n,
others show a suffix -¢:

(108) nimis “my elder sister” nimise-,
and a few combine both processes:

(109) nikosis “my son” nikose.

These few selected examples from the much larger available number should
serve at least to illustrate the wide applicability of the general tendencies that were
suggested by the Nootkan data.
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NOTES

* A preliminary version of this paper, under the title “Makah Vocative Vocalism,” was
presented to the Thirteenth International Conference on Salish Languages, University of
Victoria, August 17-19, 1978. I am indebted for comments and relevant data to Stephen
R. Anderson, Robert Austerlitz, Leanne Hinton, Margaret Langdon, Yakov Malkiel,
Marianne Mithun, Johanna Nichols, Geoffrey O’Grady, Tom M. S. Priestly, Richard
Rhodes, and Michael Silverstein.

1 On relationships within Nootkan and the deeper Wakashan family, cf. Sapir and
Swadesh 1939: 10; Jacobsen 1969: 140—141, 1979a: 83-84, 1979b; and Embleton 1985:
52-56.

2 Sapir and Swadesh 1955: 19, 38.

3 These forms were obtained from Mrs. Nora Barker, Mrs. Viola Johnson, Mr. Ralph
LaChester, and Mrs. Mabel Robertson. All cited conventional texts are from Mrs.
Barker. My field work on Makah has been supported by the National Science Foun-
dation, the Desert Research Institute of the University of Nevada, and the Research
Advisory Board of the University of Nevada, Reno.

4 Cf. Jacobsen 1971, especially pp. 13ff., sec. 9ff.

5 Clallam from Thompson and Terry 1971: 262, 290. Native Makah words do not end in
underlying ?. The prothetic 22~ corresponds to the Nootka proscription against initial
consonant clusters.

6 Unless otherwise indicated, Nitinat forms are taken from the Nitinat lexical file prepared
by Mary R. Haas and Morris Swadesh, made available to me by Haas (cf. Haas 1969:
109, 1972: 84). This data was collected in 1931.

7 The newer forms are from Kess and Copeland 1984: 149, 151.

8 This also occurs in Touchie 1977: 86, no. 146.

9 Swadesh and Swadesh 1933: 205, no. 75. The authors comment: “~4' [i.e. -e'] may be
suffixed, or, more likely, -id [‘we’] is really -idi or -ida with the final vowel never
appearing except when it is lengthened and umlauted in vocative forms.” However, the
comparative data does not seem to suggest a recently present final vowel here (although if
one is assumed, *-1du, from *-inu, would seem more likely), so we probably have to do
here with mere suffixation.

10 The forms were extracted from the texts in Sapir and Swadesh 1939 and 1955.

11 In the forms nane®i and dike?, (") has regularly changed to ¢(*) before ?; when this i

becomes ¢ in the vocative forms nana®e and dihae, the a(*) is preserved.

12 For both these words there is one informant, Tom (Sayachapis), who produced both

forms. In the case of “father” other informants produced each variant.

13 Sapir 1929: 118.

14 By the reasoning of note 9, this would suggest that the ending -’i-# imperative + “us”

arises from underlying *-’i-nu.

15 Sapir and Swadesh 1939: 201, note 4.

16 Boas 1947: 295.

17 For additional Makah loanwords, see Jacobsen 1980: 168, sec. 3.2.
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4

Relative motivation mn denotational and indexical sound
symbolism of Wasco-Wishram Chinookan

MICHAEL SILVERSTEIN

4.1. Introduction

To many, sound symbolism would appear to be at the margins of how — as
Jakobson and Lévi-Strauss view inherently social facts — language is an “interven-
tion of culture in nature” (Jakobson and Halle 1956: 17). To such a view, in fact,
just as there were logically equivalent “Ding Dong,” “Pooh Pooh,” or “Bow
Wow” theories of yore (see Whitney 1867: 426—427), cast in the idiom of language
origin, there is a startling persistence or resurgence of essentially pre-structural
views on the matter of sound symbolism. There appear to be many proponents of a
notion of primordial sound iconism (in the technical, Peircean sense) for whom —
notwithstanding the fact that language and culture are specific, organized semiotic
systems — such iconic relations atomically motivate certain lexical forms in respect
of what they denote, on grounds independent of any such sociohistorical facts of
linguistic and/or cultural semiosis.

This kind of logically pre-linguistic and pre-cultural motivation of lexical
denotation is, of course, what Saussure was talking about under the rubric of the
“symbolic” (i.e. iconic) aspect of absolute motivation. The entire first two parts of
the Cours (Saussure 1916: 97-192), by contrast, are devoted to demonstrating two
truths. The first is that anything that is seriously a (denotational) sign in human
language, from word-stem up through syntactic phrase, is so much more
“arbitrary” in its semiotic properties than anything else, that we might as well
axiomatize linguistics with this stipulation. The second is that the useful and
productive opposition of “arbitrary” and “motivated” in language is a system-
internal matter of degrees of relative motivation, from relatively arbitrary (or
lexical) denotational signs to relatively motivated (or grammatically formed) ones,
depending on a sign’s regularity of value in, or rule-governed determination by, the
whole system of language, its grammar.!

In many respects we are more sophisticated today, eighty-five years later, in our
ability to articulate the Saussurean lessons, at least in certain areas of the problem.
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For example, in the very analysis of the signal-forms, we have applied the
Saussurean lessons in the realm of phonology, and can give a fairly precise
descriptive account, in terms of primitives and conditions on their concatenation
and projection, of what emerges at the surface as inventories and combinatorics of
phonological segments that seem to comprise phenomenal denotational units —
morphemes, words, phrases, sentences.

So we can examine putative sound-symbolic denotational units in any language
with respect to the degree of phonologicization of pre-linguistic, pre-structural
“sound substance,” and with respect to the degree of violation of expectable
phonological combinatorics under the Saussurean assumptions. Further, we can
articulate with some precision the relationship of grammatical constructionality to
semantic compositionality, given a rich enough understanding of morphosyntax of
denotational language, and determine thereby what is, as a grammarian might say,
“merely” lexical (hence, from a systemic point of view, totally arbitrary, and indeed
the fit subject matter of non-grammatical study of sound symbolism). We can even
understand something of the poetics of linguistic expression as a functional plane
distinct from denotation as such, to determine the contribution of (broadly
speaking) “metrically” organized form as one of the determinants of at least the
native speaker’s feeling of sound symbolism attached to certain expressions.?

But even with such advances in being able formally to describe denotational
iconism in language, we remain at the same impasse of understanding that
Saussure himself faced. For we are operating along the single dimension of signs as
being denotationally iconic or denotationally arbitrary and, as it were, equating
specific-system determination with arbitrariness.> Hence, on a higher plane of
abstraction, many writers look for cross-systemic (i.e. cross-linguistic) universal
generalizations; they immediately see in these absolute or statistical tendencies of
form-denotatum correlation transparent evidence for psychological or more
broadly biological motivation for linguistic form. (Haiman 1985; Givén 1984:
29-45; 1989 are two exemplars among many.) This is merely ding-dongism
operating with due respect to the power of the structuralist perspective on the
analysis of denotational structure. It is not really making use of the distinction
between absolute and relative arbitrariness/motivation, even on the denotational
plane.

For the point about sound symbolism in particular is that phonological or even
phonetic shape is far from being merely the non-denotationally-correlatable level of
“interpretation” (Chomsky and Halle 1968: 7), “representation” (Hockett 1961:
33, 41-42; Lamb 1964), or “articulation” (Martinet 1964: 22-27) of the real
linguistic units, the morphemes, words, phrases, sentences — as in the Saussurean
and subsequent grammatical views of the matter. In sound symbolism, such form
is endowed with its own plane of meaning, one that, in the classic instance of
denotational iconism, supersedes the power of the Saussurean grammatico-
semantic system at its own functional game, symbolically mediated reference-and-
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predication. In other words, we must view denotational iconism as one of the
“breakthrough” modes of semiosis, in which a system of sound structure (with its
own, merely distributional functions of making segmental form), normally subord-
inated to virtual zero autonomous power with respect to reference-and-predication
in the doubly articulated structure of language, undergoes a functional rank-
shifting (to use a tagmemics term apt in this context) into the plane of referential-
and-predicational function. That is, sound as sign becomes independently
endowed with apparently denotationally relevant value gua signifier.

If such is the case, we must ask, what is/are the usually latent function(s) of such
a system of sound signifiers? How are such signifiers organized as units in some
structure? How do they manifest the same kind of relative motivation, mutatis
mutandis, in their own functional sphere(s) as grammatico-semantic units like
segmental phonological units do in theirs? Finally, what other kinds of “break-
through” modes implicate this structure of sound as well as denotational iconism?

4.2. Functional structures of Wasco segments

I want to develop these questions — if not provide totally satisfying answers — by
illustration, looking at the interplay of types of sound symbolisms in Wasco-
Wishram, the easternmost Chinookan dialect once spoken in the area of present-
day The Dalles, Oregon, on both sides of the Columbia River.* Wasco is unique
among Chinookan languages as documented in having an obvious and pervasive
indexical system of sound symbolism of the “diminutive”—“augmentative” type, as
well as a number of denotationally iconic sound symbolisms, and a large number of
areas of interaction of the two. The example becomes valuable, from its high degree
of structuredness, for guiding us in the general theoretical area, because the
interplay of indexical and denotational sound symbolisms is, I believe, the central
mechanism that underlies the less obvious cases as well.

As a typical interior Northwest Coast—Plateau language, Wasco has a rich
consonantal system of segment types and a very meager vocalic one, at the level of
denotational phonology. As can be seen from figure 4.1, the stop-affricate-fricative
inventory is particularly rich in the velar and uvular positions, only the dentals
matching in elaboration (if we count the voiced / as part of this, not really a perfect
solution). The consonants ? and % are of very limited occurrence as segmental
phonemes of lexical items. The voiced series of stops, b, d, g, g%, g,° g7, and the
corresponding voiceless series, p, t, k£, k7, ¢, ¢%, automatically alternate in most, but
not all, forms, according to a rule of voicing immediately preceding a voiced
segment (except in final stressed syllable, where the voiceless member, with strong
aspiration, remains); hence, the functional load of the voiced/voiceless distinction is
low. There are grammatically significant alternations in the velar and uvular orders
between stop and fricative series, differentiating, for example, in stem-initial
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Figure. 4.1.  Segmental phonemes of Wasco (Chinookan) denotational structure, with
some common additional segments from other functional systems.

position, absolute vs. construct (possessed) deverbative nominals. In the vocalic
system, given the rather meager inventory of phonological segments, there are, as
one would expect, numerous subtle degrees of position, aperture, and gliding
coarticulations conditioned by the numerous different types of syllable-onset and
syllable-coda environments in which vowels are found.

As also shown in figure 4.1 below the dotted lines, there are a number of clearly
“non-phonemic” segment types that occur with considerable frequency or predict-
ability in Wasco. Firstly, among consonantal segments are allegro forms of
intervocalic g and sometimes g, the voiced, lightly rubbed fricatives; the uvular ?
frequently weakens further to a somewhat pharyngealized glottal occlusion, here
written .. Further, there are three consonantal segments outside the regular
inventory that are produced as part of the indexical diminutive-augmentative
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system, a ‘“hyperdiminutive” version of ¢’ made as the corresponding mellow
dental affricate 16, occurring particularly in “baby-talk” register, and a “super-
augmentative” of both the ¢ and ¢” orders, a voiced counterpart in the first, j, and
a true doubly articulated ¢& (the closure for the b occurring before the release of the
) in the second. Among the vowels, there are clear, morphologically dictated
doubled segments occurring for double or triple segmental vowels, i.e.
— 4+ 7+ {— =[i:] under slow, deliberate conditions of pronunciation. These
lengthened segments occur also as part of the indexical ‘‘augmentative’” apparatus,
and obviously in denotationally iconic forms expressing long and/or drawn-out
denotara. The phonemic vowel ¢ undergoes augmentative coloring by backing and
slightly lowering, and diminutive coloring by raising and fronting toward lowered
[e-], generally with flattened, wide lip aperture. This same basic quality, with a
more open lip aperture, occurs as the augmentative form of phonemic ¢, generally
lengthened to a kind of [e:]. The segment @ seems to occur regularly in the
stem-prefix da- only on certain particles for color denotata, e.g., da-tgup
[= datgap] “white”; in such forms, the [a] pronunciation of the prefix vowel seems
clearly to be noticed by speakers as incorrectly realized. Finally, the schwa, in its
multiform colorings, occurs when an otherwise vowelless cluster requires a stress
by morphological rules, or by phonological syllable constraints.

Now while in Wasco there are found many words comprised of regulation
CH(C) syllable types, there do exist some extraordinary consonantal combinations,
such as Northwest Coast languages are notorious for exemplifying, e.g., #pck”t “it
is now coming hither out of the water,” sk’g'™x “my two hips, flanks,” etc. —
because the great majority of schwa- or a-insertion rules are highly morphologic-
ally specific, requiring specification of certain morpheme boundaries as part of the
conditions for operation, and operating only in certain classes of morphemes,
though the phonological conditioning factors are similar across these contexts.
Hence, to the outsider looking in, there is a Gestalt of phonetic plenitude to most
words, intermediate between the two extremes just mentioned. And it should be
clear that starting from such a system of phonology in denotational function, the

native speaker’s intuitions about ‘“natural” — logically pre-linguistic and pre-
cultural — “sound symbolism” are going to be quite different from those of an
English speaker.

Similarly for observations about ease and difficulty of articulation, a way of
talking about naturalness that colors one’s perception of the phonic substance as
such. For us as speakers of English — or for other SAE-language speakers — the
clustering of so many consonants as was illustrated just above constitutes a kind of
treacherous, error-filled terrain of articulatory—auditory intuitions, somewhat
outside our universe of subtlety. Yet, in a completely volunteered fashion, one of
my most interesting Wishram consultants at Yakima observed one day that a
simple or “easy”” word like it¢ix”sadx “‘wood shavings,” with which she had begun
her remedial instruction in Wasco for her middle-aged daughter, was too much for
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her well-meaning student! “There must be something wrong with her throat now,
from talking too much English all the time,” she observed in amusement, leaving
me to wonder whether or not this was vintage “Indian humor” of ironic under-
statement or a serious, face-value remark on the simplicity of this word. Perhaps
the former, because independently a Wasco consultant on Warm Springs Reserva-
tion several times observed, both to me and to young anglophone Wascos, that the
hardest word in the whole language was #-?i5a#x “‘corn tassels,” certainly a word
much less difficult-sounding to an outsider than a totally consonantal one (such as
the two cited earlier), and perhaps strange-sounding to us only for the ~#x cluster at
the end. Observe the similarity of the two phonological shapes in these two words
that evoked such commentaries: who could attempt to explain — much less predict
— that, given the Wasco phonological inventory of segments and phonotactics, these
would have special place for speakers in terms of a remarkable phonic substance,
with connotational value available for “‘sound symbolism”’?

My point is that it is extraordinarily dangerous to suppose that our intuitions as
analysts about sound substance — which, if we learn the minimal Boasian lesson, are
formed from our whole set of complex relations to it through language and other
phonic media — ought in any way to be valid when approaching a system as alien as
this one (and, the point could be pressed, when approaching even our own!). So we
cannot merely determine from the outside what lexical items are “sound symbolic”
in the sense of denotationally iconic in some fashion, even where the noises made in
uttering a particular word seem to us to be icons of something presented to us by
some denotatum of the word. Rather, it seems to me, we must work up to any
interpretative statements in this area from a structure-conscious approach, examin-
ing all of the systems where phonic shape decidedly operates independently of
denotational systematicity, and seeing how the connotational penumbra of deno-
tation is constituted by the intersection of these various functional systems,
occasionally achieving the real ‘“‘breakthrough” in semiosis to real denotational
iconism specific to the language in question. I illustrate this approach to the matter
with the Wasco data on functional intersection and ‘‘breakthrough.”

Very important to Wasco phonetic production and reception, as mentioned
above, is the indexical system of “‘diminutive—augmentative’’ consonantism (some-
times accompanied by vocalic effects as indicators of ‘“hyper-” or ‘“‘super-”
degrees, as will emerge below). It should be observed that such a system does not,
strictly, denote small and large objects, or even take the place of adjectives (or
equivalent modifiers, syntactic nouns and verbs) for “small” and “large” in the
denotational structure of Wasco. Rather, the system of consonantal (and some
vocalic) differences is a true indexical system, in that these special phonological or
phonetic effects signal the utterer’s affective and evaluative relationship to some
denotatum otherwise determined by the lexical form to which the indexical system
is, in effect, applied. A cluster of oppositions of a culturally salient sort form a
pragmatic metaphorical set, or, briefly, a set of actor-centered (here, utterer-
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centered) enacted cultural equivalences, around the central or focal opposition of
“{affectively engaging] smallness” vs. “[affectively engaging] largeness.” Some of
the related oppositions are “intimate; dear” vs. “distanced; off-putting”; “‘desir-
able” vs. “‘to-be-shunned”’; “personal” vs. “‘impersonal’’; “‘pleasing; satisfying” vs.
“gross; disgusting’’; etc. While these binarily specified oppositions would code the
distinctions at the polar extremes of diminutive vs. augmentative, there is really a
three-term overall system in categorical terms, ‘“‘diminutive” vs. “[neutral =]
non-diminutive” and “[neutral =] non-augmentative” vs. ‘“augmentative,” the
two indexical effects operating formally in a gradient of degrees cross susceptible
segments of the lexical forms of an expression.

In both simplex and complex expressions, there seem to be such graded effects
in both indexical directions. One aspect of such graded diminutivization/augmen-
tativization is the appearance of these effects in more and more unusual phonotactic
positions in the syllable structure of forms, from simple, non-clustered consonants
in pre-vocalic position to those found inside complex clusters. Another is the
morphologically controlled spread of these effects in complex cross-referencing
words to morphemes with denotational connection to distinct aspects of a pre-
sented entity or situation, e.g. the lexical root, then the derivational suffixes, then
the grammatical prefixes, then the cross-referencing prefixes (which agree with
phrasal dependent lexemes in the head-marking morphosyntactic structure).
Finally, there is a clear distinction between forms affected only consonantally vs.
the subtler and higher-degree effects achieved by both consonantal and vocalic
changes, reflecting the salience of distinct classes of sounds within the overall
configuration of availability of segments for augmentative and diminutive effects.

As shown in figure 4.2, there is, as we would expect, a high degree of overlap
between the system of denotationally implemented segmental phonemes (shown
above the dotted lines in figure 4.1) and the set of segment types involved in
consonantal diminutivization—augmentativization. In fact, the latter system
includes the three sounds ¢#, j, and 9, otherwise not used denotationally, and
excludes only the glides y, ?, and /4 — the latter two in particular of extraordinarily
low functional yield in the language — and the fricatives x, 7, ¥, ¥” — these four
heavily involved in the morphosyntactic signaling of verbal/nominal, absolute/
construct, and voice-rection systems, and, in a sense, inappropriate for implemen-
tation as diminutive and augmentative machinery.

I have organized figure 4.2 so as to highlight the functional structure along its
proper dimensions, all the while staying as close as possible to the configuration of
denotationally functioning segments (as shown in figure 4.1). Note that the voiced
series, generally predictable under denotational structure (as discussed above), is
the maximally augmentative manner of consonantal production, while the glotta-
lized (ejective) series is the maximally diminutive one, the voiceless non-glottalized
(or “plain”) series lying in the middle. Among the resonants, nasality is diminutive
with respect to non-nasality, though, as shown with a connecting chain (thus:
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Figure 4.2. Consonantal system of indexical diminutivization and augmentativization in
Wasco (Chinookan), functionally organized.

o0000) the m:w pair does not seem to function synchronically in this way. All of
these, voicing, glottalization, and nasality, are shown in the horizontal dimensions
of the figure, as is the “‘double stop” segment g#, which figures in its own series as a
unique development from g” as a kind of “superaugmentative.”

Looking across the display in this figure, we can observe two properties of the
system as a whole. First, the vertical interrupted lines separate three distinct
interactive regions of the indexical system, labeled I, II, and III. The indexical
effects do not create paradigms of alternating segments across these regions in the
data to hand. Second, within each of these regions, there are various diminutive—
augmentative polarities that organize the columns or orders of segment types.
(These, recall, can be expressed as either of the pair of indexical binaries,
diminutive/neutral or neutral/augmentative, in partial or attentuated form.) Note
then that there is a bilabial region (I), within which only the manner-of-articulation
oppositions function, as well as a coronal region (II) — dento-alveolar/palatal/lateral
~ with a very complex, hierarchical internal structure, and a (labio-)velar/uvular
region (III), with a rather regular and proportional internal structure. Let us
consider these regions in a bit more detail, particularly IT and I1I.
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In the coronal region, there is a double relationship of the ¢ order as diminutive
to both the ¢/A order and, in a number of cases, to the ¢ order. Further, the
“hyperdiminutive” £ that corresponds only to ¢’ gives a kind of vertical-
horizontal interaction in the possible diminutive chains [augm./
neutr.] > ¢ > ¢’ > 0. Also, the fact that there are many clear cases of fossilized
augmentative A/A4:diminutive &/¢7/¢ gives evidence for an historical renewal of
augmentative—diminutive categories with the now-productive oppositions of
&1 &E1$: ¢/, and explains why there are doublets of indexical paradigms function-
ing simultaneously in the language, both A-order:c-order and ¢~order:c-order.
Within this region II, then, the c-order (and its “hyper” form, £6) is the
maximally diminutivized form, particularly the sound ¢’ itself; by contrast 4, and
most particularly A, are maximally augmentativized forms.®

In the (labio-)velar/uvular region, there is a regular diminutivization effect
expressed by labialization, giving two parallel orders of A :D at the velar and uvular
positions. Further, there is a relationship of A :D in each of the distinct uvular and
velar positions, so that switching from the ¢/qw to k/kw orders is moving from
augmentative/neutral to diminutive or from augmentative to neutral/diminutive.
Operating in addition to this are the manner-of-production alternations already
discussed, with the addition of the “superaugmentative” g¢é that, in a sense,
virtually overrides the ¢/gw distinction and serves as the neutralized maximally
augmentative form in the entire region 1II. By contrast, the #”-order, doubly
diminutivized within the system, and its particular member £7, is the locus of
maximal diminutivization.

Vocalic segments implemented in augmentativization and diminutivization are
more straightforward. All four of the segmental values a:i:u:0, i.e. three full
vowels and deleted or zero vowel (sometimes schwa under appropriate syllabic
conditions), play a role. Full V:0 serves as either augmentative/neutral vs. diminu-
tive or augmentative vs. neutral/diminutive. Furthermore, there are certain char-
acteristic qualitative differences that were indicated in discussing the system of
denotationally used phonological segments, the two types of [¢] sound as diminu-
tive of @ and as augmentative of 7, and the backed, lowered, slightly internally
rounded [D] as an augmentative form of a (accompanied by a decided shift in voice
register to a somewhat pharyngealized, rasping timbre occasionally exemplified in
my material, an effect seemingly outside of the regular augmentative—diminutive
system) or even of #. Needless to say, stressed syllables show all of these vocalic
effects more clearly than unstressed ones, since the canonical shifts are between
more distinct articulations under these syllabic conditions.

It is remarkable to discover in the corpus of data to hand that even simplex
lexical items frequently occur in numerous such gradations of form, each bespeak-
ing a particular indexically signaled utterer-attitude at the moment of its recording,
an attitude suggestively communicated but generally unavailable for objectified
contemplation such as is presupposed by “exact” repetition of a form (see
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Silverstein 1981). It is very important to remember, however, that the English (or
other language) translation “equivalent” or gloss of such a form generally consti-
tutes a “refunctionalized” (Barthes 1967: 41—42) presentation of it so as to appear
to be translating a purely denotational form, not an indexically charged one.’
Actually, we are usually misled by the fact that, for example, English has two
distinct lexical items for sound-symbolically related forms of a lexeme in Wasco, or
by the fact that one of the sound-symbolic polarities of an historical Wasco etymon
has been lexicalized as the synchronically “neutral” form, with certain conno-
tational baggage left over from its phonic substance, as necessarily to be evaluated
against the backdrop of the functioning indexical system just outlined. The
particularities of how the indexical and denotational systems of sounds interact for
any lexical form in Wasco “radicalizes” the possibility of translation (Quine 1960:
28) on yet another plane of semiosis (as if Quine’s referential grounds were not bad
enough!), making intuitions from “outside” the system that much more shaky as
bases for systematization and explanation.

Perhaps the most subtly graded example of the phenomenon is the simplex
lexical stem that is glossed both as “big” and as “small.” There is a kind of neutral
distinction of degrees we might gloss by these translations, perhaps reinforced by
the existence of distinct lexical forms in both English and Sahaptin (the long-term
other language of Chinookan bilingualism). These “neutral” forms, however, show
characteristic differentiation according to the diminutive—augmentative system:
—gaix “big” vs. -gaic “small.” Observe the g:g and A:c® consonantism, as we
would expect from figure 4.2, along with the characteristically neutral -a/- vocalism
common to both. Around these two points, however, is a whole series of differen-
tiated colorings, intergrading one into the other, from a “superaugmentative” to a
“hyperdiminutive’” as polar opposites of the whole set. Each of the two lexical
elements, nevertheless, forms part of a series in its own right as the indexically
“neutral” element. From -gaiX we have -gbaiX > gaiX > g"aid >
~'maix > -g'waix’ in order from ‘“‘superaugmentative” through a certain
attenuated, diminutivized lexical item we might denotationally gloss as “biggish.”
Starting from —gaic we have > -k'aic or -k aic > -k aic > -k™aic' > -k¥eic’ >
-k%¢it’8 in order from two alternatively slight diminutivizations through the fully
“hyperdiminutivized” version of the lexical item, denotationally approximated as
“teeny-weeny,” appropriately in baby-talk register. Yet the two series can be
joined one to the other end-to-end in a continuously gradable set, so that what we
translate into English as “big” and “small” are in reality in Wasco only two
way-stations along this gradient cline, any member of which might occur on a
particular occasion of usage. Indeed, an extreme solution to the demand of any
theory of phonology that requires a unique “lexical representation” might be to
characterize this whole series as — [II]]ai[I]] from the point of view of deno-
tational segmentation, here obviously overridden by augmentative—diminutive
indexical structure.
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Having sketched the form of diminutive and augmentative indexical effects, I
turn now to their structural and discursive functional vitality — the living effects for
the speakers (even if few speakers are still living). We can get an idea in this way
both of the net historical sedimentation of ‘“breakthrough” semiosis and of the
contextualized leading edge of this in the functional realtime of parole. We will
reveal thereby, furthermore, the folly of essentializing “sound” as a natural stuff
available to the non- or pre-cultural sensibilities, as is the case in contemporary
Ding-dongism as much as it was at an earlier period.

4.3. Indexicality in morpholexical derivation

Several types of derivational pattern in this morphologically complex language,
both freely productive and lexicalized, rest upon the functioning system of indexi-
cal shifts to generate connotative augmentation and diminution in understandable
ways. The systematicity of the indexical meanings is brought thereby into the plane
of denotationally understood form — in effect, superimposed upon it as a structur-
ing principle.

Let us take as an example Wasco verbal derivation, which productively creates
complex inflectional themes from roots by patterned use of constituent layers of
prefixation (see Silverstein 1984 for a systematic exposition). By such patterns are
generated various combinations of prefix-class members in appropriate order as
“constant’ derivational accompaniments of the (seventh-position) root of a form;
at the surface, without functional insight, this yields apparently discontinuous
sequences of morphemes that, together, constitute the inflectional theme of the
derived verb. Thus, the root -g(” Ja;, together with a locative prefix -k-5 (in
fifth-position- or order-class) yields the theme -[ ]3-[ Jso-ks- -yg(”)a=* “[ 15 fly;
overs [ 14+ Any of the prefix classes 2 (‘“‘transitive subject pronominal” in a
resistantly familiar, though unrevealing gloss), 3 (“transitive object/intransitive
subject” pronominal), 4 (“indirect object/locative” pronominal), 5 (“locative” or
postposition) can be involved in such derivation.

And in this type of derivation, the connotations of the augmentative—diminutive
indexicals play a distinct and recognizable role. For example, the locative /5-
“away from; (completely) out of” occurs in many such derivational sets, eg.
[ 15[ Jagls- -ybaz- ““[ 13 come-out; (out-)ofs [ J4,” as in #s-nsgls-p7-x11 “it [sc.
blood/urihe/semen/etc.]3 is~coming-out; , 1; (out-)ofs mes”, a continuative form
with no initial tense prefix. The obviously diminutivized counterpart of the
locative, -g7/s-, occurs as a seeming denotationally attenuated form of -g/s,
indicating something like “beginning to. . . out of/away from” or “partially . . . out
of/away from” as a connotation on the denotational plane, as in the example
43-n4-4'ls-/p7~x11 ‘it3 is-growing-outy ;11 (out-)ofs mes,” based on the verb theme
A I lsg %5~ -ybaz- “[ 15 grow-out; (out-)ofs [ Js.”” Note that while the English
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translations differ essentially in the coding of the lexical verb stem, “‘come out” vs.
“grow out,” the only formal distinction in Wasco is the diminutivization vs.
non-diminutivization ( = neutral/augmentative pole of opposition) of the locative-
postpositional element in theme derivation; the structure of the two themes —
indeed, even their basic lexical elements at the denotational morpheme level — is
unitary. Precisely parallel to this form in prefixal derivation is the pair of themes
A 15[ Ja-gls- -ydar- -gigq10- “‘[ 13 runy completely,o away-froms / escape; + 19 froms
[ J¢” — which has the regular voiced-series form ~gls- — and -§3-[ 14-¢'ls~ - daz-
-bag- ‘‘[a part;] tear/rip; outg~and-off-ofs [ ]4”” — which has the somewhat diminuti-
vized, ejective-series -¢'/s-. These examples represent numerous other similarly
opposed formations where the denotational meaning plays upon the basic indexical
opposition of the fifth-position locative.

This form of opposition is also regularly found in certain thematic formations of
the verbal system, like ““tear/rip out/off of” cited above, that employ a “fixed,”
non-cross-referencing pronominal morpheme as the critical derivational part of the
theme.!? A very productive such opposition uniformly signals action by animate
actor with body parts, in allusional categorization, taken as generally paired things,
and hence coded by a third person dual non-cross-referencing pronominal. The
theme of such forms is generally built from some verbal root of motion or its
equivalent, with some dative-plus-locative/postpositional derivational complex as
well. For example, note -[ ]o-s3-[ 1=k /s~ -ylas- -bao- [ 1, make [ ]4 fall back/tip
over (backwards)” and its Dative- or “‘indirect”-reflexive form -s3-[ J4~x + ks~
~Jlaz- -bag- “‘[ 14 fall back/tip over (backwards).” Similarly, [ Jo-s3-[ Ja-ls- -k 'ar-
m(a)g1 + it~ [ ]2 poke-around-in/‘goose’ [ 14,” constructionally, ““[ 1, causes 1+ 11
[the-two-dimin.-ones]; to-become-slightly-stuck; ins [ ]4” (cf. non-diminutive
causative -[ 1o-[ 1s-[ 14~ls- -ygar-m(a)g1 + stn= “[ 12 sticky 481411 [ 15 intos [ ]4.”
Note also -[ ]-s3~ -ue-ybna~ “{ 1, jump,” constructionally, ““[ 1, slightly-lift,
[the-two-dimin.-ones];” (cf. canonical transitive verb -[ ]p-[ Is- -we-ybunar
~cE™0- [ 12 lifty (teliclyyo) [ 15”). And finally -s3-[ 14 + x- - e i~ Axag-gwaro- “[ 1o
have-grooved-notch-all-around,” constructionally, “[body-part]; of-[ ]4 evulse;
centrifugallys all-around,.”” These are representative constructions with -s3-. It
should additionally be observed of them that several of the other morphemes in
these themes themselves have diminutivization effects in their basic, “lexical”
citation forms: roots -jga;- “motion through air,” -ybuna;- “‘raise up,” and
-y X’i7= “pull (on); draw” occur in these formations as -y&’a7-, -bna;- (generally
~yp na- in derived forms), and - /¢ i7-, respectively, bespeaking the connotations of
non-total movement or involvement and diminished scale; similarly for the
locative-prepositional -g/s-, which occurs as -k'ls-.

In addition to these systematic morphological derivations, indexical sound
phenomena are involved in a second major area of lexicon. They constitute the
formal basis for connotatively negatively valued, embarrassing, and otherwise
inherently pejorative denoting forms, where, as is to be expected, we get clearly
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augmentative (vs. diminutive-to-neutral) shapes. These occur both in opposition to
otherwise similar, and non-charged, shapes with distinct English translations, and
as unique formations the shape of which is consistent with this connotational value.
Thus, for example, note the formal difference between n; + x-ig-ks-
-Jtarmlalg1 + -idy-ix;2 “I3 skate on (some locationy),” constructionally, “I3
causeg 1 + 11 self[ = x] quick-motion-on-surface; ons (locationy + 1),” and the other-
wise structurally identical form nyikddmidix ““I (go to) squat someplace [sc. for
defecation],” where the only distinction is the augmentative form of the root,
-Jtaz-:-jdar-. Note also that for already embarrassing and pejoratively amusing
words, such as ig;-13 + y~(a)ny-ls-/qw7it1, “he; (recently;) farted;, ;; ons me,,”
the telicly continuative or repetitive forms occur in the hyperaugmentative,
igtxanlgbilitimck “‘he was just repeatedly farting on me” (i.e. “he was just blasting
me with wind”).

Forms such as -[ ]3- -ydgaz- -it11- “[ 15 sweatz 11" and -[ J¢-5 + g/s- -ySgrar-
“[ 1+ be-fat-in-buttocks/steatopygouss,” moreover, seem always to occur in such
lexically augmentative form. While not specifically opposed to any structurally
equivalent neutral-to-diminutive forms, they are clearly compatible only with
augmentative shapes within the indexical system of sound symbolism. It would
also appear that the expletive galagbdya, generally glossed as “‘damn!” or something
similar, is also an historically frozen augmentative form, with frozen connotational
baggage, from the adverbial particle génaga “‘rather”; note -/~ for -n- and -¢b- for
-, along with stretching of the final syllable in a characteristic Wasco manner,
-dya for -a. The segmental form galagbdya can additionally be accompanied by
extraordinary paralinguistic effects.

4.4. 'Textual indexicality and imagery of voice

If the sound-symbolic consistency of certain productive derivations and lexicalized
forms is already sedimented in the Wasco language, by contrast we can look at
phenomena that bespeak functional “breakthrough” in discursive practice, at the
organizational level of text-in-context. Two such phenomena can be readily
identified.

The first is rather frequent in our records of narrative, where, as Bakhtin (1981:
324-331) would say, the “voice” of a particular emplotted character breaks through
the frame of narrativity itself to be potentially identifiable with the *“voice” of the
narrator, who is presupposed to be in the communicative frame of the receivers/
interpreters of the narrative.!! In this way, the manner in which a narrator reports
particular events being narrated can potentially duplicate, in matters of verbally
coding the represented or denoted material, the way that a characterized voice
would do so; or vice-versa, an emplotted character may “voice” the narrator (and
note that this has little to do with the mere denotational use of 7 as a descriptor of a
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character in the narrative). The way that a narrator reports the particular events
being narrated shows an indexical infection with, for example, attitudinal and
affective characteristics, point of view, etc., of one or more of the very participants
in the narrated events. Such attitudinal colorings emerge in the phonic substance of
the language of narration in Wasco augmentativization and diminutivization, a kind
of pragmatic (indexical) “style indirect libre” (indirect free style) in the narrative
guise of metapragmatic description of the pragmatics of interaction that constitutes
so much of narrative emplotment of character: narrating and narrated “‘voices” are
indexically aligned, seeing things at least in part from the same point of view.

Thus, a frequent event in myth narrations about the Trickster-Transformer
figure, Coyote, is his consultation with his ‘“Two Little Sisters,” who are, it turns
out, two turds that he keeps in a special interior place in his lower bowel. Coyote is
always getting into trouble of one sort or another, about which he needs interpreta-
tive advice and guidance on proper courses of action. At such times, when he
wishes to consult his Two Little Sisters, he defecates them and consults them in
rather humorous interchanges of a stylized sort. Whenever Coyote gets their
opinion on a matter, he always says, “Just as I thought!” — as if he could have
reached that conclusion all by himself, so obvious has the interpretation now
become to him! Thus, whenever Coyote defecates his Two Little Sisters out and
asks them something, they at first refuse to tell him, saying “You’ll just say, ‘Just as
I thought”’” They always relent,'” though sometimes only after Coyote has
threatened them with being “rained” (i.e. spat) upon, which would, of course, melt
them into nothing. And always, Coyote, hearing their interpretation and advice,
says, “Just as I thought!” as his Two Little Sisters have claimed he would. The
Shakespearian comic relief of all this notwithstanding, everyone in the society
knows that Coyote has long-suffering, indeed “‘dear little” Sisters, on whose help
he really depends, even if he cannot bring himself to say so. Thus, Coyote’s
attitude toward them ought to be one that characteristically would be verbally
expressed by his use of diminutivized forms for all denotation of his Two Little
Sisters and of their activities.

Observe, then, how the metapragmatic frame, the descriptive narration of how
characters interact one with another in pragmatic modalities, absorbs this attitude,
this Bakhtinian “voice.” In the following portion of “Coyote Enslaves the West
Wind,” one of the myths recorded by Sapir from Louis Simpson in 1905 (printed
in Sapir 1909: 100, lines 11-16), the critical points illustrative of the process are
given in Wasco, after a contextualizing English translation of the preceding material:

Coyote woke up: No slave! Coyote went to (where the slave had been): No slave! So then
Coyote looked for him. He ran around to every (possible) place, but did not get (hold of)
him.

Aga kwipt gacsugicxaba isidutxix. Aga kwdpt gacsillxam, “Mixdnitk™ick din
ydxtau!” Aga kwdpt gasguilxam, . . " .
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[So then he-defecated-the-two-of-them-out his-Two-Younger-Sisters. So then
he-said-to-the-two-of-them, ““You-two-tell/recount-to-me what that (is) [sc. ‘what
is going on here’]!” So then the-two-of-them-said-to-him, .. .” .. ]

Notice that the framing verb gacsslvam “‘he said to the two of them’ and the whole
propositional descriptor gacsugicxaba isidutxix ‘‘he-defecated-the-two-of-them-
out his-Two-Younger-Sisters” are in essentially diminutivized form,!3 even
though these are strictly speaking the words of the narrator, not those of Coyote.
And when Coyote himself speaks, it is with regular, non-diminutivized forms, as
likewise both the framing description gasgsilxam *the-two-of-them-said-to-him”
and the Sisters’ words replied to Coyote in return. Such breakthroughs of the
pragmatic or indexical material as would be characteristic of the narrated characters
in their events render the culturally understood parameters of the narrated
situation as connotations of the denotational value of the metapragmatic frame.
That is, the denotational value of the lexical expressions of narration become
“sound symbolic” through the transfer, and the event of narration itself takes on
the symbolisms of the narrated content.

Such a process, of course, operates on the plane of yielding connotational content
— hence, “sound symbolism” — of phonic substance in the metapragmatic descrip-
tors of speech acts, that is, acts of using performatively effective pragmatic
indicators. It is a process parallel to the usual delocutionary process first systematic-
ally described by Emile Benveniste (1966 [original 1958]), whereby sometimes new
metapragmatic denotational forms are created, both synchronically (functionally)
and diachronically (etymologically).

As Benveniste pointed out, we frequently find regular creation of metapragmatic
descriptors for conventional speech acts by a process of “mentioning,” but not
“using,” a characteristic pragmatically effective formula indexically associated with
the particular (type or token) speech act. For example, if one characteristically
indexes (and performs) an instance of greeting by saying the expression “Hello!”
one can form a grammaticalized verb-stem, (z0) “/hello” [someone], meaning “to
perform a characteristic act of greeting [someone]”, as a means of describing this
type of speech act, though not necessarily of performing it on each occasion of use;
cf. the angry “Don’t you ‘hello’ mé, you soB!” Such a descriptor is frequently
usable to characterize the speech act, even where the actual form of greeting or
whatever on some occasion at descriptive issue was not, in fact, the particular
formula by which, through various processes of conventionalization, the speech act
was evidenced. In other words, some delocutionaries, by degrees and through
communicative practice, become the conventional ways of denoting certain types of
speech act as indexically accomplishable interactional routines. In a sense, note, the
delocutionary descriptor denotes the particular speech act essentially by re-
presenting it, in a suitably grammaticalized form with the apparatus of the plane of
denotational structure (i.e. grammar-as-usual), by virtue of which one can repre-
sent, 1.e. denote, the speech act by using a form identical or at least very close to the
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one used in performing it.* In the example under discussion, likewise, we get a
quasi-delocutionary connotational “indirect free style.”

Under proper conditions, it seems, such phenomena observable in narrative
“voicing” can become detached from their metapragmatic functional contexts. So
detached and then reused with a trope of renves, they become aesthetic ready-
mades that reveal a way-station along the path to true “sound symbolism,” that is,
denotational iconism in the straightforward sense. For it is only where there can be
a re-presentation of phonic substance as at once indexically effective and as an
instantiated, culturally understood image or icon of something (a cluster of aligned
schematizations across modalities, for example), that we have denotational iconism
that we can investigate directly. Only where sound itself has some locally under-
stood semiotic function independent of denotation — hence as dictated by some
framework of “relative motivation” for that non-denotational code type — does
denotational iconism become possibly transparent to the outsider’s inquiry. In the
most fortunate cases, we can see the process at its source of motivation, where the
indexicality laminated together with conventional iconism (emblematization)
brings together schematized entities, activities, etc. with the presentation of sound
itself (the Klang an sich?). Like any such tropic metasemiosis (compare so-called
metaphor on the denotational plane), there are degrees of living and frozen
functional forms at any given synchronic cross-section, so the key is to find
something at once structurally locatable in denotational morphosyntax, and wholly
determinate in the non-denotational system of meaningfulness.

The lexico-grammatical class of Particles in Wasco is a likely place to look. This
is a noticeably huge set of lexical items (from the academically registered perspec-
tive of usage in English) that occur in predications together with an inflection-
bearing predicating auxiliary, that occur paratactically alongside a complete predi~
cate, and that sometimes occur alone in minor syntactic fragments. They some-
times seem to us to have an almost palpable sound-symbolic quality. Yet such
elicitable attributions are just completely skewed with respect to our outsider’s
intuitions. The delight that we find in identifying something as a “sound-
symbolic” Particle is much more often than not inexplicable to the native speaker,
who (here compare the examples of phonic “difficulty” and “ease” noted above) is
puzzled by our silliness.!®

Discussing this class of items in Lower Chinook, the now extinct dialect of
Chinookan once spoken in the region of the mouth of the Columbia River, Franz
Boas professes himself to be hard-pressed to separate what he would consider
Particles that are onomatopoeic from the others, though his lists of membership —
many of which have near or exact correspondences in Wasco — are exceedingly
interesting. Boas (1911: 627631, 636) makes the following remarks about these
words:

In some cases it appears doubtful whether the [onomatopoeic} words belong to the regular
vocabulary of the language, or whether they are individual productions [of the single

55



Michael Silverstein

consultant, Charles Cultee). This is true when the words do not form part of the sentence,
but appear rather as independent exclamations. . . .

In a number of cases onomatopoetic terms which undoubtedly belong to the regular
vocabulary are used in this way. . . .

It is difficult to say where, in this [regular but onomatopoeic] class of words, the purely
onomatopoeic character ceases, and where a more indirect representation of the verbal idea
by sound begins. I think a distinct auditory image of the idea expressed is found in the
following words [here given in a modernized orthography]:

iux’l  “proud”

kalkul “light (of weight)”

k’a “silent”

qam “lazy”

qux  “fast”

pak  “full”

toman  “‘clear”

tal:  “tired”

&pak  “loud”

gutgut “exhausted”

lalu  “round”

wax  “to pour out”

go8gas  “‘to drive”

xal:  “to disappear”

Xax “‘to appear”

Axwap “to dig”

Needless to say, these shapes are closely matched by others that denote entirely
different states of affairs, their synonyms have entirely other shapes in many
instances, and, where we can locate Wasco correspondents, e.g., pax “full,”
(sas-)lulu “round,” way “pour out,” Axwap “dug out,” to mention only a few, we
have no evidence of any felt sound-iconic or onomatopoeic quality to those
particles. What sometimes does happen, however, is the accompaniment of the
Particle by various paralinguistic and even connotational indexical effects in the
event of denotational usage or when an interjectional form is created on these
forms; these effects are easily confused by the outsider with denotational iconism,
or “onomatopoeia.”

It is important to see, therefore, that any analysis of such lexical items into
morpheme partials, “phonaesthemes,” “ideophones,” or other putative structural
units of denotation that violate the duality of patterning or double articulation of
linguistic structure must be based on some evidence that has a structural basis
within the particular language, as well as on reductionist universalism, no matter
how strong the outsider’s intuition of such might be. So establishing the grammati-
cal status of onomatopoeic lexical classes would, of course, necessitate such
evidence as paradigmatic sets, consistencies of grammatical class membership
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based on multiple distributions, or other such reasoning from grammatical data —
even, as Whorf long ago pointed out, characterizable gaps or complementarities
(negative ‘“‘signatures’ and “reactances’) involving the forms at issue — as distinct-
ively and transparently correlated with denotational iconism or emblematicity on
the functional plane.

Like most such proposals one encounters, Boas’s intuition about the onomato-
poeic underpinnings of the class of grammatical Particles fails the methodological
test. However, we can see in certain discursive contexts the basis of a live process of
creating emblematic, Particle-like phonic forms by crossing augmentative—diminu-
tive indexicality with epitomizing renvors to narrative schematization of events.

We find wide knowledge among the Wasco-Wishram speakers of a bawdy theme
of sexual wrestling between a variously characterized male-and-female couple;
sometimes it is Coyote and .4dat ‘#iya (Basket-Ogress Woman), sometimes others.
An asymmetry of size, power, fierceness, etc. prevails as part of the dramatic
tension to be resolved, and the lesser of the central pair instructs some third party
beforehand to listen for the outcome. Observe that the narrator’s addressee(s) — the
“audience” — are thereby aligned with the third part as they are drawn into a
perspective on the dramatic emplotment. “If I manage to best [ie. get the
definitive advantage over] her/him,” the lesser character points out, “you [i.e., the
third party, including us, the listeners] will hear ‘g”a'w’; if she/he manages to best
me, you will hear “¢’%’.’'® Of course, these phonic forms display canonical
augmentative vs. diminutive sound symbolism: g”- vs. £’”- (the labialization
swallowed up in the following vowel ), -a- vs. @ (with vocalization of the resulting
schwa-plus-», as is normal in Wasco). And when re-presented denotationally, the
phonic substance thus “speaks” with the meaning of the opposed augmentative vs.
diminutive connotations. Emblematized as a textual ready-made that can be
extracted from its narrative context by the widespread familiarity of the incident/
motif, the very terms gwa'mw and k'w become “onomatopoeic” lexemes for
denoting David-over-Goliath vs. Goliath-over-David types of victory, capable of
provoking mirth among fully cultured speakers upon utterance, with a distinct
intuition of “‘sound symbolism””: this is what such kinds of situations sound like!

Such chains of reasoning about “relative motivation” in various cultural and
linguistic functional structures provide us with a way into a particular system, on
the planes of both discursive textuality and grammatical system. Differentiating
these planes and differentiating the semiotic functions involved in the process of
achieving various crossings and laminations of them are the methodological sine qua
non of investigating denotational iconism as an analytic construct. Here, for
example, we have stressed the (functional) indexicality of augmentation/
diminution effects in Wasco, the (structural) lamination of these effects as conno-
tation in simplex and systematically derived lexical form in grammar, and the
(discursive) processes that generate delocutionary (metapragmatic) and emblematic
(conventional indexical-iconic) forms in text.
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NOTES

1 This view is rephrased in the historically derived accounts of Bloomfield during the
1920s and 1930s, by the way. See, for example, Bloomfield 1923, [1934]1970: 282-286,
and especially 1933, chapters 9, 10, 16, based on 1926, sections II-VII.

2 Professor Malkiel’s trreversible binomsals (1959) come to mind as such “poetic” phenom-
ena, at least in part, where both grammatical-plane and phonological-plane factors seem
to play a role. Consider also the salience and memorability of pleasingly ordered proper
names in binary or larger-scope conjunctive ordering, as in firm names, or authorial topoi
in bibliographic formulation and citation.

3 This, it should be noted, can be celebrated or deplored as a kind of “linguistic relativity,”
as many writers have recognzied about extreme approaches from Saussurean “langue”-
centrism to Chomskian “autonomous syntax”-centrism.

4 Unless otherwise credited, data and analysis of Wasco-Wishram are the results of my

own fieldwork in Washington and Oregon, generously supported in 19661974 by the

Phillips Fund of the American Philosophical Society, the National Science Foundation

through its Graduate Fellowship Program, the Society of Fellows (Harvard University),

and the Adolph Lichtstern Fund of the Department of Anthropology, The University of

Chicago, to all of which I am most grateful. Wasco-Wishram, or “Wasco” here for short,

echoing speakers’ usage in local English, together with other village and village-cluster

dialects, comprises the Kiksht language of the Upper Chinookan branch of the more
extensive Chinookan linguistic family. See Silverstein 1990: 533—535 for the relevant
ethnographic and linguistic distinctions.

See Aoki, this volume, n. 3, for some of the Americanist symbols used here that are not

equivalent to IPA. Additional symbols used in this paper are ¢ (= tf), S (=), j (= &).

6 One sees immediately the implication for use of such forms as contain, or can be modified
s0 as to contain, these segment types to suggest characterological or other essentialized
traits about which culturally conventional affect can be indexed in denoting and in
quoting from represented narrative characters, as in various ‘“abnormal speech types”
(Sapir 1915) found over a wide area of the Northwest Coast and Plateau. See the
discussion in the main body of the text.

7 Such a denotational refunctionalization is completely to be expected under the con-
ditions I have discussed at length in Silverstein 1981, arising in part from the semiotic
character of such pragmatic codes as the one being here discussed, and in part from an
ideological view of language codes in general that seems to underlie the Western language
sciences, which intensifies and essentializes the focus on denotational form into a theory
of restrictively denotational meaning or content.

8 The very paradigm of A;c here reinforces the quasi-lexicalized status of the final-
position alternation, justifying our distinct translations. Recall from our discussion above
that & ¢ order distinctions seem to have replaced A: ¢ ones as freely productive “augmen-
tative”: “diminutive” alternants for the last generation of speakers.

9 The brackets mark freely filled inflectional positions for cross-referencing pronominal
elements, in their respective order-classes as indicated by subscripts: - 1,- is the Ergative
position, [ ];- is the Nominative/Absolutive position, -[ 14~ is the Dative position.
Obviously, various ordered combinations of two or three of these are the indicators of

w
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various inflectional types of verb roots, stems, and themes. See Silverstein 1984 and refs.
there.

This type of derivation I have elsewhere (Silverstein 1984: 281-285) termed dersvational
allusion, since the pronominal element at issue alludes to, but does not refer to, the kind of
entity that is typically denoted by the particular grammatical cross-referencing pronomi-
nal as it would normally agree with grammatico-semantic categories of nouns, relative to
the typical case relation (thematic role) coded in the inflectional position where the
derivational pronominal occurs.

Appealing to the compositional analogy with music, Bakhtin’s concept of voicing —
whence the “polyphony” of certain texts — is not to be identified with denoted or
denotable characters of narrated emplotment or of the communicative parts (role
structure or turn-incumbency structure) of the event of narrating (however discontin-
uous in time in the case of the production of text-artifacts like printed material). It is a
structure of relational projections of socially personifiable interests in a sociocultural
universe that constitutes the ‘“‘voicing” of a literary work. We thus note that the projection
across the narrating frame — where we live — and the narrated frame — where the
emplotted characters live — sets up a structure of identification with vs. differentiation from
characters in both frames that underlies the composition, as it were, of a literary work.

Indeed, what are little sisters for in a culture where the literary themes loom large of
‘“‘youngest = smartest”’ and ‘“‘female ingenuity” (“mother-wit”’)? Note that the Little
Sisters hilariously articulate the cultural knowledge about Coyote himself, that narrator
and narrator’s addresses (= the “audience” of the performance) share, as commonplace
though humorous,

Absolute consistency of phonetic form would, by the way, demand gacsuk "icxaba, as
occurs in my own materials for this type of incident, “he-daintily/lovingly-defecated-the-
two-little-ones-out.”

14 Hence the similarity of our connotational “delocutionary” breakthrough of textual

voicing to the so-called use vs. mention distinction at the plane of denotational language.
In the latter, too, a particular presentation of a form in some specialized grammatical
context signals its re-presentation and consequently its representation, though we must
make much finer distinctions for any adequate semiotic discussion than this sloppy and
unifunctional one of standard philosophical discourse informed by local ideologies of

language.

15 Much as, one supposes, speakers of French are puzzled by the anglophone tendency to

capitalize on the availability of many puns, at least in the distinct citation forms of lexical
items in their language.

16 I have sometimes heard the first uttered in a deep voice, the second in falsetto.
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5
Symbolism and change in the sound system of Huastec

TERRENCE KAUFMAN

5.1. Introduction

This paper will illustrate from Huastec, a Mayan language of East Central Mexico,
two probably fairly common phenomena in the area of sound symbolism:

(a) Because of their imitative sound—meaning correlation certain phonemes may
not be subject to certain sound changes when these correlations are in play;

(b) Certain firmly entrenched and not at all marginal (aibeit somewhat infrequent)
phonemes in a language may in fact occur only in sound-symbolic words.

5.2. Background

Over six fields seasons (1969, 1980, 1981, 1982, 1983, and 1984) I have been
collecting lexical materials for a Huastec dictionary. As a modest estimate, I have
over 10,000 lexical items and over 2,300 roots.

5.3.  Huastec phonemes

Huastec has the following phonemic system in the native general (= non-symbolic)
lexicon:

Consonants’
P t t c k kY ?
b t’ t, c’ k’ kw’
0 3 h
m n
1
y w
Vowels
i u
e 0 V:
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Symbolic roots contain, in addition:
s, r, F
Spanish loanwords add:

d, g f[insome varieties only]

5.4. Practical orthography

In the practical orthography that I use for writing Huastec the following equiv-
alences hold:

#c <tx> #HL¥ <kw>
#& <ch> #h <j>
#t <ts> #§ <x>
#F <rr> #60 <th>
#? <?> #V. <VV>

5.5. Diasystems

A diaphon(em)e is a phonological category that relates the statistically significant
sound correspondences among phonemes across the dialects of a single language. It
is for practical purposes — but not in essence —analogous to a protophoneme (which
is the product of reconstruction); still, you almost always have more diaphon(em)es
than protophonemes in the respective constructs. Diaphon(em)es are indicated by
a preposed 3# (word boundary uses # #).

5.5.1.  Huastec diaphonology

Huastec has three dialects (see T. Kaufman, 1985. Aspects of Huastec dialectology
and historical phonology. International Journal of American Linguistics 51: 473—476).
In native vocabulary all varieties of Huastec have the same set of phonological
contrasts (shown above), but for certain diaphonemes, in the general lexicon their
realizations differ according to dialect, as follows:

diaphone  O(tomtepec) Clentral)  P(otosino)

#c ¢ ¢ ¢
#c g g ¢
#t t~¢ ¢ ¢
#t’ t""é ¢’ &
H#i P F r
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Examples

3 can ¢an ¢an ¢an
“snake”

#?ic 2 ?i¢ ¢
“chilli pepper”

#c’ak ak Cak ¢ak
(3 (ﬂeai b

#c’en enn Cen “en
“mountain”

3110 110 ¢ &0
3 ‘pigweed, b

# pat pat pa¢ pat
(3 ‘pOt, b

#t’itab t'itab ¢igab C’icab
3 ‘comb, b

#we:t’ we:t’ we:¢’ we:l’
“squeak”

F#fun fun fun run
“whirr”

The original pronunciation of #c, # ¢’ was [¢, ¢'], for the following reasons (see
Kaufman 1985: 474-475):
(a) #c, #c’ comes from Proto-Mayan *¢, *¢’ and *k, *k’ (via palatalization);
(b) Spanish /¢/ shows up in early borrowings as Huastec #c, whereas later
borrowings show Huastec [¢] across the board.

The original pronunciation of #t, #t’ was probably [t, t'] phonetically, since
(see Kaufman 1985: 475):
(a) they developed from Proto-Mayan *t, *t’ and *t, *¢’;
(b) their current reflexes [t, t'] cannot be plausibly derived from [, &] or [¢,
¢l
(c) they become /t/, /t’/ in Chicomuceltec, a descendant of Proto-Huastecan.
Nevertheless, support for [¢, €] as early pronunciations of #t, #t’ is provided by
(d) their rendering by [£] in loans into Spanish and Nahuatl,
() their being spelled < ch > in the only extant sixteenth-century source written in
Huastec;
(f) their occurrence today in some varieties of Otontepec Huastec.

65



Terrence Kaufman

5.5.  Sound symbolism in Huastec

Huastec has a sizeable number of roots which are sound-symbolic, in that

(a) they encode meaning more or less directly via the sounds the roots are
composed of;

(b) the roots do not belong to other major root classes, and have some derivational
possibilities that are peculiar to what I call the class of symbolic roots.

Symbolic roots are of two subtypes from a semantic/typological point of view:
(a) those that directly represent sounds in nature: imstative or onomatopoeic. There
are easily more than 200 such roots in any variety of Huastec. These are
abbreviated oNOM in the discussion that follows.
(b) those that use Huastec phonemes to encode non-auditory phenomena
(especially referring to /ight and moving forms) in a more or less direct conven-
tionalized way: synesthetic sound symbolism (see introduction, this volume).

There are relatively few symbolic roots of type (b); most symbolic roots are
imitative.

Symbolic roots can have the basic shapes CV(:)C and CV(:)Y? (where Y is /w/
or /y/). These are basically the shapes that all major root classes can have, though
nouns can be phonologically more complex than this.

Symbolic roots are not expletives or exclamations; they are thoroughly integra-
ted into the derivational and inflexional morphology of Huastec, which is a typical
Mayan language in the high degree of its morphological complexity, especially in
derivation.

5.6.1 Morphological/derivational traits of symbolic roots

The following derivations are unique to symbolic roots (all forms are written using
practical orthography):

(1) bareroot (P, C) the sound

Ex: cHAKW! — in t’aja? an atx’eem toltom tam ti ijkan txabaal
“PLOP went the wet cloth when it fell to the ground”

(2) -bix (P,C) vi produce the sound

Ex: cHOMbix an lanaax aal an ja?

“the orange spLASHed in the water”

(3) -Viy (P,C) vt acton (usually hit or throw) something so as to produce the
sound

Ex: u cHAKWay an toltom axi atx’eem

“I made the cloth that was wet go PLOP’

The following formations are also found with other root types, mainly positional
roots:
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4 -le (P,C) vi fall making the sound
Ex: TxEkwle txabaal an taasa t1 kwajlan
“the cup fell with a THUNK when it fell”

(5) -la? (P, C) vt let make the sound
Ex: in cuikla? in Kaarujil an laab
“the Mestizo let his truck(’s air-brakes) go WHUFF”

(6) -ka? (P,C) vt let fall and make the sound
Ex: an txakam kwitool in CHONK’a? an t’ele? aal an ja?
“the little boy let the baby fall and go sPLASH in the water”

(7) -pa? (Conly?) vt same meaning as #6
Ex: u cHoMpa? n-u lamil aal an ja?
“I let my specs fall and go sPLASH in the water”

(8) -V Vi (C only?) adj in a state resulting from an action producing the
notse

Ex: naa? cHomool an txakam ti atsim al ja?

“the child is there bathing HALF-IN-HALF-OUT of the water”

9 -CV, Vi (P,C) va move back and forth making the sound
Ex: cHEK’cheel in pajab an yejtxel thak pat’eb
“the old man in white pants’s sandals sQUEAK back and forth as they go”

(10) CV,C-C,V,C,V, Vi (Vi must be short even if underlyingly long) (P,
C) vs go right along making the sound

Ex: caururuul an txakam t’ele? k’al in ubaat’

“the little baby goes along with his toy WHiIsTLing”

(1Yy CV,C-C,V,C;V Vi (V) mustbeshort,etc.) (Ponly?) va goalongat
a shifting pace making the sound

Ex: cHaw?chachaal an k’athaw

“the hen turkey goes around sQUAWKing”

5.6.2. Alternation

The term alternation is used here to refer to a situation where two or more root
shapes that are essentially synonymous differ by one phoneme only and where the
articulatory differences between the commutable non-identical phonemes are
minor. There is only one known active process of phonemic alternation (or ablaut)
in Huastec, and that involves changing underlying /a/ to /o/ under certain
grammatical conditions. As far as I know, the types of ““alternation” referred to in
this paper are embedded in the lexicon and not rule-governed.
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5.6.3. Anomalies in symbolic roots

Huastec symbolic roots show four anomalies when compared to the general
lexicon:

1. Whereas Huastec #c, #¢’ shift to [¢, ¢’] in the general lexicon in Potosino
Huastec, in symbolic roots this change occurs only sporadically. In the vast
majority of cases, [¢, ¢’] occur across the board in symbolic roots. Such cases are
assigned to the diaphonemes # ¢ and # & (on the other hand, Huastec #t, #t’ do
not seem to show any anomalies of development in symbolic roots).

2. Huastec #f occurs only in symbolic roots, not in the (native) general lexicon.
Though [F] and [r] also occur in the general lexicon in loans from Spanish,
symbolic roots with 3 are fairly numerous and only occasionally of Spanish origin.
There is occasional “alternation” between /§/ and /1/. (*Alternation” is explained
below.)

3. Central (but not Potosino) Huastec has both /#/ and /r/ in imitative roots,
though the latter phoneme is extremely rare: only two imitative roots containing /r/
are known.

4. Apart from Spanish loans, Huastec /s/ occurs only in symbolic roots, never in
the general lexicon. Huastec /6/ derives from earlier *s; whether this change had
occurred by the sixteenth century is not clear, since Spanish <¢> and <z> were
used to write [s]. In symbolic roots both /6/ and /s/ occur and rarely or never
alternate. /s/ occasionally alternates with /3/, however. Spanish borrows Huastec
/8/ as Spanish /s/.

Henceforth Huastec (dia)phonemes will be represented via the practical ortho-
graphy.

5.6.3.1. #TX and CH, TX’ and CH’

Out of 40 cognate pairs of ONOM roots that have [¢], [¢'] in Central Huastec, in
Potosino Huastec 26 have[¢], [¢’](= #ch, #ch’), 12have[¢],[¢’}(= #tx, #tx’)and
3 haveeither [¢] ~ [¢] (= #tx ~ F#ch)or [¢'] ~ [¢'] (= #ch’ ~ #tx"). The break-
down is as follows:

##ch 5 ##tx 5 ##ch~tx 0
##ch’ 16 #H#x’ 1 ##ch ~tx’1
ch## 0 tx## 0 ch~tx# # 1
ch’## 5 txX’# # 6 xh’ ~tx# 4 1

Note that ¢k’ outnumbers ¢k 21:5, and x’ outnumbers #x 7:4; i.e. glottalized
outnumbers plain 28:9 (a ratio of 3:1).

Note also that while syllable-initially c4’and ck overwhelmingly predominate over
tx’and tx (21:5), syllable-finally unmatched #x’ (which can follow any vowel) barely
predominates (6:5) over unmatched ¢k’ (which only occurs following front vowels).
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The one case of syllable-final tx ~ ch shows that Proto-Huastec *c was at best
rare in that position in ONOM roots. The item in question, petx ~ peck ‘“thump,”
does not even have a cognate in Central Huastec.

All this suggests that there is a strong correlation, at least syllable-initially, for the
imitative value of the sound [¢’] in Huastec sound symbolism, one that resisted a
sound change that must have occurred at least 350 years ago (see Kaufman 1985: 475).
The imitative correlation for [¢] seems weaker than for [¢’] since [¢] and [¢] reflexes
for Proto-Huastec *c are about evenly balanced (in ONOM roots). I want to point out
that there is little or nothing in this data to support the notion of lexical diffusion.

5.6.3.2.  Meanings encoded by CH and CH’

A survey of all roots found in both Potosino and Central Huastec that contain ¢k
and ch’ suggest that these sounds represent the following meanings (associated
vowel qualities are noted in corresponding cells):

ch ch’
hitting metal i
chewing forcefully e
sound in enclosed space
water: gurgle, glug 0
solids: rumble, rattle 0,a
sucking o
hitting soft things
flesh: smack 0,2
mud, shit
plop a
squish 1
hitting water: splash u,a 0
animal cries: birds and bugs
high pitch ie
low pitch a o,

I have not done a complete catalog of the sound—-meaning correlations found in
Huastec ONOM roots, so I cannot say whether these meanings are encoded in any
other way.?

5.6.33. #RR and #R

Huastec #7r is unusual in that in native words it occurs only in symbolic roots. I
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have not established any sound correspondences between Huastec 3#rr and pho-
nemes in other Mayan languages, and do not expect to be able to. As mentioned
above, it may bear some relationship to Huastec /I/. The Otontepec and Central
dialects have both /#/ and /t/ as phonemes, both occurring in loans from Spanish as
well as in oNOM roots (however, /r/ is not yet attested in ONOM roots in Otontepec
Huastec); Potosino, on the other hand, has only /r/ corresponding to Spanish /t/
and /r/, as well as in symbolic roots. While some might imagine that [r] is more
“npatural” than [f], and suspect that Potosino is phonetically more conservative, the
arrow of implication says that Proto-Huastec *f > Potosino /r/, and to assume that
[r]is older would complicate the picture in ways such that the possible avantage is
unclear. There are two Huastec rs and both become Potosino /r/.

Huastec #r is found in only two (or three) ONOM roots both meaning “grunt,
snore.” Such an infrequent element may be suspected of being recent and not
showing uniform treatment across informants. We can only wait to see if more
instances of it show up. While I have, I believe, collected a large part of the
ordinary vocabulary of Huastec, the corpus of ONOM roots is hardly closed.

5634. S

Though Proto-Mayan and Proto-Huastecan *s goes to /6/ in Huastec, the /s/ that
is found in symbolic roots does not show any clear relation to /6/. The fact that
Spanish borrows Huastec /8/ as /s/ and that some words have been borrowed back
with /s/ into Huastec again (by some speakers) is irrelevant to determining the
function of /s/ in non-borrowed vocabulary. In a number of cases /s/ “alternates”
with /8/. Huastec /§/ (from Proto-Mayan *3) is phonetically [5] perhaps for most
speakers, but in some towns [s] and/or [§] are typical pronunciations. Our one
sixteenth-century source (de la Cruz) freely uses both <x> and <s> for Huastec
/$/, <x> predominating over <s> byarateof 2:1 oreven 3:1 (insixteenth-century
Spanish <s> stood for s and <x> stood for [§] and possibly also [§]). Thus,
Huastec /5/ may always have been varying among [s], [§], and [§]. Huastec /s/ is [s],
with no retraction, retroflexion, or grooving.

5.6.4. Summary of previous discussion

The above discussion shows that the symbolic meaning of a sound may make it able
to resist sound change, and that phonemes not used in the general lexicon may
nevertheless be part of the phonology and lexicon of a language. It is not clear
whether any generalizations should be drawn nor how they should be formulated,
but the following claims are at least supported, even required, by the facts of
Huastec:

(a) There need not be total overlap in the set of phonemes used in symbolic
roots with those of the general lexicon.
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(b) The semantic associations of certain sounds in symbolic roots may exempt
them from certain sound changes (i.e. presumably such as would destroy estab-
lished sound—-meaning correlations) undergone by the general lexicon.

These may be fairly run-of-the-mill observations, but, while such peculiarities
may not be very peculiar, many languages are not even thss particular. I doubt very
much whether the phenomena discussed above are highly /ikely to have analogs in
some other unstudied language; they are merely possible. These phenomena do not
threaten the historical linguist’s axioms concerning the regularity of sound change.
The phenomena under (a) could not even be recognized without the existence of such
axioms. The scope of these axioms, however, may need to be more tightly defined.

5.7. Steps toward an analysis of Huastec onomatopoeia

In order to get some idea of what the sound-meaning correlations are that are
manifested in the ONOM roots of Huastec, three kinds of examination of the data
have been carried out.

(a) All sounds peculiar to, or peculiar in, ONOM roots have been sorted together;

(b) All sounds, and VC# # sound combinations, that have, seem to have, or
might have establishable sound—meaning correlations have been brought together
and subgrouped semantically;

(c) The total lexical file has been surveyed to determine (impressionistically) the
relative frequencies of root-initial phonemes. This was done by estimating for each
letter the proportion of a file box that the slips beginning with that letter occupied.
The smallest proportion was assigned a factor of one and all othei proportions are
multiples of one. The relative frequencies of initial phonemes in ONOM roots was
then determined (by counting) and the two situations compared. In ONOM roots
some initial phonemes occur much oftener, others much less often, than in the
general lexicon. For results see table 5.1.

5.7.1.  Analysis

The following phonemes occur initially more often in ONOM roots than in the
general lexicon:

phonemes of frequent occurrence: tx, tx’, j, (k)

non-frequent phonemes: u, n, s, rr.

The following phonemes occur initially less often in ONOM roots than in the
general lexicon:

frequent phonemes: p, t, m, t’

non-frequent phonemes: o, a, ¢, y, ts.

The following phonemes occur initially at about the same frequency in ONOM
roots as in the total lexicon:
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Table 5.1. Results of Sort C

Real frequencies of initial

Impressionistic frequencies of initial phonemes phonemes in ONOM roots
in total lexicon (including oNoM roots and Sp. (!! = higher than expected,
loans) ! = lower than expected)
Phoneme Factor Rank Rank Number

p 27 1 2 19

k 20 2 2 19

t 20 2 5! 11

tx/ch 15 3 [} 26

kK 15 3 3 16

m 15 3 5! 11

v 15 3 7 7

x’/ch’ 13 4 1 29

j 13 4 21 18

w 13 4 3 16

th 13 4 5 12

1 11 5 6 9

X 10 6 5 10.5 ~

b 10 6 6 9~

a 10 6 10 3

o 7 7 9! 4

y 7 7 12! 0

u 5 8 6! 9

kw’ 5 8 7 7

i 5 8 9 4

e 5 8 1 1

n 4 9 6! 9

kw 4 9 8 5

ts 4 9 12! 0

s 2 10 i 7.5~

T 1 11 81 5

ts’ 1 11 11 1

frequent phonemes: k’, w, (k)
somewhat frequent phonemes: th, 1, x, (b)
non-frequent phonemes: kw’, i, kw, ts’

5.7.2.  Discusston

Higher than expected frequency initial phonemes:
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tx and ch, tx’ and ch’ and j are frequent root-initial phonemes which are even
more frequent initials in ONOM roots. These sounds must be especially useful in
Huastec sound symbolism.

u and # are non-frequent root-initial phonemes which have a much higher than
expected frequency in ONOM roots. To these should probably be added £, because
although it is relatively frequent root-initially in the general lexicon, a large
proportion of these stem-initial £s occur in Spanish loans. Huastec /k/ comes from
Proto-Mayan *q, which was not frequent in root-initial position.

s and rr are non-frequent root-initial phonemes that occur only in ONOM roots
and Spanish loans.

Initial phonemes which are less frequent than expected:

t, t, p, and m are frequent root-initial phonemes which occur much less
commonly in ONOM roots than in the general lexicon. # and ¢’ occur only about half
as often as expected, and p and m only about two-thirds as often as expected. They
must be of limited value to Huastec in representing sounds in nature.

0, a, and ¢ are non-frequent “root-initial” phonemes whose occurrence in ONOM
roots is even lower than expected. All are vowels (preceded by a glottal stop which
is never missing, and never written in the practical orthography; in fact there are no
vowel-initial roots in Huastec, but it is improbable that the phonemic /?/ these
roots begin with carries a semantic feature). Note that # #u, on the other hand,
occurs unexpectedly frequently.

7y and ¢s do not occur at all root-initially in ONOM roots. #s is rare anyway, but y is
moderately common in the general lexicon. They must be especially unsuitable for
sound symbolism in Huastec.

About as frequent as expected:

b calls for some remarks. Although nine ONOM roots begin with 4, all of them
have variants with p, m, or w. Only two ONOM roots are known that end in 4, and
only in Potosino. & is clearly disfavored in onomatopoeia in Huastec.

5.8. Conclusions and prospects

The main conclusions that can be drawn from my work so far on this topic are the

following:
In onOM roots:

1. #r, r, and s occur only here.

2. *;and *;’ were very common, and in Potosino resisted shifting to [¢, ¢’} in them,
though they shifted virtually without exception in the general lexicon.

. Initially &