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Introduction

When I was in my twenties, I used to think that there were two legitimate
ways of knowing things—by intuition and by science. You could appreciate
music, I thought, as a lover of music, without understanding how a musi-
cal composition is put together, without being able to read music. You
could appreciate the stars, I thought, not as the “learn’d astronomer” in
Walt Whitman’s poem' does, but as the poet does—by just going out and
looking at them. But today I think differently. I now believe that the appre-
ciation of music by the musician or the musicologist is far superior to that
by an unskilled, uneducated, but enthusiastic music lover like myself, and
that the astronomer’s love of stars is far superior to that of the uneducated
stargazer.

I have a decent collection of LP records, amassed mostly when I was
quite young. Recently I decided to replay them systematically—Tchaikov-
sky’s Fifth Symphony, Dvorak’s New World Symphony, and the like. Be-
yond a faint stir of nostalgia, I detect only irritation with my earlier self.
The fact is that my appreciation of these works was on such a low level
that, all unconsciously, in the forty or so years since I played the records, I
have become profoundly tired of them. The musicologist, on the other
hand, is still finding value in these very works. The musicologist can un-
derstand these pieces on a higher level, a more abstract level, that is inac-
cessible to me. So while I, propelled by my yawns, go from Tchaikovsky, to
Vivaldi, to Beethoven, to Bartok, to Ellington, searching for something
new (to me), the musicologist casts the net widely, beyond my intuitive
capacities.

The same goes for the astronomer. You and I can go out and look at the
stars for only so long. After a while a good dinner and a glass of wine begin
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2 The Science of Self-Control

to exert their appeal. But when we have finished, the astronomer has barely
begun. What is our sharp intake of breath at seeing the Milky Way on a
clear summer’s night compared to the discovery of a new world in one of
those stars? Here (with my own punctuation) is my dictionary’s definition
of supernova:

SUPERNOVA

Astron. A star that suddenly increases very greatly in brightness
Because of an explosion disrupting its structure,

And ejecting debris at speeds of up to a tenth that of light,
And temperatures of hundreds of thousands of degrees.
Within the resulting shell of material may be left

A pulsar or a black hole.

Though frequently observed in other galaxies,
Only three have been recorded in our own Galaxy:
By Chinese astronomers in 1054,

By Tycho Brahe in 1572, and

By Kepler in 1604.

Surely the poet would have learned more—even about poetry itself—by
staying and listening to the astronomer than by going out and looking at
the stars. But, you may argue, I have not understood the point of Whit-
man’s poem. The point may be not that looking at the stars is better than
listening to the astronomer but that after listening to the astronomer, the
poet comes to appreciate looking at the stars even more. Maybe. But the
question then becomes, At what point should we stop listening to the as-
tronomer and start looking at the stars themselves? The answer, I would
say, is not until we can look at them as the astronomer looks at them—as
the musician or musicologist hears a symphony, as the painter or art critic
sees a painting, as the poet reads a poem, as the radiologist perceives a CAT
scan. True, we cannot simultaneously become an astronomer, a musician, a
poet, a radiologist. But we should not fool ourselves into thinking that our
appreciation of their fields, no matter how enthusiastic, is as meaningful as
theirs. The appreciation of the amateur is inferior to the appreciation of
the professional.

The hard thing to grasp is that this fact applies to psychology—to the
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understanding of the human mind, to the understanding of our own
minds—as well as it applies to any other area of knowledge. This book un-
dertakes to understand the mind—your mind, the minds of other people,
the minds of other organisms—not as the amateur does, by intuition, by
insight, by introspection, but as the professional does, by careful observa-
tion, by experiment, by deduction, by making predictions about one’s own
behavior and the behavior of others and testing the power of those predic-
tions. Not by insight, but by what Aristotle called nous, or outsight, the abil-
ity humans have to perceive a series of particular facts as a single abstract
entity. To be scientists, that is, of our selves. Or, to paraphrase another poet,
to be masters of our fates and captains of our souls.

Consider the squirrel who “saves” nuts. By depositing nuts into a tree hol-
low during the fall, the squirrel is providing for its own survival when win-
ter comes. But the squirrel is not really saving nuts. Rather, it wakes up one
autumn morning and suddenly finds depositing nuts in a tree-hollow to be
valuable in itself. We know that is so because the squirrel will continue de-
positing nuts even when they are systematically removed from the cache.
The squirrel simply does what it likes to do. The temporal extent of its in-
terest can remain narrow while Mother Nature (genetic predisposition)
takes care of the long view. A squirrel in its natural environment does not
have and does not need self-control.?

Human civilized life, however, is different. By our own past experience,
by listening to and observing others, by attending school and church, by
reading, we learn a series of rules that we believe we ought to obey. As long
as the actual acts of obedience are some distance in the future, we do in-
tend to obey them. These rules, however, are often in conflict with our im-
mediate inclinations. We want to do X in the present and Y in the future
where X and Y are incompatible acts; if we do X now, we won’t be able to
do Y later. The problem is that we can only act in the present. The future as
future never arrives. The gambler may intend to stop gambling; the alco-
holic may intend to stop drinking; the workaholic may intend to spend
more time with his family; the depressed individual may intend to get out
and engage herself with the world. Those acts (saving money, drinking
moderately, working moderately, socializing moderately), form a pattern
of obedience to learned rules. They seem easy to do as long as they are to
be done in the future. Meanwhile, now, we prefer to do X (place the bet,
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have the drink, work a few more hours, stay in bed). We cannot seem to
avoid the fact that the future keeps converting itself into the present, and in
the present, at the very point where we can act, we always prefer X.

If, like the squirrel, we always did what we momentarily preferred,
Mother Nature would not take care of us. Instead our behavior would be-
gin to obey another rule, to follow another pattern, a rule or pattern we
never chose. The alcoholic does not choose to be an alcoholic. Instead he
chooses to drink now, and now, and now, and now. The pattern of alcohol-
ism emerges in his behavior (like saving emerges in the behavior of the
squirrel) without ever having been chosen.

Consider the following allegory:

THE DRUNKARD’S PROGRESS

a. Social drinking. To overcome his natural shyness, John drinks at parties,
on dates, and on nights out with friends. He finds it easier to approach
women and to keep a conversation going if he has first had a couple of
scotches. He has also gotten into the habit of having a glass or two of red
wine with dinner and, once in a while, a scotch to relax before going to
bed.

b. The primrose path. John marries Jane. The marriage is initially quite
normal—that is to say, there are often arguments. To calm down after an
argument, John needs a scotch in addition to the one just before bed. If
there is no scotch, vodka or gin or bourbon will do. The arguments get
worse. Sex deteriorates. Finally there is a divorce, a messy and expensive
one. Now John is alone. He needs two, maybe three, drinks to really relax
in the evening. Then he wakes up in the middle of the night with heart
pounding and finds that a scotch will put him back to sleep. His hangover
the next morning is cured by still another scotch. Meanwhile, his social
life is unsatisfying. He tries to meet women at parties, but finds he needs
a few drinks before going and, once there, tends to be boisterous or ar-
gumentative. He goes out on dates but cannot sustain a relationship. It
becomes more and more difficult to get himself to attend social func-
tions, movies, or concerts—where he cannot be drinking. It is much
more comfortable to spend the evening at the local bar, where he knows
all the other regulars, than by himself at home or even on a date. He be-
gins to go to the bar every night. His work starts to suffer. He begins to
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have one or two vodkas with lunch, or instead of lunch. Everyone at work
notices that he is not himself. He behaves inappropriately at meetings
and with customers. He is passed over for promotion and gets no raise.
Finally his boss calls him in and tells him that he is in danger of being
fired.

c. Just say no. Still, he does not consider himself to be an alcoholic. He
believes that his drinking is just a temporary reaction to his divorce. In
fact, he is shocked to discover that anyone views him as an alcoholic.
Nevertheless, to satisfy his boss, he resolves to cut back his drinking to
one scotch a night. For a few days he manages to stick to his resolution
but is miserable almost all the time, especially in the knowledge that an
extra drink or two would alleviate the misery. He decides to have his one
drink at the bar. Why not? If it’s only one, what’s the difference where he
has it? But once at the bar he discovers that, before he knows it, he has al-
ready had several drinks. Now he realizes that cutting back isn’t going to
be so easy. He may need a little help to stop drinking.

d. Alcoholics Anonymous. He begins to attend AA meetings at a local
church. There he is forced to confront his alcoholism. He hears the stories
of others who identify themselves as alcoholics. He cannot deny that they
are indeed what they say they are; he is able to see his own behavior as
similar to theirs. In that light, he concludes that he must be an alcoholic
too. The following syllogism is inescapable: (1) a person who behaves like
an alcoholic is an alcoholic; (2) I am behaving like an alcoholic; (3) there-
fore I am an alcoholic. John decides to rely on logic rather than instinct,
and to stop drinking completely. He is an intelligent person, used to fol-
lowing rules, and the AA method begins to work. He is grateful for the
unconditional social support of the group. He is especially close to Wal-
ter, a fatherly man who volunteers to be his mentor within the program.
Walter is available at any time of the day or night. Whenever John feels
the need for a drink, he can call Walter and discuss his urges. The help is
not so much what Walter says as his comforting and approving presence.
John slips a few times, but Walter is completely understanding. Once, at a
critical time, Walter got dressed in the middle of the night, came over,
and the two men talked for hours, not necessarily about alcoholism, but
about life in general. John feels closer to Walter than he ever felt toward
any of his friends or even his wife. Weeks, months, a whole year passes
without a drink and John is apparently safely on the wagon. His social life
picks up and his job performance has never been better.
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e. What sort of a life is this? Although John is much happier than he was
as an alcoholic, his life is still far from perfect. In fact, looking back, he
sees his days as a social drinker in a sort of rosy glow. Currently, he feels
unbalanced. He is working too hard and not enjoying himself as much as
he might. He feels sort of stuffy. He tries to avoid places where alcohol is
readily available, but it is difficult to do so. It is tiresome having to explain
to people he meets that he cannot have even one drink because he is an
alcoholic. When he does explain, they see him as defective and weak, not
someone with whom to develop a long-term relationship. On the other
hand, if he doesn’t explain, they think he is too much on guard or incapa-
ble of relaxing. He tends to socialize only with friends from the days be-
fore he became an alcoholic, but they know better than to invite him to
join them when they go out for a few drinks. Finally, he does go to a party
and with some effort does not drink. He compensates by acting a little
drunk anyway, but he cannot forget that he is acting—indeed, he must
not forget it or he would surely take a drink. He does not have a good
time. Images of a better life surround him—in the form of the memories
of his social drinking days and in the form of his social drinking friends.
It seems as though he has gone from one extreme to the other. Why can’t
he achieve a happy medium?

f. Relapse. The vast majority of former alcoholics and other drug abus-
ers relapse (Brownell et al., 1986). John is no exception. To be a social
drinker and achieve a better life, two things are required: (1) not drinking
most of the time, and (2) drinking moderately on social occasions. John
tells himself that he already has licked number 1, the hard part. Only
number 2, the easy part, remains. If he had to assign numbers to degrees
of happiness, John would give a 0 to being an alcoholic, an 8 to being a
teetotaler as he is now, and a 10 to being a social drinker. He has labori-
ously climbed all the way from 0 to 8. Why not try for 10?

Heart in hand, he embarks on this dangerous course. To his surprise he
succeeds. He starts going to parties, drinks moderately while there, and
feels a freedom and a pleasure that wash over his whole life. His happi-
ness has gone from 8 to 10, maybe even 11. But he has entered on the
primrose path. Tolerance begins to build up. To maintain the exalted
state he has achieved, John needs to drink ever so slightly more each
week. Simultaneously, and unconsciously, John begins to increase the
number of drinks he has on social occasions and the number of social
occasions he attends. Finally, he begins to expand his definition of what
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constitutes a social occasion—from parties, to dates, to lunch with a
friend, to being among strangers at a bar. After a while, this last mode
of socializing begins to replace the others. Over the course of a few
months’ time, slowly but surely, John’s happiness has eroded. Drinking
has changed from a pleasure to a means of escaping pain (technically,
from positive to negative reinforcement). John is once more an alcoholic.

g. A second recovery. But now John knows exactly what to do. Before
hitting rock bottom, he begins to attend AA meetings again, he calls Wal-
ter (whom he has been neglecting), he goes through the pain of not
drinking. He becomes a teetotaler again. Gradually his life improves. But
with that improvement comes the knowledge that drinking, if he were to
drink, would be a pleasure. The possibility of becoming a social drinker
again seems realizable.

At this point there are at least four ways to go:

1. He may succeed this time in establishing a relatively complex pat-
tern of social drinking.

2. He may stick to the simple pattern of never drinking (being a teeto-
taler), as AA recommends, telling himself that he is an incurable
alcoholic who can never be a social drinker.

3. He may keep cycling forever from long stretches of alcoholism to
relatively shorter stretches of teetotalism and back again.

4. He may remain an alcoholic for the rest of his life.

One purpose of this book is to study the characteristics of such alterna-
tives, to ask how our behavior can come to follow rules and exhibit de-
sired patterns, even when each individual act that the pattern comprises is
something we prefer not to do at the time. This is nothing other than the
study of the concept of habit as William James (1890/1981) conceived it:
“Habit is . . . the enormous flywheel of society, its most precious conserva-
tive agent. It alone is what keeps us all within the bounds of ordinance”
(p. 125).

Habit, then, functions in human life as a flywheel functions in a ma-
chine, to overcome temporary opposing forces, to keep us behaving for a
time in a particular way, according to a predetermined pattern, a general
rule. Once a flywheel gets going, the machine is in a sense committed to
keep on running, come what may. Similarly, in self-control situations, hab-
its function to help us avoid making decisions on a case-by-case basis, to
commit us to decisions made earlier, and to reap the benefits of following
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abstract rules rather than particular impulses. I will argue for looking at
self-control this way, and against looking at self-control (in the more usual
way) as a wholly internal battle.

Finally, I will claim that human happiness is inseparable from self-
control. This claim is hardly original. Philosophers and religious leaders
have been touting it since ancient times. But rarely have they gone so far as
to say that while psychology itself is the science of the mind, the human
function of psychology is to achieve human happiness in the most direct
possible way—by forming our behavior into harmonious patterns—that
is, by developing good habits.

This is not a self-help book; it contains principles, not prescriptions. Self-
control problems, as problems, are always specific. A person seems to have
trouble with drinking, or gambling, or overeating, or some other specific
bad habit, not with self-control in general; but self-control in general is the
subject of this book. Although, as we go along, the general problem will be
illustrated with particular examples, especially that of alcoholism, how to
apply self-control principles to your own specific problem will not be im-
mediately obvious. In the case of alcoholism, whole books, whole journals,
whole branches of the National Institutes of Health are devoted to the
topic. The subject, especially its physiological aspect, is much too extensive
to be treated here with any degree of completeness. The same holds for
other individual kinds of self-control problems. Although this is not a self-
help book, it may serve as a how-to book for reading self-help books—for
weeding out from the advice given in those books what is and is not con-
sistent with the basic principles of self-control.



CHAPTER

1

Habit and Willpower

You are a smoker—two packs a day. You have just finished a fine dinner
and are ready for your usual postdinner cigarette. You stop a moment to
consider. Maybe you shouldn’t smoke it. All the powerful reasons not to
smoke come to mind: the bad health—cancer, emphysema, heart disease—
the social disapproval, the ever-increasing inconvenience and expense, the
loss of power over your own behavior. Balanced against these reasons are
the certain and immediate kick of that first puff, the aroma, the feel of the
filter in your lips, the familiar glow of the burning ash, the easy movement
of your hands as you light up and hold the cigarette and flick the ashes
away, punctuating your after-dinner conversation. By smoking the ciga-
rette you will also avoid immediate deprivation, a mixture of feelings of
distraction, loss of concentration, and nervousness.

Weighing all the competing forces, you consider two questions, one im-
portant, one relatively trivial:

a. Whether to resolve to stop smoking for the rest of your life.
b. Whether to smoke a cigarette right now.

Suppose you respond to the first in the affirmative; you decide to stop
smoking for the rest of your life. Then there are only two possibilities. On
the one hand, you may keep the resolution and never smoke again. If you
do, it hardly matters whether you have one last cigarette tonight; smoking
that last cigarette would give you immediate pleasure. After that, if you
never smoke again, you will derive all the long-term benefits as well.

On the other hand, it is also possible to make the resolution but fail to
keep it. If this second possibility comes to pass, if you are simply making
one more empty promise to yourself, then does it really matter whether

9
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you smoke this cigarette tonight? Why suffer the pain of abstinence tonight
if tomorrow you are going to smoke anyway? In either case—whether you
keep the resolution or not—it makes sense to smoke this cigarette tonight.
Secure in your reasoning you light your cigarette.

What is wrong with this argument? The problem is that the two ques-
tions are not independent of each other. A person could begin acting on a
resolution tomorrow or today. But while the physical independence of to-
day and tomorrow is real enough, the fact remains that actions today affect
actions tomorrow. Not smoking tonight makes it easier not to smoke to-
morrow, and not smoking tomorrow makes it easier not to smoke the next
day, and so on.

There is another fault in the logic that views the questions as indepen-
dent. In twenty-four hours tomorrow will be today. If it always makes sense
to smoke one last time, we will never stop smoking. To smoke the “last”
cigarette tonight (or eat one more steak dinner, or drink one last scotch
and soda) is to fail to perceive the degree to which tonight’s act is embed-
ded in a pattern of acts over many nights and days. The decision to stop
smoking is in effect a decision to begin a pattern of behavior. The deci-
sion to smoke one last time is in effect a decision to maintain a different
pattern of behavior—that of smoking. “Shall I begin a new pattern tomor-
row or today?” is a psychologically false question. The real issue is whether
to begin a new pattern at all or to keep following an already existing one.

To smoke the cigarette tonight (or eat the second dessert, or drink the
fourth scotch) is to fail to perceive the connection between tonight’s act
and the pattern of acts over many nights and days—to be “shortsighted”
(or “myopic”) about both past and future behavior.

Aristotle drew the following analogy between the pattern of acts of an
individual person over time and the pattern of acts of a group of people. In
Posterior Analytics he said that the pattern of acts (the universal) comes
about through individual actions (the particulars) “like a rout in battle
stopped by first one man making a stand and then another, until the origi-
nal formation has been restored” (II ch. 19, 100a, 11). In a battle, one sol-
dier alone knows he cannot possibly survive the onslaught of a pursuing
army. That soldier also knows that his action can potentially influence the
actions of others and therefore establish a pattern of resistance. Similarly,
in life, one night’s abstinence from a bad habit would be futile against a
pursuing army of temptations. It would be futile, that is, were it not for the
connections in our behavior between one night and the next—were it not
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for our ability to organize our behavior into patterns extending over time
(as a military formation extends over space).

In this book I propose to show how patterns of behavior lead to self-
control, to explore how behavioral patterns may be established, how they
persist over time, how they may be destroyed, and how they may be recon-
stituted. T will argue that imposition of patterning in our overt behavior
is the way in which we can best achieve self-control. In order to make this
argument, I must first discuss certain other conceptions of self-control
and explain how they fail to lead to useful methods. I begin with an expla-
nation of self-control that is both classic and currently popular—will-
power.

Willpower

Let us consider three views of what it means to exert willpower: first, a reli-
gious view, originating in the ancient East but popularized in the West by
Saint Augustine at about the time of the fall of the Roman Empire; second,
the Cartesian view, put forth by René Descartes, the French Renaissance
philosopher; third, a modern view, that of modern cognitive neuroscience.
(We are going to reject all three views but at the same time borrow some-
thing from each of them.)

THE RELIGIOUS VIEW OF WILLPOWER. The religious view (the view of
some religions) is illustrated in Figure 1.1. The circle represents the human
body, a veritable arena of battle between good (the angel) and evil (the
devil). The good in us is aided by outside social influences, the church or
the Bible, while the evil in us is aided by outside individual influences,
bodily pleasures, or temptations. According to Saint Augustine, God is su-
premely powerful and could, if He wished, completely banish evil. If He
did, we would be compelled to be good, we would be angels, we would
never succumb to temptation. For us, as for the squirrel that “saves” nuts,
our natural instinct would be to do what is good for us in the long run, and
self-control would be pointless. However, as a measure of respect for hu-
man beings, God does not compel us to be good; instead, we are allowed to
choose between good and evil by means of our own free will. This free will
is a gift from God (according to Saint Augustine) because it represents a
ceding of power from God to us; it is a little piece of godliness that each of
us carries inside. How does it work?
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In Figure 1.1 free will is represented by the thick black arrow pointing
outward to the left. We are free, from the religious point of view, not to do
anything we want, but rather to choose which of the two forces, good or
evil, will control our behavior. Will, from the religious viewpoint, is not
how we generate behavior, but rather like a toggle switch, flipping back and
forth—one moment giving our behavior over to control by the angel, the
other moment to control by the devil. Self-control thus consists in keeping
that toggle facing upward; impulsiveness consists in keeping it downward.
Different religions may have different views of how this switch works. Vari-
ous Protestant sects, for instance, will emphasize the Bible more than the
church as an outside influence; deterministic believers (Calvinists, for ex-
ample) see the toggle frozen in one position or the other, never to be
flipped; others allow one or two flips during a lifetime; still others conceive
of repeated flipping as we behave well or poorly.

Willpower, from the religious viewpoint, does not control behavior di-
rectly but rather enables good or evil to control behavior. From the reli-
gious viewpoint, the willpower that enables you to cover your glass at a
dinner party and refuse a drink does not act directly on the muscles that
move your hand. Willpower just permits your hand’s motion to be guided

Outside influences (the church)

ANGEL

-«

BEHAVIOR DEVIL

Outside influences (temptations)

Figure 1.1. The religious view of willpower.
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by your desire to do the right thing rather than your desire to enjoy the
pleasure of the drink. The warring parties in the diagram are fighting not
for your muscles, your brain, your liver or kidneys, but directly for your
soul—which is then revealed in the behavior of your whole body. What
counts, from the religious point of view, is why you placed your hand over
the drink—to refuse the drink—not how your placed your hand over the
drink—the nerves and muscles you used.

The great advantage of the religious point of view is that it offers a way
to achieve self-control. Buddhism, for instance, suggests certain mental
and physical exercises; Judaism and Christianity suggest study of sacred
texts. All suggest prayer. The end result of self-control from the religious
point of view is a body under the control of the best part of the soul. What
this is exactly, and how it may be achieved, depends on the religion. While
the particular advice that religions prescribe may not be accepted by every
person in every modern culture, religions at least offer practical access to
self-control.! Oddly enough, modern cognitive and physiological psychol-
ogy, with all its scientific regalia, scarcely attempts to find practical meth-
ods of self-control.

Many people feel that they do not save enough, do not study hard
enough, smoke too much, drink too much, gamble too much, have too
much unsafe sex, and so forth. These are important practical problems.
They are behavioral problems and are best approached with behavioral
(rather than medical) tools. (Taking drugs to control a drug addiction is
like swallowing a spider to catch a fly.) This book will help the reader to
understand and reformulate such practical problems. But first let us see
how psychology got to where it is now via Descartes and his attempt to rec-
oncile the religious view of willpower with Renaissance science.

THE CARTESIAN VIEW OF WILLPOWER. The natural philosophers of
the Renaissance abandoned the religious view of the motion of objects in
space, the view that sees all movement as centered on human beings and
human concerns. These philosophers took a more objective stance, view-
ing objects as not just relative to us and our earth, but as tracing a path,
along with the earth, through space. When they did so, an elegant picture
of the universe emerged; with it, the motion of physical objects could be
predicted and even controlled.

Descartes himself was a major contributor to this movement. His
analytic geometry had shown that points in space could be expressed in



14 The Science of Self-Control

terms of mathematical coordinates; trajectories of objects in space could
be converted to abstract algebraic expressions. The powerful tools of math-
ematics could thus be brought to bear, not just on static things like circles
and triangles and plots of land, but on moving objects. Moving objects
(thrown, dropped, or shot) could be described and their future positions
neatly predicted; machines could be constructed with reciprocating or ro-
tating parts, one part impinging on the other. And the behavior of these
machines could in principle be predicted.

Despite all of this progress, one class of objects on earth—animals—ap-
peared not to behave as machines behaved; the very essence of animal
movement (human and nonhuman) seemed to be beyond prediction.
Whereas stones and blocks of wood are moved by outside forces, the
movement of animals apparently originates inside them. To move, can-
nonballs require a trigger pull and an explosion of gunpowder; clocks, a
wound spring or pendulum; fountains, an external source of water pres-
sure and a twist of a valve. What are the motive and controlling forces of
animal movement?

Descartes reasoned as follows. If he could conceive of animals as ma-
chines, what was known about machines could then be applied to animals.
The English physician William Harvey had shown that the heart works like
a pump, circulating the blood. The science of anatomy had progressed to
the point where muscular movement could be seen as causing limb move-
ment, and it seemed to Descartes that the nerves must somehow transfer
signals from the brain to the muscles. Descartes’s idea was that a substance
called animal spirits is distilled in our brains from our blood (much as al-
coholic spirits are distilled) and travels down our nerves to our muscles,
which then contract in length (by blowing up in width like a balloon) and
move the limbs to which they are attached. This mechanism is illustrated
schematically in the lower part of Figure 1.2. An outer stimulus enters the
body through the sense organs and opens a valve that allows animal spir-
its to flow into the muscles, causing movement (labeled “behavior”). Be-
havior of nonhuman animals is entirely determined by this stimulation
and response. But we humans have another way to move. Inside each hu-
man being is a soul containing concepts, reason, and will. The soul is sub-
ject to outside influence, not directly by contact with the world (as in the
religious conception), but only indirectly by sensing the flow of animal
spirits as it is varied by outer stimulation.

How then can a nonphysical soul (which should really be a non-
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Figure 1.2. Descartes’s mechanistic view of willpower.

dimensional point in the diagram) get the idea of, say, a rose, from the
physical movement of animal spirits? The answer, according to Descartes,
is that a soul does not really get the idea of a rose from a rose. Rather it al-
ready has the idea of a rose. Your soul, according to Descartes, already has
all of the ideas it is ever going to have. However, these ideas are, as it were,
sleeping. What the real rose does (or rather what the smell, sight, and
touch of the real rose does) is awaken the idea of the rose in your soul.
The two handles of Figure 1.2, one controlled by outer stimulation, one
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controlled by the soul, act on the same valve. These two handles represent
the two sources of control of behavior, external control, and self control.
Mr. Jones, saving part of his pay for retirement, has something that the
squirrel, saving nuts, does not have—the power to reason. Outer stimuli,
such as roses, and inner stimuli, such as stomach contractions, act on Mr.
Jones in two ways. They exert a force on the lower handle, tending to make
him spend his money. But they also awaken his reason, which may then in-
fluence his will to turn the upper handle so as to countermand the effect of
the lower handle.

Nonhuman animals have no willpower, according to Descartes, but they
need none. The mechanical action of their animal spirits serves them in
the context of their natural environments. A nonhuman animal can never
be “tempted,” according to Descartes, because what it wants to do at the
moment is exactly what it should do. Some people feel that such a state
would be ideal for human beings too, a return to Eden. But, as philoso-
phers have pointed out since ancient times, the first function of the human
power to reason is to help us resist temptation. Without that function our
reason would never have evolved (or been given to us by God).

To return to your dinner party, we can say that the host with the wine is
turning your lower handle. If left to itself, the hydraulic mechanism inside
you will move your hand with the glass out to receive the wine, will lift the
glass to your lips, and will move your tongue to swallow the wine, perhaps
even without your soul’s knowing it. But when you move your other hand
to cover the glass, the power of your will is doing the moving, not directly
as was the case in the religious conception but indirectly by controlling the
flow of animal spirits through your nerves and muscles. Descartes (who
did most of his thinking in bed) leaves us with this picture: our souls, sit-
ting in the control room of our brains (in our pineal glands, to be precise),
isolated from the outside world (but helped by a vast store of innate ideas,
together with an innate rationality) read the eddies and swirls of our ani-
mal spirits for signs of what is going on in the outside world. Once they
have developed a picture of that world, our souls get our bodies into mo-
tion by reaching down and, for good or evil, countermanding the valve set-
tings caused by bodily stimuli and environmental stimuli acting through
our sense organs. When our souls fail to exert control (when self-control
fails) we act impulsively, under the sway of the immediate stimulus.

Willpower thus has a literal interpretation in Descartes’s model—the
power of our souls to wrest control of our behavior from the outside
world. This is how Descartes tried to reconcile the religious view of the
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soul as an immortal spiritual entity, a repository of good and evil,
with a mechanical vision of bodily movement. How successful is this rec-
onciliation?

Descartes was very specific (although wrong, we believe now) about
where our wills act, and once our wills have acted, he was very specific (and
still wrong) about how the message gets to our muscles. He was vague,
however, about the development and cultivation of the will. The why of be-
havior has become lost, in Descartes’s model, in the how of behavior. To
the extent that the soul has purposes, and power to put those purposes into
action, the soul has these purposes and powers, Descartes claimed, in-
nately. Stimulation from outside, including stimulation from the conse-
quences of our actions, are merely disturbances of reason. Our thoughts
are coherent, according to Descartes, not because the world is coherent,
but because of the innate structure of our minds. Our dreams are incoher-
ent during sleep, not because of lack of sensory input, but because our rea-
son is then asleep. If we could only think “clearly and distinctly” without
any disturbance from the outside world we would think true thoughts. The
only advice Descartes has for us in trying to control ourselves and behave
rationally is to do what he did, to stay in bed and spend time thinking
rather than acting.

THE MODERN NEUROCOGNITIVE VIEW OF WILLPOWER. The way
modern physiological and cognitive psychology (that is to say, nonbe-
havioral psychology) views the action of the will is a great improvement
over Descartes’s conception, especially in terms of how messages get from
our brains to our muscles and where in our brains various messages go to
and come from. Descartes’s view that all ideas are innate has been dropped
by modern psychology, which has otherwise been guided by his mechanis-
tic model. Figure 1.3 outlines the state of that development in a highly
schematic way.

In Figure 1.3, information (arrow 1) coming into the cognitive system,
located in the upper brain, combines with “declarative memory,” located
in the midbrain (perhaps the hippocampus), and forms ideas about the
world. These ideas combine in turn with messages coming from the lower
brain, where emotions are being processed, and form purposes. The pur-
poses then travel back down, countermanding or augmenting stimuli en-
tering the lower brain (arrow 3), and finally result in behavior (arrow 2).
The problem with this model is that it provides no mechanism by which
abstract purposes may be translated into specific actions.
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Figure 1.3. Self-control as an internal process (the viewpoint of modern
cognitive neuroscience).

The concept of willpower as the exercise of the moral weight of the soul
on our lives was undoubtedly too unscientific to survive in modern psy-
chology. But physiological and cognitive psychology have found nothing to
replace the concept of the will as the source of our purposes in everyday
life. Modern psychology has followed Descartes in pursuit of the how of
behavior. Like Descartes, it has lost sight of the why. So we are as much at
sea as we ever were when it comes to developing methods to bring our own
behavior under control.

Succeeding chapters will attempt to formulate a different approach, a
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behavioral approach, to this problem. But first let us go back to the reli-
gious view to see why it has had the success that it has. Then perhaps we
can develop that view with the object of controlling behavior intelligently.

A Teleological View of Behavior

The viewpoint of this book is called teleological behaviorism. Understand-
ing it requires suspension of the conception of an inner life as distinct
from life. It requires adoption of a view of one life, life as it is acted out,
life as overt behavior. If other people with all their senses functioning
were present, if the lights were on, and if they still could not see or hear
you do something, then (according to teleological behaviorism) you have
not done it. You could not think or wish or hope anything without those
thoughts, wishes, or hopes being known by a hypothetical person who
could follow you around wherever you went and see, hear, smell, touch,
and taste you. Our mental lives, says the teleologist, are our patterns of
overt behavior extending, perhaps very far, into our pasts and futures. We
do indeed have thoughts, wishes, and hopes; but they are not events taking
place on some heavenly stage, nor are they the swishing and surging of ani-
mal spirits, blood, hormones, electrons, or other physiological entities in
our heads or hearts. Mental events are, rather, perceptible patterns in our
overt behavior. They are like symphonies or ballets. A thought is one
theme within the pattern, a wish is another, a hope is another.

There are many objections to this teleological conception of mental life.
The main one comes from modern psychologists and philosophers of vari-
ous stripes.? Their argument runs as follows. It must be possible for two
people to do the same thing but do it for different reasons. Since the two
people are doing the same thing, their actions must be the same. Yet we
have just supposed that their reasons are different. Therefore, reasons (as
well as thoughts, wishes, and hopes) cannot be the same thing as actions.
Here is the same objection rephrased as a question by the British neuro-
scientist Jeffrey Grey: “I once asked [the author of this book] what, in his
view, is the difference between two awake individuals, one of them stone
deaf, who are both sitting immobile in a room in which a record-player is
playing a Mozart string quartet” (quoted by Staddon, 1993, p. 123). Grey
was implying that there must be a difference—which could lie only in what
went on inside their heads. But it is possible to answer Grey’s question
without resorting to internal unobserved events (without resorting to the
dualistic models of Figures 1.2 or 1.3).
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Let us call the awake hearing person Adam and the awake deaf person
Eve. And first let us ask what it means for Adam to be able to hear and
what it means for Eve to be stone deaf. One answer is that a certain pattern
of activity is occurring in Adam’s brain that is absent in Eve’s brain. How-
ever, for the teleological behaviorist, the difference between Adam and Eve
is that Adam generally does different things when sounds are present than
when they are absent, whereas Eve generally does the same sorts of things
in the presence and absence of sounds.

As illustrated in Figure 1.4, you could take all of Adam’s actions and di-
vide them into two classes, one class for sounds and one class for no
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Figure 1.4. The fundamental distinction between a hearing person (Adam) and a
deaf person (Eve) in terms of actions (black dots) discriminating between the
presence and absence of sounds.
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sounds. You could further parse Adam’s actions into subclasses for differ-
ent sorts of sounds. You could not do this for Eve. Figure 1.4 illustrates
each action as a point in a 2 X 2 grid. For Adam (who by assumption can
hear) there will be some actions (in the category labeled A) that are much
more likely in the presence or expectation of sounds than in their absence.
Examples would be buying tickets to a concert or engaging in an oral con-
versation. Similarly, there will be some actions (in the category labeled B)
that are more likely in the absence of sounds than in their presence. An ex-
ample might be Adam’s saying, “Gee, it’s awfully quiet here.” For Eve (by
assumption deaf) no matter how hard you tried, there would be no way to
separate A-actions from B-actions. She would be equally likely to do any
act in the presence or absence of sounds. Eve rarely says, “I hear a strange
noise,” and she is just as unlikely to say it in the absence of strange noises as
in their presence. That is what it means to say Adam can hear while Eve
cannot.

Although there certainly must be differences between the internal audi-
tory mechanisms of Adam and Eve—physiological differences, underlying
the psychological differences between them—the psychological difference
itself (hearing versus not hearing) rests in Adam’s actual behavior over
time (his discrimination) and Eve’s actual behavior over time (her failure
to discriminate) diagrammed in Figure 1.4. It would not matter (in terms
of what it means for Adam to hear and for Eve to be deaf) if you opened up
their heads and found jello in Adam’s and chocolate pudding in Eve’s. At
this very moment (in Grey’s question) Adam and Eve happen to be doing
the same thing. (Figure 1.4 represents this by the circled points in the two
grids.) But their actions at this very moment are merely one corresponding
step, as it were, in two entirely different dances.

Identifying a mental event with an act at a single moment in time is like
identifying a spot of color with a painting. Asking Grey’s question is like
asking the difference between a Picasso painting and a painting by a kin-
dergarten child, both of which have a yellow spot in the upper-left corner,
or asking the difference between the quartet playing the Mozart piece at
the moment between movements, when all four members are stock still,
and a painted statue of a quartet. On a trivial level, there is no difference.
Looked at another way, there is all the difference in the world. You do not
have to refer to either spiritual or physiological states to distinguish be-
tween mental states, especially when in everyday life we distinguish among
mental states all the time on the basis of actions alone.

What sort of actions? Patterns over time. In the case of Adam and Eve, a
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series of acts correlated or uncorrelated with sounds. If Adam and Eve
were both created at the moment when the Mozart quartet began, both sat
unmoving while it was playing, and then, when the quartet ended, both
suddenly died, it would not mean anything to say that Adam heard the mu-
sic while Eve did not—even if an autopsy should reveal that Adam’s brain
was perfectly normal but Eve’s was chocolate pudding.

Teleological Behaviorism and Self-Control

The floor above my Manhattan apartment has an indoor swimming pool.
have paid for the use of this pool and I would like to swim for about
twenty minutes a day on days when I am there. Swimming is a healthful
and generally enjoyable exercise for me. Moreover, once I have done it, my
mood improves and I feel better. But I find it exceedingly difficult to ac-
tually do it. It takes me about four minutes to get undressed, put on my
bathing suit and slippers, collect my towel, goggles, nose clip, and keys,
lock the door, go up one flight of stairs, wave to the lifeguard, sign in, get
into the shallow end of the pool, put on my goggles and nose clip, and
start swimming. Those four minutes, which involve getting chilly and wet,
are rather unpleasant—painful, I would say—especially in the winter. Al-
though once I start swimming, I am not even remotely tempted to stop be-
fore the twenty minutes are up (and when I finish, I always feel good), I of-
ten “forget” to go or I put off going until something comes along to take up
my time. What’s my problem?

The problem, of course, is getting over those first four minutes. For one
thing, they have to come before rather than after the swimming. And, just
as crucially, during the twenty minutes of the swim, and even afterward,
there exists no four-minute period that comes close to being enjoyable
enough to balance the four minutes of chill and wetness I have to go
through beforehand. In fact, if I add up the positive values of all the four-
minute periods that constitute the swim and its immediate aftereffects,
they still do not counterbalance the pain of the four minutes of prepara-
tion. The thing about swimming that can tip the scales in its favor is not
to be found in any four-minute period, but rather in the pattern of the
swim as a whole (in its gestalt, or form) and, more globally, in my habit of
swimming. In general, I will be a happier person if I swim two or three
times a week.

It is important to distinguish two senses in which swimming makes me
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happy. I have said that it improves my mood; it creates a feeling of well-be-
ing. But this is not enough. From the viewpoint of teleological behavior-
ism, my swimming is a component of my happiness. The relation between
my happiness (such as it is) and swimming is not simply instrumental—it
is not like that between my salary and my teaching. My teaching and my
salary are two separate things. But my swimming is not separate from my
happiness, it is a component of my happiness—something that far out-
weighs a brief chilly and wet experience.

What holds for swimming (in my case) holds even more strongly for
what Freud claimed are the essential components of a happy life—work
and love. My teaching is reinforced by my salary. But it is also reinforced
“intrinsically” by its pattern and its role in the pattern of my life. Writer’s
block, the apparently insurmountable difficulty of many writers, is nothing
but my difficulty in starting to swim writ large. A writer who once begins
to write can keep going. Yet the first hour of writing is hard work. Some-
thing must be created out of nothing. There is no pleasure to be found in
any single hour of writing that can compensate for the pain of getting
started. So pencils are sharpened, the desk is cleared, and the writing never
gets done. The essential rewards of writing (like those of any meaningful
work) lie not in the accumulated instants of writing—but in the pattern of
writing itself and in the role of writing in the pattern of the writer’s life.

To say that over a certain period or in a certain context (1) John is be-
having rationally (or his mind is in control of his behavior) and (2) John’s
pattern of behavior is valuable or desirable, is to say the very same thing in
two ways. Just as what seems rational over a short period or in one context
may seem totally irrational in another, so a relatively valuable pattern of
behavior over one period or in one context may be relatively worthless in
another. The next two chapters are essentially illustrations of this point.

Behavioral Theory and Cognitive Theory

The three heavy arrows of Figure 1.3 represent the data that the cognitive
psychologist uses to construct a theory. The psychologist manipulates and
observes arrows 1, 2, and 3. From these manipulations and observations a
cognitive system is hypothesized. The system consists of a set of internal
operations and transformations, often a computer-like information pro-
cessing system which, given inputs 1 and 3, would produce the observed
behavioral output, 2. The system is tested by altering the inputs and pre-
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dicting new outputs. If the actual outputs differ from those predicted, the
theory is revised. Then the revised system is again tested in a new domain,
again revised, tested yet again, and so forth. Each revision improves the
system, making it better and better as the process continues.’?

Behavioral theory, illustrated in Figure 1.5, uses the same data as cogni-
tive theory and works in the same way with regard to the construction and
testing of theory. The difference is that the systems used by the behavioral
psychologist to predict behavior have their existence not inside the person
but outside, in the world. The person is seen not as a repository of mental
states, but as a whole organism interacting with other organisms and with
objects in the world. The person’s mental states may be interpreted in
terms of these interactions.

It is generally agreed among behaviorists that behavior is determined
by two kinds of relationships between the inputs and outputs of Figure 1.5.
These relationships are represented by the two boxes labeled “inter-
environmental contingency” and “behavior-environment contingency.™*
Interenvironmental contingencies are the kind studied most famously by

WORLD
INTER- 1
ENVIRONMENTAL
CONTINGENCY
2
ORGANISM
BEHAVIOR-
- =_{  ENVIRONMENT
CONTINGENCY
3

Figure 1.5. Self-control as an external process (the viewpoint of teleological
behaviorism).
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L. P. Pavlov. A dog is placed in a harness. (Substitute “dog” for “organism”
in Figure 1.5.) A bell (1) is sounded just prior to the delivery of food (3) to
the dog. The dog eats the food and salivates (2). After this process is re-
peated a number of times (making the food contingent on the bell) the
dog will salivate (2) at the sound of the bell (1) even if the food is not de-
livered. The dog’s behavior depends crucially on the parameters of the
contingency—the temporal relationships between the signal and the sig-
nificant event, their intensities, their frequencies, and the dog’s past experi-
ence with them.

People, like dogs, will react to signals of significant events as they do to
the events themselves. An aspiring corporate lawyer has been called several
times to the senior partner’s office (1) and bawled out (3). Now she has to
enter that office to get a file. Even though the partner is not there at the
moment, she behaves in the same way (her heart beats, her palms sweat)
that she did before in that place.

Behavior-environmental contingencies are the kind studied most fa-
mously by B. F. Skinner. Each time a hungry rat presses a lever (2), a
foodpellet is delivered (3). (The food is contingent on the lever’s being
pressed.) The rat begins to press faster. Again, the properties of the behav-
ior (its rate and its pattern over time) depend crucially on the parameters
of the contingency. Behavior-environment contingencies are ubiquitous in
human life and their effects are everywhere. Most behavioral research con-
sists of the examination of these effects. The study of self-control is essen-
tially the study of how behavior due to one sort of environmental event
(larger distant or abstract rewards) may come to dominate behavior due to
another sort (smaller immediate or particular rewards).

The dashed arrow of Figure 1.5 represents a crucial behavioral relation-
ship—that of a discriminative stimulus. Such a stimulus signals not an-
other stimulus, not a specific response, but an entire behavior-environ-
mental contingency. The open/closed signs on a shop door and the
occupied/vacant signs on the door of an airplane lavatory are examples.
The occupied sign is not specifically paired with any behavior. It says that if
you try the door, it will not open. Whether or not you do try the door is up
to you. Discriminative stimuli are what we use to guide ourselves through
life. Much of our language consists of discriminative stimuli and functions
to guide the future behavior (linguistic as well as nonlinguistic) of others
and of ourselves. Different sentences, different tones of voice, stand for dif-
ferent contingencies. Hearing or reading them, we act accordingly. The
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red and green lights of a traffic signal, the words stop or go, and the sen-
tences, “If you cross this intersection now you're likely to have an accident
or get a ticket” and “If you cross this intersection now youre unlikely to
have an accident or get a ticket” all stand for the same set of contingencies,
all have the same meaning, all are equivalent discriminative stimuli. These
stimuli play a major role in self-control and its lack. We need to avoid
discriminative stimuli that signal reward for undesirable behavior (as an
alcoholic should avoid a bar). We need to avoid the establishment of
certain common stimuli as discriminative stimuli for undesirable behav-
ior (television watching should not become a discriminative stimulus for
eating). And, we need to establish useful general rules as discriminative
stimuli for desirable behavior. These topics will be discussed in later chap-
ters. First it is necessary to define precisely what is meant by self-control
and its lack.



CHAPTER

2

Simple Ambivalence

Ambivalence, says my dictionary, is “the coexistence in one person’s mind
of opposing feelings in a single context.” For a teleological behaviorist a
person’s mind is that person’s pattern of choices over a period of time; the
opposing feelings are opposing choices. A person is ambivalent who shifts
from moment to moment, choosing now one alternative, now another.
Hesitation and vacillation are signs of underlying ambivalence. But the
ambivalence itself is manifested only by actually choosing both alterna-
tives, one at one time, the other at another time. If despite hesitation or
vacillation at a particular moment a person always chooses A rather than
B, the person cannot be ambivalent between A and B—although he might
be ambivalent between A and C. If, choosing between buying a brown or a
blue coat, I have always opted for brown in the past, I opt for brown now,
and I always opt for brown in the future, then no matter what I say to my-
self or others, I strongly prefer brown. My present hesitation, if any, must
be a sign of some other ambivalence—perhaps a reluctance to spend the
money.

Mild ambivalence (say, whether to buy a chocolate or a vanilla ice-cream
cone) is common to us all, and not a problem of self-control. Still there are
two kinds of ambivalence that do map onto everyday self-control prob-
lems. The first is the sudden switch from a strong preference for one alter-
native to a strong preference for another. A typical case is the lament of
Archie Goodwin (Nero Wolfe’s sidekick in Rex Stout’s series of detective
stories): “The trouble with an alarm clock is that what seems sensible when
you set it seems absurd when it goes off” (from The Rodeo Murders).
Goodwin’s lament exemplifies simple ambivalence—simple, since there are
clearly predictable periods when he prefers one alternative (waking up

27
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early) and when he prefers the other (staying in bed). The next chapter will
analyze complex ambivalence, in which preferences shift unpredictably.
For now, however, let us return to Goodwin’s lament and analyze this sim-
pler form of ambivalence. It will serve as a paradigm both of how prefer-
ences suddenly shift from one period to another, and of how we may cope
with such shifts.

Figure 2.1 shows two patterns of behavior—two alternative sleep-wake
cycles—that Goodwin might have considered when he set his alarm clock
at midnight to wake up at 7:00 a.m. the next day. At midnight (¢,) it “seems
sensible” to Goodwin to sleep seven hours, get up at 7:00 A.M. and put in a
full day of legwork for his boss, Nero Wolfe. But when the alarm goes off
the next morning (fg), the remainders of the patterns between which he
had chosen have suddenly reversed in value. What was chosen the night
before is now rejected and what was rejected before would now be chosen.
At this point, when the alarm rings, the choice Goodwin made last night
“seems absurd.”

AT MIDNIGHT GOODWIN PREFERS

THIS PATTERN:

midnight 7am noon

TO THIS PATTERN:

t

BUT AT 7AM HE HAS CHANGED HIS MIND.
HE NOW

REJECTS THIS PATTERN:

7am noon

AND PREFERS THIS ONE:

asleep l:l awake

Figure 2.1. Archie Goodwin’s self-control problem.
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Having set the alarm clock the night before allows Goodwin to choose
again, the next morning, whether to get up or to go back to sleep. If
Goodwin had placed the clock across the room from his bed, he would
have been committing himself to some extent to his earlier choice. Why do
people sometimes commit themselves in this manner? What is it about
Goodwin’s midnight choice that makes it superior to his 7:00 A.m. choice?
Clearly his lament is not serious. If we agree with Goodwin that his choice
at midnight is sensible we cannot also agree with him that this very choice
is absurd at seven the next morning. What is or is not sensible should not
change from one moment to another. The reason why Goodwin’s mid-
night choice is more sensible than his 7:00 A.Mm. choice is (as the reader of
The Rodeo Murders knows) that Goodwin has many things to do the next
morning. The pattern preferred at midnight fits well into its context—
Goodwin’s life.

As a general rule of thumb, when they conflict, the preferred longer-
duration pattern is better than the preferred shorter-duration pattern.
But we have to be careful that the shorter-duration pattern is not part of
some still-longer, still-more-rational, still-more-preferred pattern. Taking
a day off from work, for example, would be an impulsive act in a per-
son (like Goodwin) who habitually shirks work but an act of self-control
in someone who works too hard (a “workaholic”). If all we knew about
Goodwin were the fact that he took today off, we would know noth-
ing about the degree of impulsiveness or self-control that this fact
exemplified. Information about Goodwin’s conscious state would not
help. What we say to ourselves is notorious for its easy rationalizations,
false justifications, and biases. The definitive motive of any act lies in its
temporal context—the pattern of past and future acts into which the
current act fits. Because a current act may fit into any number of patterns
(as a single note in a fugue may be part of more than one overlapping
melody), and because these patterns lie in the future as well as the past,
a person’s ultimate motives can never be completely known (even by the
person himself). It takes time to observe a motive—the more time, the
better known the motive can be. But no motive can be 100 percent
known.!

Which of several overlapping patterns is the appropriate context for a
given bit of behavior, is a crucial question in the study of self-control and I
shall discuss it in detail later. For now let us return to the key issue of the
present chapter, the reversal of preferences over time.
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Time Discount Functions

A time discount function is a mathematical expression of the reduction in
value of some commodity due to its delay. For example, if you owned a
government bond promising to pay the bearer $1,000 one year from now,
you could not sell the bond now for its full value—you would have to sell it
at a discount, a reduction representing the fact that the $1,000 will be de-
layed by a year. For delays shorter than a year, the discount would be less;
for longer delays, more. In commerce, discounting is usually expressed as
interest. The amount of interest paid on a loan is essentially a discount of-
fered by the borrower to the lender on the total amount (principal plus in-
terest) that the borrower will pay in return. When you deposit money in a
savings account, you are essentially buying future money from the bank at
a discount. You get a discount because you are paying the bank now while
the bank is paying you later.

When a given amount of money is lent to be paid back after a fixed time,
interest (hence, the discount) may be determined in advance as a certain
percentage of principal (the interest rate) per year of delay. This is simple
interest. When, as with a savings account, the duration of the loan is not
fixed, simple interest is not practical. Why not? Suppose savings banks did
offer simple interest at a rate of, say, 5 percent. If you deposited $100 and
withdrew it after two years you would collect $110. But you could have
withdrawn $105 after one year, immediately deposited it in another bank
paying the same simple interest rate as the first, and collected $110.25 in-
stead of $110 after the second year. Although the difference for a $100 de-
posit is small (25 cents) it would grow proportionally larger for larger de-
posits. Bank depositors would therefore have an incentive to withdraw
their money (and deposit it elsewhere) as soon as any appreciable interest
had accumulated in their accounts. To prevent this, savings banks offer
compound interest. They calculate interest frequently, add it to principal,
and recalculate the next period’s interest based on the total (just as if the
money had been withdrawn and deposited in another bank). For a given
interest rate, as the frequency of compounding increases, actual interest
approaches a maximum, expressed by the following (exponential) dis-
count function:

v=Ve ™ (2.1)
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where v is the amount originally deposited, V'is the amount ultimately col-
lected, ris the interest rate, D is the delay (the time between depositing and
withdrawing the money) and e is the base of natural logarithms (about
2.72). If, for example, the interest rate were 5 percent per year and the
money were left in the bank for two years, rD would equal 0.10. In psycho-
logical terms, Vis the actual value of a future reward delayed by D units of
time and v is the present (or the discounted) value of that reward.

Equation 2.1 satisfies three criteria for a discount function, with con-
stant future reward V and interest rate r:

1. If there is no delay, there is no discounting (at D = 0, v = V).

2. As delay increases from zero, present value decreases monotonically
(as D increases, v decreases).

3. As delay approaches infinity, present value approaches zero
(as D=0, v—=0).

Equation 2.1 has a fourth property, very important with respect to self-
control. It implies that two discount functions with the same interest rate r
cannot cross.

At the savings bank, compound interest is always based on the total
amount in an account at the time the interest is calculated. In calculating
compound interest, the bank can ignore how much was originally depos-
ited and when it was deposited. All it cares about is how much money is
on deposit right now. If right now John has more money in the bank than
Mary, John gets more interest than Mary, and as long as neither of them
deposits or withdraws any money, John will always have more money in
the bank than Mary. It should not matter if John’s deposit, made long ago
(and doubled by compound interest), was originally smaller than Mary’s
deposit, made yesterday. If John currently has more money in his ac-
count than Mary has in her account, John should get more interest than
Mary. The exponential form of Equation 2.1 produces noncrossing dis-
count functions and implies intertemporal consistency. Anything else
would be irrational. Indeed, economists call Equation 2.1 a “rational” dis-
count function.

It is important to note that, for an economist, rationality resides in the
form of the discount function and not in the interest rate itself. A person
who discounted future rewards extremely, who preferred $10 today to $100
tomorrow, would be deemed myopic (shortsighted) by an economist. But
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if preference were consistent (if the person also preferred $10 tomorrow to
$100 the day after tomorrow, $10 in ten days to $100 in eleven days; in gen-
eral, $10 in x days to $100 in x + 1 days), the economist would consider
that person’s preferences to be perfectly rational.

Figure 2.2a shows a set of discount functions given by Equation 2.1. The
horizontal axis shows time, where t, is present time. The vertical axis
shows current discounted value (v) of two delayed rewards, a smaller-
sooner reward (V] to be obtained later, at #;) and a larger-later reward (V,
to be obtained after further delay). As time passes, current time (f) moves
along the horizontal axis and approaches ¢, (delay to both rewards dimin-
ishes). The dotted and solid lines descending to the left from V; and V, are
discount functions given by Equation 2.1 with a relatively high discount
rate (r = 0.1). In Figure 2.2a the current value of the smaller-sooner re-
ward (v,) is greater than that of the larger-later reward (v,) at all times be-
tween t, and t.

Figure 2.2b shows a set of discount functions given by Equation 2.1 with
a relatively low discount rate (r = 0.02). Here the current value of the
larger-later reward (v,) is greater than that of the smaller-sooner reward
(v,) at all times between t, and ¢,. Note that for a given r the discount func-
tions do not cross, representing the fact that, with a constant discount
rate, preference either way is consistent over time. A person whose subjec-
tive discount rate is relatively high (as in Figure 2.2a) would be labeled my-
opic by an economist for consistently preferring the smaller-sooner to the
larger-later reward. But the economist would judge that person to be no
less “rational” than another whose subjective discount rate is relatively low
(as in Figure 2.2b), who consistently prefers the larger-later to the smaller-
sooner reward. According to the economist, rational discounting consists
only in obeying Equation 2.1, thereby exhibiting consistent preferences,
and not in what those preferences are.

The economist’s identification of inconsistency of choice with irratio-
nality goes against both common sense and philosophical thought. Supe-
rior rationality is normally supposed to differentiate humans from other
animals. In their natural environments, however, other animals are no less
consistent than humans are in theirs. The crucial distinction between hu-
mans and other animals, the distinction underlying that between rational-
ity and irrationality, is farsightedness versus myopia. Inconsistent behavior
that can be traced to myopia, as in the case of Goodwin and the alarm
clock, is generally thought to be irrational. But inconsistent behavior per se
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Figure 2.2. Exponential time discount functions that do not cross.

(going to the mountains one summer and to the beach the next) is just
variable behavior.

A hungry pigeon prefers 1 ounce of food now to 4 ounces delayed
by a few seconds. Corresponding disparities in preference by humans are
obtainable only when delay is measured in days, months, and years. In
Plato’s metaphor for the human soul, a two-horse chariot, the charioteer
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stands for reason because he is raised above the horses and can see farther
than they can (Phaedrus, 253¢). The horses (standing for pleasure-seeking
and success-seeking aspects of the soul) are myopic, whereas the charioteer
is farsighted. A person as a whole may behave consistently over time be-
cause of that farsightedness—and because the charioteer has control of the
horses. Obedience to Equation 2.1 (the exponential discount function) in-
deed guarantees consistency of behavior over time. But when that obedi-
ence is accompanied by a high degree of discounting (myopia), the consis-
tency observed may be a foolish consistency (“the hobgoblin of little
minds”) and not rational in any sense.

In summary, the exponential discount function implies that the rank order
of the present values of all future rewards is preserved as time passes (and
the delay to all of them diminishes equally). A person who lives only in the
present, who consistently prefers any sooner reward, regardless of how
small it may be, to any later reward, regardless of how large it may be, is
(according to Equation 2.1) choosing rationally—because his preferences
are consistent over time.

All the same, people often reverse the present values of future rewards
as time passes. At midnight Goodwin valued being awake at 7:00 A.m.
more than sleeping at 7:00 a.M. But at 7:00 a.M. he valued sleeping more
than being awake. Reversals of preference like Goodwin’s are prevalent in
all human choice. Exponential discounting was presented to serve as a
benchmark for temporally consistent behavior. Equation 2.1 was devised
to guide the behavior of banks and other financial institutions; it does not
describe, and was not intended to describe, the everyday choices of hu-
mans or other animals. The next section will present a discount function
that does describe human and nonhuman behavior, including preference
reversals (inconsistency) over time.

Crossing Discount Functions

Unlike the economist’s rational discount function (Equation 2.1), psycho-
logical discount functions usually cross. Our subjective evaluation of a re-
ward (our appetite for it) grows much faster when we are closer to the
reward than when we are far away. This is especially true of nonhuman an-
imals and human children. It is this uneven (and economically “irratio-
nal”) growth in our appetites that often causes problems in self-control.
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A person choosing between two distant rewards, one just a little more dis-
tant than the other, can be “objective” in evaluating them. In other words,
their relative values seem about equal to their relative importance in the
person’s life.

When at midnight Archie Goodwin considers sleeping from seven to
noon the next morning versus putting in a full day’s work, his subjective
view of the values of the alternatives before him is much like our objective
view. It seems reasonable both to him and to us that he set his alarm clock
for 7:00 a.m. But when both rewards are not distant, when one is almost
upon him, the discount function of the closer reward rises rapidly; at that
point he is in effect blinded by the sudden increase in the value of the
closer reward. Thus at seven, when the alternative of sleeping until noon
is almost immediately available and that of putting in a full day’s work
is still an hour or so away, Goodwin’s self-objectivity is overwhelmed by
the sooner alternative. His relative evaluation of the two alternatives now
deviates both from their objective values (their functions in his life) and
from his own veridical perception of those values the night before. Now
Goodwin (inconsistently) tends to favor the upcoming, smaller reward.
The fact that his relative evaluation of the two alternatives has switched
even though the alternatives themselves have not changed means that his
subjective (or psychological) discount functions have crossed. Goodwin’s
inconsistency rests on an illusion that we all experience every day. When
we can hold all alternatives at a distance, our evaluation of them remains
true to their values in our lives. But when a lesser-valued alternative is vir-
tually dangled in front of our noses, our desire for it suddenly elevates, and
unless we have somehow bound ourselves to our previous preferences, we
succumb.

Figure 2.3 shows a similar crossing of discount functions, here percep-
tion of size rather than value of reward. A person starts at point A. In the
near distance is a tree and in the far distance is the moon. The person
walks to point B, closer to both tree and moon. The symbols pointed to by
dotted arrows show the relative perceived sizes of tree and moon (relative
size and distance of the moon drastically curtailed to fit on the page). The
person at point A (like Goodwin at midnight) sees the two objects rela-
tively as they are, as reason says they are. At B (like Goodwin the next
morning) their apparent relative sizes have reversed and the tree appears
much bigger than the moon. Just as value is discounted by time, so size is
discounted by distance. In both cases the discount functions cross.
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Figure 2.3. Appearance of tree and moon far from tree (A) and close to tree (B).

The perceptual illusion caused by this crossing is so much a part of na-
ture, so common in the experience of all animals, that we are born with
mechanisms (resting on parallax, binaural separation, and other cues) that
prevent us from succumbing to it—from treating the moon at point B as a
shiny grapefruit perhaps. Were we not born with such mechanisms we
would soon acquire them. We would learn to use the available cues to sepa-
rate truly small objects from large objects at a distance. Still, there is some-
thing compelling about the largeness of the moon relative to the tree as
seen from point A and its smallness relative to the tree as seen from point
B. If the moon were instead a large reward in the distant future and the tree
were instead a smaller reward in the nearer future, our preferences would
tend to reverse just as our perceptions tend to reverse.

The rules for truly evaluating alternatives coming at different times are
much more complex than those for judging different-sized objects at dif-
ferent distances. Our natural perceptions may be true and if false may be
corrected. But our preferences are much more susceptible to illusion than
our perceptions, and unless we take special measures to correct them (like
Goodwin’s alarm clock), they can destroy our lives.

Nowhere is the discrepancy between perception and preference more
vivid than in the case of nonhuman animals. Thousands of experiments
have been performed to study the preferences of hungry and thirsty ani-
mals (rats, guinea pigs, pigeons, crows, starlings, monkeys, horses, cows,
lizards, bees, ants, cockroaches, and a host of others) between various
amounts of food or water delivered after greater or lesser periods of delay
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(see Logue, 1988, for a recent review). The results are universal. All animals
are highly sensitive to subtle differences in amount of food or water re-
gardless of how far in the distant future the commodities may be delivered.

Consider pigeons. A pigeon is deprived of food (but not water) until it
weighs about 80 percent of its normal weight, its weight when it is allowed
to eat and drink freely. Then the pigeon is trained to peck at an illuminated
button on the wall (like an illuminated elevator button); the experimenter
follows each peck with delivery to the pigeon of a small amount of mixed
grain—corn, vetch, hemp, wheat. Pigeons soon learn to peck the button.

Then the experimenter puts two illuminated buttons, a red one and a
green one, side by side on the wall of the cage.? If the pigeon pecks the red
button, it gets 2 ounces of food; if it pecks the green button, it gets 1 ounce
of food.

As Figure 2.4a illustrates, almost all pigeons soon learn to peck the red
button and ignore the green one. This is not very surprising. Pigeons in na-
ture spend their lives making discriminations much more subtle than this
between sources of food.

Suppose that instead of delivering the food immediately after each peck
on either the green or red button, the experimenter turns off the illumina-
tion after the peck and has the pigeon wait 10 seconds before getting the
food (still 1 ounce for pecking the green button and 2 ounces for pecking
the red button). The pigeon now (Figure 2.4b) waits longer before pecking,
discounting the food in 10 seconds even more proportionally than the
bank discounts the value of a bond to be paid in 10 years. But (eventually)
it still pecks the red button, gets 2 ounces of food 10 seconds later, and ig-
nores the green button. (If you were to switch buttons, following red by 1
ounce and green by 2 ounces, the pigeon would follow your switch and
would peck the green button.) The pigeon shows unambigously by its be-
havior that it still values the larger amount of food more than the smaller
amount.

Now let us consider two more crucial steps. First, extend the larger (2-
ounce) food delivery by 4 more seconds (Figure 2.4¢), so that a peck on the
red button leads to a 14-second delay followed by 2 ounces of food, while a
peck on the green button leads to a 10-second delay followed by 1 ounce of
food. The pigeon has to balance the extra ounce of food against 4 more
seconds of waiting. (The pigeon here is in a situation resembling Archie
Goodwin’s, when he sets his alarm clock.) Whichever button it pecks, the
pigeon will have to wait at least 10 seconds so that the pigeon’s choice re-
lates to events in the future (10 seconds is the future for a pigeon just as the
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Figure 2.4. A typical pigeon’s choices (arrow indicates button pecked) between
small and large rewards after various delays.

next morning is the future for Goodwin). The pigeon, faced with two dis-
tant reward alternatives, chooses the one that is in fact “better” (that would
preserve the pigeon’s life better in its fiercely competitive environment): it
pecks the red button, waits 14 seconds and eats the 2 ounces of food, re-
jecting the 1-ounce alternative even though the wait for it is briefer.?

Now consider the fourth step (Figure 2.4d). It begins (at time t,) like the
previous step with a choice between 1 ounce of food to be delivered in 10
seconds (green button) and 2 ounces to be delivered in 14 seconds (red
button). As before, the pigeon pecks the red button and would obtain the 2
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ounces of food in 14 seconds. But after 10 seconds have elapsed (time ;)
the two buttons are illuminated again. The pigeon is given a chance to
“change its mind.” And it does. Virtually all pigeons strongly prefer 1
ounce of food delivered immediately to 2 ounces delayed by only 4 sec-
onds. (What “seemed reasonable” to the pigeon at ¢, 10 seconds ago now at
t; “seems absurd.”) The pigeon at t; pecks the green button and obtains
only 1 ounce of food, losing the extra ounce. In the space of 10 seconds the
pigeon has switched from a preference for one alternative to a preference
for the other. This behavior satisfies the definition of simple ambivalence
presented at the beginning of this chapter. Between the earlier choice at ¢,
and the later choice at t, the pigeon’s discount functions have crossed.

Hyperbolic Discounting

The equation used to construct the discount functions of Figure 2.5 is

|4
Y=
1+kD

(2.2)

where v is the current discounted value of a reward, V is the undiscounted
value of the reward, D is the delay of the reward, and k is a constant repre-
senting degree of discounting (corresponding to r in Equation 2.1). The
form of Equation 2.2 is hyperbolic, not exponential (as is Equation 2.1);
two hyperbolic functions with the same discount rate (k) may cross. In
Figure 2.5a, with k = 0.1, the larger-later reward (V) is preferred at ¢, (the
solid line is higher), but near #,, when the smaller-sooner reward is immi-
nent, it is preferred (the dotted line is higher). Thus, unlike the exponential
discount function, the hyperbolic discount function describes the prefer-
ence reversals often found in the behavior of pigeons and people.

The hyperbolic function does not separate preference reversals (eco-
nomic irrationality) from impulsiveness (myopia). Figure 2.5b shows dis-
count functions for the same rewards and over the same range of delays
shown in Figure 2.5a, except that the degree of discounting (k) in Equation
2.2 has been set at 0.02 instead of 0.1. Now, over the range shown, the dis-
count functions do not cross.*

Reversals like those found in choices over time (Figure 2.4d) and in
perception (Figure 2.3) are found also in other psychological processes
and even in physical processes. Recent memories, for example, fade more
quickly than distant memories. I may remember what I ate for breakfast
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Figure 2.5. Hyperbolic time discount functions that cross between t, and ; with
high k (Equation 2.2) but not with low k.

this morning better than what I ate at my bar-mitzvah many years ago. But
a year from now the memory of this morning’s breakfast will have faded to
oblivion while that of my bar mitzvah dinner will still be dimly there—the
memory-decay functions will have crossed. In physics, the inverse-square
law for decay of energy flux with distance from the source is a hyperbolic-
like discount function. Energy from a smaller-nearer source decays faster
with distance than that from a larger-farther source. Music heard through
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earphones, for example, may be turned up loud enough to drown out the
noise of a subway train. Two feet away from both earphones and train,
though, the relative sound energies (actual and perceived) reverse.

Pigeon Discount Functions

Hyperbolic time discounting was first found in experiments with pigeons
by Chung and Herrnstein (1967). But the exact form of Equation 2.2 was
first proposed and tested in an experiment with pigeons by Mazur (1987).
That experiment is worth discussing. As in Figure 2.4, pigeons chose be-
tween various amounts and delays of food reward by pecking buttons.
Four pigeons (S1, S2, S3, S4) were deprived of food until they weighed 80
percent of their free-feeding weight. Then, each day, each pigeon was taken
in turn from its home cage, weighed, and placed in an experimental cham-
ber containing a retractable hopper where access to mixed grain could be
made available for a period depending on the pigeon’s behavior. Over the
course of the experiment each pigeon was presented, in the experimental
chamber, with choices between a series of smaller-sooner and larger-later
rewards. Choices were made by pecking illuminated buttons (as in Figure
2.4). There were four crucial parameters: the amounts of the two rewards
and the delays of the two rewards. Both amounts were held constant
throughout the experiment. The smaller-sooner reward always consisted
of 2 seconds of access to mixed grain from the hopper; the larger-later re-
ward always consisted of 6 seconds of access. (Amount was varied as sec-
onds of access rather than ounces of grain.)

Mazur fixed the delay to the smaller-sooner reward and varied the delay
to the larger-later reward up and down until the pigeon was indifferent be-
tween the two rewards. For example, pigeon S1 was indifferent between the
smaller reward with delay set at 1 second and the larger reward delayed by
about 3 seconds. Then Mazur fixed the delay to the smaller reward at an-
other interval and again varied the delay to the larger reward until he
found another indifference point. For example, pigeon S1 was indifferent
between the smaller reward with a delay set at 10 seconds and the larger re-
ward delayed by about 26 seconds. This procedure, called a titration proce-
dure, essentially treats a pigeon’s choices like a balance scale where the de-
lay to the larger reward acts like a sliding weight. The important datum was
the delay to the larger reward at which the two rewards were valued equally.

The procedure was repeated for each pigeon with delays to the smaller
reward fixed at 0, 1, 2, 6, 10, 12, and 20 seconds (in random order). Then
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Mazur fixed the delay to the larger reward and titrated the delay to the
smaller reward, again finding points of indifference. At the end of the ex-
periment he could plot, for each pigeon, the delay to the smaller reward
versus the delay to the larger reward at which that pigeon was indifferent
between the two rewards.

Equations 2.1 and 2.2 make different predictions about how these func-
tions should look (see the appendix to this chapter). The points in Figure
2.6 represent the actual titrated adjustments at various delays for each pi-
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Figure 2.6. The results of Mazur’s adjusting procedure for studying delayed
reinforcement. (From Mazur, 1987.)
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geon. The dotted lines show the predictions of exponential discounting;
the solid lines show the predictions of hyperbolic discounting. Clearly the
hyperbolic discount function (Equation 2.2) describes the data better than
the exponential function (Equation 2.1).

Human Discount Functions

In Mazur’s (1987) pigeon experiment, the brief access to food given to very
hungry pigeons served as a powerful reward. It is not possible in a psychol-
ogy experiment to offer human subjects any reward nearly so powerful
(because it is unethical to deprive human subjects of necessities such as
food or water). Two tactics have been used instead. One is to present real
but small rewards (small amounts of money, food, or candy) or tokens ex-
changeable for small prizes at the end of the experiment. The other is to
solicit cooperation in an imaginary exercise, asking subjects to choose
among large but hypothetical rewards.

Both tactics have disadvantages. First, discounting of small rewards over
an hour-long experimental session may have no relation to discounting of
meaningful human rewards (like a desirable job or good health) that in
real life may be delayed for years from the acts by which they are obtained.
Second, even with the will to cooperate, people may not be able to predict
how they would choose between smaller-sooner and larger-later meaning-
ful rewards. Often it is only when a smaller-sooner reward (a temptation)
is offered that people appreciate its attractiveness. Third, the desire to
please the experimenter, appear intelligent or mature, or finish with the ex-
periment quickly may overwhelm any real-but-small or large-but-hypo-
thetical reward alternative. Despite these obstacles, the discount functions
obtained with human subjects, with both tactics, conform to those ob-
tained with pigeons in the sense that they are hyperbolic rather than expo-
nential in form (Green, Fry, and Myerson, 1994; Kirby and Herrnstein,
1995; Logue, 1988; Raineri and Rachlin, 1993; Stevenson, 1986).

Consider an experiment by Green, Fry, and Myerson (1994) using sixth-
grade children, college students, and elderly adults (68 years old on aver-
age). Each chose between hypothetical rewards stated on pairs of index
cards. A delayed-reward card promised a reward of $1,000 to be received
after a delay of 1 week, 1 month, 6 months, 1 year, 3 years, 5 years, 10 years,
or 25 years. An immediate-reward card announced an amount of money
to be received immediately. A single delayed-reward card was kept in front
of the subject while a series of immediate-reward cards with amounts
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varying up and down were shown until the subject was indifferent between
the two rewards. (This is a titration procedure with amount of a smaller
immediate reward titrated rather than delay to a larger-later reward, as in
Mazur’s experiment with pigeons.) Then a new delayed-reward card was
placed in front of the subject and the process was repeated. A function was
obtained for each subject showing the amount of money available imme-
diately equivalent to $1,000 available with various delays.

Figure 2.7 shows the average results for each age group. The curves show
three hyperbolic functions fitting the data with different degrees of dis-
counting (k). Although the fits to the average points were not as good as
for individual pigeon subjects in Mazur’s experiment, and although there
are systematic deviations correctable by using Loewenstein and Prelec’s
more general formula (see Equation 2.3 in the appendix), the data are de-
scribed fairly well by Mazur’s equation. The percent of data variance ac-

TIME-DISCOUNT FUNCTIONS
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Figure 2.7. The results of discounting delayed rewards. (From Green, Fry, and
Myerson, 1994.)
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counted for is 94, 99, and 95 for children, young adults, and elderly people,
respectively. As expected, children discounted money most steeply; older
adults, least steeply. Assuming that the amounts of money involved directly
measure value, the constant k may be approximated. It was 0.10, 0.05, and
0.02 for children, young adults, and elderly people, respectively. The higher
the k, the steeper the discounting.

If we make a corresponding assumption with pigeons (that seconds
of access to food directly measure value), k may be approximated from
Mazur’s experiment (from the y-intercepts of the graphs of Figure 2.6).
The average k for pigeons calculated by this method is 0.77, appar-
ently comparable to the K’s of humans. Delays for pigeons were measured
in seconds, however, while those for humans were measured in months.
In months the average k for pigeons is about 1,000,000. The comforting
conclusion for our species—that humans are about a million times less
impulsive than pigeons—must be tempered by the fact that the pigeons
in Mazur’s experiment were deprived of and tempted by food, a “primary
reinforcer” (biological necessity), whereas the humans in the Green
group’s experiment were not explicitly deprived of anything and were only
hypothetically tempted by money (a “conditional reinforcer”). When non-
humans are tested with conditional reinforcers (Hackenberg and Axtel,
1993; Silberberg, Bauman, and Hursh, 1993), their impulsiveness decreases
(although k decreases only to about a half, not a millionth, of that with
food reward).

In general, k depends very strongly on the species tested. It also de-
pends, within a species, on age and experience, on how long it takes to con-
sume the reward once it is obtained—Ilong consumption durations tending
to reduce k—and on activities during the delay period—anticipatory ac-
tivities tending to reduce k (Loewenstein and Prelec, 1992; Raineri and
Rachlin, 1993). With money (a conditional reinforcer), k depends on what
the money can buy. Ostaszewski, Green, and Myerson (1998), for example,
found that Poles discounted both U.S. dollars and Polish zlotys hyperboli-
cally (Equation 2.2 accounting for more than 95 percent of the variance in
each case). But k for the unstable (“soft”) zloty was about 5.5 times higher
than that for the stable (“hard”) dollar.

A series of experiments by Mischel and his colleagues (summarized in
Mischel, Shoda, and Rodriguez, 1989) has studied delay of gratification in
children. The procedure is as follows. A boy is seated at a table on which
there is a bell. The experimenter puts a less-preferred reward (a pretzel, for
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example) on the table in front of the child. Then the experimenter tells the
boy that she will be leaving the room and will return with a more preferred
reward (a marshmallow, perhaps), which the child may obtain provided he
does not signal the experimenter to come back into the room (by ringing
the bell) before the experimenter does so by herself. If the child makes the
signal, he gets the small reward (the pretzel) and forfeits the large one (the
marshmallow).® If he refrains from signaling until the experimenter comes
back, he gets the large reward. (After 15 minutes the experimenter would
return, but most children do not wait that long.) The experimenters ob-
serve how long each child waits before signaling.

The dependent variable in the experiment, how long the child waits, is
remarkably sensitive to several of the variables that affect self-control.”
Older children, more intelligent children, better-behaved children, chil-
dren with richer parents, and children from more industrialized coun-
tries wait longer than younger children, less intelligent children, children
with poorer parents, and children from less industrialized countries. There
must be some relation between delay of gratification as studied by Mischel
and self-control as studied by Green, Fry, and Myerson. It would not be
parsimonious to regard the two highly correlated experimental procedures
as separate processes. But what exactly is the relation?

Consider the following dilemma, which I frequently have to face. Several
people are waiting for a crosstown bus in New York at eleven o’clock on a
cold night. Empty taxis (which cost three times as much as the bus) cruise
around the shivering group like sharks around a shipwreck. How long do
you wait before giving up and hailing a taxi? It depends on when you esti-
mate that the next bus will come. The bus here represents a larger-later re-
ward (in the sense that its lesser fare subtracts less than the taxi fare from
the reward of getting home). The taxi represents a smaller-sooner reward
and, as we have defined it, a temptation. If the larger-later reward (the
coming of the bus) is not too far in the future, it would not be discounted
too much and its current value, even when discounted, would be higher
than that of the smaller-sooner reward. In a normal situation, where buses
come on a fixed schedule, the time left until the coming of the bus would
vary inversely with the time elapsed. The longer you waited, the less time
you would have to wait. But a New York street corner at eleven o’clock on a
cold night is far from normal. A schedule is posted on the bus shelter but,
as all the waiting people know, it is useless. There is in fact no way to know
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when the next bus will come. It may never come—or at least, not until the
next morning.

The people waiting for the bus are effectively equivalent to the children
in Mischel’s experiments. The only possible basis for their estimation of
how long they have to wait is how long they have already waited. Where
waiting time is completely unpredictable, as at the bus stop and in delay-
of-gratification experiments, we would expect estimates of time left to vary
directly with time elapsed. The longer you have already waited for the bus,
the longer you expect to wait. As time goes by, therefore, the larger reward
recedes farther and farther into the distance. The steeper the discount
function (the higher the k in Equation 2.2), the sooner the current value of
the larger reward will sink below the constant smaller-sooner reward, the
sooner the person waiting for the bus will hail a taxi, and the sooner the
child in the delay-of-gratification experiment will ring the bell. Thus,
waiting time in delay-of-gratification experiments depends on delay dis-
count functions. Children with flatter discount functions delay gratifica-
tion longer than those with steeper discount functions, and people waiting
for the bus hail taxis one by one in order of the flatness of their discount
functions.®

Why are we ambivalent? Why do we animals normally prefer better re-
wards when all rewards are equally distant in time, but reverse our prefer-
ence when the lesser reward is available immediately? What is it about the
immediacy of an event that blinds us to better alternatives that we might
have if we could only wait a little while for them? One conceivable answer
lies in our evolutionary heritage (Logue, 1988).

In the supermarket a turkey in the shopping cart is worth just half of
two turkeys in the refrigerator case. But before the days of modern social
systems, life was much less certain than it is now. If you were out hunting
for turkeys to eat, a bird in the hand would be worth two (or more than
two) in the bush. In those days it would have paid the hunter to hold onto
his catch rather than pursue larger game less probably caught, to be con-
sumed later. In prehistoric times, because of the variability of the environ-
ment, obtaining a delayed reward was fraught with chance. Like other ani-
mals, humans would survive and reproduce if they had a strong tendency
to grab the smaller immediate reward and forgo the larger but delayed re-
ward. Only in some particular and carefully selected cases, such as that of



48 The Science of Self-Control

the squirrel’s storage of nuts for the winter and the ant’s selfless storage of
food to feed a queen, did species evolve with neuronal and hormonal
mechanisms by which in some circumstances preference for immediate
consumption could be overcome. (In the spring, summer, and winter,
squirrels save food no more than pigeons do.)

In prehistoric human environments, as in the pigeon’s current natural
environment, the availability of food was uncertain. It was unlikely that a
Cro-Magnon man would become unhealthy if he gorged himself when
food was available. Rather, gorging himself would serve to effectively
bridge the frequent periods when food was scarce. Evolution therefore has
given pigeons, people, and all other animals a strong desire for immediate
rewards and an even stronger tendency to avoid immediate pain. A rat for
instance will choose to receive a train of 4 or 5 electric shocks delayed by
10 seconds rather than a single shock delivered immediately (Hineline,
1977). At the same time, counter to our tendency for immediate consump-
tion, human reason evolved to predict the future and human society
evolved to reduce the improbability of distant rewards.’ Hence our ambiv-
alence. What can we do about that ambivalence? In future chapters I will
examine this question as it applies to complex ambivalence. Below I con-
sider the simpler case where preference among alternative rewards changes
suddenly from one extreme to the other.

Commitment

What can we do about simple ambivalence when it occurs in our daily
lives? The answer is clear: we can do something at the earlier point ¢, to
prevent ourselves from changing our minds; we can commit ourselves at t,
to the alternative we have chosen, so that at ¢, we will either not be able to
change our minds or, if we do, the change will be costly.

When Archie Goodwin set the alarm clock at midnight (¢,) to ring at
7:00 A.M. (1), he was simply presenting himself with the alternative of get-
ting up rather than staying asleep. As we have seen, if he had placed the
alarm clock across the room from the bed he would have biased his later
choice in favor of getting up. To that extent he would have been commit-
ting himself to his earlier choice.

A more extreme form of commitment would have taken place if
Goodwin physically prevented himself from going back to sleep—say, by
arranging some Rube Goldberg contraption to flood his bed with cold wa-



Simple Ambivalence 49

ter when the alarm rang. Such drastic commitment is obviously rare in ev-
eryday human life but it can easily be arranged in the animal laboratory.
Figure 2.8 repeats the conditions of Figure 2.4d but adds still another
choice: another button, a yellow one, that is illuminated shortly after ¢, and
well before #;. Let us call this time ¢, 5.

If the pigeon first pecks the red button (at ¢,) and then ignores the yel-
low button as shown in Figure 2.8a, all will be as before; the conditions of
Figure 2.4d will prevail and the pigeon will have a chance to reverse its
choice at ;. (And the pigeon will reverse its choice, peck the green button
and obtain only 1 ounce of food.) If, however, the pigeon first pecks the red
button at t, and then pecks the yellow button at t,,; as shown in Figure
2.8b, the pigeon will not be offered a choice at t. At t, the green button will
remain unlit and the pigeon will have only one button, the red one, to
peck; the pigeon will peck it and obtain 2 ounces of food 4 seconds later.
By pecking the yellow button, the pigeon commits itself to the choice it

a. PIGEON DOES NOT PECK
YELLOW BUTTON

obtains
t

A tA/B t 10z
reward

NN

b. PIGEON PECKS
YELLOW BUTTON

° obtains 2-0z
reward

tA tA/ B tB

NN

Figure 2.8. Contingencies of strict commitment. With no commitment (a), a
typical pigeon will obtain the smaller reward. With commitment (b), the pigeon
can only obtain the larger reward.
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has just made. The green button at ¢, essentially “tempts” the pigeon to
peck it by its promise of immediate food. By pecking the yellow button at
t,p the pigeon effectively avoids this temptation'® and obtains what it pre-
ferred at t,.

Commitment may be defined as a current choice to restrict the range of
future choices. In Figure 2.8 a pigeon that chooses not to peck the yellow
button at ¢, will be able to choose in the future (#;) between pecking the
green or the red button (and obtaining the smaller-sooner or the larger-
later reward). A pigeon that pecks the yellow button at t, ; restricts its fu-
ture choice to the red button only (obtaining the larger-later reward).
Pecking the yellow button thereby commits the pigeon to obtaining the
larger-later reward.

Assuming that the amount of mixed grain eaten is a direct measure of
value, and assuming a degree of discounting (k = 0.77) about equal to that
obtained by Mazur (1987), Equation 2.2 predicts a reversal of preference
depending on when the yellow button is introduced. If the yellow button is
presented early in the sequence (say, at t; — t,,, = 10 seconds), the value at
that point of the smaller-sooner reward (v;) and the value of the larger-
later reward (v,) are, according to Equation 2.2,

V 1
v = = =0.11;
1+kDg  1+077(10)
Vv, 2
vy =017 vy<v,

T 14kD, 14077(10+4)

Ten seconds later, at ;, when the red and green buttons are presented:

oo Vs _ 1
S 1+kDg 1+4077(00)
Vv, 2
vy = =049 vy>v,

C14kD, 1+077(4)

Equation 2.2 therefore predicts that at t; — t,,; = 10 seconds, pigeons
will peck the yellow button, thereby committing themselves to obtaining
the larger reward. The point of equality, where v = v, is at about t; — t, ;
= 2.7 seconds. At greater intervals the larger-later reward would be pre-
ferred (and the yellow button would be pecked); at lesser intervals the
smaller-sooner reward would be preferred (and the yellow button would
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not be pecked). The pigeon pecks the yellow button not because pigeons
are smart but because pecking the yellow button leads to what the pigeon
prefers at the time (the larger reward), whereas not pecking it leads to
what the pigeon does not prefer (the smaller reward). Superior intelligence
would be demonstrated by putting commitment procedures into place, not
by commitment itself.

Equation 2.1, exponential discounting, cannot predict preference rever-
sals as long as the discount rate (r) remains constant. Equation 2.1 predicts
that pigeons would never make a commitment response. Whichever re-
ward (smaller-sooner or larger-later) they preferred at ¢, they should (ac-
cording to Equation 2.1) also prefer at t,.

The choice to peck or not to peck the yellow button is asymmetrical in
the sense that pecking and not-pecking have different intrinsic qualities
(pecking usually requires more effort than not-pecking, for example).
But numerous experiments studying symmetrical as well as asymmetrical
choices with various species including rats, monkeys, human children and
adults, in addition to pigeons (with rewards altered correspondingly) have
found significant rates of commitment.

The experiment closest to the one illustrated in Figure 2.8 was per-
formed by Ainslie (1974) and described by Rachlin (1970). Rachlin and
Green (1972) reported a similar study of strict commitment with pigeon
subjects using a symmetrical choice procedure. Figure 2.9a diagrams the
experiment. Pigeons chose at t, (by pecking one of two buttons) between a
noncommitment sequence (the upper branch in the figure) leading to a
second choice at t; between a smaller-sooner and a larger-later reward, and
a commitment sequence (the lower branch in the figure). Choice of the
commitment sequence eliminated the smaller-sooner alternative and led at
t to the larger-later reward only. The time between the earlier and later
choices (t; — t,) was systematically varied. When #; — t, was brief (1 or 2
seconds), the pigeons preferred the upper (noncommitment) sequence.
When #; — t, was longer (9 or 10 seconds), the pigeons preferred the lower
(commitment) sequence. The point of indifference between the two se-
quences was predicted fairly accurately by Mazur’s hyperbolic discount
equation (Equation 2.2). Similar experiments and results were reported by
Ainslie and Herrnstein (1981) and Navarick and Fantino (1976). With ap-
propriate modification of procedure and rewards, corresponding results
have also been found with human subjects (Millar and Navarick, 1984;
Solnick et al., 1980).
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a. STRICT COMMITMENT

larger-later reward

smaller-sooner reward

larger-later reward

tB
b. COMMITMENT BY PUNISHMENT

larger-later reward
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smaller-sooner reward

/ larger-later reward

smaller-sooner reward
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Figure 2.9. Contingencies of strict commitment (a) compared with those of
punishment commitment (b). With strict commitment, a commitment response
makes the smaller reward unavailable. With punishment commitment, a
commitment response makes the smaller reward more costly.

Opportunities for completely removing temptations are rare in everyday
life. If the television set is smashed to pieces, a new one can be bought. If
the refrigerator is locked, you can go to the delicatessen. If you commit
yourself to a sanitarium, you can decommit yourself. Only by performing a
criminal act and being deliberately caught and sent to jail, or acting in such
a bizarre way that you are committed by others to a mental institution, or
by undergoing an operation (such as castration or wiring your jaws shut)
that renders you physically incapable of a tempting act, can you commit
yourself completely to some predetermined course of action or inaction.

In ordinary life most commitment works not by eliminating a tempting
alternative but by attaching a cost to it. Again, a laboratory experiment
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with pigeons (Green and Rachlin, 1996) illustrates the process. The proce-
dure (shown in Figure 2.9b) mimicked that of Figure 2.9a except the lower
sequence led not to strict commitment to the larger-later reward alterna-
tive but to a choice between the larger-later reward and a smaller-sooner
reward followed by a 30-second blackout in the experimental chamber.
The 30-second wait is highly aversive to a hungry pigeon and serves as
punishment for choosing the smaller-sooner reward within the lower se-
quence.

Note that in Figure 2.9b the only difference between the upper and
lower sequences is that the lower sequence may lead to punishment. Nev-
ertheless, pigeons did frequently choose the lower sequence, and chose
that sequence more frequently as t; — ¢, increased. Punishment essentially
diminishes the value of the smaller-sooner alternative (the temptation).
By choosing the lower sequence at t,, the pigeons put themselves into a sit-
uation at f; where the larger-later reward was preferred. This is commit-
ment by punishment. Although not as effective as eliminating the smaller-
sooner reward entirely (strict commitment), commitment by punishment
is still highly effective.

Unlike strict commitment, commitment by punishment does corre-
spond to many everyday human self-control procedures. We enter into
agreements (like marriage) that include penalties for noncompliance.
Smashing the TV to keep from watching it does impose the price of a new
set on any change of mind we may have. At least part of the reason for sub-
scribing to a concert series or lecture series or joining a health club is the
penalty of monetary loss if we fail to show up regularly.

Alcoholics occasionally attempt to control their habit by taking the drug
antabuse—which causes severe pain after drinking. For an alcoholic, tak-
ing antabuse is like choosing the lower sequence at ¢, in Figure 2.9b. An al-
coholic may at an earlier time (say, before leaving home for a party) decide
not to drink that evening. If he takes antabuse at that point (chooses the
lower sequence) and then drinks anyway at the party (chooses the smaller-
sooner reward), he will suffer painful consequences (analogous to the 30-
second blackout). If he takes the antabuse and then does not drink, he
presumably attains the larger-later rewards dependent on sobriety (good
health and the like).

In experiments with pigeons like that diagrammed in Figure 2.9b (with
t; — t, sufficiently large) the typical pigeon will choose the lower sequence
at t, and then choose the larger-later reward at ;. Interestingly, some pi-
geons some of the time will choose the lower sequence at ¢, and then



54 The Science of Self-Control

choose the smaller-sooner reward at t; thereby undergoing unnecessary
punishment (unnecessary in the sense that had they previously chosen the
upper sequence these pigeons would have been able to obtain the same
smaller-sooner reward without the punishment). This apparently self-de-
feating behavior is also common in everyday human life. We smash the
television set and then sheepishly go out and buy a new one; we subscribe
to the concert series or join the health club and then don’t go. Occasionally
an alcoholic will take antabuse and then drink anyway, undergoing severe
pain. Such drastic departure from our best-laid plans is a form of “defec-
tion” from our own previous commitment. I shall have a great deal to say
about that later. Before doing so, I need to point out that the simple ambiv-
alence exemplified by Archie Goodwin’s sudden shift of preference be-
tween midnight and 7:00 a.Mm. or the pigeon’s shift between ¢, and t; is rare
in everyday human life. Much more common is a virtually continuous am-
bivalence, less like a tug of war with opposing forces in a neat line than like
a game of blind man’s buff with pushes, tugs and nudges in all directions at
once. Instead of clearly defined points of time where one strong preference
gives way to its opposite we generally experience a continuous opposition
of forces and apparently random alternation between making and break-
ing our resolutions. I turn to this more complex form of ambivalence in
the next chapter.

Appendix: Indifference Curves
Implied by Various Discount Functions

By finding indifference points, Mazur (1987) experimentally set the cur-
rent value of the smaller-sooner reward (v,) equal to that of the larger-later
reward (v;). Exponential discounting (Equation 2.1) predicts that

—rDg —rD;
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ve=v,, Vse F*=Ve , D =—"———

r
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Because the amounts of the rewards are constant and r is a constant, the

term (In V;, — In V;)/r must be constant. Thus, the relationship between

delays D, and Dy at indifference is predicted to be a straight line with a

slope equal to 1.0 and a positive y-intercept (positive because V, > V).
Hyperbolic discounting (Equation 2.2) predicts:
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Again, because amounts are constant, the relationship between D, and D,
at indifference is predicted by Equation 2.2 to be a straight line and again
(because V, >Vy), the y-intercept is predicted to be positive. But now (also
because V, >V,) the slope of the straight line is predicted to be greater
than 1.0. Figure 2.6 shows Mazur’s results. The relationship is close to lin-
ear for each pigeon (the best-fitting straight lines account for 98.3 percent
to 99.7 percent of the variance among the points) and the intercepts are
generally positive, as both exponential and hyperbolic discounting predict.
But for the four pigeons (S1, S2, S3, S4), the slopes are 2.6, 2.2, 2.7, and 2.0,
respectively. These slopes are all significantly greater than 1.0 as hyperbolic
discounting (Equation 2.2) predicts. The dotted lines show the slopes of
1.0 predicted by exponential discounting.

A generalized version of Equation 2.2 has been suggested by
Loewenstein and Prelec (1992):

v

V=7b.
(1+kD)

(2.3)

When b = 1, the Loewenstein-Prelec discount function reduces to Equa-
tion 2.2.1!

The data obtained in most studies with humans as well as nonhumans
may be described by the simpler (single-constant) Equation 2.2. Occa-
sionally, however, in experiments with human subjects—where data are
averaged, rewards are hypothetical, and events during the delay period
(also hypothetical) are less well controlled than with nonhumans—the ex-
tra parameter of the Loewenstein-Prelec equation becomes necessary.

The matching law, originally proposed by Richard Herrnstein (1961) is
an empirical law of choice, confirmed in hundreds of experiments with
humans, pigeons, and numerous other species (see the collection of arti-
cles in Herrnstein, 1997). A general form of the matching law (Baum and

Rachlin, 1969) is
B _vi_(RY
B, v, R, ’

where B is a measure of behavior and R is the reward rate (value over
time) dependent on B. The exponent s is a measure of the discriminability
of the choice alternatives (Baum, 1974) or the economic substitutability
of the rewards (Rachlin, 1982). When the choice alternatives are per-
fectly distinct and the rewards perfectly substitutable, the exponent s
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equals 1.0. As choice alternatives become less discriminable and rewards
less substitutable, s decreases. For completely confused choice alternatives,
s = 0 (implying indifference). For alternatives (such as food and water)
that are economic complements, s becomes negative (Hursh, 1978), result-
ing in “antimatching” (behavioral allocation inversely proportional to re-
ward rate).

The “rate” of a single reward is the inverse of its delay. In choosing be-
tween two single delayed rewards, as in Mazur’s (1987) experiment with
pigeons, the matching law implies the hyperbolic discounting Mazur
found. The fact that the pigeons in Mazur’s experiment chose between al-
ternatives by pecking one of two differently colored (highly discriminable)
buttons and that the alternatives (greater or lesser duration of access to
mixed grain) were identical in quality, implies a matching exponent of 1.0,
as Mazur also found. However, where choice alternatives are not perfectly
discriminable and rewards not perfectly substitutable, Loewenstein and
Prelec’s more general discount function would be expected.



CHAPTER

3

Complex Ambivalence

When Goodwin sets his alarm clock at night for 7:00 a.m., he is not at that
point tempted to sleep to noon.! He in effect stands outside of his next
morning’s self. He has a platform from which he can launch his commit-
ment. But the alcoholic has no platform; he is always tempted. The alco-
holic is never free of the desire for a drink, except perhaps for a brief
period after a binge; even then, he is eager to cure his hangover with an-
other drink. The alcoholic is continuously beset by ambivalence; he drinks
for a period and abstains for a period, but even when he abstains he is
tempted to drink. This pattern is complex ambivalence. Unlike simple am-
bivalence, it is not easily avoided with simple commitment devices. Com-
mitment would be effective only if initiated immediately and maintained
indefinitely. A later chapter will discuss how commitment may apply to
complex ambivalence. First we have to see precisely what it is that distin-
guishes complex from simple ambivalence.

Figure 3.1 illustrates the difference between the two types. They are alike
in the sense that one alternative (the temptation) is always an immediately
available but lesser-valued reward. A child, offered the alternatives—one
candy bar right now versus two candy bars tomorrow—and tempted to
choose the one candy bar now, is in principle like the alcoholic tempted to
drink now. But the child who chooses two candy bars tomorrow is in no
way like the alcoholic who (at last) chooses sobriety. Two candy bars are
commensurable with one candy bar, and the time of delivery of the two
candy bars may be specified. Sobriety, by contrast, is not commensurable
with having a drink and does not arrive or depart at specific times. The
borderline between alcoholism and sobriety is very fuzzy. It seems (and of-
ten is) possible to be sober and still have a drink. The relationship of sobri-
ety to having a drink is that of a temporally extended event to a temporally

57
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Figure 3.1. Examples of (a) simple ambivalence and (b) complex ambivalence.

discrete event—of an abstract pattern of behavior to a specific act. This
sort of conflict—between abstract and specific—is difficult to grasp. What
is the nature of the conflict and what does it imply about self-control?

Imagine that you see a snippet of film that shows a man swinging a
hammer. But what is he actually doing? Consider the following alternative
descriptions. He is

a. swinging a hammer
b. hammering a nail
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c. joining one piece of wood to another
d. laying a floor

e. building a house

f. providing shelter for his family

g. supporting his family

h. being a good husband and father

i. being a good person

All of these may be valid descriptions of his behavior. Based on the snippet
of film you saw, all you can say is that he is swinging the hammer. He
might have been swinging it at someone’s head. But if you said, “He’s just
swinging the hammer,” someone else who saw more of the film might with
justice say, “Yes, he’s doing that, but what he’s really doing is hammering a
nail.” A third person who has seen still more of the film might then correct
the second in a similar way: “Yes, he’s hammering a nail, but what he’s re-
ally doing is laying a floor.” And so forth until we get to a Godlike observer
who has sat through a film of virtually this man’s entire life and can make
the final judgment: “He’s being a good person.”

The important point is that all nine descriptions, are descriptions of the
man’s behavior. As you go down the list, more and more context is in-
corporated into the description, but that context is always behavioral. The
final Godlike observer need not look into the man’s heart as long as he
has looked at the complete film of the man’s life. Then the observer can
say “He is a good person” without fear of contradiction—regardless of
the state of the man’s heart. The validity of any of the above descriptions
may be settled by moving the camera back or showing more film—earlier
and later.

This teleological and behavioristic way of talking is different from the
usual way. Usually, as you go down the list, you are supposedly going
deeper and deeper into the man himself. Deeper and deeper into his inter-
nal intentions, his internal consciousness, his nervous system, or his soul
(where the soul is considered to be some nonmaterial internal entity). In a
sense, the usual conception has to be true. If the man is building a house,
some internal mechanism must be causing his movements. Correspond-
ingly, if a sound system is playing Beethoven’s Fifth Symphony there must
be some mechanism that does the job—AM, FM, LP, CD, or tape. But the
mechanism is not the thing we are describing. For a sound system to be
playing Beethoven’s Fifth, that symphony must be coming out of the sys-
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tem regardless of the mechanism. Similarly, for a man to support his fam-
ily, he must support his family regardless of the mechanism that allows
him to behave.

You might say that there is a difference between the man who intention-
ally swings a hammer and the man who accidentally swings a hammer—
even though the two men are behaving alike. And, you might add, the dif-
ference lies inside them. Again, while it is true that something inside
people must mediate behavioral differences, the difference between inten-
tion and accident is behavioral. The difference between a man purposely
swinging a hammer and a man accidentally swinging a hammer can be re-
solved not by looking inside him but by looking at more of his behavior. A
man accidentally swinging a hammer will not be hammering a nail or lay-
ing a floor.

Behavioral Context and Self-Control

What implications does this point of view have for self-control? The an-
swer is that no particular act or pattern of acts can be judged by itself. An
act or pattern of acts may be impulsive or self-controlled, depending on
the behavioral context in which it is embedded. No single act or pattern of
acts can be understood outside its context. A person having a single drink
is just having a single drink until we have, as it were, seen the rest of the
film—until we have seen the context (alcoholism, almost complete ab-
staining, or social drinking) into which this act or pattern of acts fits.

Imagine the following: You enjoy both popular and classical music and
you like to listen to music on the compact-disc player in your car. Because
a popular song lasts about three minutes and a symphony lasts about an
hour, on short trips of less than an hour you listen to popular songs. On
long trips, trips of several hours, you have a difficult choice. How can you
weigh the two alternatives (a popular song versus a symphony) and come
up with a single value for each? If we compare a three-minute song with
any given three-minute period in a symphony, the song is always more
valuable, more pleasurable, of higher utility. Yet the sum of an hour’s
worth of three-minute songs is worth less to you (I am assuming here)
than listening to the whole symphony.

Figure 3.2 illustrates the problem. The left-right distance represents time
passing; the heights of the horizontal bars above the thin line represent the
relative values of three events. The one-hour symphony (the long hatched
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Figure 3.2. Example of the dilemma of complex ambivalence. The longer, more
complex activity is preferred to the simpler act, but the simpler act is preferred to
a portion of the longer, more complex activity.

bar) has the highest value; the three-minute song (a section of the white
bar) has the next-highest value; the first three-minute section of the sym-
phony heard alone (the short hatched bar) has the least value. Ambivalence
arises because you have to listen to the first three minutes of the symphony
in order to hear the rest. Thus you have to choose the presently lower-val-
ued music in order to hear the ultimately higher-valued music.

Our usual tendency to analyze each alternative into its elements and to
evaluate those elements one by one will not work here. Suppose that the
trip is a very long one (the beginning of a cross-country trip, say). You
might prefer to listen to one popular song and then switch to the sym-
phony, having the best of both worlds, so to speak. But after you have lis-
tened to that song you will be in the same position as you were at the be-
ginning (assuming you haven’t tired of the songs) and will now prefer to
listen to one more song and then to the symphony. Then, one more, and
one more, and one more, until at last you reach California without ever
having played the symphony—even though if you had played it, you would
have enjoyed it more than the songs that occupied the same period.

The core of your dilemma is that the pleasure you get from a symphony
is of a different kind and not precisely commensurable with the pleasure
you get from a popular song. It is just not possible to add the momentary
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pleasures of each three-minute period of the symphony and come up with
a sum that represents the value of the whole event.

We call the feeling we get from listening to a symphony, pleasure, just as
we call the feeling we get from listening to a song pleasure. These two so-
called pleasures cannot be put on a scale, weighed, and compared, how-
ever. The pleasure of listening to any particular three-minute section of a
symphony depends strongly on also listening to the rest of the musical
piece. If you listen to the first fifty-seven minutes of the symphony but
miss the last three, you are likely to feel that the whole experience was ru-
ined. How can that final three minutes reach back in time and ruin the ini-
tial three minutes of pleasure that you presumably already experienced? It
is as if the initial moments of the symphony are some sort of investment
that pays off only when it is finished.

Yet we do truly enjoy the symphony while it is going on. The investment
lies not in an absolute negative feeling (dysphoria) at the beginning of such
activities but in the more pleasurable but more brief activities that we
forgo. (I am assuming that the value of the whole one-hour symphony is
greater than the sum of the values of twenty three-minute songs.) But the
value of a one-hour symphony cut off after fifty-seven minutes might well
be less than that of the sum of the values of nineteen three-minute songs.
In that sense—when the symphony is cut off after fifty-seven minutes—
our investment in it has not paid off.

On a more compressed level, the same is true of a popular song. Inter-
ruption can spoil the value of a song as much as or more than that of a
symphony. Who among us has not sat in the parking lot waiting for a song
to be over before leaving our car? Just as a song is shorter than a symphony,
a joke is (usually) shorter than a song. A song lasts three minutes but a joke
may take fifteen seconds to tell. Instead of listening to the song, we could
(let us suppose) have tuned in to a comedy station and heard a stand-up
comic delivering rapid-fire fifteen-second jokes. Let us assume that any of
the twelve fifteen-second jokes that it takes to occupy three minutes would
have been more emotionally satisfying than any fifteen-second portion of
the three-minute song. Yet the song as a whole is more valuable to us (I am
assuming) than the twelve jokes as a whole. This is the essence of complex
ambivalence. The value of any activity has a unitary or molar quality that
cannot be broken into pieces and separately weighed.

The gestalt psychologists, referring to perception, said that the whole is
greater than the sum of its parts. We do not say, “His nose is like my fa-
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ther’s nose, his mouth is like my father’s mouth, his eyes are like my fa-
ther’s eyes, therefore he is my father.” Rather, we recognize our father’s face,
as a whole, as a certain abstract relationship of its elements. The essence of
our recognition is not the parts but the relationship of the parts. We recog-
nize a song, the gestalt psychologists said, not as the sum of a series of
notes, but as a relationship of the notes. When a song is transposed to a
different key or played by a different instrument, it remains the same
song—and we recognize it—even though the underlying physical sounds
may be entirely different from any we have previously heard.

The point here is that not just our recognition of songs, but also the
pleasure we get from them, has a molar, unitary quality. If you break a
song or symphony into its component pieces and rearrange them, you not
only destroy the listener’s recognition, you also destroy the listener’s
enjoyment.’

There is nothing unique about songs in this respect. Watching a half-
hour TV program may provide us with immediate excitement, not nearly
approached by any given half-hour of novel reading. Yet the ten or twelve
hours that it takes to read a novel may well be more satisfying if spent ac-
tually reading it than if spent watching twenty half-hour TV programs.
The choice between beginning to read the book for a half-hour and watch-
ing a half-hour program is easily resolved in favor of the television. After
the TV show is over, we have the same choice to make all over again—
watch another program or pick up the book. If we resolve the choice in the
same way, again and again and again we will end up (as we often do)
spending our leisure time watching television instead of reading the book,
despite the fact that when all is said and done we would have enjoyed read-
ing the book more than watching TV.

Let me formalize these examples of complex ambivalence. Suppose two
alternative activities are available, a relatively brief activity lasting ¢ units of
time and a longer activity lasting T units of time, where T = ntand nis a
positive number greater than one. In other words, the duration of s less
than that of T, and # of the smaller #s can fit into a single T. Complex am-
bivalence then depends on two conditions:

1. The whole longer activity is preferred to n repetitions of the brief
activity.

2. The brief activity is preferred to any #-length fraction of the longer
activity.
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Cases that satisfy conditions 1 and 2 constitute most of our everyday
self-control problems. Suppose you charge $100 every month on your
credit card. If you consider this month only, paying the minimum is pre-
ferred to paying the full amount. The minimum payment is always much
less than the full amount. Yet if you continue to charge $100 a month and
continue to pay the minimum, you will soon be paying more than $100
per month, mostly in interest, until you reach your limit. If you look at sev-
eral years as a whole, the total paid by paying the minimum is much much
larger than the total paid by paying the full amount each month. Ambiva-
lence as to whether to pay the minimum or the full amount on a credit
card bill is therefore a case (a paradigm) of complex ambivalence.

The deluge of credit card offers that most of us receive in the mail does
not appear as insidious as if we were to receive cocaine samples in the
mail—but the tragedy that easy credit may generate in people’s lives is of
the same kind.

In general, living a healthy life for a period of ten years, say, is intrinsi-
cally satisfying. You feel better, you eat and drink moderately, you don’t
smoke, you get sufficient exercise, and so forth. Over a ten-year period, vir-
tually all of us would prefer living a healthy life to being an alcoholic, being
a glutton, being a smoker, being a couch potato. Yet we also (more or less)
prefer to drink this drink than not to drink it, to eat this chocolate sundae
than to forgo it, to smoke this cigarette than not to smoke it, to watch this
TV program than to spend a half-hour exercising. The ambivalence is very
real. Looked at narrowly, the shorter activity is better than the longer one
(it is better to drink now than to be sober now); looked at widely, the
longer activity is better than the shorter one (it is better to be sober gener-
ally than to be an alcoholic). The alcoholic’s dilemma is an ambiguity in
time that has no intrinsically correct resolution. Which alternative is better
depends on whether the alcoholic’s focus is narrow or wide.

Figure 3.3 takes the music example shown in Figure 3.2, magnifies the
time periods, and applies it to alcoholism.(Chapters 4 and 5 will be more
precise.) Almost all alcoholics prefer to be sober (or to drink moderately)
than to be alcoholics. But they also strongly prefer to drink today than to
abstain today; and since it is always today, they drink.

Of course the physiological underpinnings of alcoholism differ entirely
from the physiological underpinnings of listening to a song. But (assuming
a symphony is actually preferred) the behavioral structures of the two di-
lemmas are analogous. And, as we shall see later, the methods by which we
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Figure 3.3. The dilemma of complex ambivalence illustrated by alcoholism.

— LOW

Being sober for a year is preferred to being drunk for a year, but being drunk
tonight is preferred to being sober tonight.

may avoid alcoholism, escape alcoholism, and avoid relapse to alcoholism
are also analogous to those by which we may get ourselves to listen to sym-
phonies (when we actually prefer them) rather than songs.

Levels of Value

Figure 3.3 presents a stark and depressing picture. It is as if the alcoholic’s
only choice is either to give in to alcoholism (be drunk all the time) or by
managing to avoid alcoholism (in ways not yet discussed) to be a teetotaler,
to abstain completely, to miss out on parties, to become a social stick-in-
the-mud, perhaps even to be less healthy (if we believe recent studies
showing that moderate drinkers live longer than teetotalers). Let us assume
for the moment that moderate drinking—social drinking, or one glass of
wine with dinner—is better for you than teetotaling in the context of your
social life or your overall health.

Figure 3.4 adds this further level. It diagrams three hypothetical patterns
of behavior over time. Let us say the alcoholic has become a teetotaler—he
has abstained from drinking for a year. He is now reaping the benefits of
his abstention. His life as a whole is clearly better than it was before. His re-
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Figure 3.4. An example of how a single instance of an act may (in retrospect) be
part of a higher-valued pattern or a lower-valued pattern.

lations with his family are certainly better, his performance in his job is
better, and the satisfaction he extracts from these changes has made him a
better person than before. Sobriety fits better than alcoholism into the
larger pattern of his life. Figure 3.4 indicates this by placing the bar labeled
“teetotaling” far above that labeled “alcoholism.”

However, from his present vantage point, the reformed alcoholic sees
the possibility of a still better way of living. He sees others who can enjoy a
drink at a party, even occasionally get drunk, yet maintain satisfactory rela-
tionships with family and friends and function well at their jobs. This is
the alcoholic’s view from the position of teetotaling. So one evening he has
a glass of wine with dinner. Now what? There is no way of knowing. He
could easily proceed once again toward alcoholism or he could have taken
the first step toward a new and better life. Which will it be? How can we
predict which it will be? If we ask him, of course he will say that this drink
is the first step upward toward social drinking; otherwise he would not
have taken the drink. He sincerely believes that he has taken that first step.
But has he?

The truth of the matter lies not in the current state of his consciousness
or his nervous system but in the future patterns of his behavior. The best
predictor of those patterns is not the man’s own introspection (no matter
how honest), not his deepest intentions, but someone’s actual observations
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of the patterns of his past behavior. That someone could be the man him-
self; remember the assumption that he has been abstaining for a year and
has just taken a drink. He quite naturally feels that his current resolution to
change (from teetotaling to social drinking) outweighs the actual out-
comes of his past resolutions. Yet his close friends and relatives are not apt
to be so influenced. If they have observed (and suffered through) many
previous periods of teetotaling followed by gradual relapse back to alco-
holism, they are less likely than the man himself to see this time as different
from the rest.

Our friends and relatives are essential mirrors of the patterns of our be-
havior over long periods—mirrors of our souls. They are the magic “mir-
rors on the wall” who can tell us whether this drink, this cigarette, this ice-
cream sundae, this line of cocaine, is more likely to be part of a new future
or an old past. We dispense with these individuals at a terrible risk to our
self-control. The temptation to dispense with them is great in proportion
to the temptation to have the one drink or one cigarette. We may try to
bully them into lying to us, but to the extent that our bullying succeeds,
we befog our own self-perception. The ex-alcoholic should be careful to
take that single drink only under the close supervision and in collusion
with the person closest to him, the person who will suffer most if he slips
into alcoholism.

Revolt against Indulgence

Let us take a step back. The alcoholic has gone a year without drinking and
he is at a dinner party. The hostess, not knowing that he is a reformed alco-
holic, offers him a glass of wine. He has previously considered becoming a
social drinker rather than a teetotaler. This is his chance. With a wildly
beating heart, however, he puts his hand over the glass and says, “No,
thanks.” Maybe he will start drinking next time.

The teetotaler’s ambivalence in choosing between continuing the pat-
tern of teetotaling and starting on a pattern of social drinking is a trans-
posed version of the alcoholic’s ambivalence in choosing between continu-
ing to drink and starting on a pattern of teetotaling. The alcoholic
continues his present pattern by having this drink; the teetotaler continues
his present pattern by not having this drink. The alcoholic would exhibit
self-control by not drinking for a time; the teetotaler would exhibit self-
control by drinking moderately for a time. In other words, social drinking
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is to teetotaling as teetotaling is to alcoholism. In terms of amount of alco-
hol consumed, social drinking stands between alcoholism and sobriety.
But in terms of self-control, social drinking is the most complex and dif-
ficult to maintain of the three behavioral patterns. Everything we have said
about how easy it is to be an alcoholic relative to being a teetotaler may be
said about how easy it is to be a teetotaler relative to being a social drinker.
The alcoholic who has abstained from drink for a year (and is contemplat-
ing becoming a social drinker) is as ambivalent about having this drink
as is the current alcoholic. It is just that the ambivalence goes in a different
direction.

In terms of its effect on love and work and health, the harm of being a
rigid teetotaler (relative to social drinking) is minuscule as compared with
the harm of being an alcoholic (relative to teetotaling). This is why Alco-
holics Anonymous insists that reformed alcoholics “put the cork in the
bottle” and never even contemplate having a drink. Teetotaling is a revolt
against indulgence.

It is important to note that the order of values diagrammed in Figure 3.4
does not apply in every case. Recall that no act or pattern of acts can be
judged outside its context. Once, after a public lecture in which I argued
that social drinking was usually a more difficult but ultimately better pat-
tern of behavior than teetotalism, a young woman came up to me and said
that although she had enjoyed the lecture she disagreed strongly with its
final conclusion about teetotalism. She was, she said, the fifth child among
eight brothers and sisters. The older four were all alcoholics; she herself
was a teetotaler; the younger three were social drinkers. She felt that her ex-
ample served as a sort of barrier against alcoholism for her younger sib-
lings. They had to have some model, she felt, to balance against the vision
that fate (or genetics) had doomed them to alcoholism. She was that
model.

Whether or not she was correct about her particular case, she had put
her finger on a critical point. The meaning of any action is given by its be-
havioral context. Teetotalism, for her, was not a rigid reaction to alcohol-
ism but part of a highly complex pattern of acts constituting care for and
responsibility for her family. She was setting an example, not simply revolt-
ing against indulgence. Just as a single drink may be elevated in ultimate
value when it is part of a pattern of social drinking, so teetotalism may be
elevated in value when it is part of a pattern of social responsibility. What
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counts ultimately is not the acts or patterns of acts themselves but the
wider context into which they may fit.

Nevertheless, for most of us teetotaling is a kind of lack of self-control. If
teetotaling does no serious harm, corresponding revolts against indulgence
in other areas of life may do harm. The misnamed “workaholism,” for ex-
ample, corresponds more closely to teetotaling than it does to alcoholism.
The workaholic does not even consider taking a day off for the same rea-
son that the teetotaler does not even consider having a drink. The worka-
holic who takes one day off is like the teetotaler who has one drink. At that
point the workaholic is in a state of complete uncertainty about future pat-
terns of behavior. This day off could be the first day of a more balanced life
or the first step down the path leading to complete laziness and indiffer-
ence. Just as the reformed alcoholic having one drink is the last person you
should ask about which pattern will develop—social drinking or alcohol-
ism—so the workaholic taking one day off is the last person you should
ask about which pattern will develop—a balanced life or slothfulness.

Workaholism, like teetotalism, is a problem of secondary self-control.
Both are reactions at one extreme against a still more damaging pattern at
the other extreme. Both are revolts against indulgence. In most cases such
revolts are less damaging than indulgence itself, but in some cases they can
be worse than indulgence. The workaholic who sacrifices her own life to
her career may also be sacrificing her family’s lives. Modern literature is
full of stories of women and men who have unwittingly made such sacri-
fices. These cases have in common the adoption of a relatively simple be-
havioral pattern (teetotaling, workaholism) in the face of the complexities
of modern life (where moderate drinking and moderate industriousness
are rewarded). Although the simple pattern adopted may be less harmful
than the simple pattern at the other extreme, it is still harmful relative to
the complex abstract pattern that constitutes a balanced (happy) life.

Internal Commitment

The kinds of commitment discussed in Chapter 2 require a period when a
larger-later reward is clearly preferred, followed by a period when a smaller
but immediately available alternative (a temptation) is clearly preferred.
During the former period, the temptation can be avoided by instituting a
commitment procedure that either makes it entirely unavailable (as Figure
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2.9a illustrates) or loads it down with punishment (Figure 2.9b). Commit-
ment works well in cases of simple ambivalence, where there is a distinct
reversal of choice from one time to the next: at midnight Archie Goodwin
prefers to get up at 7:00 A.M.; at 7:00 A.m. he prefers to get up at noon. In
cases of complex ambivalence, such as an alcoholic’s ambivalence about
whether or not to have a drink, commitment is difficult to institute: there
is no clear period when the alcoholic reliably prefers to be sober and no
clear period when he reliably prefers to have a drink. He always prefers to
be sober and he always prefers to have a drink.

The history of the use of the drug antabuse illustrates the problem
(Davison and Neale, 1994). If you take antabuse and then have a drink, you
will undergo severe pain. Most people, most hard-core alcoholics who take
antabuse, cannot and do not drink during the period when antabuse is in
their bloodstreams. But not always. It is possible to sip alcohol so slowly
that the antabuse never kicks in. Alcoholics forced to take antabuse may
learn this skill. Some alcoholics will even voluntarily take antabuse and
then drink anyway, thereby undergoing the pain unnecessarily. This resem-
bles the behavior of some of the pigeons in the experiment of Figure 2.9b.
The pigeons committed themselves by pecking a button that would impose
a penalty if they later chose a small, immediate (“tempting”) food reward;
some pigeons would commit themselves and then go ahead anyway to
chose the tempting reward, thereby undergoing the penalty (a relatively
long blackout period) unnecessarily.

The main problem with antabuse, however, is not that it does not work
but that alcoholics generally refuse to take it. Why? Because there is no
time, even during a hangover, when the alcoholic would not feel better
with a drink than without one. The same goes for heroin. As a character in
Linda Yablonski’s recent novel Junk says, “However good or bad you feel,
heroin makes you feel better” (as quoted in the New York Review of Books,
Sept. 25, 1997, p. 13.)

Because complex ambivalence is virtually continuous, commitment
must be correspondingly continuous. Alcoholics will occasionally (if they
have not impoverished themselves by their drinking) commit themselves
to an institution such as the Betty Ford Clinic, where they will be pre-
vented from drinking for a time. Or they may be committed by someone
else. Such an institution offers the alcoholic the chance to choose between
alcoholism and sobriety. (Still, this drink is preferred. Some commit them-
selves and at the same time try to smuggle in a bottle of whiskey.) But it is
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not possible to live in such an institution and still have a normal life. While
there is no alcohol in such institutions, neither is there family or work. The
effectiveness of an institution for self-control depends not on commitment
in the sense of an alarm clock on the other side of the room (which can fit
easily into everyday life) but on its effectiveness in changing habits—in al-
tering patterns of behavior.

That much is generally understood. Realizing that no commitment de-
vice can effectively control complex ambivalence and at the same time al-
low people to live ordinary lives, theorists have speculated that when faced
with complex ambivalence, people may internalize commitment. The basic
mechanism of internal commitment, these theorists speculate, is guilt. In-
ternal guilt is the feeling of having committed some sort of offense. It is a
negative feeling and most of us would rather not feel it. The alcoholic who
does not take antabuse is thus, according to these theorists, much like the
one who does—except instead of feeling pain after drinking, this alco-
holic feels guilt. Just as the antabuse taker is punished for drinking by
pain, the non—antabuse taker is punished by guilt. Or so it would seem in
theory. While there is no question that in cases of ambivalence people who
do things they believe they should not do feel guilt, and there is no ques-
tion that guilt is an unpleasant feeling, there is reason to doubt that guilt
can serve as effective punishment in cases of complex ambivalence such as
alcoholism.

The difference between guilt and the pain from antabuse is that guilt is
self-imposed in a way that the pain from antabuse is not. The pain from
the antabuse is caused by a bodily interaction between antabuse and alco-
hol. The pain from the guilt is indistinguishable from the guilt itself. When
antabuse is self-imposed, the self-imposition comes before the drink and
the pain comes after. However, the self-imposition of the guilt and the pain
of that guilt both come after the drink (and, unlike the pain from antabuse,
guilt may be relieved by having yet another drink).

Feeling guilty may work in very mild cases of complex ambivalence,
much like slapping oneself on the hand may work after having the drink—
mainly as a method of relatively neutral feedback. You could say to your-
self, “Yes I just did that and I shouldn’t have,” or you could slap yourself,
or you could hit yourself on the head with the heel of your hand while
cursing under your breath. Or you could feel guilt. All may have a slight ef-
fect on your behavior; none can have any permanent effect or even any
strong effect.
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Trying to punish yourself after the fact is like trying to lift yourself by
your own bootstraps. To control an act you need an outside link, some ex-
ternal force (a reward or punishment) or some force set in motion prior to
the act (a commitment). Otherwise you are doing no more than underlin-
ing or recording the act. Although recording instances of an act may in-
deed help in controlling it (see Chapter 6), except in very mild cases of
complex ambivalence, it is not enough.

Moreover, even if guilt were effective in controlling our own behavior
(for which there is no evidence), we would still have to ask, How do we
control our guilt? Then we would have to ask, How does our guilt in turn
control our behavior? It is far better, far simpler, far more effective, to ask
directly, How do we control our behavior? That last question is the princi-
pal concern of this book.

The Primrose Path

Herrnstein and Prelec (1992) have proposed a process, called the primrose
path, for the development of addiction under conditions of complex am-
bivalence. A highly simplified version is illustrated in Figure 3.5. The ques-
tion that the primrose-path process tries to answer is, How can you always
choose the best among all available alternatives and still end up in a worse
state than when you started?

Again, let us follow along with the example of alcoholism. Sobriety is
represented in Figure 3.5, as in Figure 3.3, by a shaded bar at a moderately
high value (see scale at the right of the figure). Also as in Figure 3.3, alco-
holism is represented by an open bar at a moderately low value. These
extended bars represent steady states. Figure 3.5 shows the process of tran-
sition from one to the other. People simply choosing between the two ex-
tended bars would always choose the higher (sobriety) over the lower (al-
coholism). However, although a T-length unit of not drinking is worth
more than a T-length unit of drinking, a #-length unit of drinking is worth
more than a t-length unit of not drinking. For a person who chooses not
between extended states but only between brief units of short duration (¢),
the very highest valued alternative would be a unit of drinking. Choice of
that alternative is represented in Figure 3.5 by the arrow AB.

Each small box in Figure 3.5 represents one of a pair of outcomes of a
single choice. The outcomes of a given choice (to drink or to refuse a
drink) are paired along a line tilted slightly to the right of the vertical. For
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Figure 3.5. The primrose path from sobriety to alcoholism (ABC) and the
straight and narrow path from alcoholism to sobriety (CDA).

example, A and B are the pair of outcomes of not drinking and drinking in
the state of total sobriety; the pair of boxes just to the right and down one
step from A and B are the pair of outcomes just after a single drink has
been chosen; the pair down one more step are the outcomes just after two
drinks have been chosen, and so forth, running down to boxes D and C,
the outcomes after drinking has been continuously chosen—in the state of
complete alcoholism. Each open box (representing the outcome of a choice
to drink) is higher in value than its corresponding shaded box (outcome of
a choice not to drink). Assuming that Figure 3.5 is a true picture of these
choices and their outcomes, if the higher valued outcome of the pair is
always chosen, alcoholism will be the invariable result. This is the prim-
rose path.’

Essential to the Herrnstein-Prelec theory (as well as to an economically
based theory of Becker and Murphy, (1990)) is the descent in value, not
only of the addictive activity, but of all activities together until stability is
finally reached at C, representing a steady state of continuous drinking
lower in value than continuous sobriety. Stable states such as C are shown
as thick dots in Figures 3.5 to 3.10.) In the case of drinking, this descent is
easy to envision. A person who drinks and keeps drinking loses not only
the enjoyment of drinking, but also the enjoyment of health, social activity,
work, and virtually everything else.
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Although a single unit of drinking is worth less to an alcoholic than to a
social drinker, it is still worth more, perhaps much more, than not drink-
ing. This mutual deterioration of drinking and not drinking is represented
in Figure 3.5 by the downward stepping of the open #length boxes in tan-
dem with the hatched #-length boxes. As the higher-valued #-length units
of drinking are repeatedly chosen over the lower-valued #-length units of
not drinking, the values of both alternatives sink together coming to rest
finally at C. At every point along the path from B to C the higher-valued
unit is chosen. Nevertheless, the final stable state C, is lower in value than
the initial state A. Path ABC is the primrose path.

An alcoholic cannot retreat directly along the primrose path. The only
way back from C to A is through point D, a decrease in unit value. In collo-
quial terms, the alcoholic is unhappy but would be still more miserable
(for a while) if he stopped drinking. The route from C to D to A might be
called “the straight and narrow path.” At every point along this path there
exists a more valuable f-length alternative. How to take the straight and
narrow path and stay on it is the crucial question for a science of self-
control.

MELIORATION. It would make sense at this point to apply to complex
ambivalence the discount functions introduced in the previous chapter.
The difference between a person choosing narrowly, between #-length al-
ternatives, and a person choosing widely, between T-length alternatives,
may be quantified in terms of the constant k in Equation 2.2. Narrow
choices imply high ks and severe discounting of distant events. Wide
choices imply low ks and little discounting of distant events. Neverthe-
less, it will be convenient in this chapter and in all future discussions of
complex ambivalence to continue to treat discounting as an all-or-none
process. That is, alternatives are specified in terms of units. Melioration
is defined as choice of the highest-valued #-length unit (Herrnstein and
Vaughan, 1980). All events within the unit are given their full value; events
beyond the unit are ignored. The meliorating organism simply chooses the
unit of highest value. Units in turn may be fixed temporal intervals (¢ in
the discussion above) or may be defined by stimuli as a “situation.” For ex-
ample, a party on a given evening may be defined as a unit in terms of its
stimuli—the sights, sounds, smells of the room. Melioration is choice of
the highest-valued unit (regardless of the effects of this choice beyond the
unit—for example, the morning after the party). The person in Figure 3.5
choosing to drink (B) rather than not to drink (A), even though drinking
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decreases future value, is meliorating. Similarly, when you pay the mini-
mum rather than the full amount on your credit card bill—even though by
paying the minimum you will have to pay more in the long run—you are
meliorating. You are choosing the highest-valued alternative over a limited
period.

Your behavior could also be interpreted in terms of maximization: max-
imization of value, discounting the cost of future payments. Any behavior
that can be explained in terms of meliorating (with judicious adjustment
of 1) can also be explained as maximization of discounted value’ (with ju-
dicious adjustment of k in Equation 2.2). The reasons for using the con-
cept of melioration in this chapter are, first, mathematical simplicity and,
second, the fact that the concept of melioration leads naturally to that of
behavioral restructuring.

RESTRUCTURING. A meliorating organism may achieve self-control by
restructuring choice alternatives into larger units—by expanding t. In Fig-
ure 3.5 the duration of t (the effective choice horizon) has been set at one-
tenth that of T; it takes ten t-length steps to get from B to C. In Figure 3.6 ¢
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Figure 3.6. Moderate behavioral restructuring (increasing the duration of a
behavioral unit) that decreases the value of drinking and makes sobriety easier to
maintain.
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has been expanded to one-half T; the values of the first five steps in Figure
3.5 are averaged and drawn as a single step five times as wide as in the pre-
vious figure. The average of the second five steps in Figure 3.5 are also av-
eraged and drawn as a second step just above and to the left of point C. Be-
cause the smaller steps of Figure 3.5 are decreasing in value, the average
value of the first five small steps is lower than that of the first small step.
Thus, the value of the initial unit of drinking, B’ in Figure 3.6, is lower
than that of the initial unit B in Figure 3.5. Still, the incentive to drink is
positive in Figure 3.6 (arrow AB’ points upward) and melioration (choice
of the highest-valued unit) would bring a person to stability at C in two
large steps (rather than in ten small steps as before).

In Figure 3.7 t has been expanded yet again, now to a duration equal to
T. With this further expansion the incentive to drink has become negative
(arrow AB" points slightly downward) and stability of a meliorating sub-
ject occurs at A—sobriety.

Self-control achieved by restructuring is compatible with common
sense. A former alcoholic who decides anew each time a drink is offered
whether or not to have that drink will likely drink more than one who is
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Figure 3.7. Major behavioral restructuring (vastly increasing the duration of a
behavioral unit) that decreases the immediate value of drinking below that of

value

sobriety.
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able to decide at the beginning of the evening how much to drink in the
course of the evening. And the latter is likely to drink more than one who
decides at the beginning of the month how much to drink that month. All
three are meliorating, are choosing the alternative with the highest value.
As restructuring proceeds, as t increases in duration and approaches T, the
effect of present behavior on future value (including hangovers, social re-
jection, financial ruin, bad health, and the like) gets incorporated into %
the unit of choice becomes more and more global, more and more mean-
ingful.

In terms of the list of activities (ranging from swinging a hammer to be-
ing a good person) presented at the beginning of this chapter, few people
would choose to swing a hammer for its own sake. Everyone would choose
to be a good person rather than a bad one—if being good involved no sac-
rifice. (In the latter case, unfortunately, the alternatives are so abstract that
few of us are able to choose between them as wholes.)

The problem of achieving self-control in cases of complex ambivalence
thus reduces to the problem of restructuring choice alternatives so as to in-
corporate more context. I shall explore effective and ineffective solutions in
later chapters, but first I need to explore the primrose path in more detail
and uncover its causes.

cycLING. The difference between states A and C in Figure 3.5 is not
only that A is above C in value but also that A is below point B while C is
above point D. In going from A to B, value increases. Behavior that in-
creases value is said to be positively reinforced. Choice of B over A is thus
an instance of positive reinforcement. On the other hand, in going from C
to D, value decreases. Behavior that decreases value is said to be punished;
avoidance of a decrease in value is said to be negatively reinforced. Choice
of C over D is thus an instance of negative reinforcement (Premack, 1965).
Colloquially, for a nonaddict (at A) addictive activity (going to B) would
be pleasurable, while, for an addict (at C) addictive activity (staying at C)
merely avoids pain.’

Figure 3.8 repeats the conditions of Figure 3.5 (+ = 0.17), but for sim-
plicity straight lines replace the boxes. The dashed line in Figure 3.8 repre-
sents average utility at various mixtures of addictive and nonaddictive ac-
tivity proportional to the horizontal separation of A and C in the figure.

In the long run, for example, the average value of a t-length unit for a
person who drank during 50 percent of the units would be at the midpoint
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Figure 3.8. The dashed line represents the average value obtained by various rates
of an addictive activity ranging from 0 percent of the time at point A to 100
percent at point C. The area above the dashed line is positive reinforcement; the
area below the dashed line is negative reinforcement.

of the dashed line; that of a person who drank during 25 percent of the
units would be one fourth of the way from A to C on the dashed line; that
of a person who drank during 75 percent of the units would be three
fourths of the way from A to C on the dashed line, and so forth. The region
above the dashed line represents local improvement in value over the aver-
age. The region below the dashed line represents local diminution in value
below the average. The dashed line thus separates regions of positive and
negative reinforcement. Triangle ABC is an area of positive reinforcement;
triangle CDA is an area of negative reinforcement.

Suppose that a person has become an addict and is at state C in Figure
3.8. There are now two motives for quitting—for taking the straight and
narrow path from C to D to A. One motive is to increase average (or over-
all) utility; the other is to exchange negative for positive reinforcement.
The latter is a very powerful force in human behavior which, according to
Skinner (1971), is tantamount to exchanging slavery for freedom. (The lit-
erature of addiction is in fact full of references to addiction as slavery.)
Moreover, while average utility is an abstract, temporally extended state,
positive reinforcement is a discrete event—albeit, from the viewpoint of
the addict at C, a future event. This ambivalence, whether or not to ex-
change negative reinforcement in the present for positive reinforcement
in the future, is a case of the simple ambivalence discussed in the previ-
ous chapter. The dominant motive for quitting may well be to effect this
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exchange. However, because it is not socially acceptable to quit current
addictive behavior only so as to enjoy addictive behavior more in the fu-
ture, this motive may go unverbalized and even unrealized by addicts
themselves.

Nevertheless, as a case of simple ambivalence, ambivalence between cur-
rent negative and future positive reinforcement is controllable by commit-
ment. The behavior of the addict who commits herself to a detoxification
center, dries out, and upon release resumes addictive behavior, is not nec-
essarily inconsistent (not necessarily economically irrational, that is). She
has obtained exactly what she was after: an exchange of negative reinforce-
ment for positive reinforcement.

As the course of addiction progresses from A to C, the proportion of
positive reinforcement (the space between AC and BC in Figure 3.8)
steadily diminishes, thereby increasing the addict’s motive to turn back.
At point C*, for example, the path C*D*A may be embarked on. As this
path is pursued, the proportion of positive reinforcement that would be
obtained by defecting from it and engaging in addictive behavior steadily
increases. At point A*, for example, positive reinforcement (consequent
upon a switch to B*) is predominant. There would be very little gain in the
ratio of positive to negative reinforcement by continuing on the straight
and narrow path all the way up to A. Thus a person might cycle around
the path A*B*C*D*, between relatively moderate and relatively high levels
of addictive consumption, as positive and negative reinforcement exerted
their immediate and long-term effects. Such shuttling (between abstinence
and relapse) is notoriously common among addicts (Marlatt and Gordon,
1980).

EFFECTS OF PRESENT CHOICE ON FUTURE VALUE. The lines AD and
BC represent the effect of present choice on future value. In the drinking
example, it is assumed that, starting from state A, the more a person
chooses to drink, the less valuable both drinking and nondrinking become.
The other side of the coin is that, starting from C, the more a person
chooses not to drink, the more valuable both nondrinking and drinking
become. The course of these processes is illustrated in Figure 3.8 by the
parallel lines AD and BC. But these lines need not be parallel.”

Figures 3.9 and 3.10 illustrate cases where the addictive activity has a
stronger effect (Figure 3.9) or a weaker effect (Figure 3.10) on its own fu-
ture value than it does on the future value of alternative activities. In Fig-
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Figure 3.9. Conditions of melioration stability at a rate of addictive activity
activity (alcoholic drinking) less than 100 percent.

ure 3.9, again with alcoholic drinking as an example, having a drink de-
creases both the value of future drinks and the value of other activities
(social relations and such). For each unit of drinking the decrease in the
future value of drinking is greater than the decrease in the future value of
other activities (line BC is steeper than line AD). Under the conditions of
Figure 3.9 a meliorator would begin to drink, proceeding down the prim-
rose path to the intersection of the two lines—point E, representing a state
in which drinking is chosen about half of the time. But to the right of E,
not drinking is locally more valuable than drinking. Stability would be
reached at state E. In Figure 3.9 point E is midway between A and C and
represents drinking at 50 percent of the #length opportunities to drink.
But lines AD and BC may cross anywhere. If their intersection, point E,
were close to A, stability would be reached at a state of moderate drinking.

Figure 3.10 illustrates the case opposite to that of Figure 3.9. Here the
addictive activity has a weaker effect on its own future value than it does
on the value of other activities. In Figure 3.10 each unit of drinking de-
creases the future value of drinking less than it decreases the future value
of other activities (line BC is less steep than line AD). Again the lines cross
somewhere between A and C, at point E. But point E no longer represents
a stable state. It is now like the top of a hill with behavior like a ball that
will only come to rest at one side (state A) or another (state C). To the left
of E, not drinking is more valuable than drinking. A meliorator starting to
the left of E will proceed to A (sobriety) and stay there. To the right of E,
drinking is more valuable than not drinking. A meliorator starting to the
right of E will proceed to state C (alcoholism) and stay there.

Behavior under the conditions of Figure 3.10 is bistable—stable at both
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Figure 3.10. Conditions of melioration bistability at rates of an addictive
(alcoholic drinking) of 0 percent or 100 percent.

A and C. The case may lead to the following scenario. A person is currently
sober. Even though the value of drinking for this person is now intrinsi-
cally lower than that of not drinking, extrinsic forces, such as social de-
mands, may encourage drinking. If those extrinsic forces are removed and
behavior is kept well to the left of E, the person will return to sobriety. If
those forces are not removed but are continuously applied (as perhaps in a
college fraternity), behavior may proceed across point E. If it does, then the
primrose path to C will be followed even after the forces are removed.
Drinking will have become more intrinsically valuable than its alternatives.

The conditions of Figure 3.10 as well as those of Figure 3.9 correspond
to many real-life addiction situations and are critical parts of the theory to
be presented in the next chapter.



CHAPTER

4
The Lonely Addict

The purpose of this chapter is to discuss a theory, “relative addiction,” that
accounts for the primrose path described in the previous chapter.' Relative
addiction theory belongs under the heading of teleological behaviorism
in the sense that it relies on processes of behavioral allocation such as me-
lioration (Herrnstein and Vaughan, 1980) and economic maximization
(Rachlin et al., 1981) rather than physiological or cognitive internal mech-
anisms.

Relative addiction theory says that social support, the benefit obtained
from social activity, is crucial for both prevention and cure of addiction.
Groups such as Alcoholics Anonymous and Gamblers Anonymous that
stress social support generally believe it to be ancillary to the operation of
some more fundamental process (physiological, cognitive, behavioral, or
spiritual). Relative addiction theory, on the other hand, places social sup-
port or its lack at the center of the addiction process. It says that addicts are
addicts because they lack social support—nbecause they are lonely. Accord-
ing to relative addiction theory, lack of social support leads down the path
to addiction just as directly as does the first drink, the first cigarette, the
first line of cocaine. Before examining how lack of social support may
cause addiction, we need to stipulate the operative behavioral dynamics.

Local and Overall Utility

In calculating utility, economic theory assumes first that a consumer’s time
horizon is infinite. When a choice is made, all known consequences, no
matter how far in the future they may be, are assumed to be taken into ac-
count. But then, consequences are less powerful, the farther in the future

82
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they are; reinforcers and punishers are discounted by delay. As discussed in
Chapter 2, animals, including humans, are said to be “impulsive” when
they steeply discount future consequences and “self-controlled” when they
weigh future consequences heavily. The science of microeconomics at-
tempts to describe individual behavior, including the behavior of addicts,
by specifying utility and discount functions and calculating their maxima
(Becker, 1976, 1996). Behavioral economics is concerned with empirical
determination of these functions (Rachlin et al., 1981).

As indicated in Chapter 3, this process may be simplified with meliora-
tion. Melioration abandons the assumption that all future consequences
are discounted by some mathematical function of their delay. Instead, it
categorizes delayed events in only two ways: as “local” events (within #, to
use the terminology of Chapter 3) or as “nonlocal” events (beyond f). For
each choice alternative there exists a local horizon, a point in the relatively
near future, that defines a local period of time. Local utility is the sum of
the benefits minus costs divided by the duration of the local period. Local
events are given full weight in calculating utility (they are not discounted).
Nonlocal events, those beyond the local horizon, are given no weight at all
(they are completely discounted). If while sitting in a restaurant, for exam-
ple, your local horizon extended only for the duration of the meal, you
would fully count the benefits and costs of the menu alternatives over the
meal’s duration, but you would ignore possible weight gains or losses and
health effects, which would occur almost wholly after the restaurant visit.

Each choice alternative has its own local utility. Choice of the alternative
with the highest local utility, melioration (Herrnstein and Vaughan, 1980),
is a form of maximization: maximization of local utility. Whether an ani-
mal is considered to be impulsive or self-controlled, then, depends on
whether the local horizon, the line separating local from nonlocal events, is
drawn in the near or distant future (whether ¢ is of brief or long duration).
A person who drinks without regard to tomorrow’s hangover would be
maximizing utility within the local boundary of tonight. A person who
drinks (presumably more moderately) with regard to tomorrow’s possible
hangover would be maximizing utility within a local boundary beyond to-
morrow morning. Heyman (1996a) has argued that the boundary line
separating local from nonlocal events (the duration of f) may vary over a
wide range (depending on the salience and relevance of environmental
stimuli), thereby explaining how humans and nonhumans may be impul-
sive in one situation and self-controlled in another. A person may act quite
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differently, for example, in the presence versus the absence of a parent, a
boss, or a spouse.

This chapter, like the previous one, adopts the language of meliora-
tion, distinguishing between local utility and overall, or global, utility (local
plus nonlocal utility). Let me emphasize again that this usage is under-
taken for the sake of explanatory convenience and mathematical simplic-
ity, not because melioration is correct and economic maximization is in-
correct. As indicated previously, melioration and maximization are not
competing theories but are alternative modes of explanation—two lan-
guages (Rachlin, Green, and Tormey, 1988; Rachlin and Laibson, 1997).
Any choice behavior that can be explained by melioration (choice of the
highest undiscounted local utility) can also be explained by maximization
(choice of the highest discounted overall utility).

In the standard operant concurrent-chain choice situation, an animal
chooses not between individual reinforcers but between stimulus-defined
“situations” (de Villiers, 1977). Within a situation the animal may be ex-
posed to a reinforcement contingency for a time. With simple concurrent
schedules the choice alternatives might be two food deliveries of differ-
ing magnitudes, as illustrated in Figure 2.4a. On the other hand, with con-
current-chain schedules, the choice alternatives (the “situations”) might be
five-minute exposures to one or another rate of food delivery, each sig-
naled by a different colored light. The difference between simple choice
procedures (simple concurrent schedules) and concurrent-chain schedules
is like the difference between choosing between two cooks and choosing
between two meals. With concurrent-chain schedules, as with hiring a
cook, you have to bear with the consequences of your choice for at least a
while.

With concurrent-chain schedules, local utility is defined as a function of
all reinforcement parameters (rate, amount, delay) and response parame-
ters (number, force, duration) during exposure to the stimulus-defined sit-
uation. In other words, local utility is a “net” rather than a “gross” amount;
it is value minus cost. Although in the operant laboratory the response pa-
rameters are usually negligible relative to the reinforcement parameters, in
the real-life situations to which laboratory results are applied, response pa-
rameters are not negligible. In life, rewards have their nonnegligible costs.
Local utility may therefore be varied by increasing or decreasing either re-
inforcer value or reinforcer cost. If the price of cigarettes goes up, the local
utility of smoking goes down. Moreover, amount per unit price may in-
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crease or decrease—as when candy bars cost the same but increase or
(more often) decrease in size, or when cereal manufacturers put less or
more air and more or less cereal into the same-sized, same-priced box.

NEGATIVE EFFECTS OF PRESENT CONSUMPTION ON FUTURE LOCAL
UTILITY. Present consumption of a given commodity may affect the fu-
ture local utility of that commodity or of other commodities. For example,
if you eat a steak dinner now, you will probably spoil your appetite for a
steak dinner an hour from now but increase your appetite for a sweet des-
sert. If you eat too much or eat too fast, you may have heartburn or indi-
gestion later on. If you eat too much, you may gain a little excess weight
farther along the road. The deleterious effect of present consumption on
future activity is especially strong for activities normally considered to be
addictive (Green and Kagel, 1996). Drinking alcohol, beyond a certain
point, deteriorates health, social relationships, job performance, and al-
most all other activities, including the pleasure obtained from drinking it-
self. These reductions in future value decrease future local utility.

Present consumption may affect future utility in another, more direct
way. As strong or unusual substances are consumed, the body mobilizes
“opponent processes” that resist their effects (Siegel, 1976; Solomon, 1980).
Opponent processes in turn reduce the net utility of a fixed amount of the
commodity, requiring more to achieve the same effect—just as, with less
cereal per box, you have to buy more boxes to satisfy the same appetite.
Even the casual drinker or smoker experiences some reduced effect with
continued use. For the alcoholic, the three-pack-a-day smoker, the heroin
addict, this “tolerance” effect is magnified. Addicts regularly consume
amounts of opiates that would kill nonaddicts.? The opponent processes
underlying tolerance may become associated only with certain stimuli. A
heroin addict, for example, tends to build up resistance to the primary
narcotic effect of the heroin in situations where the drug is habitually
taken. If heroin is taken only in one situation (in one way, in one room, at
one time of day, with one other person or set of people present), and then
the same dose is taken in a new situation, the effect of that very same dose
will be much stronger than before—strong enough in some cases to be fa-
tal (Siegel, 1988a; 1988b).

To borrow an economist’s terminology (Becker, 1996), “tolerance” is the
negative effect of a person’s “stock” of an addictive substance (X) on utility.
Stock represents the body’s and the environment’s “memories” of con-



86 The Science of Self-Control

sumption. Stock increases with consumption and decreases over time. In
Figure 4.1a, the leftmost point (B) represents the local utility of consum-
ing X after X has been completely depleted from stock (after a prolonged
period of nonconsumption of X). The rightmost point (C) represents
the local utility of consuming X if stock of X is at maximum (after a pro-
longed period of consuming X). This figure illustrates the case where fu-
ture local utility decreases as stock increases (tolerance). As an alcoholic
drinks more and more, for example, stock of drinking increases and utility
of future drinking decreases. But as time passes without drinking (as the
alcoholic dries out), stock of drinking decreases and utility of future drink-
ing increases.

UTILITY

'0 X/(X +Y) 1
1 Y/(X+Y)

o

UTILITY

Figure 4.1. (a) Price habituation. As the stock of X, an addictive activity, increases
(going from left to right), the utility of a unit of X decreases. (b) Price
sensitization. As the stock of Y, a social activity, increases (going from right to
left), the utility of a unit of Yincreases.
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Line BC of Figure 4.1a (corresponding to line BC in Figures 3.5 to
3.10) illustrates this effect. For simplicity, we still assume the effect to be
linear. On the horizontal axis of Figure 4.1a, X stands for consumption of
an addictive commodity over an extended time, a period well beyond the
boundary of local utility, and Y stands for all other activity over that same
extended period. As more and more of the addictive commodity is con-
sumed, stock of X increases and stock of Y decreases; as more and time is
spent on other activities, stock of Y increases and stock of X decreases. In
other words, the consumer is supposed to move slowly to the right in Fig-
ure 4.1a as the addictive commodity is consumed, and slowly to the left as
the addictive commodity is not consumed. Movement to the right de-
creases local utility of X; movement to the left increases local utility of X.
This negative effect of present consumption on future local utility is called
price habituation (Rachlin, 1997a).

POSITIVE EFFECTS OF PRESENT CONSUMPTION ON FUTURE LOCAL
UTILITY. Some activities have an effect on future utility opposite to that
of the addictive activities discussed above; the more the activity is per-
formed, the greater its future local utility. In general, these activities involve
learning of skills. Utility of skiing, tennis, golf, and other recreational
sports tends to increase as more and more time is spent acquiring the skills
necessary to enjoy and master them. Playing chess, reading classical litera-
ture, listening to serious music, are other examples. The more time you
spend in these pursuits, the cheaper they become (the more cereal and the
less air in the box).?

Just as an increase in the frequency of such activities tends to increase
local utility, so a decrease in frequency tends to decrease local utility. The
adolescent who spends large proportions of time reading poetry or playing
the violin, who then out of necessity takes a time-consuming job or en-
gages in time-consuming studies, will find an hour of reading poetry or vi-
olin playing not as enjoyable (more expensive) than it used to be when,
later in life, time becomes available to take up these pursuits again.

A crucial assumption of relative addiction theory is that obtaining social
support by means of social activity is this kind of skill. Although in our so-
ciety, in most cases, parents and community provide free social support to
children, childhood is also a learning period for highly complex social
skills (Brazelton, Koslowski, and Main, 1974). If these skills are not ac-
quired in childhood, they may never be acquired. For adults, as a general
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rule, the more socially active we are, the more social support we get; the
less socially active we are, the less social support we get. In other words, the
more socially active we are, the more utility we get from social activity—ei-
ther through enhancement of the the intrinsic value of social activity itself
or through reduction of the time, effort, or money it costs to increase so-
cial support by a given amount.

Correspondingly, the less socially active we are, the less social support we
get—either through a decrease in enjoyment of social activity itself or an
increase in its cost. Line AD of Figure 4.1b illustrates this effect. On the
horizontal axis, Y stands for social activity and X stands for all other activi-
ties. Note that as X/(X + Y) goes from zero to one, Y/(X + Y) goes from
one to zero. As a person spends more and more time in social activity (go-
ing from right to left in the diagram), stock of social activity increases. As a
person spends less and less time in social activity (moving from left to
right), stock depletes. The positive effect of present consumption on future
local utility illustrated in Figure 4.1b is called price sensitization (Rachlin,
1997a).

A Return to the Primrose Path

In the discussion of the primrose path in Chapter 3, the choice alternatives
were the addictive activity (illustrated by drinking) versus everything else.
But “everything else” has no properties as such. In this chapter we refer to
addictions in general terms but specify a particular alternative to addictive
activity—social activity. Relative addiction theory depends on the exis-
tence of a reciprocal relationship between X (an addictive activity) and Y
(social activity) such as that implied in Figure 4.1. In Figure 4.1a, Y'is the
context of X; in Figure 4.1b, X is the context of Y. Imagine there exist only
two possible actions—addictive (X) and social (Y). As X increases, Y de-
creases; as Y increases, X decreases. If addictive activity and social activity
constituted the universe of all available activities, the reciprocal relation-
ship implied by Figure 4.1 would follow. But of course many activities
other than those that are social and addictive are almost always available.
Another condition that would result in a reciprocal relationship be-
tween activities is economic substitutability (Rachlin and Burkhard, 1978).
Consider, for example, the economic substitutes Coca Cola and Pepsi Cola.
There is a market for cola drinks which, let us assume, remains fairly con-
stant. Let us also assume that the taste difference between the two brands is
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negligible. Then relative consumption will depend on price, advertising ef-
fectiveness, shelf location, and so forth. Assuming constancy of the cola
market and the absence of other competing brands, if people drank more
Coke, they would drink less Pepsi and vice versa. Coke and Pepsi would be
substitutable for each other but not for other commodities. These two
commodities would in a sense be competing in their own arena, walled off
from others.

A central assumption of relative addiction theory is that addictive activi-
ties and social activities are paired in this way—they are at least moderately
substitutable for each other but not for any other activity. According to rel-
ative addiction theory, when the extrinsic price of social activity increases
(say, by the death of a spouse or close friend), addictive activity may substi-
tute to some extent for diminished social activity. That is, when people so-
cialize less, they are more likely to become addicts and vice versa.

When two commodities are substitutable for each other but not for any-
thing else, economists call this state of affairs separability (Becker, 1976). If
this assumption were true in the case of socializing and addiction, the two
classes of activity would vary inversely, as Figure 4.1 implies. Indeed, recent
evidence (to be discussed in more detail later in this chapter) points to an
inverse relationship between social and addictive activity. Decreases in so-
cial support are often accompanied by increases in addiction, and pro-
grams to reduce addiction work better when social support is present and
worse when it is absent (Fisher, 1996, on cigarettes; Schuster et al., 1995, on
cocaine; Vuchinich and Tucker, 1996a, on alcohol).

The crucial difference between Coke versus Pepsi and addictive versus
social activity is that cola consumption, if it affects future local utilities of
Coke and Pepsi, affects them in the same way. But consumption of addic-
tive substances affects future local utility oppositely from the way social ac-
tivity affects future local utility: addictive activity reduces its own future
local utility; social activity increases its own future local utility.

Figure 4.2 combines Figures 4.1a and 4.1b. In Figure 4.2a the local utility
of social activity (Y) is higher than that of addictive activity (X). The
dashed line running from A (100 percent Y) to C (100 percent X) repre-
sents overall utility, the average of local utilities obtained over an extended
period. The horizontal axis indicates a subject’s overall distribution of time
at X and Y. At the left end of the dashed line, at A, where socializing (Y) is
always chosen over addictive activity (X), overall utility equals the local
utility of social activity. (If a person always bought oranges and never
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Figure 4.2. (a)The local utility of social activity (Y)is higher than that of
addictive activity (X), with stability at point A. (b) The local utility of addictive
activity (X) is higher than that of social activity (Y), with stability at point C.

bought any other fruit, the average price of a piece of fruit would be the
price of an orange.) At the right of the dashed line, where addictive activity
(X) is always chosen over socializing (Y), overall utility equals the local
utility of addictive activity. In the center, X is chosen half of the time and Y
the other half. Therefore, at the center, overall utility is halfway between
the local utilities of X and Y. As a subject chooses one or the other alterna-
tive more frequently, overall utility is weighted proportionally. There is no
conflict in the conditions illustrated in Figure 4.2a. The point of highest lo-
cal utility (A) is the same as the point of highest overall utility. A meliorat-
ing subject would choose the alternative with highest local utility (social
activity, Y) and keep choosing it, coming to rest at point A (the heavy dot).
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In Figure 4.2b (a variant of Figure 3.8) the local utility of addictive ac-
tivity (X) is higher than that of social activity (Y). The conditions illus-
trated in Figure 4.2b create a conflict between maximization of local and
overall utility. A meliorating person would always choose the activity with
highest local utility (addictive activity, X) and keep choosing it. But re-
peated choices of X have two effects: (a) they directly reduce future local
utility of X, and, (b) they imply rejection of the other alternative Y; thereby
indirectly reducing future local utility of Y as well. A person who repeat-
edly chose the highest local utility (addictive activity, X) would come to
rest at point C, the very lowest overall utility. If a social disaster occurred
in the person’s life that suddenly increased the extrinsic price of social sup-
port all along the line, economic conditions could go through a transi-
tion from those in Figure 4.2a to those in Figure 4.2b. The person’s behav-
ior would go from A in Figure 4.2a to B in Figure 4.2b and then gradually
to C in Figure 4.2b—from no addictive activity to some addictive activity
to complete addiction. In other words, the person could be following
Herrnstein and Prelec’s (1992) primrose path.

STABLE AND BISTABLE CONDITIONS. Figure 4.2 illustrates conditions
where lines AD and BC are parallel—where price habituation occurs at the
same rate as price sensitization. But, as previously discussed, the two pro-
cesses need not correspond in this way. Let us now reconsider the stable
and bistable conditions illustrated at the end of the previous chapter (Fig-
ures 3.9 and 3.10). These figures are repeated, in the present chapter’s ter-
minology, in Figure 4.3. Figure 4.3a illustrates the condition where line BC
(price-habituation) is steeper than line AD (price-sensitization). This is
called relative price habituation. That is, addictive activity may be preferred
to social activity up to the point where a person has “had too much,” after
which addictive activity becomes more and more aversive relative to social
activity.

With relative price habituation, increases in addictive activity still de-
crease the local utility of both addictive and social activity, but the local
utility of addictive activity decreases at a faster rate than that of social ac-
tivity. Eventually, the local utility of social activity may be higher than that
of addictive activity; lines AD and BC may cross, as in Figure 4.3a, provid-
ing a point of stability at the intersection. This state of affairs may well be
the case for most people with respect to most addictive activities.

For some people, however, increases in some addictive activities may
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Figure 4.3. (a) Stability at a moderate level of X. (b) Bistability. (c) An increase in
price of Y creates unistability at point C.
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have a larger (indirect) effect on the future utility of social activity than the
direct effect on the future utility of the addictive activity itself. For exam-
ple, by spending more time drinking and less time with family, an alco-
holic’s social support may fade away faster than the pleasure obtained from
drinking (which is also fading, but more slowly). That is, line AD (price
sensitization) may be steeper than line BC (price habituation). This is
called relative price sensitization and is shown in Figure 4.3b.

When the lines cross, a bistable condition results at the two extreme
points. If the initial relative rate X/(X + Y) is to the left of the intersection
point, behavior will come to rest at point A, no addictive activity and all
social activity (X = 0; Y = 1). If the initial relative rate is to the right of the
intersection point, behavior will come to rest at point C, all addictive activ-
ity and no social activity (X = 1; Y = 0). Thus, the conditions of relative
price sensitization do not doom a person to addiction. Yet, as Figure 4.3c
illustrates, if the extrinsic price of social activity should suddenly increase
(dropping local utility from AD to A'D'"), a primrose path would be created
with only one stable point—at C, complete addiction.

The following scenario would then characterize the progress of addic-
tion according to relative addiction theory. A person begins at point A of
Figure 4.3b as a socially active non addict. Occasional addictive activity
such as social drinking (drinking for the purpose of enhancing social sup-
port) is quite safe because narrow excursions from point A would still be
to the left of the intersection point, where the local utility of social activity
is higher than that of addictive activity. As soon as the extrinsic pressure to
engage in addictive activity (such as the contingency of social support on
social drinking) ceases, behavior would drift back to point A. Should such
extrinsic pressure persist (say, in an environment where social pressure to
drink is continuous and intense), social contingencies could push the per-
son up to and across the intersection point of Figure 4.3b, where meliora-
tion (choice of the highest local utility) would then bring behavior all the
way to point C.

This is one path by which addiction may progress and it may well be the
main path for young people. A young man pledges for a college fraternity,
for example. A positive requirement for acceptance is heavy drinking, so he
learns to drink and does drink. But other sources of social support (from
his family, for instance) and other contingencies (the dependency of good
grades on sobriety) may keep him from going too far. If other sources of
social support do not exist, if other contingencies are less powerful, and if
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the pressure to drink from his fraternity brothers is consistently main-
tained, he may be pushed “over the edge” (past the point of intersection of
lines AD and BC of Figure 4.3b). He may become an embarrassment to the
fraternity or even an object of contempt for his inability to hold his liquor.
At that point the utility he derives from drinking, although diminished,
still exceeds that of the even more diminished social support (derived from
his social activity within the fraternity).

Another path to addiction, illustrated in Figure 4.3¢, would involve an
increase in the price (hence, a decrease in the local utility) of social activity.
This could come about through the death of a spouse or close friend or
through being transferred to a job in another city (scenarios more likely as
one grows older). Now, in Figure 4.3c, there is only one stable state—point
C, complete addiction. Even if the conditions of Figure 4.3b were restored
(remarriage, making new friends, and so forth) point C would remain a
stable state. There contingencies may well act against addictive activity; in
most neighborhoods addiction is socially condemned.® But the difference
in the local utilities of addictive and social activities may be too extreme by
then (point C may be too far above point D) for addiction to reverse.

PSEUDO SOCIAL SUPPORT. It is often observed that addicts engage in
addictive activity only in the company of certain other people (usually fel-
low addicts) and never in their absence. It may seem as if this social activity
produces a degree of social support that complements rather than substi-
tutes for addictive activity. However, as previously noted and as will be dis-
cussed further in Chapter 6, specific environmental stimuli easily become
discriminative signals for addictive activity (as well as for internal oppo-
nent processes), just as for many of us TV watching may become a signal
for eating. A particular group of people, like a particular room or a partic-
ular mode of drug taking, may come to serve as such a signal. When this is
added to the fact that the substance being consumed may be more easily
available in certain social situations, the observed “social activity” of ad-
dicts becomes explicable. Still, this social activity is not a source of social
support in the sense that a family or community is. The opium addict does
not go to the opium den for the social support (if any) to be found there.

Controlling Addiction

Note again that, except at the two extremes, overall utility (represented by
the dashed lines in Figure 4.2) is an abstract, temporally extended state.
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Utility at any given moment is, by definition, local. A point on the dashed
line represents the proportion of addictive and social activities (the upper
and lower solid lines) within some global boundary significantly wider
than the boundary that defines local rates. In a typical concurrent-chain
operant conditioning experiment with pigeons, for example, the local
utilities would be given by rates of reinforcement in each of the specific sit-
uational alternatives (“terminal links”), while the overall rate of reinforce-
ment would be the combined reinforcement rate over the entire experi-
mental session. In Herrnstein and Prelec’s (1992) extension of this model
to human addiction, local utilities would be given by immediate costs and
values of, for instance, a night of drinking and a night at home with one’s
family; global utility would be given by the average cost and value over a
month or a year of such nights.

The main difference between choice by pigeons in concurrent-chain
experiments and choice by humans in everyday life, aside from the vast
discrepancy of temporal scale, is that for the pigeon future concurrent-
chain situational alternatives are typically independent of present choices,
whereas in human life present addictive or social activity may have strong
negative or positive effects on future local utility, hence on current over-
all utility.

Nevertheless, some concurrent-chain experiments have explicitly varied
future local reinforcement rate as a function of present choice. Perhaps the
most instructive of these pits a fixed-ratio schedule against a progressive
ratio schedule (Wanchisen, Tatham, and Hineline, 1992). These contingen-
cies are illustrated in Figure 4.4. The cost of the fixed-ratio alternative re-
mains constant. That is, a brief access to food is contingent on a fixed
number of responses, the “cost.” (In Figure 4.4 this fixed cost is twenty re-
sponses.) The progressive-ratio alternative starts out with a cost much
lower than that of the fixed ratio (five responses in Figure 4.4). But current
choices of either alternative explicitly affect the future cost in the progres-
sive-ratio alternative. Each choice of the progressive ratio increases the
next progressive-ratio cost (by five responses), while each choice of the
fixed ratio sets the next progressive-ratio cost back to its initial response
requirement.

Simply interpreted, melioration (choice of the alternative with the low-
est cost, hence the highest local utility) predicts that the progressive-ratio
alternative will be chosen until its cost grows to exceed that of the fixed-
ratio alternative (where the lines cross in Figure 4.4). Then the fixed-ratio
alternative will be chosen once, setting the progressive-ratio cost back to
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Figure 4.4. Contingencies of the Wanchisen group’s 1992 experiment. Each
successive choice of the progressive-ratio alternative increases the cost of the next
choice of that alternative. Choice of the fixed-ratio alternative resets the cost of
the progressive-ratio alternative to its minimum value.

its initial low value, whereupon the progressive-ratio alternative will
again be chosen. This behavior fails to maximize overall utility, how-
ever, because it fails to take into account the effect of current choice on
future local utility. Current choice of the fixed-ratio alternative not only
yields some net local utility but also has a positive effect on future local
utility, by reducing future cost of the progressive ratio alternative. For
maximization of overall utility, the fixed-ratio alternative should be cho-
sen—not when its cost is exceeded by that of the progressive ratio (after
three successive fixed-ratio choices in Figure 4.4), but well before that
point.

Imagine that Coca Colas cost two dollars (“fixed”), whereas Pepsis ini-
tially cost fifty cents but increase in price by fifty cents every time you buy
one (“progressive”). Moreover, every time you buy a Coke the price of the
next Pepsi resets to fifty cents. A meliorating consumer would buy three
Pepsis, the last of which would cost a dollar and a half, and then switch to
Coke (which costs two dollars, the same as the next Pepsi would be), and
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repeat the cycle. The average cost would be $1.25 per can [(.50 + 1.00 +
1.50 + 2.00)/4]. Making the switch one can earlier, however, yields a lower
average cost of $1.17 per can [(.50 + 1.00 + 2.00)/3]. This sequence maxi-
mizes utility. Note that the switch to Coke occurs at a point where the im-
mediate cost of the very next Pepsi ($1.50) would have been lower than the
immediate cost of the Coke ($2.00). And note that switching two cans ear-
lier, alternating between the two colas, would increase the average cost to
$1.25 per can [(.50 + 2.00)/2]. In the example of Figure 4.4, the corre-
sponding pattern (two choices of the progressive ratio and then a switch to
the fixed ratio) maximizes utility (minimizes total cost).

In tests of concurrent fixed-ratio versus progressive-ratio schedules, ani-
mals (rats, pigeons, people) apparently do not meliorate. That is, they
switch from the progressive to the fixed alternative well before the point of
equality, much closer to the point where overall utility is maximized (and
overall cost is minimized). According to Herrnstein (1991), such apparent
deviations from melioration are due to restructuring. That is, the local ho-
rizon, the boundary line dividing local from overall utility, is drawn farther
and farther in the future. In the case of progressive-ratio schedules, the lo-
cal reinforcement rate is determined not on the basis of a single exposure
to the fixed or progressive alternative, but on the basis of a sequence of ex-
posures. In the Coke versus Pepsi illustration, a person could restructure
alternatives from individual cans to individual strings of cans of Pepsi fol-
lowed by a Coke. Local utilities would then be given by the figures in the
brackets above rather than by individual cans. Melioration would consist
of choice of the lowest-costing string. Overall utility would then have to be
defined in still wider terms—perhaps the effects on future health of cola
consumption versus other foods.

From this perspective, overall and local utilities of behavior are relative
positions on a continuum with abstract, temporally extended patterns of
acts on one end and specific brief, individual responses on the other. Just as
any pattern, no matter how wide, can be conceived as part of some still
wider pattern, so any act, no matter how narrow, can be conceived as com-
posed of still narrower acts. Restructuring would consist of incorporation
of more and more context into local utility. In terms of Figure 4.2b, re-
structuring would bridge over the solid lines and present choices as various
positions on the dashed line. If choices were framed in this way, it would
be easy to choose the alternative of highest utility.

The question for self-control is how to engender restructuring. This is
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the subject of the next chapter, which claims that restructuring occurs
when behavior is organized into temporal patterns.

Evidence for Relative Addiction

One way to test whether social activity is substitutable for addictive activity
is to compare consumption of the addictive substance by socially active
subjects and by socially deprived subjects. If the two activities were sub-
stitutable, socially deprived subjects would consume more of the addic-
tive substance than socially active subjects do (because the latter need no
substitute for social support). It is of course impossible to perform pre-
cisely controlled experiments on this question with human subjects, but
it is possible to do so with nonhumans. Indeed, several experiments have
found that socially isolated rats consume significantly more addictive
substances than socially active rats do (Roske et al., 1994, on alcohol;
Wolffgramm, 1990, on ethanol; Wolffgramm and Heyne, 1995, on ethanol
and an opiate).

Heyman and Tanz (1995), using pigeon subjects, studied a conflict
much like that illustrated in Figure 4.2b. One alternative response tended
to increase local utility and decrease overall utility while the other did the
reverse. Signals could be provided that indicated when overall utility was
increasing and when it was decreasing. These signals essentially particular-
ized and localized overall utility, which otherwise was abstract and tempo-
rally extended. When the signals were absent, the pigeons tended to choose
the alternative that maximized local utility (thereby minimizing overall
utility). When the signals were present, however, the pigeons were able to
choose the alternative that maximized overall utility.

Heyman (1996a) draws an analogy between these results and corre-
sponding ease or difficulty in controlling addictive behavior in everyday
life. For example, many American soldiers became addicted to heroin in
Vietnam. Yet when they came home, despite withdrawal symptoms and
drug availability, the vast majority stopped taking the drug. According to
Heyman, in Vietnam there were no signals to indicate the decreases in
global utility contingent on addictive behavior, whereas at home signals
everywhere related addictive behavior to ill health, joblessness, and social
rejection. These signals enabled the veterans to restructure their behav-
ior into wider patterns. When this happens, local utility is defined more
widely, the boundary between local and overall utility is farther in the fu-
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ture, and more context is incorporated into local utility. Melioration then
approaches maximization of global utility.

Without denying the relevance of such signals, relative addiction theory
would focus on the conditions of social support in Vietnam and later at
home. Although intense social relationships are undoubtedly formed in
combat conditions (not merely the pseudo relationships discussed earlier),
by their very nature they must be brief and are frequently terminated by
transfer or casualty. The risk of loss would discount the value of social rela-
tionships initiated under combat conditions. Heroin, on the other hand,
would be a relatively reliable friend. The cheapness of heroin and other
drugs relative to social support in Vietnam is exactly the condition that rel-
ative addiction theory predicts would produce addiction. A further deter-
minant of addiction, according to relative addiction theory, is the relative
steepness of the slopes of the price-habituation and price-sensitization
lines. The greater the degree of relative price sensitization (accompanied by
a relatively low price for addictive activity), the more likely addiction is.
The rapidity with which social relationships are formed and lost in combat
might well cause the price-sensitization line to be very steep, whereas, back
home, social relations would at least initially be cheap and, once formed,
would be less risky.

Relative addiction theory would therefore predict that veterans’ dif-
ficulty of social adjustment to civilian life should be strongly negatively
correlated with their ease of recovery from addiction. This in fact the case.
In a study of Vietnam drug users, Robins (1974) reports that, of the
(minority of) soldiers addicted to narcotics in Vietnam who continued
their use of narcotics after discharge, 42 percent (of those who were mar-
ried) became divorced during the 8—12 months between discharge and the
time of the study. The corresponding figure for those who discontinued
narcotic use after discharge was 7 percent. As Robins says (p. 74), “Drug
users in the post-Vietnam period, and particularly narcotics users, carried
a heavy burden of poor social adjustment.” It is not evident from this study
whether the poor social adjustment was the cause of the continued narcot-
ics use or vice versa. According to the relative addiction model, social mal-
adjustment and addiction are so intertwined that the causal direction is
difficult or impossible to discern.

Recent evidence from studies with human subjects by Fisher (1996) in-
dicates that cigarette smoking and social interaction behave as commodi-
ties X and Y are supposed by relative addiction theory to behave. On the
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basis of several studies of smoking and social support, Fisher summarizes
evidence for their mutual substitutability: people with more social support
smoke less than those with less social support; smoking cessation pro-
grams work better when they are accompanied by increased social support;
the sudden withdrawal of social support (by widowhood or divorce) tends
to be accompanied by an increase in smoking.

Fisher says (p. 227):

(a) Similar operations such as stressful events, personal losses, and per-
formance challenges are likely to instigate choices for either social sup-
port or smoking.

(b) Psychological effects such as depressed mood, anxiety, or need for
arousal appear to follow the operations noted in (a) and to be associated
with increased interest in both smoking and social support.

(c) The common effects of social support and smoking appear to in-
clude anxiety reduction, mood elevation and performance enhancement.

Although smoking and social interaction may be substitutable for each
other, they are distinctly different in the relation between consumption
and demand. Nicotine generates its own antagonists in the body
(McMorrow and Foxx, 1983); therefore, up to a point, greater and greater
doses of the drug are required for the same mood-elevating effect. This is
price habituation. Of course, at first a degree of sensitization develops as
the neophyte learns to smoke, but once this threshold is crossed, smoking
may accelerate to an extreme (USDHHS, 1988).

The relation between the demand for social support and its consump-
tion would seem to be more complex. For most children, social interaction
is freely available (that is, cheap), but eventually considerable skill must
be acquired to maintain it (Ainsworth and Bowlby, 1991; Brazelton,
Koslowski, and Main, 1974). In new social circumstances the skill must be
altered or reacquired; without practice, it grows rusty (just as baseball play-
ers need spring training after a winter of inactivity). By the time adulthood
is reached, some people are clearly better than others at securing and
maintaining social support. It is thus fair to say that social interaction is in
general price sensitized—the more it is performed, the cheaper it gets; the
less it is performed, the more expensive it gets.

If social interaction and cigarette smoking are substitutable, what is the
common need or drive they satisfy? Fisher (1996) speculates that anxiety-
reduction, mood elevation and performance enhancement are the com-
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mon factors. These psychological factors may achieve their effects through
different mechanisms, or they may be common effects of a single mecha-
nism such as a hormone or stimulation in a certain area of the brain. Hy-
pothalamic electric brain stimulation (a brief train of very low intensity
electric pulses from a wire implanted directly in the hypothalamic area of
the brain) can reinforce a rat’s lever presses. Green and Rachlin (1991)
found that hypothalamic electrical brain stimulation was economically
substitutable to some extent for both eating and drinking, two commodi-
ties not at all substitutable for each other. It should not be surprising,
therefore, that two such apparently diverse activities as smoking and social
interaction are mutually substitutable.

Elaboration of the underlying physical mechanism of addiction is be-
yond the scope of a teleological theory such as relative addiction theory.
Nevertheless, if the present theory is correct, the addictive nature of smok-
ing lies not in some special physiological properties unique to smoking but
in the fact that smoking is price habituated and also substitutable for a
price-sensitized activity.

As previously indicated, social interaction is substitutable for other ad-
dictive activities such as consumption of alcohol and other drugs. Indi-
rect evidence for such substitutability is the high price elasticity of these
activities (DeGrandpre and Bickel, 1996; Heyman, 1996b; Vuchinich and
Tucker, 1996a). High price elasticity means that when the price goes up,
consumption goes sharply down and vice versa. Low price elasticity means
that consumption stays about the same as price varies. Luxuries such as ex-
pensive automobiles and yachts usually have high price elasticity. Neces-
sities such as bread and milk usually have low price elasticity. It may seem
that substances consumed by addicts should have low price elasticity—
they should be necessities for addicts. Nevertheless, in study after study a
surprising fact emerges: addicts’ consumption of addictive commodities is
quite sensitive to price.* When the price goes up addicts consume less of
the addictive substance; when the price goes down, they consume more.”

More direct evidence comes from a study by Vuchinich and Tucker
(1996b) of relapses of alcoholics who had participated in a treatment pro-
gram. Relapse was significantly more frequent among those with low social
support. A comprehensive review of alcohol treatment techniques (Miller
et al., 1995) found training in social skills to be much more effective than
any of the more frequently used long-term techniques (involving drugs,
aversion therapy, twelve-step methods, and the like).
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Schuster and coworkers (1995) examined outcome data from a voucher-
based treatment of heroin abusers in methadone treatment who also had a
history of heavy cocaine abuse. The addicts earned progressively more
points (exchangeable for goods) as they continued to abstain. Initial peri-
ods of abstinence were in a sense investments in the higher rewards to be
earned later. Relapse resulted in loss of the investment. The treatment pro-
gram successfully reduced cocaine use among most of the addicts. How-
ever, a fraction of the participants had been diagnosed as having an antiso-
cial personality disorder (APD), and the program was notably unsuccessful
with those subjects. This fraction was small in the sample but dispropor-
tionately large relative to the fraction of people with APD in the general
population. Thus it appears that APD is initially linked with drug use and,
when present, retards treatment. This is what would be expected if drugs
could substitute for social support.

Whether or not the present theory is correct, high price elasticity for ad-
dictive activities means that something must be substitutable for them. So-
cial interaction seems a likely candidate.

In real social systems the price of social interaction (in terms of time, ef-
fort, and money) varies very widely. For children whose parents care for
them, the price is essentially zero; for children whose parents do not care
for them, the price must be prohibitive. For adults, the gain or loss of fam-
ily and friends can cause sharp variations in price. We should, therefore,
expect addiction in general to vary widely and (compensating for price) be
inversely proportional to the price of social interaction within any social
group.

A major feature of relative addiction is its dependence on initial condi-
tions. For each pair of commodities there exists a point of stable or unsta-
ble equilibrium. With relative price sensitization, the bistable conditions
illustrated in Figure 4.3b apply. An interesting situation arises when the
negatively addictive activity becomes extrinsically instrumental for obtain-
ing the positive commodity—for example, when smoking or drinking or
crack taking becomes a condition of social interaction. The phrase “so-
cial drinking” implies the pervasiveness of such a contingency. The so-
cial drinker drinks in part to reduce the cost of social support. In such cir-
cumstances, the initial ratio X/Y (drinking/socializing) is not zero and
might hover just below equilibrium (slightly to the left of the intersection
point in Figure 4.3b). There a small change in price (a reduction in the
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price of drinking or an increase in that of socializing) could tip the bal-
ance (by elevating BC relative to AD as in Figure 4.3¢), moving consump-
tion to a single stable point C. By the time the conditions of Figure 4.3b
were restored, consumption could have come to rest at C. At the other ex-
treme, contingencies would work the other way. Addiction is usually so-
cially condemned. Now, at C, the immediate negative effect of quitting
(moving from C to D) would far outweigh the negative effect of the con-
demnation.

Perhaps this is the reason for a phenomenon studied in cigarette con-
sumption called the ratchet effect (Young, 1983); as the money price of cig-
arettes decreases, consumption rises sharply; but when the money price
later increases, consumption of cigarettes does not fall nearly as sharply.
Apparently for cigarettes (and perhaps for other addictive commodities),
the elasticity of demand differs for upward and downward variation of the
money price. According to the relative addiction model, a ratchet effect
would occur in an individual if a decrease in the money price of cigarettes
served to start her on the path to addiction (to push her over the X/Y point
of equilibrium). Once past the equilibrium point, she would progress to
addiction (X/Y — o). At that point it would take a massive price decrease
to push her back over the equilibrium point. Relative addiction theory pre-
dicts, then, that the ratchet effect should be stronger, the longer the interval
between the initial price decrease and the subsequent price rise (because
the longer the interval, the further toward addiction the addict will have
progressed). This thesis has yet to be tested.

Relative addiction theory suggests that Fisher is on the right track in look-
ing for substitutability in such apparently disparate activities as cigarette
smoking and social interaction. Discovery of other such price-sensitized
substitutes for harmful addictions might lead to more effective treatment
methods. Fisher’s evidence implies that those who advocate making drugs
more expensive and those who advocate social programs for addicts are
both, in a sense, correct. Both increasing the price of drugs and decreasing
the price of social support should tend to decrease drug taking. But to
bring an addict all the way back to and over the point of unstable equilib-
rium, the relative price change would have to be very large. Perhaps the
two avenues should be pursued, although it may well be more difficult for
society to increase the price of drugs to very high levels (say, by making
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criminal penalties severe and certain) than to reduce the price of social
support to near-zero levels.®

Appendix: The Conditions of Addiction

We are looking for a function relating relative consumption at time #, (X/
Y),, to relative consumption at time t — 1, (X/Y),_,. Then, as t steps along,
we will examine when the function stabilizes and when it progresses to ex-
tremes. The time marker ¢ is here taken to represent an interval during
which consumption activities (X and Y) occur in various proportions
(Rachlin and Burkhard, 1978). The utility U of the package, X, Y,, may be
expressed as

U=aX"+ by, (4.1)

where a and b are scale factors and »n (< 1) is a constant representing
substitutability between X and Y. Equation 4.1, called a CES function, is
much used to describe economic data. In psychology, the equation has
described consumption patterns of rats choosing between imperfect sub-
stitutes (food, water, flavored liquids, electrical brain stimulation), and it
implies matching of relative response to relative reinforcement (Rachlin,
1978). Thus, by extension, it accounts for all of the choice data with hu-
mans and nonhumans described by Herrnstein’s matching law (Herrn-
stein, 1997).

As n approaches one, the activities approach perfect substitutability—
the utility of the package approaches the simple sum of the quantities
(multiplied by scale factors) consumed. For example, if X were Coca Cola
and Y were Pepsi Cola, the utility of a mixed package of bottles of Coke
and Pepsi would, for most consumers, be close to the total number of bot-
tles in the package (a and b allowing for different-sized bottles). Values of n
greater than one are conceivable but would imply that the marginal utility
of an activity could increase as its amount increased. This would violate
the law of diminishing marginal utility. We therefore assume that »n does
not exceed one.

As n approaches zero the activities become less substitutable (like Coke
and 7-Up); and as n becomes more and more negative, the activities be-
come complements (like Coke and pretzels). The usual illustrations of
strong complementarity are left shoes and right shoes or bicycle wheels
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and bicycle frames. The concepts of substitutability and complementarity
connect with the psychological concept of motivation in the sense that the
more of an activity you do, the less you need or want its substitutes and the
more you need or want its complements.

Let us assume further that at any period some fixed amount (W,) of re-
sources (time, effort, money, or some combination thereof) is available to
distribute between X, and Y}

tht + th[ = Wt > (4'2)

where p and g are true prices of X and Y. Rachlin (1978) showed that utility
(Equation 4.1, under the constraints of Equation 4.2) is maximized when

1

E _ Lb n—1
(Y)t_(qa)t | (43)

As the activities become more and more substitutable (n - 1), X/Y ap-
proaches zero or infinity depending on relative price; assuming that a = b,
if the true price p of a unit of X is higher than the true price g of a unit of Y,
then all consumption will go to Y and vice versa (as is usually the case with
Coke and Pepsi—people buy whichever is cheaper). If the activities are
perfectly complementary (like wearing left and right shoes), then # be-
comes negatively infinite and X = Y (as is usually the case with left and
right shoes—people wear them in pairs).

Now let us consider how Equation 4.3 would change over time with
consumption of X and Y. We are concerned here with relative, not absolute
consumption. Absolute consumption is regulated by the substitutability of
X and Y together for other activities. Since by assumption the demand for
the quality common to X and Y (s) is inelastic (s is assumed to be available
only from X or Y), the absolute rate of consumption of X and Y together
will be fairly constant. A simple expression of alteration of relative price
with relative consumption is

(p) =(X)m (p) , —l<m<1 (4.4)
qa/, Y/..\a),,

The exponent m is a measure of the shift in s between X and Y from trial to
trial. At m = —1, Xloses all sand Ygains all s. At m = 1, X gains all sand Y
loses all s.
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When m = 0, relative price is independent of consumption. When m >
0, relative price varies directly with prior relative consumption; this is rela-
tive price habituation. When m < 0, relative price varies inversely with
prior relative consumption; this is relative price sensitization.

Substituting Equation 3 in Equation 4:

X X %H
(Y)t ‘(Y) (42

t—1

Let us say the exponent (m/(n — 1) + 1) = rand ask what happens as r
varies. When r varies between zero and one, X/Y approaches unity more or
less rapidly from its initial value. At r = 0, X/Y jumps immediately to unity.
At r = 1, X/Y stays at its initial value. Thus, 0 < r < 1 is a stable range for
X/Y. However, if r > 1, and X is initially greater than Y, X/Y grows to
infinity. If » > 1 and Y is initially greater than X, X/Y approaches zero.
Thus, r > 1 is an unstable range for X/Y. Negative values of r mirror the ef-
fects of positive values, except that stability is approached by oscillations of
decreasing amplitude and extremes are approached by oscillations of in-
creasing amplitude. We assume here that r is always positive (oscillations
occurring within rather than between successive intervals).

Now let us consider the exponent m of Equation 4.4. Recall that for con-
sumption of normal commodities, n < 1. Thus, n — 1 must be negative.
For instability,

m m

r=——+1>1, ——>0.
n—1 n—1
Since n — 1 is negative and the fraction m/(n — 1) is positive, m must
be negative. Negative values of m (relative price sensitization) therefore re-
sult in instability of time allocation to X and Y. On the other hand, posi-
tive values of m (relative price habituation) produce values of r less than
unity. Therefore relative price-habituation results in stable consumption
allocations.

Note that even with negative values of m, harmful addiction does not
automatically follow. If the initial value of X is less than that of Yand m is
negative, all consumption shifts to Y. By assumption, Y is price sensitized.
High levels of many price sensitized activities, such as listening to classical
music, reading Trollope novels, and socializing, are not normally harmful.
Still, even these activities may become harmful if done to excess and some
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such activities (television watching or web surfing) are considered addic-
tions at high levels.

On the other hand, if m is negative and the initial value of X is
greater than that of Y, all consumption shifts to X. By assumption, X is
price habituated. High levels of at least some price-habituated activities,
such as drinking alcohol, sniffing cocaine, and smoking cigarettes, are in-
deed normally harmful.



CHAPTER

5

Soft Commitment

When in his Principles of Psychology, William James compares habit to an
“enormous flywheel of society, its most precious conservative agent,” the
metaphor is apt because a flywheel is a kind of soft commitment device. It
is always possible to put on the brakes, of course, but the faster the flywheel
spins the greater the effort required to stop it. Once you set a flywheel spin-
ning, you are in a sense committed to keep it going. You are not strictly
committed; you can stop the flywheel—but at a cost. Hence the commit-
ment is soft not strict. But to say commitment is soft, is not to say that the
cost of defection from it is necessarily low.

Very brief behavioral patterns, for example, are notoriously difficult to
interrupt—so difficult that we hardly think of them as patterns at all, we
think of them as brief individual acts. Consider a sneeze. Although a
sneeze seems always to emerge as a unit, it may be analyzed into compo-
nents (the first perceptible tickle, the first tentative sniff, the sharp intake
of breath, the clutch in the back of the nose, the pressure of the air, the for-
mation of the tongue and jaw, the gust of exhaled breath, the modulation
of the sound to “achoo,” “wachaa,” or any of their thousands of individual
variations, and the sigh of relief afterward). Each component in turn may
be analyzed almost indefinitely. Each has its own pattern and each its own
ease or difficulty of modification and inhibition. Yet, at least for most of
its components, inhibition is so difficult, hence so infrequent, that we see
a sneeze as a single act. Other brief acts—coughing, urination, certain
components of the sex act—are equally difficult to interrupt. Once they
are begun, their momentum (an actual physical momentum in some
cases) keeps them going. They may be interrupted, but only at a cost.

Less clearly, but just as certainly, longer-term patterns are costly to inter-
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rupt. Consider again the act of listening to a three-minute song. We do not
like to be interrupted in that act, and the closer we are to the end of the
song the less we like it. On a more molar level, as we get absorbed in a tele-
vision program, a play, or a concert, interruption becomes more costly. Be-
cause long-duration activities attain their value by virtue of their organiza-
tion (their pattern, their gestalt), interrupting them degrades the value of
the whole—not just the value of the part during and after the point of in-
terruption.

It is worth pointing out that even interruption by a momentary pleasure
may be costly. As my friends and family will attest, I greatly enjoy engaging
in vociferous argument on some philosophical or psychological subject. I
also love to be hugged or kissed (by the right person). But when the latter
interrupts the former, the hug or kiss might as well be a brief electric
shock. In fact, the shock might well be less intrusive, since (below a certain
level of intensity) its interruptive effect is shorter. And the cost imposed by
the interruption is greater, the closer it is to the end of the argument.

When we initiate a pattern of behavior whose interruption is costly, we
are committing ourselves to its completion. This is soft commitment. It is
“soft” because there is always a way out—we can interrupt the pattern. It is
“commitment” because the interruption is costly. Soft commitment is like
punishment commitment (discussed in Chapter 2) in the sense that it may
be revoked at a cost. But in the case of punishment commitment the cost is
contingent upon, and imposed after, the impulsive act (after the smaller-
sooner reward is obtained) while in the case of soft commitment the cost is
contingent upon interruption of the pattern and thus imposed before or
simultaneously with the impulsive act.

To return to the example of Figure 3.2, the sum of the values of listening
to each three-minute division of a one-hour symphony is less (much less,
we are assuming) than the value of listening to the whole symphony. Yet
(we are also assuming) there is some positive value in those components.
In many cases, however, the components of a pattern have virtually no
value relative to the pattern as a whole. As an example, consider my park-
ing problem in my home city of New York. The cost of a permanent space
in a garage is $300 per month, or $3,600 per year. That I cannot afford. In-
stead I park on the street. It is often very difficult to find a parking space on
the street. Sometimes, to find a space, I have to drive around for an hour or
more. Instead of endlessly driving around and around, I have over the
years established the following rule: drive twice over a fixed route (which
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takes ten to fifteen minutes) and then, if I don’t find a space, put the car
into a garage overnight. The cost of a garage for a single night is $20. If I
stick to my rule T will have to garage the car overnight about ten times a
year, for a total cost of $200 per year. That I can afford. The problem is that
I find it very difficult to stick to my rule. After driving twice over my route
I cannot help but weigh the following two options: (1) drive around the
block just one more time or (2) pay the $20 for the garage. Seen that way, it
is always worth driving around the block one more time. Thus, occasion-
ally, I break my rule and drive around the block one more time. (And, as so
many times in life, this self-destructive act is occasionally rewarded; I find a
space.) Let us analyze this process.

In economics there is a concept known as sunk costs. These are essen-
tially past investments that you have made in a project. When considering
whether to make future investments, you should, according to economics,
ignore sunk costs. What counts for a given present investment are the costs
and returns on that investment. For example, it takes about five years be-
tween the conception and completion of a large commercial building. Sup-
pose that during the fourth year, when the frame of the building is already
up, the costs of completion suddenly escalate and the real estate market
collapses. Should the building be abandoned? Well, yes, if the problem is
simply as stated. But there may be other factors to consider. If the un-
completed building will stand out like a sore thumb, and if the builder
plans on continuing to do business in that city, then perhaps it is worth
completing the building. Otherwise potential investors in future buildings
might worry about the loss of their investments and instead put their
money with another builder who “foolishly” finishes every project once he
begins it, regardless of current conditions. In other words, what seem to be
sunk costs in a narrow context may not be so sunk when the context is ex-
panded.

Similarly, when driving around the block looking for a parking space, I
need to consider events beyond the next few minutes. I especially need to
consider the times during the coming year when I will be in the same situ-
ation again. My rule (twice around the route then into the garage) is mean-
ingful only in the context of many instances of looking for a parking space.
It is meaningless in the context of this one instance. In this narrow context
my two times around the route are sunk costs and should be ignored in de-
ciding whether to circle one more time. Nevertheless, in the context of a
year’s worth of parking my rule makes perfect sense. The two times around
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the block are not sunk costs at all, but part of a general pattern of behavior
that is ongoing.

I know in advance, however, that at the moment of decision, when my
rule says to garage the car, that rule will seem absurd, just as getting up
early in the morning seems absurd to Archie Goodwin (see Chapter 2). I
also know that if, despite their apparent absurdity, I stubbornly follow the
various rules I have made for myself, I will be much happier in the long
run. That is, [ have a habit—a soft habit, to be sure—of following such per-
sonal rules. And this habit acts as a flywheel in my life, as a “conservative
agent” in James’s words. (This is not to say that it is desirable to obsessively
make rules and obsessively follow them all the time.)

Soft Commitment with Simple Ambivalence

The crossing discount functions of Chapter 2 illustrate how commitment
works in cases of simple ambivalence (see Figures 2.5a and 2.9). At some
point in time (¢,) a larger-later reward is preferred to a smaller-sooner re-
ward; later (at ;) these preferences will reverse. Before they do, however,
an act is performed which either eliminates the possibility of obtaining
the smaller-sooner reward (strict commitment) or attaches such a heavy
penalty to it (punishment commitment) that the larger reward is actually
obtained.

Another method of avoiding choice of the smaller-sooner reward at the
point where preferences will have reversed, the point where the smaller re-
ward is actually preferred (1), is to begin (at ¢,) a behavioral pattern lead-
ing to choice of the larger reward that will carry the initial choice over the
point of preference reversal. This is soft commitment.

Soft commitment has been studied in the laboratory with pigeons ex-
posed to a standard simple-ambivalence procedure (Siegel and Rachlin,
1995). The reward alternatives were the following: First, 2.5 seconds access
to mixed grain available almost immediately (after a 0.5-second delay) fol-
lowed by a 5-second blackout, henceforth called the smaller-sooner reward
(or SS). Second, 4 seconds access to mixed grain preceded by a 4-second
delay, henceforth called the larger-later reward (or LL). Note that both al-
ternatives take 8 seconds to elapse, but SS provides a small reward early in
the 8-second period while LL provides a large reward late in the 8-second
period.

From Chapter 2 we know that when presented with the straightforward
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choice between LL, obtained by a single peck on a red button, and SS, ob-
tained by a single peck on a green button (illustrated in Figure 5.1a), pi-
geons strongly prefer SS. Indeed, in this experiment, after hundreds of
choices, the pigeons chose SS more than 95 percent of the time. After con-
firming this well-established preference, Siegel and I exposed the pigeons
to a different sort of choice, illustrated in Figure 5.1b. Instead of a single
peck on either button, the pigeons were required to make 31 pecks on ei-
ther button. The button pecked on peck 31 determined which reward was
obtained; if peck 31 was on the green button, SS was obtained; if peck 31
was on the red button, LL was obtained (for half of the pigeons the colors
were reversed). This apparently minor change in procedure had a very
strong effect on the rewards obtained. Now the pigeons obtained SS only
36 percent of the time, and obtained the larger reward (LL) the other 64
percent.

8 sec
a.
LL
pecked
SS
/\ 8sec
b. Qj LL
31 pecks
Ot
¢ @ El
30pecks ';
d.
30 secs
("

Figure 5.1. Contingencies of various conditions of the Siegel and Rachlin (1995)
experiment on soft commitment. The arrows indicate a typical pigeon’s choices
(button pecked) between alternatives.
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The reason for this preference reversal is twofold. First, it took about 30
seconds on average for a pigeon to make the 31 pecks. From the parame-
ters of the hyperbolic discount functions determined in other experiments,
it is evident that 30 seconds added to the delay of both LL and SS is well
beyond the point where the functions cross—where LL begins to be pre-
ferred. Thus, when the pigeons started to peck, when they made the first of
the 31 pecks, they actually preferred LL. Second, although it was possible to
switch between the red and green buttons at any point during the 31 pecks,
once a pigeon began to peck on a button, it kept pecking on that same but-
ton. If the first of the 31 pecks was on the red button, the last of the 31
pecks was likely to be on the red button too. Given that a pigeon pecked
the red button (leading to LL) on the first peck, the probability that it
would switch and peck the green (leading to SS) on the second peck was
less than .01. Given that a pigeon pecked the red button on the first 6
pecks, the probability that it would switch and peck green on peck 7 was
zero and remained virtually zero until the end.

The schedule of reinforcement used in this experiment is technically a
“fixed-ratio” schedule, which typically results in very rigid behavior pat-
terns (Skinner, 1938). After a reinforcement or a blackout, there is usually a
pause (proportional in duration to the response requirement) and then
very rapid responding until the requirement is met. That was the pattern
observed in our pigeon experiment. The pause is the flexible part of the
pattern in the sense that its duration is sensitive to the parameters of the
reward. Once responding starts, it proceeds at the same rigidly constant
(and very high) rate regardless of the reward parameters. Note that how-
ever long they paused, the pigeons were no closer to obtaining the reward
than when they started; 31 pecks still had to be made. Thus, the rigid
pattern always began 31 pecks from the SS and LL rewards. It was their
natural tendency to engage in this fixed-ratio pattern that allowed the pi-
geons to obtain the larger reward. The pattern itself acted like a flywheel,
committing the pigeons to their initial choice. The pigeons could have
switched but they did not, and they did not because their behavioral pat-
tern was rigid.!

Two further procedures, illustrated in Figures 5.1c and 5.1d, relaxed the
rigidity of the pattern in different ways. In the procedure of Figure 5.1¢, a
brief (1-second) signal was inserted between pecks 30 and 31 to essentially
tell the pigeon that the next peck would produce either SS or LL. After peck
30 both buttons turned dark and a white light at the top of the cage (called
a house light) was turned on. One second later, the white light was turned
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off and the buttons were again lit red and green. The next peck produced
SS or LL. We were asking, with this procedure, whether such a brief inter-
ruption would break up the pattern and cause the pigeons to defect from
the path leading to LL. Would the brief signal cause the pigeons to treat the
30 pecks made prior to the signal as essentially sunk costs, to be ignored
when making peck 312 If so, peck 31 would surely be made on the button
that produced SS, and SS would be obtained.

We found that despite the brief interruption the pattern held. Although
with the brief signal the pigeons would begin to peck a little less frequently
than they did before on the button leading to LL, once they did begin to
peck on that button, they persisted through peck 30, across the 1-second
interruption, to peck 31, finally obtaining LL. Ultimately, with the inter-
ruption, LL was obtained about half the time (as compared to 4 percent of
the time with straightforward choice between SS and LL and 64 percent of
the time with the uninterrupted fixed-ratio 31).

A second method of weakening the pattern was to change the schedule
of reinforcement from a fixed-ratio to a fixed-interval schedule. A fixed-ra-
tio schedule delivers a reward after a certain number of responses. As
noted, this schedule generates a pattern of pausing followed by very rapid
responding. A fixed-interval schedule reinforces the first response after a
certain time has elapsed. In the present case the time was 30 seconds. The
green and red buttons were lit during the 30 seconds but, regardless of how
many pecks were made on the two buttons during this time, neither SS nor
LL was obtained. Instead, the first peck after the 30 seconds had elapsed
produced either SS or LL, depending on whether the green or red button
was pecked.

A fixed-interval schedule generates a brief pause in responding (propor-
tional in duration to the interval) and then a gradual acceleration to a high
rate as the interval elapses.? This acceleration is not smooth; rather, it con-
sists of shorter and shorter pauses with longer and longer bursts of rapid
responding. Thus, with fixed-interval schedules, there are many self-gener-
ated interruptions and, in our experiment, many opportunities to switch
between the red and green buttons. Indeed, this was what we found. Al-
though at the beginning of the 30-second interval pigeons strongly tended
to peck on the button leading to LL, they would often switch to the SS but-
ton as the interval progressed. As a result, they obtained LL only about 25
percent of the time. Still, this fixed-interval pattern was much more ef-
ficient (in terms of obtaining more food) than the simple choice between
SSand LL.
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In summary, although the pigeons clearly preferred SS to LL in a sim-
ple choice between them, they preferred LL to SS when both were pre-
ceded by an interval of about 30 seconds. The more rigid and the less fre-
quently interrupted its behavioral pattern during that interval, the more
likely a pigeon was to stay with its initial choice of the larger reward, and
to obtain it. Commitment in the various conditions of the experiment
was imposed not by physical restraint on choice but by the pigeons’
own behavior. In the fixed-ratio procedure, for example, pigeons preferred
the sequence 31 pecks + LL, to the sequence 31 pecks + SS. When these
entire sequences became objects of choice the preferred sequence was
obtained.

As stated in previous chapters, the serious self-control problems of ev-
eryday human life are not usually cases of simple ambivalence. Those cases
can be handled with devices such as alarm clocks and punishment com-
mitment. The serious self-control problems of everyday human life arise as
complex ambivalence, where the larger reward is abstract, amorphous, and
spread out in time, whereas the smaller reward is distinct and always pre-
ferred to a component of the larger. The response patterns exhibited by the
pigeons in the above experiment on simple ambivalence were short and
the interruptions were still shorter. Moreover, the patterns were naturally
produced under the reinforcement schedules imposed. These conditions
do not usually prevail in cases of complex ambivalence in human life, to
which we turn next.

The Paradox of Complex Ambivalence

Complex ambivalence occurs when a component of a pattern (such as lis-
tening to any three-minute section of an hour-long symphony) is less val-
ued than its alternative (listening to a three-minute song) but the whole
pattern together (listening to the whole symphony) is worth more than
the series of alternative choices (listening to twenty three-minute songs).
Given this definition, it is possible to view simple ambivalence not as a
different process from complex ambivalence, but as a reduction of com-
plex ambivalence to its basic elements. Consider the pattern 31 pecks on a
button, followed by LL (in the fixed-ratio condition of the experiment
just discussed). The reward alternative, LL (despite being itself a com-
pound of blackouts and access to mixed grain), may be treated as a unitary
terminal component of the larger pattern. The 31 button pecks leading to
LL (despite being a compound of 31 pecks each in turn divisible into
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many submovements) may be treated as the initial component of the
larger pattern.

The initial components of a pattern are not necessarily sunk costs, to be
ignored in future decisions, but rather are investments in the pattern’s
completion. The components of a pattern stand to each other as economic
complements. Compare the pattern 31 pecks on a red button followed by
LL, with the pattern 31 pecks on a green button followed by SS. Pigeons are
indifferent between pecking a red or a green button, and they strongly pre-
fer SS to LL. Adding up the isolated values of the components, pigeons
should prefer 31 pecks + SS to 31 pecks + LL. Actually, they prefer the re-
verse. This preference reversal occurs because the combination (the gestalt)
of 31 pecks and LL (in that order) is worth more than the sum of its iso-
lated parts. This is another way of saying that 31 pecks and LL are eco-
nomic complements.> (Analogously, a left shoe alone or its economic com-
plement, a right shoe alone, is virtually worthless. Utility is attained only
when the shoes are paired.)

This sort of preference reversal (between patterns and components of
patterns) becomes even more crucial in cases of complex ambivalence in
human life. For an alcoholic, an hour of drinking may always be worth
more than an hour of socializing, but a week of drinking (a pattern whose
components are successive hours of drinking) may be worth less than a
week of socializing (a pattern whose components are successive hours of
socializing).

Recall the quote from Chapter 3: “However good or bad you feel, heroin
makes you feel better.” It is difficult to understand how some activity that
always makes you feel better can reduce your happiness in the long run.
Therefore let us once again review Herrnstein and Prelec’s primrose path
theory of complex ambivalence, this time calculating utilities for various
choice patterns. The reader may thereby form a more precise conception of
the fundamental self-control conflict in complex ambivalence.

Figure 5.2 repeats yet again the simplified primrose path of Figure 3.8,
but places the parallelogram on a grid so that points may be numerically
identified. Let us assume that choice opportunities (trials) occur at fixed
intervals. Let us further assume that the utility to be gained by a choice of
X or Y strictly depends on the proportion of X and Y choices over the last
ten trials.* A moving window of ten trials steps along from trial to trial,
within which current choice affects future local utility. (A choice has no ef-
fect on utility farther in the future than ten trials.) The horizontal axis
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Figure 5.2. The primrose path on Cartesian coordinates.

shows the proportion of choices within the ten-trial window between X, a
negatively addictive activity, and Y, a positively addictive activity.” The ver-
tical axis of Figure 5.2 is utility in arbitrary units which will be called utils.
The vertical axis measures local utilities (u, and uy) of a unit of X or Y,
given that the last ten choices between X and Y have been in the proportion
shown on the horizontal axis; every time a choice is made, that choice plus
the previous nine choices go into calculating X/(X + Y).

First consider point A, representing 0 percent choice of X and 100
percent choice of Y. This means that, over the previous ten choices be-
tween X and Y, Y has been chosen every single time. As an illustration, sup-
pose that Jane is a former heroin addict. If X is taking heroin and Y'is a so-
cial activity such as calling a friend or visiting a relative, then we are
assuming that Jane has been socializing and has not taken heroin over the
previous ten opportunities to do so, and (probably contrary to fact) all the
deleterious effects of any heroin she may have taken prior to that point
have exited from her body and her social relationships. She is therefore
feeling good.

She is now about to make another choice. According to the diagram, at
point A, and only at point A, the utility of switching to activity X (u ) is 13
utils (represented in Figure 5.2 by the open circle labeled B). That is, Jane is
feeling good, but taking heroin now would make her feel better. If Jane in-



118 The Science of Self-Control

stead goes to visit her mother—if she chooses Y, and X/(X+Y) remains at
zero—the options remain as they were (at point A) and she again may
choose between local utilities of 10 and 13 utils. The paradox is that to re-
main in her happy state she must always choose the lesser-valued imme-
diate alternative. Let her once choose the higher-valued alternative and
(given the assumptions embodied in Figure 5.2) her overall happiness (the
average utility of her choices) will be reduced.

Let us now calculate average utility assuming that Y has been chosen
in the recent past (Jane has been socializing and not taking heroin), X is
chosen one single time (Jane slips just once), and Yis again repeatedly cho-
sen (she goes back to socializing). The single X-choice may be seen as a
disturbance in a stream of Y-choices. What is the effect of the disturbance?
As long as Yis chosen, X/(X+Y) remains constant at zero, where utility is
10 utils.

Suppose, on one trial, X is chosen instead of Y. The immediate utility
jumps up from 10 to 13 utils (Jane gets high), but now X/(X+Y) = 0.1
rather than zero. If Jane begins to repeatedly choose Y again, X/(X+Y) will
remain at 0.1 for nine more trials. The value of choosing Yat X/(X+Y) =
0.1 is now about 8.9 utils rather than 10 as before (as shown by the lower
open circle on line AD at X/(X+Y) = 0.1—and, because X/(X+Y) is cal-
culated over ten trials (the effects of the heroin last for ten trials), the value
of choosing Y remains at 8.9 utils for nine more trials.

In summary, by choosing X rather than Y, Jane immediately gains 13
rather than 10 utils; but when she switches back to Y, she gains 8.9 rather
than 10 utils on each of the next nine trials. That is if after one slip Jane
goes back to socializing, she will feel just a little worse than she did before.
The average utility over the ten trials is [13 + (8.9 X 9)]/10 = 9.3 utils per
trial, shown by the filled-in circle on the dashed line AC. Choosing X twice
would only make matters worse. The first X choice would be worth 13 utils
as before, but at X/(X+7Y) = 0.2 the second X choice would be worth only
11.9 utils. If at this point Y were again repeatedly chosen, X/(X+Y) would
remain at 0.2 for eight more trials worth 7.8 utils per trial. Then, as the first
X choice slipped out the window, X/(X+Y) would decrease to 0.1 and the
next Y choice would be worth 8.9 utils. Finally, point A would be recap-
tured and 10 utils again earned for each Y choice. The entire disturbance
caused by two X choices would have lasted for eleven trials and the average
utility over those trials would be [13 + 11.9 + (7.8 X 8) + 8.9]/11 = 8.75
utils per trial. Compare this with an average of 9.3 utils with one X choice
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and 10 utils with no X choices. The dashed line in Figure 5.2 represents av-
erage utility over ten trials as X/(X+Y) varies; the more X is chosen, the
lower the average utility.

The state of affairs illustrated in Figure 5.2 certainly does not represent
all addictive processes. The giraffe-like diagram of Figure 5.3 may be more
typical. It illustrates the case where a moderate amount of the addictive ac-
tivity is actually beneficial in the long run. The harmfulness of the addic-
tive process does not materialize below a certain point. Many addictive
substances may have a beneficial effect below some threshold amount: al-
cohol is perhaps the prime example. At low levels (moderate social drink-
ing) it is relatively harmless and may even prolong life. The problem is that
the point at which the long-term benefits of moderate consumption con-
vert into long-term harmfulness is very fuzzy. In contrast, the line between
no consumption and any consumption at all is quite distinct.

Under the conditions diagrammed in Figure 5.3, one or two successive X
choices improve average utility. Somewhere between two and five succes-
sive X choices, however, average utility begins to turn down and, with
longer and longer strings of X choices, approaches point C (3 utils), just as
it does in Figure 5.2.

UTILITY (units)

0.0 0.1 0.2 0.3 04 0.5 06 0.7 0.8 09 1.0
X/(X+Y)

Figure 5.3. The primrose path in the case where a moderate amount of addictive
activity is beneficial in the long run.
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Again, we are considering strings of X choices of various lengths as dis-
turbances in a background of Y choices. That is, we are looking for the
beneficial or harmful effects of shorter or longer periods of consumption
of a substance such as alcohol on a background of alternative behavior
such as social activity. We are assuming a background level of 10 utils per
Y-choice.®

Figure 5.4 shows the average utilities of disturbances of increasing dura-
tion as a function of the number of X choices in the disturbance under
the giraffe-like conditions of Figure 5.3. With few X choices, average util-
ity increases above 10 utils. As the string of X choices increases, however,
the average approaches 3 utils. Figure 5.4 shows that moderate consump-
tion, under the conditions illustrated in Figure 5.3, may increase overall
utility. But for a myopic consumer, this brief increase is irrelevant. Such a
consumer will always choose the higher local utility which, in Figure 5.3 as
in Figure 5.2, is always X. In both cases repeated choices of X drive average
utility (over the duration of the disturbance) down to its minimum.
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Figure 5.4. An organism under conditions of Figure 5.3 has been consistently
choosing Yin the past, earning an average of 10 utils per press. Then a string of
X’s are chosen of a length given on the horizontal axis. Then Y'is again
consistently chosen. Each point represents the average utility of all the choices
until stability at 10 units is again attained.
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SOFT COMMITMENT IN COMPLEX AMBIVALENCE. The analysis of Fig-
ure 5.4 shows how extended sequences of addictive choices may reduce the
utility of behavior that in moderation would be harmless or beneficial. The
inverse also holds true: sequences of nonaddictive choices may raise utility.
People trying to control themselves are of course mainly interested in the
latter process.

The effect of a string of nonaddictive choices (Y choices) on a back-
ground of addiction (X choices) is the mirror image of that of a string of
addictive choices (X choices) on a background of nonaddiction (Y
choices). Consider the effect of five successive Y choices on a background
of X choices under the conditions of Figure 5.2 (the same would apply for
Figure 5.3). Jane has completely succumbed to her heroin habit. (She is
now at point C.) She injects herself with heroin at every opportunity and
never socializes (except to obtain and consume heroin). If she continues to
use heroin (to choose X), she will continue to feel miserable (to gain only 3
utils per choice). If she stops using heroin (chooses Y), she will feel even
worse (dropping to 0 utils). If she remains clean (continues to choose Y),
however, she will slowly begin to feel better (rising from 0 utils to 1.2 utils
to 2.3 utils to 3.4 utils to 4.5 utils in five successive Y choices). The effects
of this period of abstinence (this five Y-choice “disturbance” in a continu-
ous string of X choices) will last for a while (fourteen choices from the first
Y-choice) and on the average she will feel better during the period (averag-
ing 5.6 utils over the fourteen choices) than she did before (3 utils).

To attain the benefit of an average, or global, improvement, however,
Jane has to undergo a local decline. And at every point along the way, she
has to forgo the immediate “feeling better” that an injection of heroin
would grant. The essence of self-control, in this case, would be for Jane to
choose not between one injection of heroin and one social engagement (3
utils versus 0 utils) but between the long-term effects of several successive
injections of heroin and several successive social engagements. To rid her-
self of her habit, Jane has to establish patterns in her behavior and choose
between those patterns. The following experiment, with human subjects
(Stony Brook undergraduates), attempts to show how a person may come
to choose between patterns rather than between individual acts.

PATTERNING WITH COMPLEX AMBIVALENCE. A game devised by
Herrnstein, Prelec, and Vaughan (1986) directly opposes particular acts to
patterns of acts in a manner corresponding to Figure 5.2. In this human
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choice procedure, undergraduate subjects are each faced with repeated
choices between pressing one of two concurrently available buttons (Y and
X). In the simplest version of the game, points exchangeable for money
(corresponding to the utils of Figure 5.2) are given to the subjects accord-
ing to the following rules:

1. Each choice of Yadds N points;

2. Each choice of X adds (N + 3) points;

3. N at each choice is equal to the number of Y’s in the previous ten
choices.”

Subjects usually are not told the rules, just instructed to get as many points
as possible over the course of the experimental session (fifty to a hundred
trials).

Any particular choice of X is clearly better than Y, since three more
points are thereby added to the subject’s score. However, in general it is
better to choose Y since (by rule 3) each choice of Y adds one unit to N
over the next ten trials; the three-point gain of an X-choice eventually is
more than offset by the ten-point loss involved in having an X-choice re-
membered in N for the next ten trials. As in the primrose path addiction
model illustrated in Figure 5.2 and analyzed in this chapter, an X-choice
“poisons” N for ten trials. In this version a subject would maximize earn-
ings by always choosing Y (except on the very last three trials), averaging
10 points per trial. The worst possible performance would be to always
choose X, averaging 3 points per trial. In the long run the more Y-choices,
the more points earned.

Most (undergraduate) subjects playing the game choose X most of the
time, thereby failing to maximize earnings. Very few subjects spontane-
ously learn the rules sufficiently to verbalize them. When subjects are given
fairly broad hints about the rules, they tend, immediately after the hint, to
increase Y-choices but then gradually drift back to their original sub-
maximal performance.

The following experiment (Kudadjie-Gyamfi and Rachlin, 1996) is an
attempt to test the effect of patterning on self-control (maximization) with
human subjects. The version of the game used, differing somewhat from
the one described above, gave a single point (convertible to cash at the rate
of 10 cents per point) for Y-choices and X-choices alike, but varied delays
of point-gain by choice of different alternatives. The total cumulative delay
time was fixed (at 325 seconds). Subjects chose by pressing buttons marked
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A (functioning as Y) and B (functioning as X). A computer screen dis-
played delay time left and total points earned. After pressing either button,
the subject waited for a certain delay period while the delay timer on the
computer screen counted down. At the end of the delay the timer stopped
counting and one point was added to the subject’s displayed score. When
the delay timer reached zero, the experiment ended. The subjects would
maximize total reward by minimizing average delay. The rules (not re-
vealed to the subjects) were the following:

1. Each choice of Yyields 1 point delayed by (N + 3) seconds;

2. Each choice of Xyields 1 point delayed by N seconds;

3. Nat each choice is equal to the number of X’s in the previous ten
choices.

Again, the particular consequences of choosing X were better than those
of choosing Y (less delay), whereas the general consequence of choosing X
was to increase N, thereby increasing average delay. Of the sixty subjects in
this experiment, none could verbalize the rules after the experiment al-
though almost all subjects understood that it was sensible to at least occa-
sionally choose Y. Most subjects distributed their choices between Yand X.

The four groups of subjects differed only with respect to the patterning
of trials. All subjects played under the set of rules stated above. The trial
patterns of the four groups were as follows:

Control group 1: ... COCOCO. ..

Control group 2: ... 10sCO 10sCO 10sCO. . .

Control group 3: . . .30sCO 30sCO 30sCO.. . .

Experimental group: . . . 30sCOCOCO 30sCOCOCO 30sCOCOCO. ..

where C = choice, O = outcome, and 10s and 30s represent intertrial in-
tervals. (The delay timer did not count down during those intervals.) The
experimental group was the only one with patterned trials—triples of
rapid trials separated by 30s intervals. The patterning, it was hypothe-
sized, would group trials into threes and emphasize the consequences
of groups of trials instead of specific trials. Relative to the experimental
group, control group 1 had the same local rate of trials, control group 2
had the same overall rate of trials, and control group 3 had the same
intertrial interval. Because total delay time was held constant, number of
trials (hence, number of points) depended on Y-choices: the greater the
percentage of Y-choices, the shorter the average delay and the greater the
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number of trials. The lowest average number of trials for any group was
forty-two, for control group 1; the greatest was fifty-eight, for the experi-
mental group. Figure 5.5 shows the percentage of Y-choices within the first
forty trials for all groups. The experimental group chose Y significantly
more times than any of the control groups, while control group 1 chose Y
significantly fewer times.

Analysis of choices within the grouped triples of the experimental group
indicates that the probability of a Y-choice in the first of the three grouped
trials was .48. However, if a Y-choice was made on the first, the probability
of a Y-choice on the second of the three contiguous trials was .54. And, if
the first two were Y-choices, the probability of a Y-choice on the third trial
was .80. Thus, the tendency we found with pigeons to persist in a choice
leading to a larger long-term reward, once that choice had been initially
made, appears with humans. This is so even though with this procedure
(as opposed to the pigeon experiments) patterns of choices were inter-
rupted by outcomes after each choice.

It may be argued that although the problem posed in this experiment is
formally analogous to everyday self-control problems, it is fundamentally
different because it is a cognitive problem whereas self-control in everyday
life is fundamentally a motivational problem. We often seem to “know
what is good for us” but nonetheless do otherwise. The distinction typi-
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Figure 5.5. Results of the Kudadjie-Gyamfi and Rachlin (1996) experiment.
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cally made between cognition and motivation is a distinction between
higher and lower internal mechanisms. To grant that distinction (as it is
usually understood) would be to abandon the teleological-behavioral anal-
ysis with which we began. All the same, it is true that if the subjects of
this experiment were explicitly taught the rules and rigorously tested for
their understanding, none would have ever chosen X. The delays in the ex-
periment were for points exchangeable for money. Eventual consump-
tion could not occur in any case until after the experiment was over. To de-
fect and choose fewer total points would be tantamount to failure to
understand the rules. However, we know from the experiments with vari-
ous degrees of hints (Herrnstein et al., 1993) that subjects who merely re-
peated the rules verbally would not necessarily choose Y exclusively (as
they would if they really “knew” the rules).

True knowledge cannot be mere repetition of a rule verbally—like an
actor on a stage. To know a rule must mean at least to behave in a manner
consistent with the rule (and perhaps, in addition, to verbalize the rule).
People who behave consistently with a general rule are, to that extent, con-
trolling themselves. Verbal agreement or disagreement would seem to be
irrelevant for self-control (however relevant it may be for knowledge). In
any case, the operations that fostered self-control in the pigeon experiment
correspond to those that fostered better performance in the human experi-
ment. (We shall return to the issue of cognition versus motivation in
Chapter 6.)

Reduction of Variability as Soft Commitment

Why does soft commitment increase self-control? When we commit our-
selves to a behavioral pattern, we are reducing our future options, hence
the potential variability of our future behavior. As soon as we embark on a
particular behavioral pattern, we have abandoned all other potential pat-
terns. The difference between the prisoner and the free person is that the
free person may potentially do what the prisoner can do, plus other things.
A pigeon presented with the choice between a smaller-sooner reward
and a larger-later reward may consistently and monotonously prefer the
former. If at an earlier time, however, the pigeon had committed itself to
the larger-later reward, it would have reduced the potential, if not the ac-
tual, variability of its behavior. In other words, it would have reduced its
freedom. Commitment means reduction of freedom, and freedom means
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potential behavioral variability.! Thus commitment means reduction of
potential behavioral variability.

In a series of experiments with pigeons, Catania and colleagues (see for
example, Cerutti and Catania, 1997) found that if a reward is obtainable by
a narrow path (by pecking a single button) and the very same reward is ob-
tainable by a wider path (by pecking either of two buttons or by pecking a
larger button) the wider path is preferred even though the actual variabil-
ity of behavior, once the wider path is chosen, may be no greater than it
would have been on the narrower path. That is, pigeons, like people, prefer
more to less freedom of choice even though they may not actually take ad-
vantage of it. The reduction in value of a reward by reduction in variability
of its consumption or the increase in value of a reward by increase in vari-
ability of its consumption may be highly significant in everyday human
life. People will quit high-paying jobs to go into business for themselves in
order to “be their own boss,” even though they may end up working harder
and earning less money.

The fact that variability reduction depresses the value of reward may be
used as a form of self-control if the potential variability of consumption of
the smaller-sooner reward is voluntarily reduced. That is, decrease in vari-
ability of a smaller-sooner reward will make that reward less valuable and
increase the probability of choosing a larger-later or more abstract reward.

Consider the following experiment, part of a series now under way at
Stony Brook. By advertisement in the student newspaper we recruited ciga-
rette smokers who were not trying to quit. The subjects were paid for par-
ticipating, but payment was in no way dependent on their smoking or not
smoking. All subjects were instructed to count the number of cigarettes
they smoked (“self-monitoring”) and to report the total to us each evening
by leaving a message on a phone recorder. After three weeks, half of the
subjects continued with self-monitoring and half were asked to try to re-
duce not their smoking as such, but the variability of their smoking. They
were asked to do this by smoking as much as they wanted on a given day of
each week but then trying their best to smoke the same number of ciga-
rettes each day (no more and no less) for the rest of the week. They were
told that there was no penalty of any kind for exceeding or failing to reach
their goal and that we were much more interested in accuracy of reporting
than in how much they smoked. After three weeks of variability reduction
the subjects were returned to simple self-monitoring for another three
weeks.
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The experiment has not been completed but the results so far are clear.
By attempting to decrease the variability in their smoking, our subjects are
also decreasing the amount of their smoking. Trying to reduce variability
essentially forces the subjects to focus on their behavioral patterns over a
week rather than over the few minutes that it takes to smoke a cigarette.

We are also finding some decrease in smoking by those subjects who
simply continue to monitor their smoking. This is a standard finding, to be
discussed further in the next chapter. But, within the group of subjects
who did no more than monitor their smoking, some subjects also sponta-
neously decreased its variability. These subjects smoked less than the other
self-monitoring subjects.’

In summary, the group of subjects who reduced the variability of their
smoking also reduced the amount. Reduction in the variability of an ad-
dictive behavior is a form of soft commitment. By restricting freedom of
choice, variability reduction adds “weight” to any instance of the behavior;
it focuses attention on the behavior’s long-term consequences.

Consider the person who keeps a supply of Dove ice-cream bars in the
freezer and is in the habit of eating one or two of them every night, or the
person who is in the habit of having two or three glasses of scotch every
night before going to sleep. Now suppose that person adopts the following
rule: however many Dove bars (or scotches) I have tonight, I will have an
equal number each night for the rest of the week. Without the rule’s adop-
tion, each Dove bar (or scotch) consumed tonight would entail only its
own consequences and could be, in theory, the last one ever consumed.
With the rule’s adoption, each Dove bar or scotch is in effect seven of them
strung out in time. No longer is it possible to say, “Just this once.” The plea-
sures of consumption are no longer restricted to the moment; they are ex-
tended in time and therefore more easily compared with future disadvan-
tages. In other words, the decision to eat the Dove bar, to drink the scotch,
to smoke the cigarette, has been given weight.

Soft Commitment and Happiness

Figure 5.4 is a way of representing Aristotle’s “golden mean” in terms of
utility. Aristotle did not know about the “general mean theorem” which
says that, depending on how it is calculated (depending on the value of a
constant in a general mean equation), the mean of a group of numbers
may be anywhere between the lowest and the highest of all the numbers
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(Aczl, 1948). Clearly the golden mean, the most highly valued point be-
tween extremes, may be, depending on circumstances, anywhere between
those extremes or even at one extreme. Moreover, as Aristotle emphasized,
one extreme may be much worse than the other.

Figure 5.4 is a profile, of a sort, assumed to apply to alcohol consump-
tion by some hypothetical individual. Other commodities and individuals
would be characterized by other profiles. If we assume for the moment that
Figure 5.4 fairly represents the effects of drinking alcohol, a mean (of
drinking on about 20 percent of opportunities to drink) between total ab-
stinence and total indulgence is higher in average utility than either ex-
treme, but total abstinence (the left end of Figure 5.4) is much higher in
utility than total indulgence (the right end).

Other activities may have golden means in different places. There may
be no rate of cigarette smoking of higher average value than no smoking at
all. (Rates below those harmful to health—one cigarette per year, for exam-
ple—may be irritating rather than pleasant.) Thus, the golden mean for
smoking may be at the extreme of no smoking at all. For necessities such as
eating, on the other hand, moderation is clearly better than extremes in ei-
ther direction. For eating, unlike the picture presented in Figure 5.4, total
abstinence would be the worse of the two extremes. When total abstinence
is harmful, its pursuit may be seen as a certain kind of addiction, what we
called in Chapter 3 a revolt against indulgence. Anorexia (self-starvation)
is a kind of (almost total) abstinence that results in death. Extreme absti-
nence from leisure, or workaholism, results in health problems, depression,
and general unhappiness.

When total indulgence is harmful in the long run, as in the case of alco-
holism, we tend to call that behavior an impulsive addiction. When total
abstinence is harmful in the long run, as in the case of anorexia, we tend to
call that behavior a compulsive addiction. Compulsive addictions cannot
generally be attributed to myopia or to steep temporal discounting. They
are rather the taking to extremes of otherwise highly valued patterns. As
Ainslie (1992) notes, people search for “bright lines,” clear demarcations
between beneficial and harmful behavior. The brightest of bright lines is
the one that divides no consumption at all from any consumption. When
the commodity in question is not a necessity (as alcohol is not) total absti-
nence does no harm. But when the commodity is a vital necessity, such
as food, or a necessity for a balanced life, such as leisure, points near the
extreme of total abstinence may be of lower utility (that is, more harmful)
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than points near the extreme of total indulgence. Anorexics and worka-
holics have in a sense taken an easy way out of total indulgence, devised
an overly simple solution to a complex problem, a cutting of the Gordian
knot.

At the extreme of total indulgence lie most addictions that are usually
labeled “impulsive.” In Figures 5.2 and 5.3 these addictions are given the
lowest possible average value (arbitrarily, 3 utils).!* Such addictions may be
attributed in most cases to myopia or steep temporal discounting.'!

A person can gain entrance to an exciting social milieu in some in-
stances only at the price of some degree of indulgence. This is of course
true of moderate social drinking but it may also be true of heavy drinking
(as in fraternities) or drug taking. The “compulsion” or “craving” to drink
or take drugs may be just as strong in the context of the social group where
such behavior is socially reinforced as that induced directly by the intoxi-
cating effects of the drink or drug. These intoxicating effects may in fact
serve mainly as discriminative stimuli for social behavior; they may not
themselves be primary reinforcers. (The next chapter will discuss in detail
the important role of discriminative stimuli in self-control.)

Certain long-term, or global, reinforcers (social acceptance by a certain
group) may thus act on the same behavior as very short-term, or local, re-
inforcers (having a drink or taking a drug now) and in opposition to other
long-term reinforcers (social acceptance by family). The actual reinforcers
of an individual addictive act may be difficult to identify, not only for out-
siders, but for addicts themselves. The person in the best position to iden-
tify those reinforcers would be a friend or family member in close contact
with the addict from day to day. Ironically, if the theory of Chapter 4 is
correct, such close contact is exactly what an addict lacks and is expensive
for the addict to obtain.

Italo Calvino (1988), in his essay “Lightness” in Six Memos for the Next
Millennium, quotes the poet Paul Valéry (p. 16): “One should be light like a
bird, and not like a feather.” Valéry advocates a directed lightness, a light-
ness of thought rather than a lightness of whim. In life, Calvino and Valéry
imply, we need to be spontaneous, but only in the context of some frame-
work that allows us to attain higher levels of spontaneity; a feather is a
slave to the wind, while a bird uses the wind. A happy life will strike the
right balance between lightness and heaviness. Soft commitment is that
sort of balance.



CHAPTER

6
Rules and Probability

The theme of this chapter is behavioral context. First I discuss the immedi-
ate context of an act or pattern of acts. This context consists of the stim-
uli signaling a given relationship between an act and its consequences—
discriminative stimuli. Next I examine the wider context of an act or pat-
tern of acts (the context of the context, so to speak). The concept of con-
textual control is then elaborated and extended to human language, and I
show how verbal rules come to serve as behavioral guides.

I discuss probability in this chapter for two reasons. First, it is a para-
digm of an abstract concept that is at the same time quantitatively
specifiable. By analyzing the meaning of a verbal probability statement
such as “The probability of the coin landing heads up is one-half,” I ad-
dress the more general question of the relation of language to behavior.
Second, to make a reward less probable is to discount that reward; proba-
bility is a mode of discounting analogous to temporal discounting, hence
to self-control.

Local discriminative stimuli serve to bridge between past and present
acts because of a “history of reinforcement”—the wider temporal context
of those stimuli and those acts (a person’s experience with verbal rules or
traffic lights and cars, for example). Ultimately, an individual’s entire his-
tory of reinforcement may be seen as the widest context (within the indi-
vidual’s lifetime) of the present act.!

Discriminative Stimuli

Unlikely as it seems, our deepest desires are situational. That is, we do not
carry our cravings around with us wherever we go. Rather, our cravings
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come and go depending on where we are. The desire to eat a snack, so irre-
sistible while watching TV, often vanishes while playing ping pong or
working or cleaning the bathroom. Of course it is difficult to eat while
playing ping pong. Still, why should the desire to eat vanish with the oppor-
tunity to eat? The reason for this selectivity of desire is that situations differ
in the behavior that is reinforced or punished within them. “When in
Rome do as the Romans do” means that the Romans are familiar with the
contingencies of reinforcement that apply in Rome, whereas you (assum-
ing you are not a Roman) are not. A situation or a stimulus that signals the
operation of a certain contingency of reinforcement is called, technically, a
discriminative stimulus.

A discriminative stimulus is a guide to behavior. The simplest type is a
discrete signal like a red or green traffic light. The green light tells you to go
and the red light tells you to stop. What exactly does that mean? It means
that going when the light is green will be reinforced (by getting where you
are going) and that going when the light is red may be punished (by a
traffic ticket, by an accident, by social disapproval).

A pigeon can be trained to peck a green button and be rewarded by a
food delivery after every tenth peck as long as the button is green. Then the
button’s color can be changed to red and pecks not reinforced (“extinc-
tion”). If green and red buttons are alternated (like traffic lights) the pi-
geon will soon learn to peck rapidly on the button whenever it is green and
not to peck when the button is red. The pigeon’s behavior is controlled by
the colored buttons in the same sense that traffic is controlled by the traffic
lights. A person watching the pigeon peck the green button and not peck
the red button without having seen the initial training might think that
the green button directly causes the pecks while the red button lacks this
property. Similarly, a visitor from Mars watching traffic might think that
green lights somehow caused cars to move while red lights caused them to
stop. But there is no direct (that is, efficient) causal relationship between
a discriminative stimulus and the behavior it controls. Rather, a
discriminative stimulus guides behavior; it signals a particular relation be-
tween behavior and reinforcement (a particular set of behavior-environ-
ment contingencies).

Discriminative stimuli may be simple or complex and the behavior they
control may be simple or complex. One situation (watching TV) differs
from another (playing ping pong) primarily by virtue of differences in the
very complex networks of behavior-environment contingencies they sig-
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nal. Within each situation, subsets of discriminative stimuli—consisting of
the observed actions of others, linguistic rules, maps, verbally or pictorially
expressed probabilities, and so forth—will have different meanings (will
signal different contingencies) and therefore guide behavior in different di-
rections. This is another way of saying that the context of a discriminative
stimulus may determine its meaning.

Many psychology experiments have illustrated the importance of con-
text in situations where the reinforcement contingencies are complex. (See,
for example, Catania, Matthews, and Shimhoff, 1982; Hayes et al., 1986.)
The following hypothetical experiment combines and summarizes the re-
sults of these studies.

Suppose three human experimental subjects are each given a difficult
problem to solve. For the first subject, this one is the latest in a series of
problems differing in detail but all of which may be solved by using the
same rule (not told to the subject). The problems may be algebra word
problems, for example, all requiring that a single equation be set up. Ini-
tially, let us assume, these problems were solved slowly but by now the first
subject has caught on to the rule and is solving them quite rapidly. This
first subject, we are assuming, has “learned to learn” how to solve this kind
of problem.

The second subject is not given any prior problems but is instead in-
formed of the rule by which the problem may be solved and instructed in
its use. The second subject, let us further assume, solves the current prob-
lem just as quickly as the first subject does.

The third subject is neither given experience with these kinds of prob-
lems nor told the rule. All else being equal, the third subject will take
longer to solve the problem than the other two subjects but, let us suppose,
eventually solves it.

Now all three subjects are given a new problem; although similar on the
surface to the previous ones, it cannot be solved using the earlier rule. The
invariable result of these studies is that the third subject solves the new
problem significantly sooner than the first two subjects. The first two sub-
jects are essentially equivalent in what they learned about these problems;
the experience of the first subject is equivalent to the verbal instruction
given to the second. In fact, both the first and second subjects are relying
on previous experience: the first, directly; the second, through the experi-
ence to which the rule refers. But the rule that has been so useful up to
now has its downside: it retards adaptability to new situations.
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An experiment at Stony Brook by Kudadjie-Gyamfi (1998) illustrates
this type of study. Recall from Chapter 5 the procedure used by Kudadjie-
Gyamfi and Rachlin (1996), in which human subjects made choices by
pressing button X or Y. A subject in that experiment would maximize over-
all earnings by always choosing Y, the lower of the two local rewards. Re-
member that presenting trials in temporal patterns (rhythms) tended to
increase Y choices (Figure 5.5).

Using this procedure, with trials unpatterned, Kudadjie-Gyamfi gave
subjects a hint by telling them that choosing Y tended to improve rewards
for future choices. The subjects subsequently improved their performance
and chose Y about as much as did subjects with patterned trials. Then,
without informing the subjects, Kudadjie-Gyamfi changed the contingen-
cies so that N increased or decreased randomly from trial to trial. Because
their behavior no longer controlled N, the subjects’ current choices no
longer influenced future local utility; earnings would now be maximized
by always choosing X. Yet the subjects who had been given the hint contin-
ued to choose Y at the same rate as before—following the old rule rather
than the new contingencies.

The lesson of these studies is that rules are useful but may be situation
specific. A discriminative stimulus that signals a certain relationship be-
tween behavior and reinforcement in one situation (in the presence of a
given broader discriminative stimulus) may signal a different, even an op-
posite, relationship between behavior and reinforcement in another situa-
tion (as in the differing reinforcement contingencies for driving in Great
Britain and the United States).

I turn next to a series of experiments on complex behavioral patterning
with nonhumans. They demonstrate that animals without language may
come to pattern their behavior in highly complex ways—that is, to follow
arbitrary (nonnatural) rules.

COMPOUND DISCRIMINATIVE STIMULI. An experiment by Nevin and
Liebold (1966) with a single pigeon illustrates the remarkable situation
specificity of discriminative stimuli. The experimenters combined two al-
ready complex procedures called matching to sample and nonmatching to
sample. In the matching to sample procedure, there are three buttons in a
horizontal row on the wall of the experimental chamber. The center button
is first lit either red or green (randomly from trial to trial). The pigeon
pecks the center button. Then the side buttons are lit; one is red, the other
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is green (colors randomly assigned to sides from trial to trial). If the pigeon
pecks the side button that is the same color as the center button (matches
to sample), it receives a small food reward and the next trial starts. If
the pigeon pecks the side button opposite in color to the center button, a
short blackout occurs, no food is received, and the next trial starts. In other
words, the red center button is a discriminative stimulus for pecking the
red side button, and the green center button is a discriminative stimulus
for pecking the green side button. After several sessions made up of hun-
dreds of trials, pigeons usually learn to match to sample. The non-
matching to sample procedure is the opposite: the red center button is a
discriminative stimulus for pecking the green side button and the green
center button is a discriminative stimulus for pecking the red side button.
With a bit more difficulty, pigeons also learn to nonmatch to sample.

Nevin and Liebold added another layer of discrimination to this already
complex process. A yellow light was mounted on the ceiling of the experi-
mental chamber. When the light was on, the contingencies in effect were
those of matching to sample; when the light was off, the contingencies in
effect were those of nonmatching to sample. That is, the yellow light served
as a contextual discriminative stimulus that reversed the meaning of other
discriminative stimuli. After extensive training, the pigeon was able to be-
have appropriately with the yellow light on and off.

In the Nevin and Liebold experiment, the center button remained lit
while the pigeon chose between the side buttons. Other experimenters
have trained pigeons, rats, and other animals to match to sample or non-
match to sample in the absence of the lit center button (see Balsam, 1988,
for a review). That is, the center button is lit, is pecked, and then is unlit for
a few seconds. Next, the side buttons are lit and the pigeon chooses be-
tween them. This procedure is often used to study memory in nonhuman
animals. Within a minute of delay between sample and comparison stim-
uli, pigeons’ choices become random. The ability of humans to label stim-
uli with words and to rehearse those words during the delay enables us to
remember over vastly longer periods of time. When that ability is taken
away (by interference or some other means) we do not remember isolated
events much better than a pigeon does.

In a series of experiments by Olton and his colleagues (summarized in
Olton, 1979), rats were placed in a maze containing a central chamber and
a number of arms (usually eight) radiating outward. At the other ends of
the arms were goal boxes that might or might not contain food. (The rats
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could not see or smell the food from the central chamber.) In one experi-
ment, all of the goal boxes contained food. The rats in this experiment
quickly learned to visit each arm just once, eat the food in the goal box,
and not visit that arm again. That is, the rats became very efficient about
getting the food and not revisiting the empty arms even though there were
no local discriminative stimuli signaling food (sights or smells of food).
The discriminative stimuli by which the rats’ behavior was guided were the
global spatial cues present (the maze was open so the rats could see the
room with its fixed walls, windows, doors, and furniture) in the context of
the rats’ own past behavior relative to those cues.

Still another series of experiments by Terrace and colleagues shows that
pigeons can learn to peck a series of different-colored buttons (say, red,
green, blue, and yellow) in a specific order regardless of the location of the
buttons. On one trial, the buttons from left to right would be red, yellow,
blue, and green; on the next trial, yellow, blue, red, and green, and so on.
Whatever the order in space, the pigeons always had to obey the following
rule: peck the red button first, the green button second, the blue button
third, and the yellow button last. There were no feedback stimuli to tell the
pigeons how they were doing while pecking. Only correct completed se-
quences were reinforced. As in the Olton experiments, the discriminative
stimulus was the current environment in the context of the pigeons” own
previous behavior. Significantly for self-control, pigeons learned longer
button sequences when the stimuli were temporally or spatially organized
into “chunks” of two or three individual items.

In further experiments, Terrace showed that the same principles applied
to monkeys pressing buttons. But monkeys could learn longer sequences
and learn them faster than pigeons could. More significantly, monkeys
were much better than pigeons at skipping over missing items in a se-
quence. That is, when monkeys were trained on a five-item sequence, say,
and only items 1, 2, 4, and 5 were presented, they would still press the but-
tons in correct order; pigeons, trained correspondingly, were as likely to
peck button 5 as button 4 after button 2 (Terrace, 1993). This shows that
monkeys could structure a highly complex task into patterns and treat
those patterns as units in themselves, whereas for pigeons (in these com-
plex tasks) the units were always single pecks.?

Finally, an experiment by Wasserman, DeVolder, and Coppage (1992)
tested the ability of pigeons to learn that two classes of discriminative stim-
uli are functionally equivalent. The ability to learn functional equivalence is
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an essential element of the ability to use language. For example, the two
different-sounding names Mark Twain and Samuel Clemens stand for the
same person—they mean the same thing. If you first learn that the two
names both stand for the same person, and then you learn that Mark
Twain wrote Tom Sawyer, you automatically know that Samuel Clemens
wrote Tom Sawyer. You don’t have to learn this fact.

Can pigeons make the same sort of inference? Wasserman and col-
leagues showed that they can. The discriminative stimuli they used were a
large group of different pictures (slides projected on a screen in the cham-
ber) in four categories: cats, flowers, cars, and chairs.* The experimental
chamber had four different-colored buttons that the pigeons could peck
(B1, B2, B3, B4). Only two of the buttons were lit at any one time. In the
first phase of the experiment, Bl and B2 were lit. Slides from two catego-
ries (say, cats and flowers) were established as discriminative stimuli for
pecking B1 (that is, when a cat or flower slide was shown, pecks on B1 were
reinforced and pecks on B2 were not), while slides from the other two cate-
gories (cars and chairs) were established as discriminative stimuli for peck-
ing B2. The pigeons learned to discriminate between cats or flowers on the
one hand, and cars or chairs on the other. (When a car or chair slide was
shown, pecks on B2 were reinforced and pecks on B1 were not.) In this first
phase, cats were functionally equivalent to (functioned the same way as)
flowers; cars were functionally equivalent to chairs.

In the second phase of the experiment, only buttons B3 and B4 were
lit. One category from the first pair (say, cats) was established as a dis-
criminative stimulus for pecking B3 and one category from the second pair
(say, cars) was established as a discriminative stimulus for pecking B4. The
pigeons soon learned to make this new discrimination.

In the experiment’s final phase, buttons B3 and B4 were again lit and the
pigeons were presented with examples from the other categories of each
pair (flowers and chairs). The question was, would the pigeons peck B3 in
the presence of the flowers and B4 in the presence of the chairs? Indeed,
the pigeons were able to make this logical leap. They learned that in the
context of this experiment flowers were functionally equivalent to cats,
while chairs were functionally equivalent to cars.

Why go through all these complicated experiments with pigeons and
rats? Not to show how smart they are. The purpose is rather to show how
complex behavioral patterning may become, even without language. With
language, learned patterns of behavior may be much more complicated
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and extend over much longer periods. The ability to construct grammati-
cal sentences, to remember them, and to use them as behavioral guides is
unique to humans. Although language functions in many ways for us,
its main function, like that of any complex discriminative stimulus, is to
guide behavior. The guided behavior in turn may be linguistic behavior or
nonlinguistic behavior—of others or of the speaker. In all cases the mean-
ing of a sentence is to be found in the contingencies of reinforcement to
which it refers. If there are no contingencies of reinforcement, no prior ex-
perience of the listener, to which the sentence applies, then the sentence
has no meaning, or rather it may be classified as nonsense (which may, in
another context, have a metaphoric, ironic, or satiric meaning). Even ap-
parently pure descriptions are largely behavioral guides. As it stands, “The
grass is green” may have no behavioral referent. Nevertheless, no one (ex-
cept a person suffering from schizophrenia) walks around saying “The
grass is green” for no reason. In its context, “The grass is green” may mean
It’s not brown so you don’t have to water it, or it may be part of instruction
in English, or an example of a simple declarative sentence designed to
change the behavior, including the verbal behavior, of the listener—as the
sentence is used here.

In a psychology experiment, verbal instructions to a human subject take
the place of hundreds of hours of exposure to a set of reinforcement con-
tingencies for a nonhuman subject. Verbal instructions, and rules in gen-
eral, serve as mediators between past experience and current behavior. Ex-
perimental psychologists assume that the explicit verbal instructions they
give to subjects signal the primary reinforcement contingencies that gov-
ern the subjects’ behavior in the experimental context. This assumption is
often unjustified, however. Other reinforcers, such as the experimenter’s
approval—being deemed intelligent, moral, or not gullible—or simply get-
ting quickly out of the experiment, may strongly influence behavior and in
fact dominate the explicit instructions.

CRAVING. The force behind a drug addict’s irresistible craving for drugs
is similar in nature and sometimes even in intensity to the cravings every-
one experiences at times—to scratch an itch, for example. What is it about
an itch that makes us want to scratch it? Certainly the itch does not directly
cause the scratch. The relief is just as great when someone else scratches us
as when we scratch ourselves. Moreover, an itch is not a pain. A pain is neg-
ative by definition; but an itch is not simply negative. What is it?
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According to Ainslie (1992), an itch is a discriminative stimulus signal-
ing that scratching has become a very strong but very brief reward. While
the itch is there, scratching is a reinforcer. When the itch is absent, scratch-
ing is just scratching. The problem with scratching a mosquito bite, how-
ever, is the same as that with an addiction—a reduction of overall value
and an exchange of positive for negative reinforcement. That is, a trip
down the primrose path. What, for the first few scratches, had been a posi-
tive pleasure soon becomes merely the (very temporary) removal of the
discriminative stimulus. The difference between an itch and an addiction is
that with an itch the time course of the process is so brief (the primrose
path is so steep) that the descent is clearly perceptible (like a cliff as op-
posed to a long shallow hill) and therefore may be avoided.

Although an itch is a discriminative stimulus for brief immediate posi-
tive reinforcement, it also becomes associated with the punishment that
ensues after a minute or two of scratching. Creams and lotions are thus
self-control devices; they help us to avoid a discriminative stimulus signal-
ing a brief positive reward with overall negative consequences. Fortunately
for us, the discriminative stimulus for scratching (built into our physiol-
ogy) is specific and localized, and the negative consequences follow quickly
on the heels of the positive consequences. Thus, however intense our crav-
ing to scratch an itch may be, this is one addiction we can usually handle.
Unfortunately for the dieter, the alcoholic, and the crack addict, while
some discriminative stimuli for these addictions (such as the smell of food
or alcohol), are physiological and proximal, many other discriminative
stimuli (such as the ambience of a bakery, bar, or crack house) may be-
come associated with the positive consequences of these activities and rela-
tively unassociated with their delayed and abstract negative consequences.
There are no creams or lotions that will remove these stimuli.

Nevertheless, the nature and even the intensity of the craving we all
have to scratch a mosquito bite is no different from the craving of the
crack addict to take crack or of the alcoholic to drink alcohol. When we
find ourselves, despite our resolutions and our better judgment, scratching
an itch—sometimes without even realizing what we are doing—we can
put ourselves in the shoes of the addict at the lower end of the prim-
rose path.

USING DISCRIMINATIVE STIMULI. The relation of itches to scratching
is innate. The relation of TV watching to reinforcement from eating snacks
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(to cite my own problem) is learned—and may be unlearned. The rule
Never eat while watching television, is difficult for me to establish over long
periods. The food commercials and the depiction of eating in TV pro-
grams are powerful discriminative stimuli to get up and have a snack. As
with scratching, I sometimes find myself unconsciously performing or
about to perform the addictive activity (standing in front of the open
freezer with a pint of ice cream in my hand) without even realizing how I
got to that point. Instead, it is just barely possible for me to enforce the fol-
lowing rule: If you must eat now you have to turn off the TV while you are
eating and turn it back on only after you have finished.

This second rule is not inconsistent with the first. It seems reasonable,
but it is surprisingly difficult to follow. Trying to enforce it creates a tre-
mendous feeling of ambivalence, because the TV watching has become a
necessary part of my enjoyment of the food. That is, TV watching and
food eating have become economic complements (like left shoes and right
shoes) in my life. Their value together is much higher than that of either
activity alone. And it is exactly this enhanced value that I am reluctant to
give up. Nevertheless, the arbitrariness of this association seems so irratio-
nal to me that I can indeed force myself to turn off the TV during a com-
mercial and wolf down some mocha-almond-fudge ice cream (a particular
weakness). The interesting (and revealing) part of this process is that it
only takes three or four such separations of TV and eating before the crav-
ing to eat loses its compulsive power and becomes weak enough so that
turning off the set (even during a commercial) becomes simply not worth
the effort. It is not that I have lost my taste for mocha-almond-fudge, but
that the TV has lost its discriminative power over the act of eating it.

For a person who is chronically overweight, life is full of such dis-
criminative stimuli. In New York City, for example, it is virtually impossi-
ble to walk down the street without being assailed by smells of food from
restaurants, bakeries, and pushcart vendors. It seems that half of the peo-
ple one encounters on the street are eating something. For them, taking a
walk—an exercise activity usually highly effective in substituting for eating,
becomes instead a discriminative stimulus for eating—an economic com-
plement to eating; in other words, a booby trap.

Exercise, like social activity, may be a positive addiction that may be-
come a substitute for any negative addiction (see Chapter 4). It is an espe-
cially effective substitute for overeating because it uses up calories. But eat-
ing while exercising defeats the very purpose of exercising. An overweight
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person who eats while exercising is like an alcoholic who drinks while so-
cializing. The overweight New Yorker who finds herself on the street with a
hot dog that has unconsciously made its way into her hands should ask the
vendor for a bag, put the hot dog in it, take a bus back home, run up to her
apartment, and eat the hot dog there. This of course is very difficult to do.
Yet if it were done once or twice, the connection between eating and walk-
ing would be broken (there would be no more unconscious food buying)
and there would be one less booby trap in her life.

Movie exhibitors profit much more from food sales than from admis-
sions. Everything about a modern multiplex theater, from lighting and
traffic patterns to cup holders on the armrests to the content of the movies
themselves, is designed to make moviegoing a discriminative stimulus for
eating—to make these two activities economic complements. Breaking this
connection, perhaps by enforcing the rule If I must have the popcorn and
soda now I'll finish them outside in the lobby, will establish a behavioral pat-
tern that can last. If everyone did this, it would immediately become uni-
versally clear that the craving for popcorn comes not from inside us but
from the outside; eating would just not be worth missing the movie for.

Anyone can go on a diet and lose weight. The trick, as we all know, is to
keep the weight off, not to relapse. If during a diet the discriminative stim-
uli for eating are allowed to retain their power, then after the diet eating
will quickly and automatically return to its previous levels. But if the
discriminative stimuli that control eating are identified, and if their con-
nections to eating are broken one by one, patterns will be established and
maintained for long periods. And a weapon will have been added to the di-
eter’s armamentarium that may be taken out and used whenever a relapse
is detected.

The same reasoning applies to other addictions. The habit of smoking,
for example, is notoriously signaled by various discriminative stimuli—af-
ter meals or sex, during various social occasions, upon getting up in the
morning, while reading or working. Breaking one or two of these connec-
tions of course is not sufficient to reduce smoking. Whatever is not
smoked in one situation may be compensated for in another. Still, attack-
ing these situations one by one is easier than trying to attack them all at
once. A smoker who reduces the number of discriminative stimuli control-
ling his smoking is in a sense corralling his cravings, thereby making them
easier to deal with.

Breaking the connection between discriminative stimuli and addictive
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behavior is only half of the addict’s job. The other much more difficult half
is to establish connections between discriminative stimuli and nonaddic-
tive behavior. We have seen the power of discriminative stimuli that signal
local reinforcement contingencies; we turn now to the question of how
discriminative stimuli may signal global reinforcement contingencies.

Discriminative Stimuli and Self-Control

In the last chapter I discussed a phenomenon of economics called the sunk
costs fallacy. A project is begun that requires continuous investment over
time. At some point before the project is complete, future investment is
deemed to be unprofitable. The project should be abandoned at that point
but, because they have already made the previous investment (the sunk
costs), decisionmakers are reluctant to do so.

For instance, a chain clothing store may decide to enhance its image
by opening a branch on Fifth Avenue in New York City, even though it
might be unprofitable. (Visitors, seeing the firm’s store amid other very ex-
pensive clothing stores, may value the merchandise in their home-town
branch slightly more.) After a few years, losses from the Fifth Avenue
branch are higher than anticipated. Should it now be closed? Is it a fallacy
to keep the branch open merely because the firm has already invested so
much in it?

The problem is that while the benefits of keeping the branch open are
vague and impossible to measure, the costs are vivid and clear. The firm’s
comptroller, the person assigned to watch the budget, is more likely to
press for closing (especially if the firm’s current overall profits are low),
while the firm’s president is more likely to press for keeping the branch
open (especially if his or her name is over the door). These officers em-
body, respectively, the firm’s short-term and long-term interests
(Northcraft and Wolf, 1984). If we treat the firm as analogous to an indi-
vidual, the sunk cost problem is a problem of self-control. As in any self-
control problem, there is no inherently right or wrong answer. Because the
benefits of sticking to a prior decision are difficult to measure, and because
the costs are easy to measure the costs may seem real and the benefits illu-
sory. The sunk cost “fallacy” is thus a necessary counterweight to our ten-
dency to overweight benefits that are immediate, specific, clearly definable,
or precisely measurable, and to underweight benefits that are distant in
time, abstract, not clearly definable, or not precisely measurable.’
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To put this point another way: Stick to your earlier decision about future
rewards even though it may now seem wrong. As we have seen in earlier
chapters, this rule is not always detrimental. There is often a valid reason to
ignore present judgments; the present is necessarily closer in time to future
reward than the past was. And judgments of value close in time to reward
are notoriously unreliable; as reward grows nearer we often change our
minds and later come to regret having done so.

Recall the behavior of the pigeons in the experiment of Siegel and
Rachlin (1995). These pigeons chose a smaller-sooner reward (SS) over a
larger-later reward (LL) when both were obtainable by a single peck, but
they chose and obtained LL when 31 pecks were required—even though
they could have switched after peck 30. This is an example of the sunk
cost fallacy. At the point just before peck 31, the 30 initial pecks were essen-
tially sunk costs—an initial investment in LL that should have been ig-
nored when deciding between SS and LL on the next peck. Yet they were
not ignored. When the 30 initial pecks were made on the LL button, the
chances were virtually 100 percent that LL would be chosen on peck 31,
whereas without that investment the pigeons would have chosen and ob-
tained the smaller reward. Thus, being influenced by sunk costs served
the pigeons well in the experiment, as this tendency undoubtedly does in
nature.

The pattern of behavior exhibited by the pigeons was extremely simple:
pause for a second or two and then peck rapidly. The discriminative stimu-
lus controlling that pattern was the green button in the context of the ex-
perimental chamber. The patterns of everyday human behavior are of
course much more complex. To a large extent, however, everyday human
life is improved by the tendency to preserve a pattern of behavior once it
has begun—to stick with earlier decisions, with resolutions, with prom-
ises we have made to other people and to ourselves, to finish the job we
started—in other words, to be influenced by sunk costs. As the next chap-
ter will show, our personal and social reputations for consistency in pat-
terning are so significant that, one way or another, they form the very basis
of our self-concepts.®

Many of the verbal rules, axioms, and advice we extract from our experi-
ence, including formal education, are essentially aids in maintaining a
planned pattern of behavior despite immediate temptations to deviate
from that pattern. Water needs no map to go downhill. But when the path
to our destination is not the one we would naturally take at the moment, a
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map or a verbal plan comes in handy. The difficulty of achieving consistent
behavioral patterning lies in the abstract nature of its benefits and the ab-
stract nature of the behavior itself. It is more difficult to play a melody, for
example, than to repeat a single note over and over again. The melody has
to be planned in advance, whereas the single note needs no plan. That is
the value of discriminative stimuli in self-control.

GLOBAL CONTINGENCIES. An experiment with pigeons by Heyman and
Tanz (1995) illustrates the power of discriminative stimuli to signal global
contingencies. The choice faced by the pigeons in this experiment was
much like the choice faced by the human subjects in the Kudadjie-Gyamfi
and Rachlin (1996) experiment. The pigeons chose between pecking two
different-colored buttons. If the pigeons distributed their pecks on the but-
tons so as to maximize the local reinforcement rate, they would in fact
minimize the overall reinforcement rate. Faced with these contingencies,
the pigeons did maximize local at the expense of overall reinforcement
rate. Then, “to help the pigeons learn what was ‘good’ for them” (Heyman,
19963, p. 571), a light in the experimental chamber turned from blue to
white to signal increases in the overall reinforcement rate. With this signal
the pigeons altered their behavior and began to maximize overall rein-
forcement rate, ignoring local reinforcement rate. The signal therefore did
help the pigeons to learn what was good for them.

I mentioned in Chapter 4 that many soldiers who became addicted to
heroin in Vietnam had little difficulty in breaking their addiction once
they came home. The principles discussed in this chapter provide a reason
why this was so. The superordinate stimuli present in Vietnam (like the
yellow light in the Nevin and Liebold experiment) were discriminative
stimuli for one set of reinforcement contingencies (high value of drug tak-
ing relative to social support), while the drastically different superordinate
stimuli present at home were discriminative stimuli for another set (high
value of social support relative to drug taking). Nonetheless, while the
value of taking heroin is realized as soon as the drug is injected, the value
of social support takes a while to develop and is not easily perceived. To
phrase it differently, the value of heroin is local while that of social support
is global or abstract.

People who develop an addiction, not in a drastically different environ-
ment like Vietnam but here at home where they will live for the rest of
their lives, should nevertheless provide some strong stimulus to distinguish
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the new situation from the old—a haven, as it were, from their addiction.
Then, they have to expand that haven so that it encompasses the whole of
their lives. Institutions such as hospitals and clinics may initially serve in
this capacity but it is very difficult to expand their control outside their
walls. Institutions may act in an addict’s life in just the opposite way from
how Vietnam acted. They may become distinct discriminative stimuli for
abstinence while the addict’s home environment remains a discriminative
stimulus for addictive behavior. Therapeutic environments closer to home,
like Alcoholics Anonymous, may not reduce addiction as efficiently as a
clinic but they have the advantage of more easily expanding their behav-
ioral control from local to global contingencies in the addict’s life.

DELAY OF GRATIFICATION. Recall from Chapter 2 the delay of gratifica-
tion procedure (Mischel, Shoda, and Rodriguez, 1989): The experimenter
puts a less-preferred reward (a pretzel for example) in front of a child. She
tells him that she will leave the room and will return with a more-preferred
reward (a marshmallow, for example). The child may signal the experi-
menter to come back into the room (by ringing a bell) before the experi-
menter does so on her own. If the child makes the signal, he gets the small
reward (the pretzel) and forfeits the large one (the marshmallow). If the
child refrains from signaling until the experimenter comes back, he gets
the large reward. The experimenters observe how long each child waits
(delays gratification) before signaling.

Delay of gratification depends on age of the subjects and other variables
that might be expected to affect the steepness of discount functions. As ar-
gued in Chapter 2, the expected delay to the larger reward increases with
elapsed waiting time.” Steeper discounting will bring the current value of
the large reward below that of the smaller immediate reward and the child
will signal for the experimenter to return.

Delay of gratification is highly sensitive to instructions and to waiting
conditions. When the rewards are exposed or when children are told to
think about consuming them (about how “crunchy and tasty” the pretzel
is), they ring the bell sooner. When the rewards are hidden, or when chil-
dren are given a task to do during the waiting period, or when they are told
to imagine the small reward as a nonconsumable object (a toy log, for ex-
ample) they wait much longer before ringing the bell.

The words that the experimenter says to the child establish a context;
that is, they are discriminative stimuli for actions appropriate to various
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situations. The larger reward (the marshmallow) has a large social compo-
nent. The child wants to please the adult, to behave well, and it has been
made clear that waiting is behaving well. The alternatives in the delay of
gratification procedure are not just small versus large rewards but also par-
ticular rewards (eating the pretzel) versus more abstract rewards (pleasing
an adult or being a good child).®

Providing discriminative stimuli for consumption (like the sight of the
pretzel or the words “crunchy and tasty”) increases the likelihood that
consummatory behavior will be highly valued. Providing discriminative
stimuli for an activity that conflicts with consumption (playing with a
pretzel is incompatible with eating it) increases the likelihood that behav-
ior incompatible with consumption will be highly valued; hence the child
waits longer.

MONITORING. Perhaps the most serious obstacle to self-control is faulty
perception of one’s own behavior. It is much more difficult for an alcoholic
to perceive how much he is drinking than it is for his friends and family
members to perceive how much he is drinking. The same is true of smok-
ing—even though cigarettes are easily countable and come in packs that
also are easily countable. A heavy smoker may know that she consumes
three packs a day because she has to buy three packs, but that realization is
in a sense forced upon her. While she is smoking, she has only a dim idea of
where she is in the count. Consequently, maintaining a running total of
how many cigarettes have been smoked so far each day, and keeping that
total in an easily accessible place like a handbag or shirt pocket (providing
a source of feedback) is often enough to reduce smoking.

Recall the ongoing study of smoking patterns at Stony Brook. Smokers
are asked to reduce the variability of the number of cigarettes they smoke
each day by keeping the number constant over five-day periods. That is,
they smoke freely on day 1, keeping track of the number of cigarettes they
smoke that day (by putting the butts in a plastic bag or removing a tab
from a card). On days 2 through 5, they try to smoke the exact same num-
ber each day. We have seen that focusing the smoker’s attention on patterns
over five-day periods reduces smoking significantly below that of smokers
who only monitor their smoking. Interestingly, however, the smokers who
are just keeping count of the number of cigarettes smoked each day (the
control group) are also significantly reducing their smoking.

Why does monitoring work as a self-control method? Just smoking a
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cigarette that happens to be the twenty-fifth cigarette smoked that day is
quite different from smoking a cigarette that is known to be the twenty-
fifth cigarette smoked that day. In the former case, the act of smoking the
cigarette stands alone as the most valuable alternative available within the
next five minutes; in the latter case, smoking this cigarette is part of a larger
pattern that is much less highly valued.

The experiment shows that providing a discriminative stimulus for
number of cigarettes smoked over five days is more effective in reducing
smoking than providing a discriminative stimulus for number of cigarettes
smoked over a single day. But even providing a daily discriminative stimu-
lus is more effective in reducing smoking than not providing any—other
than the smoker’s own unaided, cloudy perception.

An example of the power of monitoring to aid in self-control is an ex-
periment by Castro and Rachlin (1980) with people trying to lose weight.
The original purpose of the experiment was to test whether it is possible
for people to effectively reward or punish themselves. It was known that if
dieters rewarded themselves by taking, from a dish next to a scale at a
weekly weigh-in, an amount of money proportional to the weight they had
lost that week, they would lose more weight than dieters who simply
weighed themselves (Mahoney, 1974). Our experiment replicated this find-
ing, but we had another group of dieters who “punished” themselves by
putting into the dish an amount of money proportional to the weight they
had lost. Instead of gaining weight, which they would have done if this pro-
cedure was an effective punishment for weight loss, these dieters actually
lost more weight than those who “rewarded” themselves. Thus, it was not
self-reward that caused dieters to lose weight when they took money from
the dish, but the feedback provided by the money. This feedback was more
salient when money was put into the dish than when money was taken out
(monetary losses have been frequently found to be much more effective
than equal monetary gains) and so was more effective as a discriminative
stimulus for weight loss.’

The problem with self-monitoring as a means of self-control is that it is
almost as difficult to get yourself to monitor your own behavior as to con-
trol that behavior in the first place. Self-monitoring is often the hardest
part of a self-control program. Several subjects in the smoking study at
Stony Brook dropped out (losing as much as $100 in participation fees)
because they found self-monitoring so onerous.

I have a book, a pamphlet really, called “Dial Away Your Fat,” originally
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published in 1937 and still in print. It contains a not-very-useful table list-
ing calories in certain foods and a cardboard dial on the front which can be
used to count calories. When my weight rises above a certain point, I take
the book from the drawer, put it in my shirt pocket, and use it to count cal-
ories. It works like a charm. The only problem is that I can hardly bring
myself to put it in my pocket and I often “forget” to do so. Monitoring is
effective but monitoring is difficult. It is harder for me to count calories
than to reduce calories once they are being counted.

A second problem with self-monitoring is the same as that with any
discriminative stimulus for self-control. When the stimulus is taken away,
the self-control disappears as well. When I take the calorie book out of my
pocket, my weight starts to creep up. Thus self-monitoring cannot be a
permanent solution to a serious self-control problem like drug addiction
or alcoholism. What is needed in those cases, as previous chapters indi-
cate, is the development of long-term patterns of a positive addiction such
as social activity. These patterns depend in turn on the establishment of
clear discriminative stimuli distinguishing them from long-term patterns
of negative addiction. This is, to be sure, a difficult and lengthy process—
but it is one that will last. Self-monitoring may be the first and perhaps the
most difficult step in the development of the process.

Probability

The function of a verbal rule is to reach back into the past—into the
hearer’s reinforcement history—and apply that history to the present situ-
ation so as to guide current behavior. A verbal statement of a probability is
a quantitative verbal rule. Like any verbal statement it is a guide to behav-
ior, but a probability statement is a graduated guide. The difference be-
tween “If you cross the street against the light you may get hit by a car” and
“If you cross the street against the light the probability of your being hit by
a car is .25” is a difference in precision. Both statements are discriminative
stimuli and both rely on a certain reinforcement history (experience with
cars, streets, punishment by parents, effects of the environment in general,
as well as other instances of compound discriminative stimuli). The proba-
bility statement relies on an additional kind of history—a history of expe-
rience with random events such as outcomes of spinners, playing cards,
dice, and so forth.

The weather report “75 percent chance of rain” is a discriminative stim-
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ulus that refers to a set of complex contingencies that have occurred in the
past—relationships between previous conditions (like those prevailing to-
day) and outcomes (rain or no rain). The weather report serves as an accu-
rate guide to behavior only to the extent that it adequately represents those
prior contingencies. In the psychology laboratory a verbal probability, a
picture of a spinner or pair of dice, a hand of cards, or any gambling device
presented to a human subject, is a discriminative stimulus dependent on
that subject’s prior experience with such devices. In experiments with
nonhumans no such prior experience may be assumed. To present a prob-
ability to a pigeon, for example, there is no substitute for many experimen-
tal sessions of exposure to that probability.!

CALCULATING PROBABILITIES. The mathematics of probability is the
mathematics of fractions. The first question to ask about fractions is, frac-
tions of what? In terms of pure mathematics, the answer is, fractions of the
number one, or fractions of a unit. When we apply the mathematics of
fractions to other spheres, it becomes necessary to say what a unit is.

Let us consider a few conceivable units, illustrated in Figure 6.1. The rule
that must be followed is that the fraction cannot go above one or below
zero. If it does, terms have to be redefined; it will be impossible to apply the
mathematics of fractions to the other spheres where, after all, our interest
lies. There is no collection of individuals greater than all, no proposition
more certain than a true one, no object that occupies more space than ev-
erywhere, and no event that occurs more often than always. Correspond-
ingly, there is no collection of individuals fewer than none, no proposition
less certain than a false one, no object that occupies less space than no-
where, and no event more rare than one that never happens.

A case can be made to consider any of the nonmathematical dimensions
of Figure 6.1 as a fundamental probability and to derive the rest of the
probabilities from it. For instance, one person may argue that space and
time may be broken into individual elements on the all-none dimension.
Logical propositions must be propositions about something; otherwise
they cannot be true or false. Thus logic, as well as space and time, can be
reduced to individual elements ranging from none to all. Another person
might argue that the words on this page, if they mean anything, can be re-
duced to logical propositions. That person might say that probabilities ap-
ply not to individual objects themselves, nor to objects in space and time
but to propositions—sentences—such as those of a weather report or
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Mathematics
0o Fraction 1
Individuals
NONE Some ALL
Logic
FALSE Possible TRUE
Space

NOWHERE Somewhere EVERYWHERE

Time

NEVER Sometimes ALWAYS

Figure 6.1. Conceptions of probability.

those we may say to ourselves. A probability exists in our language, not in
things; a chair cannot be probable, any more than it can be true or false.
Thus, all probabilities reduce to logical propositions.

A third and fourth person, arguing together, could say that space and
time define our concept of a thing. Nothing exists outside both of these di-
mensions. For these two people, language is only a kind of action—writing
or speaking—existing in space and time. Individuals, logic, everything
must be expressible in space and time; hence probability is also so express-
ible. If these two people should continue the argument, together, you can
easily imagine one turning on the other and the subsequent debate over
whether space or time is more fundamental.

Here I will be ecumenical and apply the mathematics of fractions when-
ever convenient and consistent with the definition of probability as a grad-
uated guide to behavior. A person’s behavior may be guided by individual
fractions (the fraction of students at a given college who go on to graduate
or professional school) ranging from none to all, by propositional state-
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ments (“If you cheat on your income tax, you'll get caught”) ranging from
false to true, and by spatiotemporal events (traffic jams on a given road)
ranging from nowhere and never to everywhere and always.

There is no such thing as a one-shot probability. To speak of the proba-
bility that the world will end tomorrow is to assume that in a very large
number of worlds like ours some fraction of them will end on a given day.
This fraction might be based directly on astronomical observations of such
events as worlds ending in other solar systems or might be calculated as the
coincidence of other events that we can observe. Many apparent one-shot
probabilities are based on such coincidences. The likelihood of a nuclear
war, for example, may be approximated by multiplying the probabilities of
a series of mistakes and miscommunications, each of which may have oc-
curred with some frequency in the past. The fact that a nuclear war (ex-
cluding World War II) has never happened does not mean that its proba-
bility is zero.

PROBABILITIES AND SIMPLE AMBIVALENCE. Imagine that you are
standing on one side of a door and on the other side is a man with a spin-
ner and a dollar bill. The spinner is divided into 7 sections, one black and
the rest (n — 1) white. When you knock on the door, the man immediately
spins the spinner’s arrow. The arrow takes ¢ seconds to come to rest. If it
lands on the black section, the man passes the dollar bill to you through a
slot in the door. If it lands on a white section, the man waits t seconds and
then spins again. He keeps spinning, waiting ¢ seconds between spins, until
finally the arrow lands on black. He passes the dollar bill through the slot
and stops. How long would you expect to wait between knocking and re-
ceiving the dollar? The expected waiting time (d) depends on the probabil-
ity of the arrow’s landing on black (p = 1/n), the trial duration (c), and the
intertrial interval () according to the following formula:

g=<tr, (6.1)

p

Let us assume that the trial duration c is essentially zero (the spinner
takes a negligible time to come to rest). Then,

d=t1/p—1) =10 (6.2)

where 6 is the “odds against” the spinner’s landing on black. Equation 6.2
says that the expected waiting time to a probabilistic event is proportional
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to the odds against its happening. If, as in the above example, the probabil-
ity of the spinner’s landing on black were .1, the odds against the spinner’s
landing on black would be (1/.1 — 1), or 9 to 1. If the man waited 1 minute
between spins (f = 1), your average or “expected” waiting time between
the knock and the dollar would be 9 minutes. If the spinner consisted of all
black sections, then p = 1,0 = 0, and your expected waiting time would be
zero. That is, you would surely get the dollar after the first spin (which we
are assuming takes a negligible time). If the spinner consisted of all white
sections, then p = 0,0 = o0, and you would never get the dollar. In general,
the lower the probability or the longer the intertrial interval, the longer
the delay.

If Equation 6.2 expresses a meaningful relationship between probability
and delay then the waiting time d derived from a probability should dis-
count a reward in the same way as a delay discounts reward. Recall Mazur’s
hyperbolic delay discount function (Equation 2.2):

v
Y=
1+kD

(2.2)

Equation 2.2 expresses the value of a delayed reward (v) as a function of its
value if it were immediate (V) and its delay (D). If hyperbolic discounting
also applies to probabilistic rewards we should be able to substitute delay d,
as calculated by Equation 6.2, for delay D in Mazur’s hyperbolic delay dis-
count function:

14 \%
V: =
1+kD 1+kt6

(6.3)

To test Equation 6.3, Raineri and I asked human subjects to make a se-
ries of hypothetical choices between probabilistic (but immediate) rein-
forcers on the one hand and delayed (but certain) reinforcers on the other
(Raineri and Rachlin, 1993). Our subjects were asked to choose between
$1,000 with a given probability (for example, p = .5) to be received imme-
diately and $1,000 for sure with a delay of zero. Of course all subjects chose
the latter. Then we increased the delay of the certain $1,000 in steps until
finally the probabilistic $1,000 was chosen. For example, a subject might
have preferred the immediate $1,000 with p = .5 to $1,000 delayed by two
years, but preferred $1,000 delayed by one year to $1,000 with p = .5.If so,
we assumed a point of indifference at 1.5 years. This is a titration proce-
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dure. The experimental subject was essentially used as a scale to balance
the probabilistic and delayed rewards.

After obtaining a point of indifference at one probability, we changed
the probability and began again until we had obtained indifference points
over the whole range of probabilities. Each subject was tested at all proba-
bilities and each probability was tested twice, once with the titrated delays
starting from zero and increasing (as described above), and once with the
delays starting at a very high value (how high depended on the probability)
and decreasing. Setting the delayed reward (Equation 2.2) equal to the
probabilistic reward (Equation 6.3),

v Vv
1+kD 1+kt6’

D=t0, D=t(l/p—1) (6.4)

Figure 6.2 shows our results, with probability on the horizontal axis and
the equivalent delay on the vertical axis. (The constant ¢ was a single free
parameter.) The solid line is the prediction of Equation 6.4. Clearly, our
subjects were able to balance probabilistic and delayed rewards as Equation
6.4 predicts.

If probability discounting corresponds to delay discounting there
should be probabilistic processes corresponding to the delay discounting

10,000

1000 +

100 -

10 A

EQUIVALENT DELAY (days)

1 T T T T
0.0 0.2 0.4 0.6 0.8 1.0

PROBABILITY

Figure 6.2. Results of the Raineri and Rachlin (1993) experiment.
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processes discussed in Chapter 2. Indeed this is the case. Just as organisms
tend to favor smaller immediate rewards over larger delayed rewards, they
tend to favor smaller certain rewards over larger probabilistic ones. For ex-
ample, most people prefer $100 for sure to $210 with a probability of .5.
The expected value of a reward is its probability multiplied by its amount.
Expected value is the average amount of reward per trial over a long series
of trials. The expected value of the sure $100 is $100, while that of the
probabilistic $210 is $105. Nevertheless, people prefer the sure reward.

We do not usually identify this fiscal conservatism with impulsiveness,
yet the processes correspond. In real-life situations, probabilistic rewards
may be obtained sooner or later by persistence. The worker who leaves a
steady job to start a business that has the potential to pay three times as
much as the job may have to fail several times before succeeding. De-
pending on the riskiness of the business, success (the large reward) may be
more or less delayed. Thus, to give up the steady job is an act of self-control
as we have defined it here. It is to give up a smaller present good for a larger
uncertain (hence delayed) one.

Just as a programmed uncertainty, like repeated spinner trials, implies a
delay, so does a programmed delay imply uncertainty. As indicated in
Chapter 2, our modern culture tends to make delayed rewards more cer-
tain than they were in more primitive societies. A bird in the hand is worth
two in the bush, but just half of two in a supermarket case. But even in our
culture, delayed rewards are never perfectly certain. A bank may fail, and is
more likely to fail the longer we keep our money there. And humans are
mortal. We may die before collecting a large and apparently certain reward
for which we have given up some momentary pleasure.!!

As shown in Chapter 2, hyperbolic delay discounting predicts a prefer-
ence reversal between an initially preferred smaller-sooner reward and an
initially dispreferred larger-later reward. As a common delay, added to
both rewards, gets larger and larger, the larger-later reward comes to be
preferred. (Conversely, if a larger-later reward is initially preferred to a
smaller-sooner reward, subtracting a common delay from both rewards
may reverse that preference.) A corresponding phenomenon occurs with
probabilities and is known as Allais’ paradox (Allais, 1953). If an initially
preferred smaller-surer reward and an initially dispreferred larger less-sure
reward are both made equally less sure (by reducing the probability of
both by an equal fraction), preferences may reverse.

Consider the worker who has decided to hold onto a low-paying certain
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job rather than go into a business that will potentially pay three times as
much as the job but has only a 50 percent chance of succeeding. The econ-
omy goes into recession and both probabilities decrease by half; the for-
merly secure job now has a 50 percent chance of being eliminated (by
downsizing) and the business has only a 25 percent chance of succeeding.
The worker is now more likely to quit the job and try the business.

With both probability and delay discounting, common additional dis-
counting blurs the distinction between the probabilities or delays of the al-
ternatives under consideration and makes the differences in amount of the
rewards (the V’s in the discount equations) relatively more salient.

In the case of delay discounting, it is this preference reversal phenome-
non that allows commitment to the larger alternative. Figure 6.3a (similar

a. COMMITMENT WITH DELAY smaller-sooner
reward

larger-later
reward

first-stage
choice

Ié delay to larger-later
second stage

reward

b. COMMITMENT WITH PROBABILITY

smaller-surer
reward

larger less-sure
reward

odds against

larger less-sure
second stage

reward

Figure 6.3. (a) Strict commitment with delay. (b) Analogous structure of
commitment with probability.
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to Figure 2.9a) shows how commitment works with delays. When a large
and a small reward are both in the distant future (the large reward slightly
more distant) the large reward is preferred. As time passes and the dis-
tance to both rewards diminishes, and if no commitment process is insti-
tuted (if the upper path is chosen at the first stage in Figure 6.3a), the
smaller reward will eventually be available immediately and will be chosen.
However, if a commitment is made at the first stage to the alternative pre-
ferred at that time (if the lower path is chosen), the larger reward will be
obtained.

Rachlin, Castrogiovanni, and Cross (1987) constructed a probabilistic
commitment paradigm, illustrated in Figure 6.3b, equivalent to the delay
commitment paradigm. Using a spinner with numbered sectors (like a
roulette wheel), we varied probability by changing the number of sectors
signifying a win or a loss. Each trial began with a first-stage choice between
a given probability of proceeding to a second-choice stage (the upper path
in Figure 6.3b) or an equal probability of proceeding to a single alternative
(the lower path).

When choosing at the second stage between a larger less-sure (mone-
tary) reward and a smaller-surer reward, the subjects (Stony Brook under-
graduates) tended to choose the smaller-surer reward. And when the prob-
ability at the first stage of going on to the next stage was high (15/18),
subjects chose the upper path (and at that point chose and obtained the
smaller-surer reward). When the probability at the first stage was low (3/
18), subjects chose the lower path leading to commitment to the larger
less-sure reward. Thus, as with delay, commitment to a larger reward de-
pended on the degree of the common additional discounting of both re-
wards.'? Recall that, by analogy to delay discounting, when the expected
value of the risky option is higher than that of the more secure option,
choosing the more secure option is impulsive.

PROBABILITIES AND COMPLEX AMBIVALENCE. Complex ambivalence
is a conflict between abstract rewards (like generally being sober) and spe-
cific rewards (like having a drink now). Probabilities also may be abstract
or specific and a conflict may arise in the behavior they guide. Suppose you
were on a beach and saw a man coming out of the water in flippers, mask,
and wetsuit. You and your friends, bored at the beach, bet on what his pro-
fession is. You might bet that he is a navy frogman on the grounds that
navy frogmen are more likely to be dressed in that way than members of
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any other profession. But you would have better odds of winning if you bet
that he is a lawyer, simply because there are so many more lawyers than
frogmen.

The fractions of lawyers and frogmen in the population are called base
rates. Being population statistics, base rates are more abstract in the sense
that they are farther away from the case at hand than specific probabilities
such as the fraction of lawyers or frogmen who wear wet suits. That is, if
you drew a circle representing the population, you could then draw a sec-
ond circle representing the number of lawyers in the population wholly
within the first circle, and a third circle representing the number of lawyers
who ever wore a wet suit wholly within the second one. As the circles get
smaller, the information they convey grows more specific (eventually tight-
ening around one particular person).

Just as people tend to ignore abstract alternatives in clear-cut self-
control situations, they tend to ignore base rates when making decisions
(Tversky and Kahneman, 1982). If, as has been argued above, base rates
and specific probabilities are discriminative stimuli, that is, guides to be-
havior, then when base rates and specific probabilities conflict, ignoring
base rates is a kind of impulsiveness.

Ignoring base rates becomes more serious (than making bets on the
beach) in the case of medical decisions. Making up statistics for the sake of
illustration, let us suppose that at any given time 5,000 Americans have
pneumonia while 5,000,000 have a common cold. Assume that all 5,000
with pneumonia have the symptoms of headache, congestion, cough, and
high fever. Suppose also that only 1 percent of the people who have a cold
(that is, 50,000 people) have this particular cluster of symptoms. Because
the immediate probabilities are so extreme (100 percent for pneumonia
and only 1 percent for a cold), when we have these symptoms we tend to
believe that we have pneumonia. Yet the odds are still 10 to 1 (50,000 to
5,000) that it is only a cold. (Of course, even if these made-up statistics
were true, [ am not implying that you shouldn’t go to the doctor and find
out for sure.)

If base-rate neglect is a kind of impulsiveness, what can be done about
it? We know that, with delay, clear discriminative stimuli for abstract con-
tingencies tend to decrease impulsiveness and increase self-control
(Heyman, 1996a; Heyman and Tanz, 1995). It has also been found, in
probability experiments with both human and nonhuman subjects, that
clear discriminative stimuli increase the influence of base rates on choice.
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As Fantino (1998, p. 357) says, “The base-rate problem may be seen as one
of multiple [discriminative] stimulus control, in this instance control by
the base rates and control by the case cue [the particular probability].”

Cognition and Motivation in Self-Control

So ignoring base rates may become a self-control problem. Is also a cogni-
tive problem. As with the primrose path experimental procedure described
in the previous chapter (Kudadjie-Gyamfi and Rachlin, 1996), cognition
and motivation are not readily separable. According to Plato, there is no
fundamental difference between knowledge (cognition) and self-control
(motivation). (See Rachlin, 1994, for a detailed discussion of Plato’s psy-
chology.) Plato’s fundamental concern was to distinguish between the par-
ticular and the abstract. He identified the abstract/particular dimension
with the dimensions of good/bad, reality/illusion, long duration/short du-
ration, and knowledge/ignorance. According to Plato, a wise person is by
definition a good person. If a person is not good, that person is not wise.
You cannot truly know what is good for you and yet do what is bad for
you. Or, as Plato put it, “we cannot want what is bad for us” (Gorgias, 486¢)
except out of ignorance. Thus knowledge cannot be hidden; it has to be ex-
hibited in good behavior. If it is not so exhibited it is not true knowledge.
Good behavior in turn is behavior directed to abstract ends (abstract re-
wards, in our terms). Behavior directed to particular ends can achieve ab-
stract ends only by accident. The squirrel that “saves” nuts, like all nonhu-
man animals, is exhibiting self-control only by accident—Dbecause in this
case the behavior that serves immediate ends (the pleasure of burying
nuts) also serves abstract ends (preservation of its life over the winter). The
squirrel may thus be good without being smart. For human beings, in
cases where pleasure conflicts with goodness (in cases of simple or com-
plex ambivalence), knowledge and goodness (cognition and motivation)
do coincide. They cannot be relegated, as much modern psychology tries
to do, to different parts of the brain. The next chapter will extend this ar-
gument from individual good (self-control) to social good (cooperation).
The reason for discussing this philosophical issue at such length is that
probability seems to be a strictly cognitive variable, whereas delay seems to
be a strictly motivational variable. But we cannot go on to discuss such is-
sues as gambling (in the appendix to this chapter) and social cooperation
(in the next chapter) without seeing these two variables as mutually inter-
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changeable. The Kudadjie-Gyamfi and Rachlin (1996) primrose-path ex-
periment was discussed in the last chapter in terms of programmed delays
(when subjects chose the shorter immediate delay they increased delay
overall). The experiment may also be seen in terms of probability dis-
counting. At the end of the experiment, none of the subjects could verbal-
ize the delay contingencies. Various amounts of reinforcement may have
been associated probabilistically with pressing either button. Moreover, the
subjects in any self-control experiment and in real-life self-control situa-
tions may be seen as gambling on their own future behavior. The smoker
who refuses a single cigarette is essentially betting that he will continue to
refuse cigarettes. Otherwise his single act of self-control will have been
meaningless—he might as well have taken the cigarette. Thus, refusing the
cigarette is a choice of a larger less-probable reward (good health) over a
smaller more-probable reward (the pleasure of smoking the cigarette) just
as much as it is a choice between a larger delayed reward over a smaller im-
mediate reward. Every act of self-control may be viewed in terms of delays
or probabilities. And, as the next chapter will show, so can every act of so-
cial cooperation—even those that appear to be altruistic.

Appendix: The Attraction of Gambling

If risk taking is self-control and risk avoidance is a lack of self-control, how
can gambling, which certainly is taking a risk, also be a lack of self-control?
Let me begin to try to resolve this apparent contradiction with a true story.

My fellow guests at a recent seder at the home of my son-in-law’s
parents were mostly retired people in their sixties or seventies. When I
mentioned at this gathering that I was doing research on the psychology of
gambling, I expected a smattering of interest but not the outpouring that
actually occurred. It turned out that every single one of these motherly
and fatherly old folks (my age, actually) was a regular, if not a compulsive,
casino gambler. One man described without shame how he would go into
a trance at the poker machine and gamble rapidly without thinking; a
woman told me how she would switch from one slot machine to another
until she found a “hot” one.

I should have known. Atlantic City and Foxwoods are meccas for bus-
loads of elderly people from various organizations in the area. You pay
about $20 for the bus and get a certificate for the bus fare (plus or minus a
few dollars) redeemable in quarters on the casino floor.
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Why do they do it, I asked, when over the long run they have no chance
of winning? The more experienced they are, the more they should recog-
nize that fact. Yes, they do recognize it. But why go? The answer around the
seder table was universal—for the excitement. One gray-haired woman de-
scribed, with a glint in her eye worthy of a crack addict, how gambling was
her life. If they took away her machines, she didn’t know what she would
do. But what was so exciting about losing money? Why not just ceremoni-
ously burn the hundred or so dollars she often lost in Atlantic City? The
question drew laughs around the table. It was the gambling itself, the pos-
sibility of winning or losing, that made the casino so exciting. Moreover,
the excitement of gambling was well worth $100 to her. A movie and din-
ner out would cost as much, occupy less time (of which she had plenty),
and not be half as much fun. Why the possibility of winning and losing
was so exciting, she could not say.

For an explanation of the thrill of gambling one must turn to research
findings. Laboratory research with people playing for very low stakes (what
research funding agencies can afford and what human-subject protection
committees will permit) and nonhuman animals playing for high stakes
(very hungry pigeons and rats spending effort and winning food rewards)
demonstrates unequivocally that random rewards (the kind provided by
gambling) generate rapid, compulsive behavior.

A hungry rat can be trained to press a heavy lever (a rat-sized version of
the lever of a one-armed bandit) to receive, on a random basis, a few pel-
lets of food. Technically, gambling is a “random-ratio schedule of rein-
forcement.” A schedule of reinforcement is in essence a rule that relates re-
wards received to behavior emitted. On the other hand, a piecework wage
that pays a fixed amount for a specified number of items produced would
be a “fixed-ratio schedule.”

A rat choosing between two levers, one paying off on a fixed-ratio
schedule (say, one pellet for every tenth lever press) and the other, an
equivalent random-ratio schedule (1 in 10 probability of any given lever
press paying off) far prefers the random-ratio schedule. The rat is gam-
bling with calories of energy for a payoft in calories of food. The experi-
menter can adjust the odds that a given lever press will pay off so that on
average the rat receives more calories, the same amount, or fewer calories
than it uses in pressing the bar. But it does not matter. Over a wide range of
odds the rat strongly prefers the random-ratio schedule to the equivalent
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fixed-ratio schedule, and with the random-ratio schedule will press the le-
ver as quickly as it can, pausing only when it is exhausted.

A rat pressing the lever at the longest odds, where calories out exceed
calories in, would eventually starve to death if not otherwise fed. Hungry
pigeons pecking at buttons and well-fed undergraduates pressing buttons
to obtain small cash rewards also respond very rapidly with random-ratio
schedules and prefer them to equivalent fixed-ratio schedules.

Such behavior seems to contradict people’s usual tendency to avoid risk.
People generally prefer sure things to risky prospects. The women at the
seder who risks an average of $100 per week at casino slot machines also
prefers $100 for sure to $200 if a flipped coin comes up heads. She would
prefer to take the sure $100 to the casino, convert it to quarters, and bet it
there. This is true even though she knows that the casino offers much less
favorable odds of winning than the strict even-money heads-or-tails bet.

The excitement of gambling seems to depend on repetitive actions (like
pulling the arm of a one-armed bandit) and many small bets as opposed to
one large bet. When I told the woman at the seder that once, passing
through Las Vegas, I put $50 on a single number at roulette, lost, and left
the casino, she said, “Where’s the fun in that?” (She was right, it wasn’t
much fun.) The attraction of gambling depends on repeated outcomes—
losses and wins—extending over hours, days, weeks, months of betting.
What is it about repetitiveness itself that makes gambling attractive? Anal-
ysis of the way people organize the losses and wins that repetitive gambling
entails, produces a likely answer. I call it the string theory of gambling.

When a person gambles over and over again, outcomes (wins and
losses) form strings. Below is a string of wins (W’s) and losses (Ls) deter-
mined by hypothetically flipping a coin and repeatedly betting on heads.
The number below each string is the number of dollars won or lost in an
even-money one-dollar bet on each flip. With adjustments for different
odds, the string could equally well apply to winning and losing poker
hands, roulette bets, scratch-off lottery cards, sports bets, or lever pulls on
a one-armed bandit.

w Lw LLW W LLLW LLLW W W W LLW W
+1 0 -1 +1 -2 -2 +1 +1 +1 -1 +1

According to string theory, the gambler unconsciously organizes long
outcome strings into substrings of losses followed by wins, as in the above
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illustration. That is, after each win the gambler, as it were, takes stock and
begins anew. (Similarly, a rat will pause very briefly after receiving a pellet
before beginning to press the lever again.) The spaces above after each win
represent this division into substrings.

Let us now suppose that the gambler has just won and is facing the next
string. He knows that he will sooner or later win again. The only question
is, will it be sooner or later? If sooner, the substring will be short (there are
six instances of the shortest possible substring—an immediate win—in the
above illustration); if later, the substring will be long (there are two in-
stances of relatively long strings—three losses followed by a win—in the
above illustration).

The point to note is that short substrings are proportionally better than
long substrings. In an even-money bet of $1, one-outcome substrings (im-
mediate wins) are net wins of $1, two-outcome substrings (a loss and a
win) are washes, three-outcome substrings (two losses and a win) are net
$1 losses, and four-outcome substrings (three losses and a win) are net $2
losses. If the net value of a string is not calculated until the string ends,
then the gain or loss of a short string will be realized sooner, whereas the
gain or loss of a long string will be realized later—that is, the gain or loss of
a long string is delayed. If a gain or loss is delayed, it is discounted. Because
short strings (in the above case only the shortest string) are net wins and
long strings are net losses, the gambler’s losses are subjectively discounted;
the gambler’s gains are subjectively valued at their full strength. Although
the sum of all the numbers in the above example is zero (no actual gain or
loss), the sum of all the discounted values would be highly positive.!?

A fair gamble is a gamble in which the probability of winning times
the amount won equals the amount bet. If casinos, racetracks, or the state
returned all money bet to gamblers in the form of winnings, these gam-
bles would be fair. Since none of these institutions returns all money bet,
the gambles are less than fair. If a gamble were fair, the shorter net win
substrings would be frequent enough to exactly balance out all of the
longer net loss substrings and in the long run the gambler would come out
even. In an unfair gamble, the longer substrings outweigh the shorter ones
and the gambler loses in the long run. Anyone who consciously or uncon-
sciously organized outcomes into substrings, as string theory says, and
then evaluated all substrings veridically would never bet on unfair gam-
bles. But no one can evaluate all substrings veridically. Instead, the longer,
negatively valued substrings are discounted.
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To summarize, the force underlying the attraction of gambling is a ten-
dency some of us have to organize strings of wins and losses into sub-
strings of so many losses (ranging from zero to infinity) followed by a win.
People who are attracted to gambling ignore repeated losses until they
finally cap them off with a win. Gamblers treat a string of losses as an in-
vestment; the eventual win is the return on the investment. When there
are few losses in a substring (the substring is short), the overall value of the
investment is positive; when there are many losses in a substring (the
substring is long), the overall value is negative.

In a casino, where all gambles have negative overall (expected) values for
the bettor (otherwise the casinos would make no money), the net losses
must overbalance the net wins. However, gamblers, like all organisms, “dis-
count” (or diminish the subjective value of) future events. The longer the
substring, the more distant in the future its end, the less important it is,
subjectively. Since these long substrings are all net losses, the longer the
string, the bigger the loss and the more it is discounted. Although in reality
the losses overbalance the wins, subjectively the (sooner) wins overbalance
the (later) losses and may do so even in casinos, where the overall values
for the bettor are negative.

Why then are we all not compulsive gamblers? The answer is that not all
of us organize strings of gambles into substrings consisting of losses fol-
lowed by a win. For nongamblers the losses are too important to ignore.
Nongamblers see each bet as an individual event, and when considering
gambles as individual events, people tend to avoid risk. The woman at the
seder, a woman who lived through the Depression and learned well the
value of a dollar, is horrified at the thought of risking $50 on a single bet.
But losing $100 a quarter at a time is exciting to her. Each 25-cent bet
sneaks in under her threshold of danger and can be ignored until suddenly
a $5, or $10, or $100 win ends the string.

The pernicious quality of casinos is that they offer a veritable menu of
bets. You can pick from among combinations of amount bet and odds of
winning where the loss will be below your threshold of danger and the win
(accompanied in the casino by bells, whistles, the clatter of coins) above
your threshold of excitement. Of course losses, no matter how small, add
up and in a casino must eventually add up to more than the wins. (Our
forebears must have been trying to protect us against our tendency to ig-
nore small losses when they set a minimum of $2 per bet at racetracks in
most states—in the days when $2 was a meaningful sum to most people.)'*
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The people at the seder, coming from a Depression background, are
probably not in danger of spending their rent money in the casino. They
take a certain amount of money with them, usually lose it, occasionally
win, blow the winnings on an expensive dinner or a present for their
grandchild, and come away happier. They are essentially paying the casino
to transfer their steady income (from Social Security or a pension) to a
variable income. Where’s the harm?

The harm comes when the excitement of winning becomes the main
source of satisfaction in a person’s life. An older individual is especially
vulnerable because the network of social support may have eroded over
the years (obviously not true of the people at the seder) and the cost of so-
cial support may be high. Then, as the eventual losses add up and other
sources of satisfaction (friends, family, work) are inevitably exhausted,
winning becomes the gambler’s only source of satisfaction and gambling
his only concern. If the compulsive gambler at that point is feeling happy,
then a win will make him feel happier; if the gambler is feeling unhappy
then a win will still make him feel better. But to win he has to gamble, and
gambling slowly but surely is going to make him feel worse and worse in an
absolute sense. At that point he is hooked.

What can be done about compulsive gambling? First, the state should
get out of the gambling business. The returns from lotteries to states, al-
though tangible and immediate, cannot be worth the ultimate cost. A rat
choosing between a fixed income of food per lever press (one pellet for
each ten presses, say) and a variable income (a probability of 1 in 10 of
earning a pellet per lever press) will choose the variable income every time.
It is not surprising therefore that some people (young active persons, not
only retirees) spend more time gambling than working. This scenario can
only be harmful to the state. By taking the short-term money and ignoring
the long-term harm, the state is itself in the position of an addict. It is as if
the state were running opium dens or crack houses.

On a personal level, it may be possible for gamblers to change the way
they organize their behavior. The object would be to create substrings
based on a fixed number of bets rather than an eventual win (or fixed
number of wins). The slots player should change machines after every ten
bets, not after a win or a loss. Many casino gamblers keep two accounts,
one for their stake (the amount they had, coming into the casino), the
other for winnings. Then the player bets from the winnings (bets with “the
casino’s money”).
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It would be far better to do just the opposite. For example, suppose you
came with $200, the amount you can afford to lose. Let’s say you bet $5 in
roulette and win back $45. You should put $5 back into your stake account
and $40 into a winnings account. Throughout the day you should only bet
with your stake account, never touching your winnings, When your stake
is exhausted, you should quit. If at that point you have more than $200 in
the winnings account, all well and good, you won. If you have less than
$200 in the winnings account (as will be the case most of the time), you
lost. Go home.

Of course, this method of accounting takes a lot of the fun out of gam-
bling and probably will not work for a compulsive gambler. She cannot
just go home. That is where all her troubles lie and that is where she should
start the attack on her gambling—by increasing nongambling social activ-
ity, reducing the cost of social support, getting a life.



CHAPTER

/

Self-Control and
Social Cooperation

The following passage from Anthony Trollope’s 1875 novel, The Way We
Live Now, presents an analogy between a character’s selfishness and his im-
pulsiveness (p. 17):

Whether Sir Felix . . . had become what he was solely by bad training, or
whether he had been born bad, who shall say? It is hardly possible that he
should not have been better had he been taken away as an infant and sub-
jected to moral training by moral teachers. And yet again it is hardly pos-
sible that any training or want of training should have produced a heart
so utterly incapable of feeling for others as was his. He could not even feel
his own misfortunes unless they touched the outward comforts of the
moment. It seemed that he lacked sufficient imagination to realize future
misery though the futurity to be considered was divided from the present
but by a single month, a single week,—but by a single night.

Trollope here attributes Sir Felix’s selfishness, his social narrowness, to his
lack of self-control, the narrowness of his time horizon. The purpose of the
present chapter is to examine more closely this analogy between the social
and temporal spheres.

For the last ten years or so, whenever I present the results of my research
on self-control at university colloquia or conferences, I have begun by say-
ing that I want to give the audience a phenomenal experience of complex
ambivalence by means of playing a game. Index cards are handed to 10
randomly selected people and the others are asked to imagine that they
have received one of the cards. They are requested to choose among hypo-
thetical monetary prizes by writing either Y or X on the card. The rules of
the game (projected on a screen behind me while I talk) are as follows:
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1. If you choose Y you get $100 times N.
2. If you choose X you get $100 times N plus a bonus of $300.
3. N equals the number of people (of the 10) who choose Y.

Let us analyze this game (which is called a multiperson prisoner’s dilemma
game).

Imagine you have one of the cards and that you know that the other 9
players have chosen Y. If you choose Y too, by rule 3 N = 10 and by rule 1
you each get $1,000. If, however, you choose X, by rule 3 N = 9 and by rule
2 you get $1,200 [($100 X 9) plus $300]. Thus, if everyone else chooses Y,
you get $200 more if you choose X than if you too choose Y.

Now imagine you know that the other 9 players have chosen X. If you
choose X too, then N = 0 and you each get just the $300 bonus. If, on the
other hand, you choose Y, N = 1 and by rule 1 you get $100. Thus, if every-
one else chooses X, you get $200 more if you too choose X than if you
choose Y.

In fact, it does not matter what anyone else chooses. You will always get
$200 more if you choose X than if you choose Y. By choosing X rather than
Y you decrease N by 1 (rule 3), losing $100 but gaining the $300 bonus.
The resultant is a $200 gain for choosing X. Logic thus says to choose X,
and any lawyer would advise you to do so. The dilemma (the source of am-
bivalence) is that if everyone follows the advice of their lawyers and indeed
chooses X, N = 0 and each gets $300; while if everyone ignores the advice
of their lawyers and chooses ¥, N = 10 and each gets $1,000. Therefore, Y
choices (“cooperation”) benefit the group as a whole, while X choices (“de-
fection”) benefit the individual at the expense of the group.

At this point I ask the 10 people holding cards to make their choices,
imagining as best they can what they would choose if the money were real
and letting no one else see what they have chosen. Then I collect the cards
and hold them until I finish my lecture. I have done this demonstration or
its equivalent dozens of times with audiences ranging from Japanese psy-
chologists to Italian economists. The result is about an even split between
cooperation and defection, indicating that the game does create ambiguity.

There are some variations, however. The record for the highest percent-
age of cooperation is held by a group of Italian economists, most of them
Marxists. They may have been trying to send a message to the American
capitalist psychologist lecturer! One audience was a mixture of American
and Japanese psychologists. In this case I gave out 20 cards and asked them
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to place a “J” or an “A” on the card to indicate their nationality. My lec-
ture followed one by a Japanese psychologist about the difference between
Japanese “sushi” psychology (cooperative) and American, “hamburger”
psychology (competitive). I therefore expected the Japanese to cooperate
more and defect less than the Americans did. The result was exactly the op-
posite—the Japanese cooperated less and defected more. Interestingly,
this result was predicted by the theory of the Japanese social psychologist
Toshio Yamagishi, which says that in a social dilemma, where the choice
made by the subjects is private, Americans will cooperate more than Japa-
nese (Yamagishi and Yamagishi, 1994).!

Figure 7.1 represents the contingencies of the prisoner’s dilemma game
that I ask my audience to play. The diagram is unfamiliar to the audience
but not to the reader of this book. It is an exact analogue to the primrose
path discussed in Chapters 3, 4, and 5 except that the abscissa represents
not time but social space. Point A represents the condition where everyone
cooperates; point C represents the condition where everyone defects. The
dashed line represents the (hypothetical) average earnings per person at
each value of N. Clearly, the more people who cooperate, the greater the
average earnings. But, as is shown by the two solid lines—ABC (the return
to each player who defects) and ADC (the return to each player who coop-
erates)—an individual always earns more by defecting than by cooperat-

Prisoner’s Dilemma
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Figure 7.1. The contingencies of the group prisoner’s dilemma experiment.
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ing. Thus social cooperation is to social defection as individual self-control
is to individual impulsiveness.

I have introduced this chapter with the above demonstration for the
same reason that I introduce my lectures with it: to give the reader a feeling
for complex ambivalence in a social setting. Later in the chapter I shall re-
turn to the relation of self-control and social cooperation in a context of
complex ambivalence. For now let me take a step back and discuss several
experiments that explore the self-control/social cooperation analogy in a
more molecular context.

The Probability of Reciprocation

Because there seems to be a relationship between the structure of self-
control and the structure of social cooperation, it is important to know
whether experience in one sphere transfers to the other. Jay Brown of the
psychology laboratory at the State University of New York at Stony Brook
is working on this problem; I now describe some of his completed research
(Brown and Rachlin, 1999).

The object of the experiments was to compare self-control with social
cooperation by humans playing a game. The game was played either by a
single player (“alone”) to study self-control, or by a pair of players (“to-
gether”) to study social cooperation. The subjects were all female under-
graduates at Stony Brook.

The game board is diagrammed in Figure 7.2a. It consisted of a rectan-
gular plastic tray divided into four compartments (“boxes”). Each box
contained three items:

A red or green index card with a picture of a door (“red doors” or
“green doors”).

A red or green key.

1, 2, 3, or 4 nickels as shown in Figure 7.2. (In subsequent experiments
1, 2, 5, or 6 nickels were in the boxes.)

The upper boxes both contained red doors; the lower boxes both contained
green doors. The left boxes both contained red keys; the right boxes both
contained green keys. Note that each right box held one more nickel than
the box to its left, and each upper box held two more nickels than the one
below it. All the items in the boxes were visible to the players.
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Figure 7.2. (a) The game board used in Brown’s experiments. (b) The
contingencies in those experiments.
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THE SELF-CONTROL GAME (“ALONE”). Each trial began with the appa-
ratus as pictured in Figure 7.2. To start, a player was given a red key. The
player could use that key to “open” one or the other red door (to choose ei-
ther the upper left or upper right box). That key was then surrendered. If
the upper left box was chosen, the player was permitted to take the 3 nick-
els and the red key from that box. If the upper right box was chosen, the
player was permitted to take the 4 nickels and the green key from that box.
Then the nickel(s) and key taken were replaced by the experimenter and
the next trial began. If a red key had been received on the previous trial, the
player could again choose between the two red doors as before; if a green
key had been received on the previous trial, the player could use the key to
“open” one of the green doors (to choose a key and nickels from either the
lower left or lower right box). The sequence is shown in Figure 7.2b.

The alone game is a self-control procedure in the sense that the behavior
leading to the higher current reward (choosing the right box with 2 or 4
nickels plus a green key) conflicted with the behavior that maximized
overall reward (choosing the left box with 1 or 3 nickels plus a red key).
Choosing the right box always earned the player one more nickel than
choosing the left box did, but at the cost of obtaining a green key. With the
green key the player paid for the 1-nickel gain (for choosing the right box)
on the previous trial with an average 2-nickel loss (having to choose be-
tween the lower boxes) on the next trial.

The best overall strategy in the alone game is always to choose the left
box, always receive a red key, and always earn 3 nickels. Always choosing
the right box yields a fixed return of 2 nickels per trial. Alternating between
the left and right boxes yields an average return of 2.5 nickels [(3 + 2)/2 or
(4 + 1)/2] per trial. Only on the very last trial does it pay to choose the
right box; but the subjects did not know when the experiment would end.

The alone version of the game duplicates the contingencies of a pris-
oner’s dilemma game against an opponent playing tit for tat (Axelrod,
1997). Tit for tat says; cooperate on the first trial, and from then on coop-
erate if your opponent cooperated on the previous trial and defect if your
opponent defected on the previous trial. Consider what it would be like to
play a repeated prisoner’s dilemma game against an opponent who plays
tit for tat. If you were to cooperate on the present trial, you would be able
to choose next time between the higher rewards (because the other player
would have cooperated). If you were to defect on the present trial, you
would be forced to choose next time between the lower two rewards (be-
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cause the other player would have defected). These are the very contingen-
cies set up by the keys and doors of the alone condition.

Because current choice of the lower available reward always leads to a
higher next-trial reward, current choice in the alone game depends on the
degree to which the (higher) next-trial reward is discounted. Since it can-
not be obtained until the next trial, the higher future reward may be dis-
counted by delay. But another possible source of discounting is probabilis-
tic discounting. A player may currently discount higher future reward by
the probability that she herself will fail to choose the lower reward on sub-
sequent trials.

Suppose a player has repeatedly chosen the higher current-trial reward
in the past, earning 2 nickels per trial. If she chooses the lower current-trial
reward on this trial only, and the higher current-trial reward on all subse-
quent trials, she will earn 1 nickel on this trial, 4 nickels on the next trial
(for an average of 2.5 nickels), then return to 2 nickels per trial. This might
not be enough incentive to choose the 1 nickel on the current trial. Yet if
she chooses the lower current reward on this trial and continues to do so,
she will eventually earn 3 nickels per trial, a 50 percent increase. This may
well be a sufficient incentive to choose the 1 nickel now. However, if by past
experience a player believes it unlikely that she will choose the lower cur-
rent-trial reward in the future, there is little incentive to do so in the pres-
ent. As discussed in the last chapter, probabilistic discounting may apply as
well in everyday-life self-control situations. If by past experience a dieter
believes it highly improbable that high-calorie foods will be resisted to-
morrow and on subsequent days, there is no reason to resist them today.

THE SOCIAL COOPERATION TASK (“TOGETHER”). The game as played
by two players together was the same as when played alone, except that the
two players, playing on a single game board, made choices on alternate tri-
als. After using her key to open a box, each player took the nickels in the
box for herself and then handed the key to the other player. Thus, after the
first trial, whether a player was permitted to choose between the upper
boxes (3 or 4 nickels) or between the lower boxes (1 or 2 nickels) depended
on the other player’s choice on the previous trial. This sequence is also
shown in Figure 7.2b. The players were not allowed to discuss the game.
Their only means of communication was through the choices they made.
This task has the essential properties of a prisoner’s dilemma game.?
Playing this game together, income would be maximized (at 3 nickels
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per trial) for each player if both players repeatedly chose the left box (co-
operated). However, the individual player would always gain more on the
present trial by choosing the right box (defecting). The penalty for defect-
ing—having to choose between the lower boxes—is suffered not by the
player who defects but by the other player, who inherits the green key.

There is an ambivalence in the together game as there is in the alone
game. A player wants to choose the right box with the higher number of
nickels (2 rather than 1 or 4 rather than 3). That is, she wants to defect.
She also wants to have a red key (to be able to choose between 4 and 3
nickels rather than between 2 and 1). She will only have a red key if her
partner chose the left box (if her partner cooperated) on the previous trial.
Since her partner has the very same motives, one way for a player to get
her partner to cooperate on the next trial might be to cooperate herself on
the present trial. Thus, each player has a reason to defect and a reason to
cooperate.

Cooperating is the very worst strategy in this game, unless the other
player also cooperates. Therefore the only reason to cooperate (within the
demands of the game) is to influence the other player to cooperate subse-
quently. The reward for cooperating in the social cooperation version of
the game must be discounted not only by the delay before the player’s next
turn, but also by the probability that the other player will reciprocate.

People’s estimation of the probability of other people’s future coopera-
tion might be expected to be lower than their estimation of the probability
of their own future cooperation. For this reason, a player who cooperates
with her own future self in the alone game (who consistently chooses the
lower current-trial reward) may defect from the interests of her partner in
the together game. This, in fact, is what we found.?

Four groups of subjects were tested in a standard “transfer” design. One
group played the game alone for forty trials. Another group played the
game together for forty trials. The third group played alone for twenty
trials (first phase) and then together for twenty trials (second phase).
The fourth group played together for twenty trials (first phase) and then
alone for twenty trials (second phase). Figure 7.3a shows the results aver-
aged over four-trial blocks. Subjects playing alone came to cooperate on
about 60 percent of the trials, while subjects playing together cooperated
on about 20 percent of the trials. When subjects were switched from play-
ing alone to playing together, cooperation decreased. When subjects were
switched from playing together to playing alone, cooperation increased.
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Experience in the first phase with one condition seemed to have no effect
on behavior in the second phase with the other condition.

With new subjects, Brown again performed the entire experiment as be-
fore, except that he increased the number of nickels in the two upper boxes
(with the red doors) to 5 and 6 (rather than 3 and 4 as shown in Figure
7.2). This manipulation maintained the self-control (and prisoner’s di-
lemma) contingencies but increased the larger delayed reward (the reward
for cooperation). The reason for increasing the larger reward was to make
sure that the alone condition presented a true conflict of motives rather
than just a cognitive problem—a problem in practical arithmetic. If the
alone condition were a true self-control problem, increasing the amount of
the larger-later reward should increase self-control as it has done in many
self-control experiments (Logue, 1988). If the alone condition were merely
a problem in practical arithmetic, increasing the amount of the larger-later
reward should have no effect. In a practical arithmetic problem, correct
answers are not increased by increasing the amounts. (If Johnny goes to
the store with $10 to buy groceries, just as many children will arrive at the
right answer as if he goes to the store with $20.)

The results of Brown’s second experiment, with the 5 and 6 nickels in
the upper boxes, are shown in Figure 7.3b. Subjects in the alone condition
cooperated on about 80 percent of the trials, rather than the 60 percent
found with the smaller next-trial rewards—evidence that the alone condi-
tion does indeed test self-control.

What about the together condition? Increasing the amount of the next-
trial rewards had no effect on the cooperation of subjects playing together;
they still cooperated on about 20 percent of the trials. Recall that the bene-
fit of cooperation in the together condition is realized only if the other
player reciprocates. A crucial variable in the together game is a player’s
subjective estimation of the probability that if she cooperates, the other
player will cooperate too. It is not surprising that increasing the amount of
the next-trial reward (the reward to the other player) did not increase this
subjective probability.*

In summary, the results of these experiments imply that a major variable
distinguishing self-control from social cooperation is the probability of re-
ciprocation of cooperation and defection. In self-control situations, where
reciprocation is under the control of a single person, this probability may
be high. Most people perceive a common interest between themselves to-
day and themselves tomorrow. In prisoner’s dilemma situations where the
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players have no common interest, this probability is inherently lower. An
experiment by Forest Baker was designed to test the effects of reciproca-
tion probability directly, and I will consider it shortly. First I need to de-
scribe (briefly) a third experiment by Jay Brown that further tested the
analogy between self-control and social cooperation.

The key variable in this experiment was patterning of trials. Recall from
Chapter 5 that patterning of trials (soft commitment) increased self-con-
trol of pigeons and humans under conditions of both simple and complex
ambivalence. The effect of patterning is to broaden temporal scope—to
cause decisions to be based on more abstract rather than more specific
contingencies. If social cooperation is a consequence of correspondingly
abstract choices, then patterning should increase social cooperation. In
this third experiment with the game board, four new groups of subjects all
played the game together at all times. The game board illustrated in Figure
7.2 was used except that, as in Brown’s second experiment, there were 5
and 6 nickels rather than 3 and 4 nickels in the left and right upper boxes.

Instead of alone versus together, the conditions of the game were pat-
terned versus unpatterned trials. The unpatterned trials condition was the
same as the together condition of Brown’s second experiment. In the pat-
terned trials condition, both subjects playing together made four decisions
at once. They indicated on a piece of paper out of the other subject’s view
whether, on each of the next four trials, they would choose the left box or
the right box. Then the four trials were played out one by one. The player
might have a red or green key on any of the four trials, but her choice
on each trial was predetermined before the four-trial sequence began. The
experimental design was again the standard transfer design with one group
playing forty patterned trials, one group playing 40 unpatterned trials,
and the other two groups switched in the middle. The results are shown in
Figure 7.4.

Although the increase in cooperation due to patterning was not nearly
as strong as that due to playing alone, patterning did significantly increase
cooperative behavior as it increased self-control in prior experiments (note
that when play was changed from one choice at a time to four choices at a
time cooperation increased, and vice versa). This is more evidence that
self-control and social cooperation are corresponding processes.®

The object of the experiment by Forest Baker, to be discussed next, was
to directly test the theory that the crucial variable differentiating self-con-
trol from social cooperation is the probability of reciprocation. According
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to the theory, subjects playing alone in Brown’s experiments cooperated
more than subjects playing together because the alone player’s estimation
of the probability that if she cooperated on this trial she herself would co-
operate on subsequent trials was higher than the together player’s estima-
tion that if she cooperated on this trial her partner would cooperate on
subsequent trials.

In Baker’s experiment, probability of reciprocation was explicitly varied.
The game was played together—not on a game board with another sub-
ject, but on a computer screen with the computer taking the place of the
other subject. On the screen was a diagram with four boxes like the game
board of Figure 7.2 but without keys and doors and with 5 and 6 nickels
depicted in the upper boxes (as in Brown’s second and third experiments).
A bar on the screen grew in size in proportion to the money earned. As
in the alone condition of Brown’s second experiment, subjects chose be-
tween the left box with 1 or 5 nickels and the right box with 2 or 6 nickels.
Whether they could choose between the upper two boxes (5 versus 6
nickels) or the lower two boxes (1 versus 2 nickels) depended on the com-
puter. Between the subject’s choices the computer would decide to high-
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light either the two upper boxes or the two lower boxes. The subject could
choose only between the highlighted boxes. The subject’s decision deter-
mined the computer’s decision with a probability p. This probability, the
probability of reciprocation by the computer, was the crucial experimental
variable. Figure 7.5 illustrates the contingencies.

On the screen, in addition to the four boxes and the bar indicating win-
nings, were two spinners with white and black sectors. The proportion of
the left spinner that was white was equal to p and the proportion of the
right spinner that was white was equal to (1 — p). That is, the right spinner
was the inverse of the left. On a given trial, if the subject chose the left box
with the lower number of nickels (if the subject cooperated), the left spin-
ner was spun. If the spinner stopped with the white sector under the arrow,
the upper boxes were highlighted on the next trial (that is, the computer
cooperated); if it stopped with the black sector under the arrow, the lower
boxes were highlighted on the next trial (that is, the computer defected).
On the other hand, if the subject chose the right box with the higher num-
ber of nickels (if the subject defected), the right spinner was spun. Again, if
the spinner landed on white, the upper boxes were highlighted on the next

IF SUBJECT COOPERATES IF SUBJECT DEFECTS
(chooses left box) (chooses right box)
LEFT SPINNER IS SPUN RIGHT SPINNER IS SPUN

Ap 1m
1 N M

IF SPINNER LANDS ON:

0om
VA

COMPUTER COMPUTER
“COOPERATES” “DEFECTS”
(upper boxes available (lower boxes available
next trial) next trial)
5 6 1 2

Figure 7.5. The contingencies in Baker’s experiment.
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trial (the computer cooperated), while if the spinner landed on black, the
lower boxes were highlighted on the next trial (the computer defected).

The probability p was the probability of reciprocation. If the subject co-
operated, the computer would cooperate with a probability equal to p and
defect with a probability equal to (1—p); if the subjected defected, the
computer defected with a probability equal to p and cooperated with a
probability equal to (1 — p). Thus, the probability of reciprocation, im-
plicit in Brown’s experiments, was explicit and signaled by a discriminative
stimulus in Baker’s experiment.

There were five groups of subjects, each with a given probability of re-
ciprocation: p = 1, .75, .50, .25, 0. With p = 1, the computer was playing
tit for tat. If the subject cooperated on a given trial, the computer would
surely cooperate; if the subject defected, the computer would surely de-
fect. The p = 1 condition was equivalent to the alone condition in Brown’s
experiments; subjects would maximize earnings by always cooperating.
With p = .50, the computer essentially flipped a coin to decide whether to
cooperate or defect. Subjects would maximize earnings by always defect-
ing (choosing the higher current-trial number of nickels), since coopera-
tion with a computer would earn them nothing—not even gratitude. With
p = 0, the computer cooperated only if the subject defected. That is, the
computer was playing tat for tit. The subject should surely defect in this
case since defection would both maximize reward on the current trial and
get the computer to cooperate, thus maximizing reward on the next trial
as well.®

Figure 7.6 shows Baker’s results. The average degree of cooperation of
each group at the end of one hundred trials was strongly affected by the
probability of reciprocation.” This probability, explicitly varied in Baker’s
experiment, must have implicitly varied in Brown’s experiments and been
largely instrumental in determining the difference between the alone and
together conditions.® Even though the actual reciprocation probabilities
for the alone subjects in Brown’s experiments equaled 1, lack of a clear
discriminative stimulus and the complexity of the key and door contin-
gencies may have reduced the subjective reciprocation probability for these
subjects below 1.

What counts for cooperation is not the absolute probability of future
cooperation or even the subject’s subjective estimation of that probability.
It is the nature of the prisoner’s dilemma that it pays to defect regardless of
the absolute probability that others will cooperate (or, in self-control situa-
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Figure 7.6. The results of Forest Baker’s experiment (the average of the last
fifteen of one hundred trials).

tions, the absolute probability of an individual’s cooperating with his or
her own future interests). The above experiments show that what counts is
the relative, or conditional, probability, the probability of reciprocation
over a series of opportunities to cooperate. The important question is not,
Will others cooperate (or will I cooperate) in the future? but If I cooperate
now, will others cooperate (or will I cooperate) in the future?

When self-control breaks down, as in cases of addiction, the probability
of reciprocation plummets. The alcoholic who has quit a thousand times
must also have started up again (defected) at least 999 times. For an alco-
holic there may be no reason to cooperate today with the person who the
alcoholic himself will be tomorrow. The probability that that future per-
son, that incarnation of today’s decisionmaker, will reciprocate today’s
drink refusal may well be low. It is not possible to change that probability
at a single moment any more than it is possible, in Aristotle’s analogy, for a
single retreating soldier to turn and stop an enemy advance.

It is specific acts that have to be performed. Thus the establishment of
self-control, as well as social cooperation, where none was before, requires
a sort of faith. This faith is embodied in an act of imagination—acting as if
something were true that is not in fact true—acting as if the probability of
reciprocation is high when it has been low in the past.” Enough such acts
will create the very thing imagined. For they are part of a still wider pattern
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of behavior, the pattern we refer to when we talk about the concept of
“self” T turn now to the question, Why would a person ever perform an
act of self-control or social cooperation when the probability of reciproca-
tion is low?

Self and Self-Control

Reciprocation probability is crucial in differentiating between self-control
and social cooperation, but it is not the only determinant of cooperative
behavior. What about cases where the reciprocation probability is appar-
ently zero, yet people still cooperate with each other? In other words,
what about altruism in social situations? The social cooperation game of
Figure 7.1 was played only once. It did not matter what other subjects
chose, defection always paid more than cooperation. There was no chance
for reciprocation, yet half of the people in the audience usually said they
would cooperate if the situation were real. Those who defected seemed to
profit.

What keeps us from defecting in similar situations in life? The usual an-
swer is, altruism (see the appendix to this chapter). In the analogy between
social cooperation and self-control, altruism corresponds to internal will-
power, and it was argued as early as Chapter 1 that internal willpower is a
concept that itself needs explanation. The same is true of altruism. Why are
we ever altruistic? To approach this question, let us return to the analogy
between self-control and social cooperation, this time from the perspective
of complex ambivalence as exemplified by the multiperson prisoner’s di-
lemma that introduced this chapter.'

The analogy between self-control and social cooperation has been
pointed out by moral philosophers at least since Plato.!! The fundamental
issue addressed by ancient Greek philosophy was the relation between par-
ticular objects and abstract entities: abstract ideals for Plato; abstract cate-
gories for Aristotle (Rachlin, 1994).

The problem of self-control in the case of complex ambivalence, as de-
fined in Chapter 3, is a conflict between particular acts such as eating a ca-
loric dessert, taking an alcoholic drink, or getting high on drugs, and ab-
stract patterns of acts strung out in time such as living a healthy life,
functioning in a family, or getting along with friends. Recall the formal
definition of complex ambivalence: If two alternative activities are avail-
able, a relatively brief activity lasting ¢ units of time and a longer activity
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lasting T units of time, where T = nt and n is a positive number greater
than one, complex ambivalence depends on two conditions:

1. The whole longer activity is preferred to n repetitions of the brief
activity.

2. The brief activity is preferred to the any #-length fraction of the
longer activity.

A corresponding problem arises in everyday situations requiring social co-
operation (ranging from littering to international arms control). Conflicts
often exist between acts benefitting an individual (or a relatively small
group) and acts benefitting a (larger) group. The social cooperation prob-
lem may be formalized in the same way as the self-control problem: two al-
ternative activities are available; one maximally benefits an individual per-
son, [; the other maximally benefits the group, G = nl. The classic case of
such a conflict is “the tragedy of the commons” (Hardin, 1968), where
overgrazing or overfishing depletes stock and harms the group of farmers
or fishers as a whole (and all individuals in the long run) but, regardless of
the level of stock at the moment, maximizes benefits for the individual. A
New Bedford fisherman might well say, “However good or bad the fishing
is, it is better to fish than not to fish.” Still, if fishing is always chosen over
not fishing, the fishing will eventually be bad for everyone.

Despite the closeness of the analogy between self-control and social co-
operation, it is far from obvious that choice of more abstract alternatives
in self-control situations (where delays are long) will correlate with or gen-
eralize to choice of more abstract alternatives in social choice situations
(where probability of reciprocation is low). Social cooperation demands a
more complex perception of individual self-interest than does self-control.
In social cooperation situations, the benefits (to the individual) of cooper-
ating are often very highly abstract (having a better self-image, an easy
conscience, a sense of moral rightness) to the point of complete in-
substantiality (going to heaven) (Caporael et al., 1989). The discrimination
of such benefits from their lack is what we mean when we say that a person
has a wide concept of self.

THE CONCEPT OF THE SELE. A person’s self is a functional interaction
between behavior and environment. The reflection (or feedback) of behav-
ior by the environment has been called reafferent stimulation (Held and
Hein, 1958). Perhaps its most primitive form is reflection in an ordinary
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mirror. We move and our reflection moves correspondingly. It was thought
for a while that the ability of certain organisms spontaneously to recognize
themselves in a mirror’s reflection would be a decisive test of their ability
to conceive of themselves (Gallup, 1982)."2 But a self must be something
more than simple reflection of movements in an ordinary mirror. To func-
tion in the development of a self, feedback must not only reflect behav-
ior, it must reflect behavior in a meaningful way, positively or negatively.
Reinforcement is just another name for positive reafferent stimulation;
the value of the feedback is higher than the value of the behavior itself.
(The bread is worth more to you than what you pay for it, otherwise you
wouldn’t buy it.) Punishment is merely another name for negative re-
afferent stimulation; the value of the feedback is lower than the value of
the behavior itself.

All objects in the environment, including other organisms or other
people, may serve as functional (positively or negatively valued) mirrors
of our behavior. We step on the tines of the rake and the handle snaps
back and hits us on the head—a distorted reflection of our own behavior;
we say “Good morning” and our environment (in the form of a person we
meet on the street) reflects back “Good morning.” More significantly,
we have too much to drink at a party and our spouse provides immedi-
ate feedback—reflecting our unpleasant behavior in unpleasant words (to
be backed up later by the unpleasant sensations of a hangover). It is as
if the world were a funhouse with distorting mirrors moving this way
and that, and our conception of ourselves depends on steering our way
through William James’s “booming buzzing confusion” reflected back
upon us. For a teleological behaviorist our selves are nothing but abstrac-
tions (reflected by the environment) of our own present and past behavior;
our self-concepts are perceptions (discriminations) of those abstract re-
flections.?

This view of the self is a drastic departure from tradition (at least since
Saint. Augustine). Traditionally, self-perception was conceived as a wholly
internal process; better self understanding was supposed to come through
better introspection. From the viewpoint of teleological behaviorism, how-
ever, the hermit who retires from the world in order to understand himself
better is actually abandoning the set of mirrors—human society—from
which he could best gain self-understanding. When we focus on inner dia-
logue, on inner pictures, we necessarily ignore our closest friends, our
most intimate relations, the ones who see us and interact with us every
day—mirrors where our selves are precisely and truly reflected.
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SELF-CONTROL AS AN ABSTRACTION OF ENVIRONMENTAL FEEDBACK.
The reafferent stimulation provided by our environments reflects both our
immediate behavior and our behavior in the long run. Such stimulation,
like a symphony or an opera or a novel, can be perceived on many levels.
You might listen to a symphony for an individual melody or read a novel
for an exciting turn of plot. On a wider level, you might listen for the struc-
ture of a movement or read for the plot of a chapter. On a still wider level,
you might listen for the structure of the symphony itself or read for the
structure of the novel itself—or, going still further, for the place of this
piece in the work of the composer or author, and the work of the composer
or author in the history of symphonies or novels. Similarly, you might per-
ceive yourself reflected narrowly in the emotions of an evening or widely in
the pattern of stimulation extending over a day, a month, a year, a lifetime,
or beyond a lifetime.

Biological evolution has arranged matters so that for most species, most
of the time, and for humans some of the time, behavior adaptive for the
moment is also adaptive beyond the moment. The squirrel saves nuts not
because its self-concept extends beyond the autumn and into the winter
but rather because it wakes up one morning and suddenly finds burying
nuts to be valuable in itself. The temporal breadth of a nonhuman animal’s
interest can, most of the time, remain narrow while Mother Nature takes
care of the long view. A squirrel does not have and does not need a broad
concept of self.

In human life, however, a conflict frequently arises between the long run
and the short run. An alcoholic may strongly prefer having a scotch to hav-
ing a soft drink, but also prefer strict sobriety to alcoholism. The preferred
long-term pattern (strict sobriety) is inconsistent with the preferred short-
term act (having a scotch). It is only when such inconsistencies arise that
conformity to the preferred long-term pattern is labeled self-control. If
such inconsistencies rarely or never arose (as in the life of the squirrel),
there would be no need for self-control, hence no need for a self-concept
extending beyond the moment.

DEGREES OF SELF AND SELE-CONCEPT. It would be more correct to say
that our human self-concept (deriving from the necessity for self-control
in our environment) may be narrower or wider and that the squirrel ac-
tually has a self-concept, a narrow one, sufficient to its needs. Even a hun-
gry rat rewarded by food for pressing a lever is to an extent controlling
itself. The pattern of pressing the lever and eating takes longer (neces-
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sarily) than the act of pressing the lever alone. Pressing the lever, consid-
ered alone, is dispreferred to just sniffing in the corner of the cage; hence
pressing the lever for food to be delivered within a fraction of a second is
an instance of self-control and an instance of self-conception (albeit, a
narrow one) by the rat. Correspondingly, even a slug has a self-concept—
on a microscopic level. At the other extreme, strict sobriety may be narrow
relative to still more valuable and wider patterns (social drinking, pre-
sumably).

Not that a person’s self is equally wide in all areas. You could, over the
same period, be an alcoholic, a nonsmoker, and a moderate gambler, tak-
ing risks sometimes, avoiding them at other times. Our selves are multi-
dimensional but their essence is always behavioral patterning—behavior
over time. Behavioral patterning in the context of local “temptations” (lo-
cal preferences inconsistent with the pattern) is not just a reflection or a
sign of self-control. It is self-control. A person cannot be an alcoholic in-
side his body and a teetotaler outside, nor the reverse. People are (ab-
stractly and in the long run) what they do. (The qualifier “in the long run”
distinguishes between the alcoholic and the social drinker who are both at
the moment having a scotch.)

It is sometimes supposed that in a perfect world there would be no con-
flict between immediate desires and long-term values. The image of a nat-
ural human being living a natural life has this sort of framework—a place
where our immediate desires are in harmony with our long-term best in-
terests. But as Plato pointed out (Philebos, 21c¢), life in such a world would
be the life of a slug. In such a world we would have no need of a wide self
and we would therefore not have one. A person’s self is not a mental ap-
pendix or mental decoration but a functional aspect of human life. Will-
power, the ability to behave right now in conformance with a valuable
long-term pattern of behavior—to turn down the scotch despite its imme-
diate value, to choose sobriety over alcoholism—arises not from any intro-
spection on our part, not from insight, but rather from what might better
be called outsight, from our ability to abstract, from the booming buzzing
confusion of the environment, reflections of our own behavior over long
stretches of time.

SELF-CONTROL AND SOCIAL CONTROL. It is customary to distinguish
self-interested behavior, consistent with the goals of an individual, from al-
truistic behavior, consistent with the goals of someone else. Where these
interests are in harmony (as in normal economic interchange), apparent
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altruism is normally explained in terms of self-interest. It is not considered
altruistic to pay the grocer if he gives you something you want in return.
But behavior where nothing is apparently received in return (such as vol-
unteering at a hospital, anonymously donating to charity, rushing into a
burning building to save a child) is considered altruistic because presum-
ably no personal benefit accrues, no benefit to the self, but only social
benefit, is involved. The personal satisfaction that we may derive from such
acts is considered to be dependent not on fundamental self-interest but on
socially imposed conscience (or superego), or an innate altruistic motive
built into us and by its very nature distinct from our selfish motives (see
appendix).

The first section of this chapter showed how social cooperation rests
on self-control. This section goes on to argue that a higher level of social
cooperation—altruistic behavior—also rests on self-control and thereby
serves a crucial function for individuals. Consider the following informal
demonstration that the functional self may extend beyond the limits of a
person’s skin. We asked one hundred Stony Brook undergraduates each to
answer one of four questions below (25 subjects answered each question):

1. Which would you choose? (circle A or B)
A. $100 for yourself
B. $300 shared among yourself and the 5 people (friends or family)
to whom you feel closest ($50 to each).
2. Which would you choose? (circle A or B)
A. $100 for yourself
B. $300 shared among yourself and 5 randomly selected students in
this class ($50 to each).
3. Which would you choose? (circle A or B)
A. $100 for yourself
B. $300 shared among yourself and 5 randomly selected members
of the Stony Brook community ($50 to each).
4. Which would you choose? (circle A or B)
A. $100 for yourself
B. $300 shared among yourself and 5 people randomly selected
people from across the United States ($50 to each).

The results were what you would expect. Question 1 was answered
“unselfishly” (B circled) by 20 of the 25 subjects, while all of the others
were answered “selfishly” (A circled) by at least 23 of the 25 subjects.

It seems that people’s concepts of their selves may include other people
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with whom they function together. Of course there is much more genetic
overlap among families (question 1) than with classmates or schoolmates
(question 2 or 3) or fellow citizens (question 4), but the same results
(“unselfish” responses) apply when question 1 is rephrased to exclude
blood relatives and include only the subject’s closest friends or spouse.

The clearest connection here is a functional one. Imagine that the sub-
ject belongs to a basketball team needing equipment. Obviously $300
would buy more equipment than $100. The functional unit in this case is
the team, not the individual. Recall the game used to introduce my lec-
tures, discussed at the beginning of this chapter. Suppose I had said to the
audience that all of the money earned was to be pooled and used for a
common purpose, say to build more comfortable seats in the lecture hall.
Then there would be no reason for anyone to choose X, a selection that
would just reduce the value of the pool. The same applies to families and
close friends. Although individuals are units of choice, groups of individu-
als may be units of reinforcement or punishment. Coaches of teams are al-
ways trying to get individual players to play as a unit—to make choices as
individuals for the benefit of the group.

Failures to cooperate are common in real-life prisoner’s dilemmas. The
New Bedford fishermen mentioned previously each profited maximally by
buying and sending out as many boats as possible, but ultimately, when all
the fishermen began to do this, the common resource (the available fish)
became depleted and the group as a whole suffered (the industry was dev-
astated). The fishermen did have a common interest (in restraining their
fishing), yet that interest was not obvious to them (the few surviving
fishermen still deny it). It is thus of crucial social importance to under-
stand how social situations may be manipulated to cause people to per-
ceive an interest in common with others.

On a larger scale, the prisoner’s dilemma is a warning not to rely wholly
on pure competition to advance the common good. Although in most
cases Adam Smith’s “invisible hand” keeps overall good in line with indi-
vidual benefit, sometimes (as in the case of the New Bedford fishermen),
the invisible hand carries a sword. The interests of an individual, or a
smaller group, generally operate in a much narrower time frame than the
interests of a larger group. The interests of a corporation or firm are gener-
ally wider than those of individual administrators, who may only remain
in their jobs for a limited time.

As the differential in group size expands, these interests may begin to
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conflict. Recall the illustration in Chapter 6 of the benefits of paying atten-
tion to sunk costs (the conflict between the comptroller and the presi-
dent of a firm over whether to open a Fifth Avenue store). Decisions on
hiring, promotion, maintenance, investment—almost all difficult business
decisions—involve outcomes that arrive at different times. An effective ad-
ministrator tries to discount future benefits realistically, but we have seen
that long-term benefits are often difficult to quantify (and are no less real
for that).

Altruism Reconsidered

We have seen that patterning increases self-control. We have seen Brown’s
third experiment that patterning increases social cooperation. Why should
this be? In the terms of this chapter, why should temporal patterning of
choices (a seemingly irrelevant process) expand the boundaries of the self?
Figure 7.7 illustrates the analogy between self-control on the temporal di-
mension and social cooperation on the spatial dimension.

In Figure 7.7 a single person at successive moments in time, ranging
from past to future, is compared to a person in a group of other people.
Clearly, these conceptual individuals (person Pat t_, ..., t_ 5 f_,, t_}5 Iy, )5
t, t;, ... t,) have a common interest; they all inhabit the same skin. Good
habits benefit P over a sum of times (that is what we mean by good habits)
even though they may impose a sacrifice at #, (now). Bad habits do the re-
verse. Individual development consists of a better and better perception of
what might be called mutual self-interest (the interest of P at all times)
while retaining an interest (nowadays considered “healthy”) in our imme-
diate self (the interest of P at ;). As Ainslie (1992) has pointed out, these
narrow versus long-term interests must often face the same (prisoner’s) di-
lemma as the individual does versus society. Compressing the primrose
path of Chapters 3 and 5 into a single day, consider P at #, (now) and Pat ¢,
(tomorrow morning). Let us again suppose that P is an alcoholic and arbi-
trarily assign points to events in his life as follows (this time with negative
points indicating negative states):

Drinking while not having a hangover, 3 points.
Not drinking while not having a hangover, 0 points.
Drinking while having a hangover, —7 points.

Not drinking while having a hangover, —10 points.
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Figure 7.7. The analogy between the self-control dilemma (conflict between
narrow and wide temporal perspectives) and the social cooperation dilemma
(conflict between narrow and wide social-space perspectives).

Hangover or no hangover, the alcoholic is momentarily better off drink-
ing than not drinking (with “hangover” standing for all the many deleteri-
ous effects of drinking). If he has no hangover, he can enjoy himself, put
some pleasure in his life (going from 0 to 3 points). If he has a hangover, he
can ameliorate its pain (going from —10 to —7 points). In either case he
will be better off now if he drinks now.

His body is playing tit for tat with him, however. If he drinks now he will
have a hangover tomorrow. Thus if he keeps drinking he will be in a con-
tinuous hangover state and lose 7 points every day whereas if he never
drinks he will remain even every day (and, in the real world, be fit to pur-
sue other pleasures). Just as the primary object of the prisoner’s dilemma
player (in Brown’s or Baker’s experiments) should have been to get her op-
ponent to cooperate, the primary object of the alcoholic should be to avoid
hangovers. Because the alcoholic’s body is essentially playing tit for tat with
him, if he chooses to defect (to have a drink now), his choices tomorrow
will be just as if a prisoner’s dilemma opponent had defected in return. If
he chooses to cooperate (remain sober), his choices tomorrow will be just
as if an opponent had cooperated in return. When we take these sorts of
self-control situations into the laboratory, we find that the same patterning
procedures (grouping trials together) that engender cooperation in the so-
cial prisoner’s dilemma task engender cooperation in the individual game.
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People like Trollope’s Sir Felix, with extremely narrow self-conceptions,
frequently make choices consistent with the interests of their narrow selves
and in conflict with their wider selves. They are generally impulsive rather
than self-controlled. All of us are successfully tempted at times by narrow
interests; now, at the present moment (at £,), we fail to cooperate with our
past and future selves (f_, to t,). Just as the Stony Brook students who an-
swered the questionnaire could not conceive of common interests with
other Stony Brook students, so people with narrow self-concepts (all of us
at times) do not perceive the common interests of our present selves with
our selves of last year and next year.

As the previous section showed, the rewards of social cooperation are
both delayed and probabilistic. Where rewards to an individual are delayed
or probabilistic, patterning of trials serves to forcibly broaden self-percep-
tion. A person forced to make four decisions at a time cannot make one
decision at a time. A drinker or a dieter who decides in advance on a
monthlong pattern of drinking or eating is by definition better able to con-
trol himself than one who decides anew about each drink or each meal.
The person who decides in advance is essentially making a group decision
(P from t_, to t,) rather than an individual decision (P at #)). Similarly, the
person who develops effective social habits benefits from those habits.

On an individual level, people who commit themselves to a sanitarium
(where eating or drinking will be rigidly controlled) are attempting to
break a pattern of repeated defection in their normal environment by
choosing in advance a weekly or monthly (self-cooperative) pattern. They
expect that once they have begun to cooperate they will keep on cooperat-
ing outside the institution. On a social level, such commitment processes
are not generally available. It is not feasible, for instance, to move to an au-
thoritarian society (like Singapore) where social cooperation is rigidly en-
forced, as a sort of sanitarium, and then back to a permissive society (like
ours)." The best alternative is consistently to cooperate within the permis-
sive society. As I have argued above, this alternative is not just best for soci-
ety but also best for the individual, for purely selfish reasons—provided we
perceive our selfish selves broadly rather than narrowly in time.

Decision theorists find it a puzzle why people habitually leave tips at res-
taurants where they will never eat again (say on a highway). Leaving a tip
at such a restaurant is obviously irrational when doing so is considered as
an individual, isolated act. In fact, leaving a tip even at a restaurant where
you do intend to eat again is irrational from the point of view of your self
considered wholly at the present moment. By not leaving a tip, you benefit
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now; it is only that other person, the one who will inhabit your body at a
later time, who may suffer.

Richard Price’s 1992 book Clockers vividly illustrates the devastating ef-
fects of a ghetto environment where short-term social interactions domi-
nate long-term ones. There, powerful short-term rewards (drugs, money,
daily survival) overwhelm vague and abstract long-term rewards (health,
family, friends). Consequently, everyone’s self-concept is narrow in time,
controlled by the clock rather than by the calendar.

Leaving tips is a pattern that (usually) serves us well in our society, a
pattern that aids individual self-control. It may seem as though there is no
connection between the benefit our tip confers on the next person who
wanders into the restaurant where we will never return and the benefit
conferred on us by the previous person’s tip. But there is a connection—in
the pattern we maintain in our behavior. It would be bad for us personally,
selfishly, if we decided individually each time we went into a restaurant
whether or not we should leave a tip. Decisions on a case-by-case basis are
exactly the sort of (pseudorational) behavior (the lawyer’s prisoner’s di-
lemma advice) that would get us defecting all of the time.

It is not possible to tease apart the individual and social benefits of such
acts. Most altruistic acts are, like tipping, personally profitable a lot of the
time. Giving to charity is often observed and frequently rewarded by soci-
ety. The relation between generosity and its rewards, however, is vague
and indistinct. Generosity for most of us (like sobriety for the alcoholic) is
not profitable and would not be chosen considering only its case-by-case
(narrow) reinforcement. Consequently the way for most of us to profit
from generosity (and the way for an alcoholic to profit from sobriety) is to
pattern our behavior abstractly—to choose to be a generous (or a sober)
person.

It is in aid of making such choices that narrative—biographical and au-
tobiographical—derives its function (Bruner, 1997). The internal mecha-
nism by which a personal narrative may gain control of a person’s behavior
is a subject for neuroscience. Here we are concerned with the function, the
purpose of that mechanism in human life. Saying “I am a generous (or a
sober) person” provides a discriminative stimulus that functions to group
generous (or sober) behavior into positively (if vaguely and indistinctly)
reinforced patterns—to classify behavior into acts consistent with one’s
self—acts reinforced in the long run and as a group.

In order to pattern our behavior in this way (and reap the consequent
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rewards), we must forgo making decisions on a case-by-case basis. Once
we do that, there will come times in choosing between selfishness and
generosity when we will be generous even when generosity is explicitly
unreinforced or even punished. In other words, we will behave altruisti-
cally. Such altruism is not only compatible with a wider selfishness, it is a
necessary component of a wider selfishness.

In an environment (like at least some of ours) where tit-for-tat behavior
(do unto others as they do unto you) is more or less the norm, altruistic
acts are clearly selfish. Those of us who live in such environments can
come to perceive the social good as our good in the same way as we can
come to perceive our long-range good as our immediate good—by devel-
oping good habits. But good habits require a certain kind of faith in the fu-
ture. If you were born yesterday and were going to die tomorrow (a situa-
tion approached by some of the characters in Clockers), there would be no
advantage in behaving well—such behavior would have no function. Still,
our larger society demands a wider self. The mother who, without thinking
twice, runs into the burning building to save someone else’s child is behav-
ing altruistically but she is also behaving selfishly. By her behavior she has
teased out of her booming, buzzing environment an abstract reflection of
herself.

Appendix: Group Selection

The material in this chapter is analogous to the arguments of some evolu-
tionary biologists for group selection. Recently, Sober and Wilson (1998)
presented a compelling case for group selection of altruism. A highly
simplified version of their argument runs as follows. Consider a popula-
tion of organisms divided into several relatively isolated groups (tribes, for
example). Within each tribe are some altruists and some selfish individuals
(“egoists”) interacting with each other repeatedly in multiperson games
similar to prisoner’s dilemma—such as the one with which I introduce my
lectures, except that instead of monetary reward the players receive more
or less fitness (ability to reproduce). In these games the altruists tend to co-
operate while the egoists tend to defect. Within each group (as in pris-
oner’s dilemma) altruists always lose out to egoists. However, those groups
originally containing many altruists grow much faster than those originally
containing many egoists—because cooperation benefits the group more
than defection does.
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Consider the case of teams, such as basketball teams, playing in a league.
It is commonly accepted that, all else being equal, teams with individual
players who play unselfishly will beat teams with individual players who
play selfishly; however, within each team, the most selfish players will score
the most points. Imagine now, instead of scoring points and winning or
losing games, the teams competed for reproductive fitness. Then teams
with a predominance of unselfish players would rapidly grow in numbers,
while those with a predominance of selfish players would grow slowly or
(in competition for scarce resources) shrink—the group effect. Although,
within each team, selfish players would still increase faster than unselfish
ones (the individual effect), this growth could well be overwhelmed by the
group effect.

As time goes on, the absolute number of unselfish individuals (altruists)
could increase faster across the whole population than the absolute num-
ber of egoists, even though within each group the relative number of altru-
ists decreases. If the groups remained rigidly divided, eventually—because
the relative number of altruists is always decreasing within each group—
the absolute number would begin to decrease as well. However, if before
this point is reached, the groups mixed with each other and then re-
formed, the process would begin all over again and altruists might main-
tain or increase their gains.

Again, this is a highly simplified version of the argument. The essential
point is that while individual altruists may always be at a disadvantage rel-
ative to egoists, groups of altruists may be at an advantage relative to
groups of egoists.

The reader may recognize the analogy of the above argument to the cen-
tral argument of the chapters of this book on complex ambivalence; in-
stead of individual organisms versus groups of organisms, we have indi-
vidual acts versus patterns of acts; instead of survival of the fittest, we have
choice of the most valuable. My view in this book is that an altruistic be-
havioral pattern may be more valuable than repeated selfish acts even
though individual altruistic acts are always less valuable than individual
selfish acts.”” Thus, altruism may evolve within the lifetime of the individ-
ual just as it may evolve across generations of individuals. Although the
mechanisms of selection and variation may differ strongly between biol-
ogy and psychology, the evolutionary process requires not a particular
mechanism, but merely the principles of selection and variation them-
selves (Staddon, 1993, pp. 56-62).
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Nothing in the present book argues against group selection. Organisms
may be born with greater or lesser biological tendencies to be altruistic.
But it does not follow from group selection that altruistic behavior is in-
compatible with a larger individual selfishness. Sober and Wilson consider
only two forms of human selfishness: that selfishness which desires maxi-
mization of consumer goods and that which desires “internal, psychologi-
cal benefits” (p. 2). They do not consider individual selfishness in the long
run and in the abstract. They say that “evolutionary biologists often work
from the outside in” (p. 193) but do not consider the possibility of psy-
chology’s also working from the outside in. They leapfrog over the behav-
ioral contingencies that cause behavioral change (contingencies analogous
to the group selection processes they have just developed) and proceed di-
rectly to “delve below the level of behavior” (p. 194) to an internal cogni-
tive mechanism hypothesized to mediate between the biological selective
process and altruistic behavior.

Their cognitive psychology may well be correct but it is not evident to
this reader how (or even whether), according to their psychology, altruism
may emerge from selfishness over an organism’s lifetime. If the implica-
tion is that we are born with fixed proportions of selfish and altruistic mo-
tives and that experience cannot teach us to alter those proportions, then
their theory is not as optimistic as Sober and Wilson seem to think; it will
not be of much use to those of us trying, despite our weaknesses, to live a
better life.






Notes

Introduction

1. The poem is Whitman’s “When I Heard the Learn’d Astonomer”:
When I heard the learn’d astronomer,
When the proofs, the figures, were ranged in
columns before me,
When I was shown the charts and diagrams,
to add, divide, and measure them,
When I heard the astronomer when he lectured
to much applause in the lecture-room,
How soon unaccountable I became tired and sick,
Till rising and gliding out I wander’d off by myself,
In the mystical moist night air, and
from time to time
Looked up in perfect silence at the stars
2. I do not imply here that squirrels are less susceptible to bad habits than hu-
mans are—quite the reverse. But in natural environments (those in which
their species evolved) temptations to bad habits are less likely to arise than in
artificial environments such as the psychology laboratory.

1. Habit and Willpower

1. Even more important for self-control, as later chapters will show, are the social
support and the temporal patterning in people’s lives (sabbaths, holidays, daily
rituals) that religions provide.

2. Most contemporary philosophers are strongly antibehavioral. They regard be-
haviorism as at best narrow and at worst immoral. Recently, however, behav-
iorism, very much like the teleological behaviorism espoused here, has been
revived within philosophy (see Stout, 1996).
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3.

At least, this is what should be happening in a mature cognitive science. But
cognitive theory today is highly fractionated. Every domain and subdomain
has its own theory (it sometimes seems that each theorist has his or her own
theory) independent of or even incompatible with all the others. Perhaps this
is all to the good. As cognitive theory evolves, useful theories will emerge and
useless ones fall away.

. Although behaviorists tend to agree that these are the two main determinants

of behavior, they disagree on what to call them. The names chosen here are as
noncommittal and general as the author can make them.

2. Simple Ambivalence

. A motive is in this sense like a probability. The probability of an event, such as

that of a particular coin coming up heads, can never be totally known. As more
and more events of the same kind (coin flips) accumulate, the relative fre-
quency of a given outcome (heads divided by flips), approaches a given value.
The coin is either “fair” (if relative frequency approaches 0.5)or “biased”(if it
approaches another fraction). But there is always an above-zero possibility,
however minute, that the fraction observed in the past will be contradicted by
a preponderance of future events. (A coin that seemed biased may, as flips ac-
cumulate, seem fair and vice versa.) The same is true of motives. And just as
the ultimate indeterminacy of probabilities does not prohibit a quantitative
science of physics based on probabilities of events, it does not prohibit a quan-
titative (and behavioral) science of psychology.

. The procedures and results illustrated are amalgams of studies reported by

Ainslie (1974), Fantino (1966), Green et al. (1981), Rachlin and Green (1972),
and others. In these studies pigeons at first sample both alternatives. Eventually
preferences emerge, as indicated in the text. For convenience of representation,
the buttons are arranged vertically in Figure 2.4 rather than horizontally as
they were in the test chambers used in the studies. Unless otherwise indicated,
the pigeons were tested in twenty to forty trials daily for two to ten weeks at
each condition.

. It does not do this because it fails to discriminate between 10 and 14 seconds.

A pigeon would choose a food delivery delayed by 10 seconds over an equal
amount of food delayed by 14 seconds on nearly 100 percent of its choice op-
portunities, showing sensitivity to the time difference between the rewards.

. They would eventually cross, however, if delay (f; — t,) were indefinitely in-

creased.

. Other amounts and several longer delays were also utilized in this experiment.

Only the $1,000 amount was tested with all three groups. Further, there was
some evidence that the longer hypothetical delays were beyond the children’s
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time horizons. (The sixth graders were indifferent among delays of 5, 10, and
25 years.) Older adults, who might well have died before collecting, severely
discounted money at the longer delays.

. These are the nominal rewards. The actual rewards are also (perhaps largely)

social. The child would like the experimenter to return (a smaller-sooner re-
ward), but the experimenter implies that her approval (a larger-later reward)
depends on how long the child waits.

Waiting time is also sensitive to a host of other variables, such as the experi-
menter’s instructions and whether the smaller reward is exposed or hidden. I
will discuss these stimulus variables in Chapter 6.

I assume here that all else is equal. But of course waiting for the bus is a func-
tion of many other variables such as baby-sitters at home, susceptibility to
cold, and experience with the bus system. Moreover, a sensible person would
have previously established a working rule such as: Wait no more than 10 min-
utes, then hail a cab (see Chapter 6).

. Of course, this is a gross oversimplification. Subsequent chapters will refer to

more complex evolutionary mechanisms. The point here is just that increasing
a reward’s delay tends to decrease the probability of its receipt and that this
tendency is stronger in primitive than in civilized societies.

The procedure of Figure 2.8 and the results described correspond to those of
an experiment by Ainslie (1974).

If b were rewritten as ¢/k and k=0, the form of Equation 2.3 would become ex-
ponential. However, as noted, empirical discount functions are rarely expo-
nential in form.

3. Complex Ambivalence

. I presented the principles of this chapter and of the rest of the book in con-

densed form in an article (Rachlin, 1995) printed with commentary by psy-
chologists and philosophers, plus my response to the commentary.

. I have chosen the symphony example because of the relatively fixed temporal

character of music. The assumptions in the text reflect my own preferences,
perhaps not those of the reader. Of course there are times when a coherent ex-
cerpt, a movement, might be preferred to a whole symphony, an act to a whole
play, a chapter to a novel, and so forth. But it would seem to be rare for a fixed
three-minute or 3-page excerpt of a work, ending anywhere, to be preferred to
the whole work or a coherent section of it. A person may well prefer to read an
entire novel or nonfiction book, say, to a three-page short story or article. But
he or she may also prefer reading the short story or article to reading the first
three pages (not a whole chapter) of the book.

Enjoyment and recognition are not the same thing, however. Enjoyment does
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not depend strictly on recognition. You may readily recognize a song when its
beginning or end or middle is lopped off, but you are unlikely to enjoy it.

. When we come to discuss Figure 3.8, and in subsequent chapters, the primrose

path will be made continuous so that instead of outcome values after various
numbers of choices to drink, the path will represent outcome values at various
rates of consumption of the addictive substance.

. For an extended discussion of the relation of melioration to maximization see

Rachlin and Laibson (1997).

. The concept of reinforcement and punishment used throughout this book

rests on Premack’s (1965) theory. Reinforcement and punishment are defined
in terms of relative positions of activities on a value scale. Reinforcement is the
contingency of a higher-valued activity on a lower one; punishment is the
(forced) contingency of a lower-valued activity on a higher one. Value is in
turn determined by choice experiments in which both reinforcer and rein-
forced (punisher and punished) activities are alternatives. Premack’s wholly
behavioral theory is the most internally consistent, noncircular, and empiri-
cally supported of all reinforcement theories. It has been extended by the
matching law (Herrnstein, 1997) and economic demand theory (Rachlin et al.,
1976), but its basic assumptions and predictive power remain intact.

. They need not be straight either. Melioration depends on relative rather than

absolute values, so the same behavior is predicted through a range of topologi-
cal distortions of the parallelogram ABCD. The straightness of the lines is
nevertheless a simplification. Herrnstein and Prelec describe several cases of
curved underlying functions. For example, moderate levels of drinking may
increase rather than decrease both future value of drinking and future value of
not drinking. Perhaps moderate drinking is beneficial for health. This effect
would make lines AD and BC of Figure 3.8 rise for a short distance in the re-
gion of point A and then fall. Line AC representing average value would rise
and fall as well. I shall discuss this case further in Chapter 5.

4. The Lonely Addict

. Chapter 4 expands on and restates the material of Chapter 3 in economic

terms. It is written in a somewhat more technical style than previous chapters
and contains material from two recent articles by the author (Rachlin, 1997a,
forthcoming).

. Some of this difference may be due not to tolerance for the drug, but to toler-

ance for its harmful side effects. Still, tolerance of aversive side effects cannot
counteract tolerance for the addictive substance itself.

. Even addictive activities involve skill acquisition at low levels. Many addictions

are “acquired tastes.” The first cigarette burns your throat, the first beer tastes
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bitter. The solid line of Figure 4.1a should have been drawn with a slight
downward dip at the leftmost edge. The intent of the figure, however, is not to
accurately reflect variations in any particular set of addictions but to show
dominant or overall trends.

. This is a simplification. Rarely is overall utility simply the average of a series of
local utilities. As the previous chapter indicates (see Figure 3.4), the organiza-
tion or pattern of local utilities contributes to the value of overall utility. (The
whole may be greater than the sum of its parts, as the gestalt psychologists
said.) In these more complex cases overall utility may rise to a maximum and
fall, even as local utilities monotonically decrease. The point of the present
chapter is that even where overall utilities are merely the average of local utili-
ties, a conflict may develop between maximization of local and overall utilities.
When overall utilities are greater than the average of local utilities, the conflict
is exacerbated.

. Although in some it may well not be condemned. In Richard Price’s fictional
ghetto neighborhood in Clockers, addiction and dope dealing are the norm.
American middle-class values are portrayed as rare and indeed maladaptive in
that environment.

. Steven Hursh and his colleagues have developed precise methods to compare
the elasticity of demand for different drugs and for the same drug under dif-
ferent biological and treatment conditions. These methods provide a way to
evaluate both treatments and public policies aimed at reducing demand for
(hence consumption of) drugs. See Hursh and Winger (1995) for a review of
these studies.

. The sensitivity is not necessarily the same in both directions. Price decreases
have been found to have a stronger effect on consumption of cigarettes than
price increases. A reason for this ratchet effect will be discussed later.

. Cocaine treatment programs that have both increased the cost of drugs and
provided alternative activities have produced much higher levels of abstinence
than have other treatments of cocaine dependence (Higgins et al., 1995;
Silverman et al., 1996).

5. Soft Commitment

. A similar experiment was done by Eisenberger et al. (1989) with rats as sub-
jects. The rats normally preferred a small reward that required an easy re-
sponse (pressing on a light lever) to a large reward that required a difficult re-
sponse (pressing on a heavy lever). Yet when the rats had to run back and forth
in a runway a number of times prior to pressing the lever, the preferences re-
versed.

. Although the pattern of responding generated by fixed-interval schedules ulti-



200

Notes to Pages 116-129

10.

mately (after many months of daily testing and many thousands of exposures)
becomes rigid, it is initially (after two or three weeks of daily exposures), as in
this experiment, much more varied than is the fixed-ratio pattern.

. The concept of economic complementarity of a commodity consumed at one

time with another commodity consumed at another time has been labeled
“adjacent complementarity” by Becker (1996). Although in the pigeon exam-
ple the two time periods are indeed adjacent (SS or LL, immediately follow-
ing the 31 pecks), there is no inherent requirement that they be so. In fact,
the central principle of this book—that of self-control by construction of pat-
terns arching over time—depends on economic complementarity of tempo-
rally nonadjacent components.

. That is, I am making the simplifying assumptions inherent in the concept of

melioration. Instead of the continuous discounting implied by exponential or
hyperbolic discount functions, I am assuming the existence of a window (of a
fixed time period, a fixed number of trials or the duration of a given stimulus)
within which utility is evenly distributed and outside of which utility is com-
pletely discounted.

. Figure 5.3 will complicate this situation somewhat, but still leave it far from

real life. The reader should remember, though, that any science is a simplificat-
ion of real life. For example, the fact that a physicist cannot predict the exact
path of a leaf as it falls from a tree does not make physics any less useful.

. The fact that in Figures 5.2 and 5.3 utility is always positive does not mean that

addiction is not harmful. The util scales in the figures are interval scales (like
Centigrade and Fahrenheit temperature scales) where the zero point is arbi-
trary. Perhaps a more realistic picture of the harmfulness of addictive activities
would put the zero point of utility at or just below point A. Then high rates of
consumption of X would be associated with negative utility.

. This game is a within-subject version of a between-subjects prisoner’s di-

lemma. I will examine the between-subjects version and its relation to self-
control in Chapter 7.

. The conception of freedom as potential behavioral variability differs from

Skinner’s (1971) conception of freedom as positive as opposed to negative re-
inforcement.

. This technique resembles diets that work by restricting foods eaten to a given

class—steak, grapefruit, cabbage soup, it does not seem to matter. Reduction
of diet variability eventually becomes aversive, and eating is reduced. The dif-
ference is that the present technique imposes a temporal pattern (a weekly to-
tal) on the variability reduction.

Although in Figures 5.2 and 5.3 it is possible to go below 3 utils (to zero) in lo-
cal utility, even a single Y-choice raises average utility—just as at the other ex-
treme in Figure 5.2 a single X-choice lowers average utility.
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11. As Ainslie (1992) points out, this is not always the case. A teleological analysis
needs to look at patterns of behavior in the context of still larger patterns.
Considered in their context, impulsive behaviors may sometimes be reinforced
by events other than the addictive activity itself. An alcoholic may, by getting
drunk, avoid or reduce the severity of punishment for behavior normally con-
sidered to be antisocial—aggression or spousal abuse as examples. For some
binge drinkers, drinking may be only a discriminative stimulus for aggressive
or abusive behavior—a stimulus in the presence of which aggressive or abusive
behavior has been reinforced or at least has gone unpunished.

6. Rules and Probability

1. In a still wider extension, an animal’s history of reinforcement may be con-
ceived as extending to its evolutionary history. Although this book occasionally
discusses evolutionary processes, it concentrates on behavioral change within
an organism’s lifetime.

2. The cognitive psychologist takes exactly the opposite view, maintaining that
both first and second subjects are using the rule to solve the problem—the
second subject, directly; the first, through construction from experience. Of
course, both points of view are valid. Which you take will depend on whether
your conceptions of learning and knowledge refer primarily to events within
the organism (as do those of the cognitive psychologist) or whether those con-
ceptions refer primarily to the interaction over time between the organism as a
whole and its environment (as do those of the teleological behaviorist).

3. Still, we have seen that in much simpler tasks (such as fixed-ratio schedules of
reinforcement) pigeons do treat response sequences as units. The crucial dif-
ficulty for pigeons is not in organizing responses into units but in treating
those units as coherent discriminative stimuli.

4. Actually there were many more categories, but any single pigeon saw only four.
We will follow along with these four categories as an example.

5. As Plato declared, and as other philosophers have since emphasized, abstract
entities are no less real than specific ones; they are in fact more real because
they last longer and maintain their properties even though their particulars
may change (as a melody remains the same in different keys).

6. Nevertheless, as indicated in previous chapters, patterning can get out of
hand and become obsessive. It can become a “revolt against indulgence.” That
is, simple patterning is a kind of impulsiveness with respect to complex pat-
terning.

7. If the child knew when the experimenter would return, expected waiting time
would of course decrease as time went by without her return. But the child has
no idea of when the experimenter will return. The only hint he has is how long
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he has already waited. The longer he has waited, the longer he can expect to
wait, and the less probable it becomes that the experimenter will come back at
all (she could have forgotten about him). Therefore, the longer he waits, the
more the large reward is discounted, and the more likely he will be to ring the
bell for the small reward.

. This reasoning explains why longer waiting in the delay of gratification experi-

ment is correlated with positive evaluations by teachers and parents, with in-
telligence, with higher SAT scores many years later, and with a host of other
variables.

. Unfortunately, it is not possible to reward or punish our own behavior. You

can pat yourself on the back when you have done a good job, and that may
serve as an effective signal that the job has been done. But unless there is also
some extrinsic reward (as social acceptance or improved health was for our di-
eters), behavior will not change. Self-reward is like an intrapersonal Ponzi
scheme, or like taking money from one pocket and putting it into another. It
just does not work.
For cognitive psychologists, prior experience lays down an internal representa-
tion of itself in a person’s neurocognitive system. The discriminative stimulus
then activates that representation. The behaviorist does not deny the existence
of internal mechanisms but does challenge the conception of those mecha-
nisms as internal representations. For a behaviorist, prior experience comes
into focus in temporally extended behavior of the whole person, rather than
inside the person’s head.
It has been argued that delay discounting is fundamental and that all apparent
probability discounting is really delay discounting (Rachlin et al., 1986), and it
has been argued that probability discounting is fundamental and that all ap-
parent delay discounting is really probability discounting (Mischel and Grusec,
1967; Rotter, 1954). The debate has not been settled and may never be settled.
It may not be meaningful. Henceforth I shall adopt whichever view applies
best to the problem at hand.
Instead of adding a common delay between the first and second stages as in the
delay commitment procedure, I have here multiplied by a common probabil-
ity. Multiplying by a probability is equivalent to adding odds against. Although
multiplication by common probabilities does not necessarily correspond to
common additions of odds against, Equation 6.3 (with the amounts and prob-
abilities used) predicts the preference reversal that we found.
Assuming that k = 1 in Mazur’s discount equation (Equation 2.2), and assum-
ing that the number of losses in a substring equals its delay, the discounted val-
ues reading left to right are

+1,0, —.33, —.67, —.67, +1, +1, +1, —.33, +1.
The sum of these numbers is +3, which would be the subjective value of the
whole string.
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14. State-run lotteries are even worse than casinos. The bets are low, the wins
are high, and the vast majority of lottery bettors never win—the substring is
infinite in length. A more fundamental attraction of lotteries is that peo-
ple consistently overvalue gambles with very small probabilities of winning.
All nonzero probabilities below about one in ten thousand are subjectively
“rounded up” to that number (Rachlin, Siegel, and Cross, 1994). A million-
dollar lottery ticket with true one-in-a-million odds would be worth just $1.
But the same ticket, rounded up to one-in-ten-thousand odds, would be sub-
jectively worth $100. That is why reducing the odds of winning a lottery (al-
ready well below one in ten thousand) has no effect on the number of tickets
sold, whereas increasing the amount of the prize proportionally increases the
number of tickets sold (Lyons and Ghezzi, 1995).

7. Self-Control and Social Cooperation

1. I thank Gerry Mackie for bringing this theory to my attention.

2. In the standard prisoner’s dilemma, however, pairs of players usually choose
simultaneously on each trial (Rapoport and Chammah, 1965) whereas in this
study the choices were made sequentially. In the standard repeated prisoner’s
dilemma game, each player must choose on each trial not knowing what the
other player chose on that trial. With the standard procedure, as with the pro-
cedure used here, regardless of the other player’s choice, defecting maximizes
reward on the current trial, and consistent cooperation maximizes reward in
the long run.

3. Performance in these sorts of experiments is strongly affected by the degree to
which subjects are allowed to communicate with each other outside of their
actual play (Caporael et al., 1989). Such communication was not allowed dur-
ing the experiment. Of course, it is possible that earlier subjects spoke about
the experiment to later ones. One can only hope that whatever extra-experi-
mental communication took place was randomized across conditions. It is a
problem associated with human subject experimentation in general.

4. “Subjective probability” is not meant to imply an internal state but rather the
effective degree of probabilistic discounting—akin to Kahneman and Tversky’s
(1979) decision weight.

5. The results of a similar group of experiments that used playing cards rather
than a game board (Silverstein et al., 1998) were replicated by the experiments
described here.

6. In Baker’s experiment the probability of reciprocation at which it makes no
difference whether the subject cooperates or defects may be calculated as fol-
lows: 5p + 1(1 — p) = 2p + 6(1 — p). The solution is p = .63. Reward in
Baker’s experiment would therefore have been maximized if subjects with p =
1.0 and .75 had cooperated on all trials and subjects with p = .50, .25, and 0.0
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had defected on all trials. Subjects approached but did not reach maximiza-
tion. Some evidence exists that in similar situations, after many trials, subjects
will come to maximize (Goodie, 1997).

. In further experiments Baker’s subjects played the game without being able to

see the spinners; in other experiments, also without spinners, Baker’s subjects
were under the impression that they were playing against another subject
rather than a computer; in still other experiments, the probability of recipro-
cation was sharply increased or decreased for each subject halfway through the
experiment (as in Brown’s experimental design). These manipulations tended
to slightly flatten the slope of the function of Figure 7.6, but the effect of recip-
rocation probability on cooperation remained very strong.

. There is an enormous literature on the prisoner’s dilemma game. Axelrod

(1997, p. xi) calls it “the E. coli of the social sciences.” Many of the studies
within mathematics and economics are theoretical and concern the logic of
the game and methods of developing effective strategies in its variants. Some
studies have pitted one strategy against another in computer simulations. In
these simulations, tit-for-tat has proven highly effective even against much
more sophisticated strategies (Axelrod, 1980). Probably the greatest number of
applications of game theory have been in the area of evolutionary biology (see
the appendix to Chapter 7).

Within psychology, a series of illuminating experiments on reciprocity, pit-
ting individuals against fixed strategies, has been performed by Komorita,
Parks, and their colleagues (see Komorita and Parks, 1994, for a review). The
object of the studies was to develop methods to encourage cooperation rather
than to explore the correspondence between cooperation and self-control,
but the results are entirely consistent with this correspondence. For example
Komorita, Hilty, and Parks (1991) varied delay of reciprocity and found that
immediate reciprocity engendered more cooperation than delayed reciprocity.
This is exactly what would be expected if delay, so important in self-control,
were an underlying discounting variable in social situations as well. Komorita,
Parks, and Hulbert (1992) varied the proportion of (simulated) group mem-
bers in a many-person game who used a “reciprocal strategy” (tit for tat). In-
creasing the proportion of members of an N-person group playing tit for tat is
similar to increasing probability of cooperation in a two-person game (as
Baker did) in the sense that both manipulations increase subjects’ control over
their opponents’ behavior and hence over their own future alternatives. The ef-
fect of this manipulation was the same in both cases—an increase in coopera-
tion by the subject.

. The term imagination need not mean a picture in the head. Here it refers to ac-

tion in the absence of a discriminative stimulus as if that stimulus were pres-
ent. For the teleological behaviorist, a person successfully imagining a lion in
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the room would run screaming from the room rather than dreamily reflecting
on its mane and its tail. (The latter person is imagining a picture of a lion
rather than an actual lion.) Imagination is acting, not dreaming; vividness of
imagination is not vividness of interior image but of overt behavior. A vivid
imagination is not just an aid or tool in acting on the stage. Rather, for a teleo-
logical behaviorist, acting is imagining (Rachlin, 1994).

Here again is the crucial difference between teleological behaviorism on the
one hand and cognitive or physiological psychology on the other. When faced
with behavior for which there is no apparent immediate external cause (such
as altruism) the cognitive or physiological psychologist tends to assume that
the cause of the behavior lies inside the organism—somewhere else in space.
The teleological behaviorist resists this move, called by Stout (1996) the Inter-
nal Shift. Instead, the teleological behaviorist assumes that the cause of the be-
havior lies not somewhere else in space but somewhere else in time—in the or-
ganism’s temporally extended environment.

Ainslie (1992), Platt (1973), Schelling (1971), and many others have also
stressed this correspondence. And, as illustrated by the Trollope quote, it has
been pointed out in literature.

Although only humans and certain species of monkeys seem to recognize
themselves spontaneously, even pigeons may be trained to do it (Epstein,
Lanza, and Skinner, 1981).

The difference between “self” and “self-concept” is a difference between be-
having in a complex pattern and discriminating between that pattern and oth-
ers. It corresponds to Aristotle’s distinction between thought and perception.
A thought, for Aristotle, is a complex behavioral pattern involving percep-
tion, imagination, and motivation. The behavior of which perception is com-
posed is much simpler. All it needs is consistent categorization—like pressing
button A or button B. Of course, when the perception is of one’s own behav-
ioral patterns, the more complex patterns need to precede the simpler percep-
tion. Still, you may perceive patterns in another person’s behavior before ex-
hibiting them in your own. You may perceive patterns in another person’s
behavior before perceiving them in your own—even though you are exhibiting
them. See Rachlin (1994, 1997b) for a further discussion.

It is far from clear, moreover, that such shuttling would work. The stimuli of
the Singapore environment may well gain control of social cooperation, while
those of the United States continue to signal rewards for defection. Nor is it a
good idea simply to move to Singapore. The rigid aversive contingencies there
bring everyone’s immediate interests (in avoiding punishment) forcibly into
line with the group’s interest, thereby making human life like the life of a
squirrel—or an ant, or a slug.

In this book, “altruism” is a tendency to behave altruistically in particular in-
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stances but consistently with selfishness in the long run. Group selection also
defines altruism in terms of an extension of selfishness—a selfishness of the
group (vis-a-vis other groups) over social space. If altruism were defined so as
to eliminate any selfish motive, however broadly conceived, then this book
would deny the existence of altruism. But so would group selection.
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