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Introduction

The Field of Perception

The field of perception is concerned with explain-
ing the operation of the senses and the experiences
and behaviors resulting from stimulation of the
senses. The senses are vision, hearing, the cutane-
ous senses (touch, pain, tickle, itch), chemical
senses (taste, smell, flavor), proprioception and
kinesthesia (awareness of body positions and limb
position and motion), and the vestibular sense
(balance).

One of the characteristics of perception is that it
involves more than is apparent. This statement
reflects the following paradox: Perceptual experi-
ences such as recognizing objects; seeing light,
color, and spatial layout; hearing pitch and music;
perceiving the locations of sounds; and experienc-
ing smells, tastes, touch, cold, and pain represent
the actions of extremely complex, and still not
completely understood, mechanisms. Yet for all
the underlying complexity of these mechanisms,
we perceive easily, usually with little effort or con-
scious awareness of the mechanisms involved. One
way to appreciate the fact that there is more to
perception than may be apparent to the perceiver
is to consider the following examples.

e A person looks out over a visual scene dotted
with houses, trees, and other objects. Although
this scene creates a two-dimensional image on
the person’s retina, the person sees the scene as
stretching into the distance, and the objects as
volumetric shapes.

e Bacon simmering and coffee brewing release
hundreds of different types of molecules into the
air. The molecules from the bacon and coffee
become indiscriminately mixed in the air and
across a person’s olfactory receptors. Despite this
random mixing of molecules, the person

perceives just two olfactory objects, “bacon” and
“coffee.” This feat is particularly impressive
because many of the individual molecules, when
considered individually, have their own odors,
which do not necessarily resemble the odors of
bacon or coffee.

e It is very easy for people to perceive and
recognize objects in a scene (“that’s a chair in
the corner,” “that’s Sandra’s face”). However,
the most powerful computers can accomplish
this task only with difficulty and cannot begin to
approach the speed and accuracy of human
performance, especially under “real-world”
conditions when objects are seen at different
distances and from different angles, and are
sometimes partially obscured by other objects.

e A woman’s arm was amputated after she was
injured in a car accident. Although her arm and
hand are no longer there, she still feels as if they
are. In fact, she sometimes has the disconcerting
experience of feeling the missing hand as tightly
clenched, with fingers digging painfully into her
palm.

o All of these examples and everything else we
perceive are created by electrical signals in the
brain, which in themselves have no color, sound,
taste, hot, or cold. Yet somehow these electrical
signals become transformed into perceptual
experience.

This encyclopedia provides an overview of the
field of perception through authoritative 1,000- to
4,000-word essays by leading researchers and the-
oreticians in the field. These essays are supported
by nearly 180 figures and tables, 39 of which are
in color.

The research and theory reported here involves
two parallel and interacting approaches, the
psychophysical approach and the physiological
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approach. The psychophysical approach involves
determining the relationship between stimuli in the
environment and perception. This approach has
measured basic operating characteristics of percep-
tion, which involves determining things such as
thresholds for qualities associated with each sense
(for example, detecting light, motion, sounds, taste,
and smell stimuli) and how stimulus characteristics
influence perception of these qualities (for example,
how wavelengths of light are associated with color
perception, frequency of sound with pitch, chemi-
cal structures with taste and smell). This approach
is also important for uncovering underlying mecha-
nisms of perception and has provided the basis of
various theoretical approaches to perception.

The physiological approach is concerned with
determining the biological mechanisms responsible
for perception. These physiological mechanisms
begin when receptors sensitive to specific kinds of
stimuli (light for vision, sound for hearing, for
example) are activated and trigger electrical signals
that eventually result in activation of neurons in a
large number of structures, both before reaching
the brain and then within the complex architecture
of a large number of interrelated brain areas.

The physiological approach has determined how
stimuli in the environment are represented by the
firing of neurons and activation of the brain, and
has demonstrated connections between specific
areas of the brain and the perception of specific
types of stimuli (for example, visual patterns such
as faces, complex sounds, and chemical compounds
with specific structural components have been
linked to specific brain areas). The complexity of
the brain processes that cause perception is reflected
by the finding that although brain areas have been
identified that process information about specific
types of stimuli, these stimuli also cause activity in
many other areas of the brain, as well.

Perception is not, however, determined only by
receptors sending signals to the brain. Other factors
such as the context within which perception is expe-
rienced, individual differences across perceivers,
and a person’s expectations and prior knowledge
can also influence what is perceived. In addition,
“perceptual experience”—seeing a tree, smelling the
scent of a rose, feeling pain from an injury—is not
the only outcome of stimulating sensory receptors.
Once an object is perceived, it is usually “recog-
nized,” by placing it in a category (“that’s a cup,”

“that’s the smell of a rose”), and then in some cases
the person interacts with stimuli in some way. This
can involve using perceptual landmarks to help
navigate through the environment, deciding to pick
up a coffee cup, or accepting or rejecting a particu-
lar food based on its taste or smell.

Thus, although many of the entries in these vol-
umes are about sensing stimuli, many other entries
illustrate how the field of perception extends to “rec-
ognizing,” “taking action,” and other areas as well.
Perception is, for example, linked to processes such
as memory (memory can be enhanced for experi-
ences rich in perceptual detail; perception can be
influenced by past experiences), thinking (perception
can both aid thinking and involves processes similar
to those involved in thinking), emotion (perceptual
experiences can create both positive and negative
emotions; emotional states can influence perceptual
behavior), and motivation (perceptions such as smell
and pain are associated with approach and avoid-
ance behavior; a person’s goals and intentions guide
looking behavior and tactile exploration).

Are there processes that are not associated with
or influenced by perception? Surely there are—but
the pervasiveness of perception is truly impressive,
and the phenomena of perception and the mecha-
nisms underlying these phenomena are what this
encyclopedia is about.

Goals of the Encyclopedia

Three basic goals guided the creation of this ency-
clopedia: (1) broad coverage, (2) authoritative
entries, and (3) accessibility to a general audience.
The brief overview of the field at the beginning of
this introduction describes the field of perception
as involving (a) many different sensory qualities and
physiological systems; (b) two broad approaches,
each of which makes use of a wide variety of meth-
ods; and (c) links to many areas outside the field.
Thus, in deciding how to represent the field of per-
ception, my guiding principle was to include as
varied and broad a list of topics as possible, and to
include not only the basic research that accounts
for most of the entries, but also descriptions of meth-
ods, theoretical approaches, and real-world appli-
cations of perceptual research. Although the primary
emphasis is on explaining human perception,
much animal research is included, both because of
its importance in its own right and because of what
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the results of this research tell us about human
perception.

Given the goal of casting a broad net, it is not
surprising that researchers represented in this vol-
ume come from a wide range of backgrounds. For
example, the list of contributors beginning on page
xix includes people in departments of anatomy,
behavioral science, biology, biophysics, cognitive
science, computer science, neuroscience, ophthal-
mology, optometry, philosophy, physiology, psy-
chology, statistics, and zoology.

The second goal, presenting authoritative state-
of-the-art information, has been achieved by invit-
ing recognized experts to write the entries. But
having experts write entries is useful only to the
extent that these entries are accessible to our read-
ers. Thus, the third goal was to be sure that the
experts wrote entries that could be understand by
the target audience for encyclopedia—general
readers with no previous background in percep-
tion, which includes anyone with an interest in
perception—undergraduates, college graduates,
and members of the general public. But even
though entries have been written with the goal of
accessibility to a wide audience, there is informa-
tion here for specialists as well. Even though I have
a broad background in perception, I learned quite
a bit in the process of reading these entries.

Content and Organization

As indicated, the content of this encyclopedia
includes topics that span the field of perception.
This scope can be appreciated by consulting the
List of Entries beginning on page v, which lists the
367 headwords in the alphabetical order in which
they appear in the encyclopedia. Another resource
is the Reader’s Guide, beginning on page xi, which
includes the following 18 headings with relevant
headwords listed under each heading:

Action

Attention

Audition

Chemical Senses
Cognition and Perception
Computers and Perception
Consciousness

Disorders of Perception
Illusory Perceptions

Individual Differences (Human) and Comparative
(Across Species; Not Including Ageing,
Disorders, and Perceptual Development)

Methods

Perceptual Development/Experience

Philosophical Approaches

Physiological Processes

Sense Interactions

Skin and Body Senses

Theoretical Approaches

Visual Perception

Although headwords appear alphabetically in
the encyclopedia (that is, they are not grouped by
the headings listed), these headings serve as a guide
to the topics that are relevant to each heading. The
fact that a particular topic may appear under a
number of headings reflects the interrelatedness
between areas of perception. Additional evidence
for this interrelatedness is the list of related topics
(“See also” cross-references) that appears at the
end of each entry. Also, Further Readings at the
end of each entry provide a starting point for fur-
ther, more detailed study of a topic.

One of the key features of the encyclopedia is the
16-page section of color illustrations and photos at
the front of each volume, beginning on page xxxiii.
Each is linked to specific entries and, at the appro-
priate points in the text, the entries send the reader
to examine the figures. The interrelationship
between the art and entries helps the encyclopedia
to be useful for all readers.

Finally, a word about the headwords. Headwords
were assigned lengths from 1,000 to 4,000 words
based on the generality or broadness of the topics,
with more general topics being assigned more
words. However, even many of the shortest entries
could be expanded to fill a book (and in many
cases, our contributors are authors of such books).

A few of the longest entries are intended to pro-
vide an overview of an area, so the authors of these
entries were asked to provide perspective regarding
the history and scope of the topic and not to be
concerned with details that would be covered by
other entries. Some of these “overview” entries are

Audition

Consciousness
Consciousness: Disorders
Cortical Organization



XXX Introduction

Cutaneous Perception

Infant Perception

Nature and Nurture in Perception
Neuropsychology of Perception
Olfaction

Philosophical Approaches
Physiological Approach
Psychophysical Approach
Taste

Theoretical Approaches

Vision

How the Encyclopedia Was Created

The creation of this encyclopedia, which spanned
two years from initial conception to publication,
followed these steps:

1. Iinvited internationally recognized experts in
the field to serve on the advisory board, with the
understanding that their main task would be to
play the crucial role of suggesting headwords and
possible contributors to write the essays for the
headwords.

2.1 created a list of headwords by consulting
textbooks, professional journals, handbooks, and
other encyclopedias (although it is important to
note that there was no encyclopedia of perception
to consult because one has not existed until now).
“Scope” statements were also created for each
headword to indicate the intended content.

3. The advisory board reviewed the headword-
scope list, suggesting additions and deletions and
making comments regarding the content for each
entry.

4. The advisory board suggested possible con-
tributors for the headwords in their areas of
expertise. A list of potential contributors was
created based on these suggestions (giving preference
to people getting more “votes” from the advisory

board).

5. Invitations were sent to potential contributors
for each headword. When the “first choice” was
unavailable, usually because of time issues,
additional people were contacted until there was a
contributor for each headword.

6. I read all of the entries (some in collaboration
with Carole Maurer, Sage’s developmental editor
for the encyclopedia) and returned them for revision
when necessary. Revision was requested for two
reasons: (1) need for additional coverage, or in
some cases less, if there was too much overlap with
another entry; (2) need for improved readability.
Because accessibility of the entries was one of the
major goals of the encyclopedia, some entries
needed to be simplified from what would appear in
the research literature, and one of the main reasons
for requesting revision was the need to define
technical terms. In addition, the use of concrete
examples was encouraged. In a few cases, entries
were sent to a member of the advisory board for a
second opinion.

Using the Encyclopedia

This encyclopedia can be used both to answer
specific questions about perception and to obtain
an overview of the field. Two excellent starting
points are the List of Entries and the listing of
topics in the Reader’s Guide. It is often useful
to check an entry’s related topics (“See also”
cross-references) for more breadth and the
Further Readings for additional information
and sources.

If, as is likely, you were drawn to the encyclope-
dia in searching for information about a specific
topic, I invite you to extend your search beyond
that topic. Take some time to browse. You may be
surprised by unexpected revelations about specific
topics and might gain some insight into the vast
scope of the field of perception. After all, perceiv-
ing is something we are doing constantly, and
understanding perception can enhance this experi-
ence. I’ve found that studying perception has made
me more observant of my environment, and more
appreciative of the miraculous process that trans-
forms energy falling on receptors into the richness
of experience. I hope that reading selections from
this book helps you appreciate both the complex-
ity and the beauty of the mechanisms responsible
for perception.

E. Bruce Goldstein
University of Pittsburgh
University of Arizona
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é é é * * right ear input
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Auditory Localization: Physiology—Axonal
Delay Lines

Figure |

Note: Each neuron in the array is contacted by axons from
each ear. See page 168 in the Auditory Localization: Physiology
entry for additional information (pp. 167-170).
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Figure 2 Auditory Processing: Central—Schematic
lllustration of Hierarchical Processing in
the Auditory Cortex of the Rhesus
Monkey and Processing Streams for

“What” and “Where”

Notes: Auditory signals arrive first in the core areas (consisting
of the primary auditory cortex, A1, and two rostral areas)
from subcortical inputs in thalamus and brainstem. Activity
then propagates to the belt (AL, CL, among others) and
parabelt areas (rostral and caudal, RPB and CPB, respectively),
which give rise to two pathways projecting to two largely
segregated regions in the prefrontal cortex (PFC): the
ventrolateral and dorsolateral (VLPFC and DLPFC) regions,
respectively. The ventral processing stream is also relayed
through the anterior superior temporal (aST) cortex, where
regions or patches specialized for the processing of voices and
communication sounds have been found in both monkeys
and humans. The dorsal stream, in addition to its projection
to the DLPFC, is relayed also through the inferior parietal
lobule (IPL) of the posterior parietal cortex (PPC, particularly
the ventral intraparietal region, VIP). Rich back-projections
exist from the prefrontal cortex to the PPC as well as to the
aST (not shown). See the Auditory Processing: Central entry
for additional information (pp. 176-180).

Figure 3

Auditory Receptors and Transduction—Hair Cells of the Mammalian Cochlea

Notes: (a) Cross-section through the sensory epithelium (organ of Corti) in the middle chamber of the cochlea. (Blue arrows)
Sound moves the basilar membrane up and down, bending the hair bundles of inner and outer hair cells against the tectorial
membrane. (b and c) Ion channels involved in the afferent flow of electrical signals from the ear to the brain: (b) is a higher-
magnification view of the inner hair cell in (a), and (c) is a higher-magnification view of the hair bundle in (b). Deflection of the
hair bundle toward its tall edge (+, blue arrow) opens mechano-electrical transduction channels, through which potassium (K*)
and calcium (Ca?") ions enter the stereocilium and make the hair cell more positive. The voltage change activates voltage-gated

channels that are selective for K* or Ca**

ions. Entry of Ca?* through Ca channels activates release of glutamate by the hair cell

onto the afferent nerve ending. Binding of glutamate to glutamate-receptor channels opens the channels, producing an influx of
positive ions, which triggers action potentials. See the Auditory Receptors and Transduction entry for additional information

(pp. 183-186).
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Figure 4 Auditory System: Structure (1)—Structure of

the Ear

Source: Modified from a Wikipedia illustration by Dan
Pickard, with permission.

Notes: Muscles are shown in red and nerves in green. See the
Auditory System: Structure entry for additional information
(pp. 194-197).

Parietal lobe

Frontal lobe

Temporal lobe

Figure 6 Speech Perception: Physiological—Auditory
Processing Streams Important for Speech

Perception

Source: Adapted from Scott, S. K. (2005). Auditory
processing—speech, space and auditory objects. Current
Opinion in Neurobiology, 15, 197-201.

Note: See the Speech Perception: Physiological entry for
additional information (pp. 923-926).
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Figure 5
Auditory Input

Auditory System: Structure (2)—Cell Types and Major Connections Within the Nervous System Processing

Notes: Ascending pathways are mainly shown on the left and descending pathways are mainly shown on the right. The dashed
line represents the midline. See the Auditory System: Structure entry for additional information (pp. 194-197).
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Figure 7 Cutaneous Perception:
Physiology—Cross-Section
Diagram Showing the
Different Kinds of Afferent
Receptors Innervating the
Glabrous Skin of the
Primate

Source: Adapted from Johnson, K. O. P.
(2002). Neural basis of haptic perception. In
H. Pashler & S. Yantis (Eds.), Steven’s
handbook of experimental psychology: Vol. 1.
Sensation and perception (3rd ed., pp. 537-583).
New York: Wiley.

Notes: The receptor endings that are associated
with cutaneous processing are the Meissner’s
corpuscle, which is the receptor ending for the
rapidly adapting afferents (RA); the Merkel-
neurite complex, which is the endings for the
slowly adapting type 1 afferents (SA1); the
Pacinian corpuscle, which is the ending for the
Pacinian afferents (PC); and the Ruffini’s
corpuscle, which was once thought to be the
ending for the slowly adapting type 2 afferents
(SA2). The free-nerve endings provide the
inputs for the pain, temperature, and itch
afferents. See the Cutaneous Perception:
Physiology entry for additional information
(pp. 348-353).

Figure 8 Olfaction—Olfactory
Epithelium and Bulb

Notes: Schematic of the olfactory epithelium
showing how the axons of the olfactory
receptors cells that express the same receptors
project to common glomeruli within the
olfactory bulb. See the Olfaction entry for
additional information (pp. 657-661).
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Figure 9 Olfaction: Feature Detection and Integration—Basic Circuit Outlining the Flow of Excitation and Inhibition in the
Olfactory Bulb

Notes: When excited by odorants, OSNs activate a network of intrinsic and output neurons associated with a single glomerulus.
This circuit makes use of both feedback and lateral inhibition to enhance the contrast between similarly responding glomeruli.
Abbreviations: OSN = olfactory sensory neuron; PG = periglomerular cell; JG = juxtaglomerular cell; M = mitral/tufted cell. Black
arrows indicate excitatory synapses and white arrows indicated inhibitory synapse. See the Olfaction: Feature Detection and
Integration entry for additional information (pp. 668-671).
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Figure 10  Olfactory Bulb: Functional Architecture—Coding and Anatomy of the Olfactory System
Note: See pages 680-681 in the entry Olfactory Bulb: Functional Architecture for a complete description.
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Vision
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Figure 11  Atmospheric Phenomena—Some Atmospheric Phenomena

Sources: Figure 1(a) was kindly supplied by Dr. Urte Roeber, who retains its
copyright. Figure 1(b) © Photograph by “X64.” Retrieved January 16, 2009, from
http://commons.wikimedia.org/wiki/File:Brocken-tanzawa.JPG. This file is licensed
under the GNU Free Documentation License, Version 1.2 or any later version
published by the Free Software Foundation (http://commons.wikimedia.org/wiki/
Commons:GNU_Free_Documentation_License); with no Invariant Sections, no
Front-Cover Texts, and no Back-Cover Texts.

Notes: (a) Aerial perspective makes distant objects appear to be lighter and to have
less contrast than near objects, here seen in the two slopes, both of which are
covered in essentially identical vegetation and are identically illuminated. (b) Four
antisolar phenomena: The shadow of the photographer is a specire. It is surrounded
by a bright halo from back-scattered sunlight. The halo is surrounded by a glory,
the colored rings. The photographer’s shadow also shows anticrepuscular rays.
(c) Two antisolar phenomena: The fan shape of shadow rays are anticrepuscular
rays. These arise from parallel light from the sun being blocked by clouds in the
west, creating parallel shadows that receding from the viewer in the east. The
rainbow arises from refraction and total internal reflection of sunlight in raindrops.
This display of anticrepuscular rays and rainbow is called rainbow spokes. See the
Atmospheric Phenomena entry for additional information (pp. 67-71).

Figure 12 Attention and Medical Diagnosis—Expert’s Scanpath

Notes: A lesion has been identified by a mouse click (red cross in blue
box) at fixation 1 in the image. The first fixation is at the location of the
nodule, which suggests the lesion must have been identified in the global
look. The size of the green circle is proportional to the length of time of
each fixation, with the first fixation being 1.8 seconds. See the Attention
and Medical Diagnosis entry for additional information (pp. 119-121).
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Figure 13  Camouflage—Three Major Categories of Camouflage
Source: Illustration © by Roy R. Behrens, 2008. Reprinted with permission.

Notes: Although there are any number of ways to categorize examples of camouflage, perhaps the three most common kinds are
figure-ground blending (a), in which an object blends in with its setting (also sometimes known as crypsis); figure disruption
(b and photo below it), in which the surface of the figure is broken up by highly contrasting components, a method that was used
widely for ship camouflage during World Wars I and II; and coincident disruption (c), in which the figure is broken up, but parts
of it blend in with the background. In the system shown here, mimicry is said to be a subcategory of blending or high similarity
camouflage. See the Camouflage entry for additional information (pp. 233-236).
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( Normal (b) Protanope
' ' ( Tritanope (d) Deuteranope
(a) One-shot paradigm (b) Flicker paradigm
Figure 14  Change Detection—Example of Method
Used to Study Change Detection
Notes: Here, a gap-contingent technique makes the change at
the same time a brief blank appears. Two ways of measuring
performance are illustrated. (a) One-shot paradigm. The observer Figure 15  Color Deficiency—Perceptual Consequences

views a single alternation of the stimuli; performance is measured
by the accuracy of detection (or identification) of the change. (b)
Flicker paradigm. The observer views a continual cycling of
stimuli; performance is measured by the time taken until the
change is detected (or identified). Both measurement paradigms
can also be applied to other techniques, such as changes made
during an eye movement or a shift in the image. (The change
between the front and back images is in the width of the
horizontal black bar under the colored panels.) See the Change
Detection entry for additional information (pp. 241-244).

Additive color mixing

Subtractive color mixing

of Color Vision Defects

Source: Gegenfurtner, K. R., & Sharpe, L. T. (1999). Color
vision: From genes to perception. New York: Cambridge
University Press. Reproduced with permission of Cambridge
University Press.

Notes: Here is a simulation of how a scene from a fruit market
is perceived by (a) a normal trichromat, (b) a protanope, (c) a
deuteranope, and (d) a tritanope. Each color vision deficiency
shows greatly reduced chromatic discrimination compared
with that of a normal trichromat. See the Color Deficiency
entry for additional information (pp. 257-261).

Color Mixing—Additive and Subtractive
Color Mixing (1)

Notes: The left panel simulates the additive combination of red,
green, and blue lights. The right panel simulates the subtractive
combination of yellow, purple, and cyan pigments. See the
Color Mixing entry for additional information (pp. 262-264).

Figure 16

Figure 17  Color Mixing—Color Appearance (2)

Notes: The smaller squares are physically the same (i.e., they
are printed with the same ink), but their colors appear
different. The differences arise because of the surrounding
colors, which induce color changes in the appearance of the
central squares. See the Color Mixing entry for additional
information (pp. 262-264).
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Figure 18  Color Perception—Image Decomposed
Into Its Luminance or Chromatic

Components (1)

Notes: The grayscale image (left) retains much of the fine
spatial detail, depth, and shading information in the scene.
The chromatic images (center and right) captures the material
differences between the objects much better and more clearly
delineates the objects in terms of these differences and despite
variations in shadows and shading. Thus, adding color helps
viewers perceive both what the objects are and where they
are. See the Color Perception entry for additional information
(pp. 266-270).

Brightness

Figure 19  Color Perception—The Appearance of an
Unrelated Color Can Be Described by Its

Brightness, Hue, and Saturation (2)

Notes: These three attributes are arranged in perceptual color
spaces to represent colors according to how they differ from a
neutral gray. See the Color Perception entry for additional
information (pp. 266-270).

(a) (b)

Figure 20  Color Perception—Examples of Contextual

Effects in Color Appearance (3)

Notes: (a) The thin bars in the upper image are all the same
printed gray but appear darker or brighter because of the
contrast difference with the neighboring background.
Similarly, in the lower figure, the top two and bottom two
words are the same physical chromaticity (green and orange,
as shown by the bars on the right), yet they appear
dramatically different when they are interleaved with either
the purple or yellow lines (image courtesy of Patrick
Monnier, Department of Psychology, Colorado State
University). In (b), as you stare directly at the cross in the
center, the colored patches will fade away and may disappear
entirely. This occurs because each area of the retina adapts
over time to the color falling on it, a process that keeps color
appearance centered around the average stimulus we are
exposed to. See the Color Perception entry for additional
information (pp. 266-270).

(a (b) (c)

Figure 21  Computational Approaches—Neon Color

Spreading
Notes: (a) An image that shows the perceptual effect of neon-
color spreading. (b) Construction of the invisible fence (dotted
line) based on cue discontinuity and border linking. Diffusion
spreads the red hue over the surface (arrows) but is contained
by the invisible fence. (c) Presumed mental interpretation of a
tinted red surface on top of a surface with black lines. See the

Computational Approaches entry for additional information
(pp- 278-283).
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ccb Figure 22  Digital Imaging—Color Filter Array
CFA (CFA) Overlaid Onto a Charge
Coupled Device (CCD) Sensor
3 Notes: Each CCD element records a limited range of
wavelengths, corresponding to either red (gray), green
I_C':A ) (light gray), or blue (dark gray). A full three-channel
interpolation

RGB color image is created by interpolating the missing
color pixels by, for example, averaging the recorded
JX values. See the Digital Imaging entry for additional
information (pp. 362-366).
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Figure 23  Evoked Potential: Vision—Visual Evoked Potential Records

Source: This figure is based on data from Roeber, U., Widmann, A., Trujillo-Barreto, N. J., Herrmann, C. S., O’Shea, R. P., &
Schréger, E. (2008). Early correlates of visual awareness in the human brain: Time and place from event-related brain potentials.
Journal of Vision, 8(3), 1-12.

Notes: (a) A person’s EEG activity averaged from three electrodes over the right parieto-occipital scalp as a grating presented to
one eye changed its orientation (at time 0) from being perpendicular to an identical grating presented to the other eye to being
the same as the grating in the other eye. The VEP requires averaging of many EEG records from many trials showing the same
visual event. After one trial (the red trace), the EEG activity is essentially random, the VEP being obscured by other activity in
the brain. After 10 trials (green trace), the average EEG activity is still essentially random, although its variance is much reduced
as the random activity on one trial tends to cancel out the random activity on another. After 50 trials (blue trace), the average
EEG activity is quite regular, and the VEP is clearly evident, the random activity having been largely averaged out. After 100
trials (black trace), the VEP is clearly revealed. (b) The scalp current densities computed over 61 scalp electrodes from 12
participants in the same experiment. Changes evoke larger currents over the right occipital area. (c) The sources of the electrical
activity computed by VARETA (variable resolution electromagnetic tomography), shown in a “glass brain.” It occurs mainly in
the right ventrolateral occipital area. See the Evoked Potential: Vision entry for additional information (pp. 399-401).
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Figure 24  Eye Movements and Action in Everyday Life—The
RIT Wearable Eyetracker, Showing the Scene
Camera and Eye Camera Mounted on a

Lightweight Glasses Frame
Source: M. Hayhoe and D. Ballard, 2005.

Notes: (a) The backpack carries a battery and video camera, which
tracks eye position relative to the scene the person is observing. (b)
Composite image of a scene from the head-mounted video camera while
the subject makes a peanut butter and jelly sandwich. The images from
the camera were integrated over different head positions. The fixations
are indicated by the yellow circles in the color insert. Circle diameters
reflect the duration of the fixation. See the Eye Movements and Action
in Everyday Life entry for additional information (pp. 430-433).
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Figure 25 Eye Movements During
Fixation

Sources: (a) Henderson, J. M. (2009). Used
with permission. (b) E. Bruce Goldstein,
2009. (c) Modified from Martinez-Conde, S.,
Macknik, S. L., & Hubel, D. H. (2004). The
role of fixational eye movements in visual
perception. Nature Reviews Neuroscience,
S, 229-240.
(c)

Notes: (a) Eye movements to a picture of a fountain. Each line is a
saccadic eye movement. Each saccadic eye movement ends in a
fixation, where the eye rests briefly before the next saccadic eye
movement. (b) Three types of fixational eye movements: movements
of the eye that occur during fixation. (c) Troxler fading. In 1804,
Swiss philosopher Ignaz Paul Vital Troxler discovered that deliberately
fixating on something causes surrounding stationary images to fade
away. To elicit this experience, stare at the central dot while paying
attention to the surrounding pale ring. The ring soon vanishes, and
the central dot appears set against a white background. Move your
eyes, and it pops back into view. See the Eye Movements During
Fixation entry for additional information (pp. 438-439).

Figure 26

(b) (©

McCollough Effect—McCollough Effect Stimuli

Notes: To see the effects illustrated in this figure best, view it from seven times the height of panel

(a). (a) The test figure for the McCollough effect. Vertical and horizontal lines look, and are, black-
and-white. (b, ¢) Induction stimuli. Look at the center of (b) for about 10 seconds, then the center
of (¢) for about 10 seconds; continue looking between (b) and (c) for about five minutes. When
you look back at (a) you might see something similar to (d): all of the lines, including the white
space between them, appear tinted with faint complementary colors. This stimulus is the same as
(a), largely black and white, except that very fine lines of red and green have been added to the
edges. These fine lines can be seen by looking closely. See the McCollough Effect entry for

(d)

additional information (pp. 547-549).
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(a) (b)

(c) (d)

(e) ®

Figure 27  Mirages and Other Atmospheric Phenomena From Refraction

Sources: (a) Photograph by Anton. Retrieved December 19, 2008, from http://upload.wikimedia.org/wikipedia/commons/2/27/
Miragerp.jpg. This file is licensed under the Creative Commons Attribution ShareAlike 2.5 License (http://creativecommons.org/
licenses/by-sa/2.5/). (b) Photograph by Craig Clements. Retrieved December 19, 2008, from http://commons.wikimedia.org/wiki/
File:Superior_mirage_of_the_boats_at_entrance_of_the_harbor_at_Victoria,_British_Columbia,_Canada.jpg. This file is licensed
under the GNU Free Documentation License, Version 1.2 or any later version published by the Free Software Foundation (http://
commons.wikimedia.org/wiki/Commons:GNU_Free_Documentation_License); with no Invariant Sections, no Front-Cover
Texts, and no Back-Cover Texts. (c) Image by Alan K. Radecki. Retrieved December 20, 2008, from http://commons.wikimedia.
org/wiki/File:Mirage3-12.jpg. This file is licensed under the GNU Free Documentation License, Version 1.2 or any later version
published by the Free Software Foundation (http:/commons.wikimedia.org/wiki/Commons:GNU_Free_Documentation_License);
with no Invariant Sections, no Front-Cover Texts, and no Back-Cover Texts. (d) Image taken from a photograph by SSgt Shane
Cuomo, U.S. Air Force. Retrieved December 27, 2008, from http://www.dodmedia.osd.mil/Assets/Still/2005/Air_Force/DF-SD-
05-04367.jpeg.This image or file is a work of a U.S. Air Force Airman or employee, taken or made during the course of the
person’s official duties. As a work of the U.S. federal government, the image or file is in the public domain. (e) Image by Mila
Zinkova (http://home.comcast.net/~milazinkova/Fogshadow.html). Retrieved December 19, 2008, from http://commons.
wikimedia.org/wiki/File:Inferior_Mirage_green_flash.jpg. This file is licensed under the GNU Free Documentation License,
Version 1.2 or any later version published by the Free Software Foundation (http://commons.wikimedia.org/wiki/Commons:GNU_
Free_Documentation_License); with no Invariant Sections, no Front-Cover Texts, and no Back-Cover Texts. (f) Photograph by
Mila Zinkova (http://home.comcast.net/~milazinkova/Fogshadow.html). Retrieved December 19, 2008, from http://commons.
wikimedia.org/wiki/File:Mock_mirage_of_the_setting_sun_02-08-08-1.jpg. This fileis licensed under the GNU Free Documentation
License, Version 1.2 or any later version published by the Free Software Foundation (http://commons.wikimedia.org/wiki/
Commons:GNU_Free_Documentation_License); with no Invariant Sections, no Front-Cover Texts, and no Back-Cover Texts.

Notes: (a) An inferior mirage on a road: there is an (inverted) image of the blue sky on the road and a distorted, inverted image of
the trees. (b) A superior mirage: The superior mirage is the inverted image above the erect image of the ship. Above that is another,
narrow, erect image of the ship, also a superior mirage. (c) A fata morgana: This mirage, shown in four panels, involves numerous
alternately inverted and erect superior mirages. In the top panel is the fata morgana. In the next panel is the same scene without any
mirage. The next two panels show magnified versions of the first two. (d) The flattened sun: As the sun sets, it becomes flattened
vertically. (e) The green flash: The upper panel shows an overview of the sun almost completely set showing only a green part. The
small lower panels show a magnified view of the sun in sequence as it disappeared below the horizon. (The diagonal cloud is from
a contrail.) (f) A mock mirage giving a paper-lantern sun. See the Mirages entry for additional information. (pp. 555-557).
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Figure 28  Object Perception: Physiology—Functional Magnetic Resonance Imaging (fMRI) Responses to Various Stimuli

Notes: Object (yellow), face (red), body part (green), and house (blue) selective regions presented on an inflated cortical surface
of a right hemisphere of a representative subject. Dark grays indicate sulci and lighter grays indicate gyrii. Left: lateral view.
Right: ventral view. Orange indicates regions that are both face and object-selective. Abbreviations: LO = lateral occipital; pFus/
OTS = posterior fusiform/occipitotemporal sulcus; MT = mid-temporal motion selective region; FBA = fusiform body part area;
FFA = fusiform face area; PPA = parahippocampal place area. Boundaries of early visual areas V1, V2, V3, V3a, and V4 are
shown in black. See the Object Perception: Physiology entry for additional information (pp. 648-653).
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Figure 29  Retinal Anatomy—The Eye and Retina

Notes: (a) Sketch of the eye. The retina lies at the back of the eye. The fovea is the region of central vision. The basic retinal
circuit (inset) consists of photoreceptors (anchored to the pigment epithelium) that give their output to the bipolar cells that give
their output to the ganglion cells, which send their output to the brain. (b) The retina shows a regular structure with different
lamina; light must pass through them to reach the receptors. (c) A wiring diagram of the different channels in primate retina.
Different channels mediate achromatic, red-green, and blue-yellow signals. Each has the same pattern—cone to bipolar cell to
ganglion cells, but there are differences in detail. See the Retinal Anatomy entry for additional information. (pp. 868-871).
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Figure 30  Visual Processing: Extra-Striate Cortex—Areas

in Extrastriate Cortex

Notes: Activation maps on a flattened cortical surface showing
retinotopic areas (V1, V2, V3, V4, V7, V3B/KO), the human
motion complex (hMT+/VS), the lateral occipital complex
(LOC with subregions: LO = lateral occipital; pFs = posterior
fusiform sulcus), and 3-D shape-related areas in the parietal
cortex (VIPS = ventral inferior parietal sulcus, POIPS = junction
of posterior occipital and inferior parietal sulcus, DIPS = dorsal
inferior parietal sulcus). Left hemisphere is shown. Sulci are
coded in darker grey than the gyri. Major sulci are labeled
as follows: STS = superior temporal sulcus; ITS = inferior
temporal sulcus; CS = central sulcus. See the Visual
Processing: Extra-Striate Cortex entry for additional
information. (pp. 1096-1099).
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Figure 31 Visual Processing: Primary Visual Cortex—

Functional Organization of the Primary
Visual Cortex, V|

Notes: V1 is a three-dimensional structure containing six main
layers. Within these layers, three major cell types—pyramidal
cells, spiny stellate cells, and inhibitory cells (shown in green;
example intracellular fills of a pyramidal and stellate neuron
are illustrated below each)—provide a specific organization of
intrinsic connections (red arrows) and extrinsic connections
(orange arrows). The organization of lateral geniculate nucleus
(LGN) inputs and intrinsic connections underlie the construction
of cortical receptive fields (bottom right illustrates a progression
from aligned center/surround receptive fields to an oriented
simple cell receptive field and a direction selective complex cell
receptive field). Dashed orange lines illustrate the boundaries
of cortical columns, which contain neurons with similar
response properties (e.g., all neurons in a column are tuned to
the same stimulus orientation, illustrated here by oriented
black bars drawn on the surface). Across the cortex, columns
are organized in a precise fashion to form maps of visual space
(retinotopy), ocular dominance (illustrated by grey stripes on
the cortical surface), and orientation preference (illustrated by
oriented bars). See the Visual Processing: Primary Visual
Cortex entry for additional information. (pp. 1099-1101).

Figure 32  Visual Processing: Retina—Neuroanatomy of

the Retina

Source: Wassle, H. (2004). Parallel processing in the mammalian
retina. Neuroscience Nature Reviews, 5, 747-757.

Notes: Cell types: Cones (#1), rods (#2), horizontal cells (#3),
bipolar cells (#4), amacrine cells (#5), ganglion cells (#6).
Abbreviations: OS/IS = outer segments and inner segments;
ONL = outer nuclear layer; OPL = outer plexiform layer; INL =
inner nuclear layer; GCL = ganglion cells; NFL nerve fibers. See
the Visual Processing: Retinal entry for additional information.
(pp- 1101-1104).
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Figure 33  Visual Processing: Subcortical Mechanisms for Gaze Contro—Brain Stem Pathways for Gaze Control
Sources: (a) V. Henn, J. A. Buttner-Ennever, and K. Hepp, 1982. (b) Author.

Notes: (a) Midsagittal view of the primate brain stem. Burst neurons are shown in blue, neural integrators in yellow, and
motoneurons in green. The superior colliculus (SC), thalamus, and cerebellum are also shown. Inset shows the location of the
brain stem. (b) A schematic of gaze shift commands traveling through the brain stem. Color scheme same as in (a). Horizontal
components are indicated by (H), while vertical/torsional components are indicated by (V/T). SC = superior colliculus; BN = burst
neurons; NI = neural integrator; MN = motoneurons; III = oculomotor nucleus; IV = trochlear nucleus; VI = abducens nucleus.
See the Visual Processing: Subcortical Mechanisms for Gaze Control entry for additional information (pp. 1104-1107).

(a)

Figure 34  Visual Scene Perception—Perceiving Visual
Scene Stimuli

Source: Courtesy of Antonio Torralba, MIT.

Notes: (a) The blurry image looks like a street scene, even
if the objects cannot be recognized in isolation. (b) A forest
scene that changes interpretation with image orientation.
(c) Average images centered on pictures of sailboats (left)
and cows (right). See the Visual Scene Perception entry for
additional information (pp. 1111-1116).

(b)

(c)
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Figure 35  Visual System Structure (I)—Foveal Retinal

Circuitry

Notes: Three types of cone photoreceptors synapse onto
specialized bipolar neurons, which connect to distinct types
of retinal ganglion cells depending on their participation in
the parvocellular, magnocellular, or koniocellular processing
streams. See the Visual System Structure entry for additional
information (pp. 1130-1134).

V4

Retina

Figure 36  Visual System Structure (2)—Parallel

Processing Streams of the Early Visual System

Notes: The magnocellular stream illustrated in black,
parvocellular stream illustrated in red, koniocellular stream
illustrated in blue. Retinal ganglion cells project to lateral
geniculate nucleus (LGN) neurons, which project to specific
layers within V1. V1 sends motion information to thick stripes
in V2 and color/form information to thin and pale stripes
in V2. Numbers on the right indicate cortical layers. See the
Visual System Structure entry for additional information
(pp. 1130-1134).

Figure 37
Source: Original figure created by D. A. Hall.

Brain Imaging—Several Key Aspects of an (Auditory) fMRI Experimental Design and Image Analysis

Notes: The upper time line represents a segment of the experiment showing how repeated scans are acquired at regular intervals over
time, while the participant listens to an alternating sequence of sound stimulation and baseline conditions. Each scan is represented
by one horizontal slice through the brain. In this example, each stimulus condition lasts about 9 seconds, with scans occurring every
3 seconds. The lower time line presents a schematic diagram of the stimulus-correlated variability in the MR signal measured in
arbitrary units. Such a time course is representative of a voxel (individual point) that responds strongly to the sound stimulus. The
spatial distribution of the activated voxels is shown in the right panel, with the most significant voxel highlighted by the crosshairs.
The color scale reflects the statistical significance of the activation across the auditory cortex. Note that the activation is overlaid onto
the anatomical scan, which has a finer spatial detail than the functional scans shown in the upper time line. In this figure, the activation
reflects the greater contralateral auditory cortical response to a sound stimulus that was presented to the right ear (pp. 227-231).
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Figure 38

Cortical Organization (1)—The Cerebral Cortex of the Human Brain

Notes: The four lobes of the cortex are indicated, as well as parts of primary motor and sensory areas. Because areas extend into the
central fissure, only parts of the primary motor cortex (M1 or area 4) and primary somatosensory cortex (area 3b) are visible. The
primary auditory cortex is deep in the lateral fissure, and most of the primary visual cortex (V1 or area 17) is hidden in the calcarine
fissure on the medial wall of the hemispheres. The human brain has many other cortical areas. See the Cortical Organization entry
for additional information (pp. 327-333).

(a) Nissl stain

(b) Schematic

4
™~
S

F

Figure 39  Cortical Organization (2)—The Laminar

Organization of the Cortex

Notes: (a) A thin section through the thickness of the cortex
from the surface above to the fibers (axons that connect the
cortex to other regions of the cortex and the brain) below. The
Nissl stained section through V1 of a squirrel shows the
locations of small, individual neurons as dark dots. Layers
(1-6) are distinguished by differences in the arrangements,
sizes, and shapes of neurons. (b) A drawing of enlarged
neurons (for visibility) and their local connections illustrates
how vertical arrays of neurons are densely interconnected.
Neurons have large cell bodies, and thin dendrites and axons.
Axons entering the cortex and terminating in layers 6, 4, and
1 are shown on the far right side in (b). See the Cortical
Organization entry for additional information (pp. 327-333).



ABSOLUTE PrTcH

Absolute pitch (AP) is the rare ability some people
have to instantly and effortlessly name the pitch of
musical tones, as readily as most of us name the
colors we see. Others are said to possess AP if they
can produce (such as by humming, whistling, or
singing) a tone given its name. Suppose you are
at a concert by your favorite rock group and the
guitarist begins to play the opening strains of
one of the group’s biggest hits. Within a few
notes, the entire audience recognizes the song and
they jump to their feet. But you overhear someone
sitting in the next row complaining, “They’ve
changed the key to C—I can’t believe they did
that, it sounds so wrong!” The annoyed concert-
goer in front of you probably has AP. This entry
describes the nature of absolute pitch, its acquisi-
tion, and current controversies.

A common misconception is that people with
AP are more skilled at being able to notice when a
tone is played or sung out of tune, or at being able
to sing perfectly intonated tones. Although such
differences certainly exist among people, this is a
separate phenomenon and not associated with AP.
(The fact that there is no agreed-upon name for
superior “in tuneness” skills may feed the confu-
sion.) What AP possessors do is notice the pitches
(and by extension, the keys) of pieces of music,
something that most of us do not. Sing “Happy
Birthday” at a birthday party three times, and you
may well be singing it in three different keys, and
not be at all bothered by it. This is because the

identity of a melody is defined by the intervals, not
by the actual tones used.

Part of a long-standing fascination with AP is
that it is so rare (some estimates put it at fewer
than 1 in 10,000 people) and that among musi-
cians it is often regarded as the ultimate in musical
endowment. Although nearly all musicians can
name tones if they are given a reference tone to
start with (using their knowledge of intervals to
calculate tone names relative to this reference),
those with true AP can do so without any external
referent, relying instead on an internal template.
Some musicians have acquired a stable, long-term
memory representation for a single musical tone
(typically their tuning note) and can use their
knowledge of intervals to “calculate” the names of
other tones; this is called quasi-absolute pitch. For
this reason, an important methodological consid-
eration in screening for AP possession is that reac-
tion times must be collected.

Why do so many more of us learn to name col-
ors than pitches? Tone labels lack the ecological
salience that color labels do, most parents don’t
teach them, and appreciation of music generally
requires that one focuses attention on patterns,
intervals, and relations, rather than on the actual
pitches of tones. The preponderance of evidence
suggests that AP must be acquired early in life,
generally before the ages of 8 to 12. There is no
documented case of an adult acquiring true abso-
lute pitch. What seems necessary is the early and
systematic pairing of tone sensations with verbal
labels, whether acquired through explicit or implicit
exposure. Gottfried Schlaug found enlargement of
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the planum temporale in musicians with AP, but
the implications of this remain unclear.

Robert Zatorre has shown that similar regions
of the dorsolateral prefrontal cortex are activated
when musicians with AP name tones, and when
musicians with only relative pitch name intervals;
this strongly suggests that AP is fundamentally a
cognitive operation (of labeling) rather than a per-
ceptual operation (of improved discrimination).

Geneticists have found familial clusters of AP
ability, providing evidence that there may exist an
allele underlying AP ability. Skeptics counter that
AP most certainly has to be learned (no infant
automatically knows the names of notes, nor the
association between these names and the percep-
tual input of particular sounds), and therefore even
if AP was an entirely learned ability, it would still
run in families because only those parents who
have it or value it would teach it to their children.

A current controversy concerns the distribution
of AP ability across the general population. An
online study of 2,000 individuals with AP found
the ability to be bimodal: Some people had it, oth-
ers didn’t, and there were no respondents found to
possess only partial AP. Other studies have found
that the ability is distributed along a continuum.
For example, some individuals score 75 or 80%
correct on AP tests, indicating that they have AP
for only some of the tones in the scale, or that they
are performing well above chance, but inconsis-
tently for reasons not yet known. Latent AP has
been demonstrated even in nonmusicians who tend
to sing their favorite pop songs in the correct key,
leading to a two-component model of AP: that
it consists of pitch memory separate from pitch
labeling.

Another controversy concerns the extent to
which infants have a pre-linguistic form of AP, and
research findings are contradictory. Diana Deutsch
has argued that AP is more prevalent among
speakers of tone languages (such as Mandarin),
but methodological questions concerning appro-
priate experimental controls have made this claim
controversial. Finally, anecdotal claims that special
populations (e.g., individuals with autism or
Williams syndrome) show a higher prevalence of
AP are not yet widely accepted by the scientific
community.

Daniel Levitin

See also Audition: Pitch Perception; Individual
Differences in Perception; Perceptual Learning
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Acoustics AND CONCERT HALLS

When sound travels from a source to a listener in
a room, the environment will shape the sound
considerably, mainly through the reflections from
boundaries. There are a number of qualities of
received sound, and each is linked to the charac-
teristics of sound reflections in certain ways.
Although in the evolution of Greek and Roman
theatres, the acoustics was already considered and
gradually improved with increased reverberation
and loudness, the subject of architectural acous-
tics was only established after W. C. Sabine’s pio-
neering study on reverberation early in the 20th
century. He carried out quantitative measurements
of reverberation, and it was then possible to relate
objective qualities of sound to perception.

The perception of music in a concert hall is mul-
tidimensional. In the past few decades, a large
number of subjective attributes have been intro-
duced for the acoustic quality of concert halls,
mainly through questionnaires and interviews.
Some of those attributes are interrelated, and some
could be combined or subdivided to form more
attributes. Correspondingly, to design concert hall
acoustics, several objective indices have been
developed. This entry examines the meaning of
some subjective attributes and their relationships
with the objective indices.
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Sound Field

Imagine an acoustic impulse is generated in a hall.
The first sound to arrive at the listener will be the
sound that travels in a straight line from the
source, namely the direct sound. This is followed
by a series of sounds that have traveled by paths
including one or more reflections from room sur-
faces. The reflection could be specular, namely the
incidence angle equaling the reflection angle, if a
surface is large and acoustically smooth (i.e., sur-
face roughness significantly smaller than the wave-
lengths), or diffuse if the surface is irregular.
Compared with the direct sound, the amplitude of
a reflected sound is always less because part of the
sound energy is absorbed by the reflected surfaces
and it travels farther. Reflections that arrive at the
listener immediately after the direct sound are
called early reflections. The late reflections are
called the reverberant sound.

Reverberance

Reverberance is arguably the most important attri-
bute for the acoustic perception of concert halls. It
can be measured by the reverberation time (RT),
which is defined as the time taken for a sound to
decay 60 decibels after a continuous sound source
is stopped, although actually it is obtained from
the 5- to 35-decibel decay and then extrapolated to
correspond to a 60-decibel decay because a signal
to background noise ratio of 60 decibels is difficult
to achieve in practice. It is a function of the volume
of the room and of the amount of sound absorp-
tion within it. The perception of reverberance is
well correlated to the early slope of a sound decay,
so the early decay time (EDT) is often used. EDT
is obtained from the initial 10 decibels of the decay
slope, and then multiplied by a factor of 6. In an
ideal diffuse sound field, the decay curves are per-
fectly linear, and thus, EDT equals RT.
Reverberation is related to liveliness. With a
longer reverberation, especially at middle (e.g.,
500 Hz-1 kHz) and high frequencies, people feel a
concert hall is more lively, and a hall with a short
reverberation is perceived as deadly or dry. If a hall
is reverberant at low frequencies, say below 350
Hz, it will sound “warm.” At middle frequencies,
the recommended occupied reverberation time is
1.5 seconds for chamber music, 2 to 2.4 seconds

for symphony music, and more than 2.5 seconds
for organ music.

Clarity

To enable musical details to be appreciated, a good
clarity, or definition, is required. The clarity is
usually measured by C, namely the ratio of early
sounds (direct sound and early reflections) to the
energy in the later reflections. The early reflections
are normally defined as those arrived within 80
milliseconds of the direct sound because the ear
will perceive the reflections within 50 to 80 milli-
seconds and the direct sound as one sound. A
similar objective measure of clarity is the center
time, which is essentially the center of gravity
along the time axis of the squared impulse response,
where the use of continuous time weighting avoids
a sharp time limit between early and late energy.
The speed of music (i.e., tempo) also affects the
clarity in a concert hall. The subjective feeling of
texture, such as something missing in the music,
probably relates to the number and nature of early
reflections.

Intimacy

Acoustic intimacy is related to the perception of
the space size where the music is performed,
indicating whether the listener feels acoustically
involved or detached from the music. If the music
played in a concert hall gives the impression of
being played in a small hall, this hall is regarded to
have acoustic intimacy, particularly for music
originally associated with small halls such as
chamber music. Although it is likely that intimacy
depends on a number of objective measures, it
seems that when the initial time delay gap (ITDG)—
namely the time interval between the arrival of the
direct sound and the first reflection—is more than
45 milliseconds, the hall has no intimacy.

Spaciousness

The spaciousness of a concert hall has two con-
tributing components: the apparent source width
(ASW), which is the impression that the music is
from a source wider than the visual width of
actual source, and the listener envelopment (LEV),
which is the impression of being surrounded by
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the reverberant sound field. The former increases
when there are more early lateral reflections, and
the latter will be stronger when the level of late
lateral reflection is high. The apparent source
width can be measured by the lateral energy frac-
tion (LEF), which is the ratio of lateral sound
energy recorded using a “figure-of-eight” micro-
phone (i.e., receiving sounds from the front and
back) compared with that recorded using an
omnidirectional microphone (i.e., receiving sounds
from all directions), all within 80 milliseconds
after the direct sound. For the listener envelopment,
the late lateral strength (LG) is an objective mea-
sure, which relates the lateral energy arriving after
80 milliseconds to the direct sound at 10 meters
from the source. Although at the two ears, the
lateral reflections could be different, the inter-
aural cross-correlation coefficient (IACC) is used
to evaluate spaciousness through measuring their
signal dissimilarity, with the listener facing the
performing entity.

Loudness

Although the preferred loudness depends on the
type of music and many other factors, an experi-
ment with a piece of orchestral music showed that
about 60% of the listeners preferred a listening
level of 80 to 85 decibels (A-weighted), and others
preferred lower or higher levels. An objective
measure of loudness in a concert hall is the
strength factor (G), which is the difference between
the sound level in the hall and that in a free field
at a source-receiver distance of 10 meters, using
an identical sound source. In an ideal diffuse
sound field, where the sound level is uniform
across a hall, the strength depends only on rever-
beration time and hall volume, but in actual halls,
the loudness also depends on the source-receiver
distance and reflection patterns. In most existing
concert halls, the averaged strength in the seating
area is about 3 to § decibels at middle frequencies,
which is a clearly perceivable level.

Timbre

The perception of music in a concert hall in timbre
or tone color, such as warm, bright, or harsh, can
be related objectively, to a certain degree, to the

room influences on the balance between low,
middle, and high frequencies. The bass ratio (BR)
is the ratio of low (125 and 250 Hz) to middle
(500 Hz and 1 kHz) frequency reverberation time,
and the treble ratio (TR) is the ratio of high (2 and
4 kHz) to middle (500 Hz and 1 kHz) frequency
reverberation time. Although BR and TR are asso-
ciated with warmth and brightness, respectively,
no clear relationship exists between perceptual
dimensions and the objective measures. Similarly,
the BR and TR could be based on the early delay
time or strength values.

Ensemble

The acoustic quality of a concert hall should be
judged from the viewpoints of performers as
well. Ensemble is a subjective measure of the
ability of the musicians to hear their colleagues
in an orchestra, and it is strongly affected by the
amount of sound reflections. An objective indi-
cator of ensemble is the support factor (ST),
namely the difference between the direct sound
and reflections, measured on a stage or in a pit,
with a source-receiver distance of 1 meter. Two
support factors are used, one considering reflec-
tions between 20 to 100 milliseconds, called
early support, and the other considering reflec-
tions between 100 to 1,000 milliseconds, called
late support. A concert hall should also give per-
formers an appropriate feeling of immediacy of
response (attack), which is mainly determined
by the early reflections from the hall to the per-
former’s ears. Moreover, various sections of an
orchestra should be balanced and different
instrumental groups should be well blended,
thus perceived as being tightly coupled as an
integrated body.

Acoustic Defects

An echo can be perceived when a reflection arrives
at least 50 milliseconds after the direct sound and
its amplitude is considerably higher than that of
the reflections arriving in the neighboring times.
Flutter echoes often occur between two parallel,
acoustically smooth, and reflective walls, where a
characteristic twang is created by regularly
repeated reflections. Sound focus occurs when
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concave surfaces reflect sound to certain areas,
causing high loudness but leaving others with too
little reflected energy. Tonal distortion, which
makes the perceived sounds different from the
originals as a result of the strengthening or weak-
ening of certain frequencies, could be caused by
selective sound absorption by room surfaces or
seating areas, or resonance of certain architectural
elements such as suspended panels. Acoustic glare
refers to early reflections of brittle or hard or
harsh quality, often caused by large, acoustically
smooth reflectors. Finally, it is important to con-
trol background noise level, such as from external
noise and vibration sources, ventilation systems,
and audience movement, to a required level, gen-
erally specified using noise criterion (NC) or noise
rating (NR) values.

Design

Conventionally, the shoebox shape has been
often used for concert halls, but successful exam-
ples can also be found with other forms includ-
ing fan-shaped, vineyard, and arena. Normally,
the seat number should be limited to 3,000 and
the maximum seat-stage distance 40 meters for
concert halls. Other key design considerations
include ceiling height, volume per seat, seating
layout and arrangement in section, balcony con-
figurations, suspended reflectors, surface condi-
tions in absorption and diffusion, and stage size,
layout, and materials. The absorption of seating
areas should be carefully designed, so that the
sound quality under occupied and unoccupied
conditions is similar, which is important for
rehearsal.

The use of computer simulation techniques to
predict various objective indices in concert halls
started from the 1960s. Auralisation techniques
recently have been developed to listen to music in
three dimensions at the design stage as if it is
played in the actual hall, so that the design can be
adjusted if needed. Physical models, usually at a
scale of 1:8 to 1:50, are also often used.

Ranking

Unlike speech, for which the quality can be
assessed by simply conducting articulation tests,

the perception of music in a concert hall depends
on multiple attributes, and there are often low
mutual correlations between those attributes.
For a given attribute, people’s preference could
vary significantly, although the normal distribu-
tion is usually followed. Moreover, the impor-
tance of different attributes varies considerably
between listeners. Furthermore, the variation in
objective indices at various seats in a hall some-
times exceeds that between different halls.
Although all these factors make it difficult to
exactly rank every concert hall, there is a general
consensus about which halls have excellent
acoustics, based on subjective attributes or objec-
tives indices.

Jian Kang

See also Audition; Audition: Cognitive Influences;
Audition: Disorders; Audition: Loudness; Audition:
Pitch Perception; Audition: Temporal Factors;
Auditory Illusions; Auditory Imagery; Auditory Scene
Analysis; Auditory Thresholds; Sound Reproduction
and Perception
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ACTION AND VISION

Vision is so fundamental to our experience of the
world that we sometimes forget that the visual
system also plays a critical role in the control of
the movements we make in that world. Consider
what happens, for example, when we perform the
deceptively simple act of reaching out and picking
up our morning cup of coffee. After identifying
our cup among all the other objects on the table,
we begin to reach out toward the cup, choosing a
trajectory that avoids the box of cereal and the
glass of orange juice. At the same time, our fingers
begin to conform to the shape of the cup’s handle
well before we make contact. As our fingers curl
around the handle, the initial forces we generate
to lift the cup are finely tuned to its anticipated
weight—and to our predictions about the friction
coefficients and compliance of the material from
which the cup is made. From the beginning of the
movement to the final grasp, vision is the main
source of information that the brain uses to carry
out the required computations.

Many traditional accounts of vision, though
acknowledging the role of vision in motor control,
have simply regarded such control as part of a
larger function of the visual system—that of con-
structing an internal model of the external world.
In most of these accounts, there is an implicit
assumption that, in the end, vision delivers a sin-
gle representation of the external world—a kind
of simulacrum of the real thing that serves as the
perceptual foundation for all visually driven
thought and action. But during the last two
decades, it has become increasingly clear that
vision does not deliver a single general-purpose
representation of the external world. Instead, it
appears that two separate visual systems have
evolved in the primate brain, each system special-
ized for a different purpose. This entry describes
those systems, the evidence for them, different
metrics and frames of reference, and interactions
between the two systems.

Two Visual Systems

One system, vision-for-perception, allows us to
recognize objects and their relationships, enabling
us to build up a knowledge base about the
world. This is the system we are more familiar
with, the one that gives us our conscious visual
experience—and allows us to see and appreciate
objects in the world beyond our bodies. The
other system, wvision-for-action, provides the
visual control we need to move about and inter-
act with those objects. Vision-for-action does not
have to be conscious, but it does have to be quick
and accurate.

Although there are many different pathways
over which visual information is conveyed from
the eyes to the brain, the distinction between
vision-for-perception and vision-for-action has
been mapped onto two anatomically separate
“streams” of visual projections that arise from
early visual areas in the cerebral cortex of the
primate brain (see Figure 1). The ventral visual
stream, which projects to higher-order visual
areas in the ventral part of the temporal lobe,
mediates vision-for-perception. The dorsal visual
stream, which projects to visuomotor areas in
the posterior parietal lobe, mediates vision-for-
action. Importantly, the dorsal stream also gets
visual inputs directly from subcortical visual
structures that bypass the early visual areas in
the cortex.

The ventral stream, which plays the critical
role in vision-for-perception, transforms incom-
ing visual information into perceptual representa-
tions that embody the enduring characteristics of
objects and their relations. These representations
allow us to perceive the world beyond our bodies,
to share that experience with other members of
our species, and to plan a vast range of different
actions with respect to objects and events that we
have identified. This constellation of abilities is
often identified with consciousness, particularly
those aspects of consciousness that have to do
with decision making and reflecting on our own
thoughts and behavior. The perceptual machin-
ery in the ventral stream that has evolved to do
this is not linked directly to specific motor out-
puts, but instead accesses action plans via cogni-
tive systems that rely on memory, semantics,
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Schematic Representation of the Two Streams of Visual Processing in the Human Cerebral Cortex

Notes: The retina sends projections to the dorsal part of the lateral geniculate nucleus in the thalamus (LGNd), which projects
in turn to the primary visual cortex in the occipital lobe of the cerebral cortex. Within the cerebral cortex, the ventral stream
arises from early visual areas (V1+) and projects to regions in the ventral parts of the temporal cortex. The dorsal stream also
arises from early visual areas but projects instead to the posterior parietal cortex. The posterior parietal cortex also receives visual
input from the superior colliculus via the pulvinar, a nucleus in the thalamus. On the left, the approximate locations of
the pathways are shown on an image of the brain. The routes indicated by the arrows involve a series of complex

interconnections.

spatial reasoning, and communication with oth-
ers. Once a course of action has been selected,
however, the visual control of the constituent
movements of that action is mediated by the dor-
sal stream, whose visuomotor modules are inti-
mately linked with motor areas in the cerebral
cortex and other (older) motor systems in the
basal ganglia and brainstem. Thus, the structural
and spatial attributes of a goal object are pro-
cessed by both streams, but for different pur-
poses. This is not to say that the distribution of
visual inputs does not differ between the two
streams but, rather, that the main difference lies
in the nature of the transformations that each
stream performs on those two sets of inputs. In
the case of the ventral stream, information about
a broad range of object parameters is transformed
for perceptual purposes; in the case of the dorsal
stream, many of these same object parameters are
transformed for the control of actions. But even
though the two systems transform visual infor-
mation in quite different ways, they work together
in the production of adaptive behavior. In gen-
eral terms, one could say that the selection of
appropriate goal objects depends on the percep-
tual machinery of the ventral stream, whereas
the visual control of the goal-directed action is

carried out by dedicated online control systems in
the dorsal stream.

Neuropsychological Evidence

Much of the evidence for the distinction between
vision-for-action and vision-for-perception comes
from work with neurological patients. One of the
most compelling cases is that of D. F., a young
woman whose ventral stream was selectively dam-
aged as a consequence of hypoxia from carbon
monoxide poisoning. D. F. shows no visual aware-
ness of the form and dimensions of objects (visual
form agnosia) and cannot recognize common
objects or the faces of her friends and relatives.
Indeed, D. F.’s deficit is so profound that she can-
not discriminate between simple shapes such as
a triangle and square, and cannot tell a horizontal
from a vertical line. Brain imaging has revealed
that she has bilateral damage in that part of the
ventral stream that is involved in processing the
geometrical structure of objects. Nevertheless,
when D. F. reaches out to grasp objects, the pos-
ture of her hand and fingers is exquisitely tuned
in flight to the size, shape, and orientation of the
object in front of her, just as it is in a person with
normal vision. For example, when she is presented
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with a series of rectangular blocks that vary in
their dimensions but not in their overall surface
area, she is unable to say whether or not any two
of these blocks are the same or different. Even
when a single block is placed in front of her, she is
unable to indicate how wide the block is by open-
ing her index finger and thumb a matching
amount. Nevertheless, when she reaches out to
pick up the block using a precision grip, the open-
ing between her index finger and thumb is scaled
in flight to the width of the block, just as it is in
people with normal vision. Similarly, even though
she cannot indicate the orientation of elongated
objects placed in a table in front of her, she rotates
her hand appropriately when she reaches out to
grasp the same objects.

Patients who have suffered selective damage to
the dorsal stream show a pattern of deficits and
spared abilities that are the mirror image of those
seen in D. F. Such individuals are unable to use
visual information to guide their hand movements
as they reach out to grasp objects, even though
they can see the object and can describe where it is
and what it looks like. At the same time, these
patients typically have no difficulty using input
from other sensory systems, such as touch or audi-
tion, to guide their movements. In other words,
their deficit is neither “purely” visual nor “purely”
motor but is instead a visuomotor deficit. The
clinical name for this neurological disorder is optic
ataxia.

Different Metrics and Frames of Reference

The evidence from neurological patients points to
a clear dissociation between the visual pathways
supporting perception and action. But why did
two separate streams of visual processing evolve in
the primate brain? Or, to put it another way, why
couldn’t one general-purpose visual system handle
both vision-for-perception and vision-for-action?
The answer to this question lies in the different
computational requirements of the two kinds of
vision. Simply put, perception and action require
quite different transformations of the visual sig-
nals. To be able to grasp an object successfully, for
example, the brain must compute the actual size of
the object, and its orientation and position with
respect to the grasping hand of the observer (i.e.,
in egocentric coordinates).

The time at which these computations are per-
formed is equally critical. Observers and goal
objects rarely stay in a static relationship with one
another and, as a consequence, the egocentric
coordinates of a target object can often change
radically from moment to moment. For these rea-
sons, it is essential that the required coordinates
for action be computed in an egocentric frame-
work at the moment the movements are to be
performed. In other words, vision-for-action works
largely in an “online” mode. Unlike our visual
percepts, the visual information that is used to
control actions such as grasping is not accessible to
conscious scrutiny.

Perceptual processing needs to proceed in a
quite different way. Vision-for-perception does not
require the absolute size of objects or their egocen-
tric locations to be computed. In fact, such compu-
tations would be counterproductive because we
almost never stay fixed in one place in the world.
For this reason, it would be better to encode the
size, orientation, and location of objects relative to
each other. Such a scene-based frame of reference
permits a perceptual representation of objects that
transcends particular viewpoints, while preserving
information about spatial relationships (as well as
relative size and orientation) as the observer moves
around. Indeed, if the perceptual machinery had to
deliver the real size and distance of all the objects
in the visual array, the computational load would
be prohibitive. It is far more economical to com-
pute just the relational metrics of the scene, and
even these computations do not always need to be
precise. The reliance on scene-based frames of ref-
erence means, for example, that we can watch the
same scene unfold on a small television or on a
gigantic movie screen without being confused
by the changes in scale. These differences in the
frames of reference and metrics used by vision-for-
perception and vision-for-action can give rise to
striking differences in the sensitivity of the two
systems to visual illusions. Thus, the scaling of
grasping movements is often insensitive to size-
contrast illusions, which (by definition) affect our
perception of object size (see Figure 2).

Evidence also suggests that our perception of an
event takes longer to emerge than does our ability
to act upon that event. Thus, we are often able to
react to the change in the trajectory of a moving
target well before we perceive that change.
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The Effect of a Size-Contrast Illusion on Perception and Action

Source: Adapted from Aglioti, S., DeSouza, J., & Goodale, M. A. (19935). Size-contrast illusions deceive the eyes but not the hand.

Current Biology, 5, 679-685.

Notes: (a) The traditional Ebbinghaus illusion in which the central circle in the annulus of larger circles is typically seen as smaller
than the central circle in the annulus of smaller circles, even though both central circles are actually the same size. (b) The same
display, except that the central circle in the annulus of larger circles has been made slightly larger. As a consequence, the two
central circles now appear to be the same size. (c) A 3-D version of the Ebbinghaus illusion. People are instructed to pick up one
of the two 3-D disks placed either on the display shown in panel A or the display shown in panel B. (d) Two trials with the
display shown in panel B, in which the person picked up the small disk on one trial and the large disk on another. Even though
the two central disks were perceived as being the same size, the grip aperture in flight reflected the real rather than the apparent

size of the disks.

Moreover, the products of perception also need to
be available over a much longer time scale than
does the visual information used in the control of
action. We may need to recognize objects we have
seen minutes, hours, days—or even years before.
To achieve this, the coding of the visual informa-
tion has to be somewhat abstract, transcending
particular viewpoint and viewing conditions. By
working with perceptual representations that are
object- or scene-based, we are able to maintain the

constancies of size, shape, color, lightness, and
relative location, over time and across different
viewing conditions. Although there is much debate
about the way in which this information is coded,
the identity of the object and its location within the
scene, rather than its disposition with respect to
the observer is of primary concern to the percep-
tual system. Thus, current perception combined
with stored information about previously encoun-
tered objects facilitates the recognition of objects
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and contributes to the control of goal-directed
movements when we are working in off-line mode
(i.e., on the basis of our memory of goal objects
and their location in the world).

Interactions Between the Two
Streams of Visual Processing

So let us see how the two streams of visual process-
ing work together in the example introduced earlier:
the (deceptively) simple act of picking up a cup of
coffee. The initial identification of our cup among
the other objects on the table (including the cups of
other people) depends on processing in the ventral
stream. Areas in this ventral “perception” stream
are undoubtedly recruited for identifying the cup—
and the handle on the cup. But by virtue of identify-
ing the handle as the goal for the intended action,
the ventral stream (together with associated cogni-
tive machinery in other brain regions) also deter-
mines the functional grasp to be used. But once the
cup has been identified and the intended grasp pos-
ture selected, the job of using visual information to
program and control the constituent movements for
that grasp are carried out by dedicated visuomotor
modules in the dorsal “action” stream. These
dorsal-stream modules compute the real size of the
handle and its location and disposition with respect
to our hands and fingers so that our grasp is directed
toward the handle in the correct orientation and the
opening of fingers is scaled to its size. Moreover, in
most cases, all of this is done “automatically” with-
out any conscious supervision.

But what happens when the hand actually
reaches its goal? Once the hand and fingers make
contact with the handle, the initial grip and load
forces required to pick up the cup are exquisitely
well matched to the cup’s weight, compliance, and
surface friction—and to the amount of coffee left in
the cup. (When we get that last computation wrong,
as we sometimes do, we can end up spilling our cof-
fee all over the table!) The calculation of these
forces depends on learned associations between the
material properties of the cup and its appearance
(as well as our updated memory of its contents). It
seems likely that areas in the ventral stream that
process object shape and surface cues play a critical
role in recognizing the cues associated with the
material properties of the cup and other objects
we interact with. This leaves unanswered how the

ventral and dorsal streams coordinate their compu-
tations. Whatever complex interactions might be
involved, goal-directed action is unlikely to be
mediated by a simple serial processing system;
instead, multiple iterative processing across many
levels of the brain is almost certainly required.

Final Thoughts

The idea of two visual systems in a single brain
might seem initially counterintuitive. Our visual
experience of the world is so compelling that it is
hard to believe that some other quite independent
set of visual information is guiding our movements.
After all, it seems obvious that the perceptual repre-
sentation that allows us to recognize our coffee cup
is the same one that enables us to pick it up. But
evidence from observations of neurological patients
and other studies suggests that this belief is an illu-
sion. The visual processes that lead to our percep-
tion of the cup are not the same as those that guide
our hand as we reach out and pick up it up! The
illusion arises because the former but not the latter
are associated with conscious visual experience.

Melvyn Alan Goodale

See also Agnosia: Visual; Optic Ataxia; Reaching and
Grasping; Visual Illusions; Visually Guided Actions
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AESTHETIC APPRECIATION
OF PICTURES

Viewing visual art can be a dramatic, richly
rewarding yet wholly personal event. In discuss-
ing the aesthetic appreciation of pictures within
the bounds of perceptual research, an attempt is
made to cross a significant chasm between a
detailed cellular and cortical understanding of
lower-level visual objective properties such as
color and shape, and a less clear understanding
of higher-level visual phenomenology or subjec-
tive experience. Over the centuries, both the defi-
nition and content of an aesthetic experience has
meant many things to many people; however,
perceptual research has tended to define aesthetic
appreciation in terms of some measure of prefer-
ence based on the perceived beauty of the image
in question. In this respect, perceptual research
provides echoes of both David Hume’s and
Immanuel Kant’s approaches to aesthetics in
terms of their discussion of taste and beauty,
respectively. The factors that are thought to
influence an individual’s aesthetic response to
pictures include both the physical properties of
the picture itself that exist “inside the frame,” as
well as the role of contextual influences such as
the labeling and presentation of art that exist
“outside the frame.” Although perceptual research
continues to use group data (or a nomothetic
approach) as a way of tackling aesthetics, others
have argued that individual data (or an idio-
graphic approach) should serve as the unit of
currency if we are to have the fullest appreciation
of appreciation. This entry describes how aes-
thetics are measured, objectivist and subjectivist
approaches to aesthetics, and how researchers
use these.

Measuring Aesthetics

The origins of empirical aesthetics are generally
attributed to Gustav Fechner in his book Elementary
Aesthetics, whereas Daniel Berlyne is typically cred-
ited with the resurgence of interest in linking the
scientific method with aesthetics in the 1970s. These
early experiments were characterized by assessing
individuals® preferences for large sets of artificially
constructed stimuli such as polygons that differed
according to a number of quantifiable properties
labeled collative (e.g., complexity), psychophysical
(e.g., color), and ecological (e.g., meaning) vari-
ables. According to Berlyne’s psychobiological
account, aesthetic experience should be higher for
intermediate levels of arousal, with arousal being
calculated as summed activation of the these fea-
tures: Many-sided polygons should contain less
color than polygons with fewer sides, for example.
This early work set the trend for the measurement
of aesthetic appreciation using a simple numeric
(also referred to as a Likert) scale, where individuals
were invited to sort or rate pictures from the least
preferred/beautiful (e.g., 1) to the most preferred/
beautiful (e.g., 5). Although it is easy to criticize
such measures on the basis that individuals may not
use the whole range of scores available to them,
such subjective measures remain at the heart of per-
ceptual research on aesthetics. Over time, however,
self-report measures of aesthetic experience have
been augmented with additional objective measures
such as looking time and blood oxygenation levels
in the brain to provide converging evidence in
understanding the aesthetic experience.

Aesthetics Inside the Frame

These first steps in understanding aesthetics via
perceptual research reveal what is essentially a
reductionist approach. Although not of primary
interest to Berlyne, the assumption here is that it
should be possible to arrive at an understanding of
the genesis of beauty within an actual work of art
by studying individuals’ responses to the building
blocks of visual perception. In this way, preference
for certain pictorial images is decomposed into the
study of preference for particular conjunctions of
colors, line orientations, sizes, and shapes. Common
to many psychological domains, there is a tension
here between the control that one is able to exert
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on so-called pictorial art within the laboratory and
the ability to generalize this data to the much
richer examples of pictorial art found in the real
world. On the one hand, the development of self-
produced abstract visual stimuli means that indi-
viduals will have had no prior exposure with the
images. This makes the aesthetic experience a
primitive one, where influences of schema or
memory are reduced and the image is assessed in a
stimulus-driven or bottom-up manner. On the
other hand, these types of stimuli are far removed
from the actual stimuli of interest and ecological
validity is weak: Can the study of polygons really
tell us anything about Picasso?

However, an intersection between low-level and
high-level visual experience is provided by the
work of Piet Mondrian, whose painted elements
specifically map onto basic visual features such as
line orientation and color. Consequently, research-
ers have been able to manipulate the line spacing,
line thickness, orientation, and placing of color
within the painting to assess the extent to which
individuals judge an original Mondrian composi-
tion to be more aesthetically pleasing than a
manipulated Mondrian. Evidence has accrued to
suggest that even individuals untrained in the
visual arts can give higher ratings to the original
paintings, suggesting that variation in aesthetic
experience is driven partly by the arrangement of
the visual elements presented to the viewer. Other
researchers have shown that aesthetic preference
for original rather than manipulated paintings also
apply to representational artwork, although suc-
cess in establishing preference for the original
image often relies on major rather than minor spa-
tial changes in the piece. These observations sug-
gest that an aesthetically pleasing painting will be
one that has established the best arrangement (or
balance) of elements, and that these preferred
arrangements deliberated over by the artist are
then readily perceivable by non-artists. These find-
ings align well with the principle of Prignanz
found in Gestalt psychology (also referred to as
“visual rightness”) and provide evidence for uni-
versalism in aesthetic experience.

Aesthetics Outside the Frame

In contrast to an objectivist approach to the empir-
ical study of aesthetics in which the beauty of the

picture is thought to be somehow engrained within
the organization of the visual elements themselves,
subjectivist approaches emphasize the role of
external variables in deciding what is beautiful and
what is not. The need for a subjectivist component
to aesthetics will be clear to anyone who has had
the misfortune to accompany a lover of Renaissance
painting around a modern art gallery. That indi-
viduals can have different responses to identical
visual stimulation therefore implies that attitudes
toward and experience with art can have signifi-
cant influences on aesthetic appreciation.
Comparisons between art novices and art experts
are often employed within the literature, although
the determination of what it means to be an “art
expert” or “what constitutes an art expert” can
range from a median split within a given sample to
the achievement of (at least) graduate-level train-
ing. On the basis of previous distinctions between
figurative and abstract art, and original color or
manipulated black-and-white images, art novices’
aesthetic preferences tend toward color images of
figurative art, whereas art experts tend to have
much broader preferences.

The labeling of a picture is also thought to have
an influence on an individual’s aesthetic response.
However, the outcome of labeling depends on both
the content of the label and the type of picture to
which it is applied. For example, the provision of a
descriptive title to a representational picture may be
redundant (e.g., William Turner’s The Shipwreck
[1805]), but when applied to a more abstract work
(e.g., Marcel Duchamp’s Nude Descending a
Staircase [1912]) such information may help the
individual unlock the ambiguous elements on view.
Moreover, elaborative comments related to the gen-
esis, style, or interpretation of the piece can also
influence an individual’s reaction to it. For example,
informing the viewer that in Edvard Munch’s The
Scream (1893) the character at the forefront of the
painting is not actually screaming but rather trying
to protect the self from the scream of Nature, may
radically affect the viewer’s perception and aesthetic
appreciation of the image. Although the effect of
labeling does not seem to be consistent for all
images, studies which have manipulated the presen-
tation of no label versus descriptive or elaborative
labels across artworks have shown that descriptive
labels are often useful for increasing the understand-
ing associated with a picture, but elaborative labels
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consistent with the artwork are more likely to lead
to a greater aesthetic reaction.

Other external influences on aesthetic apprecia-
tion stem from exactly where the picture is viewed.
In the interests of control, individuals taking part in
studies on empirical aesthetics are likely to view
images on a computer screen for a prescribed
period. This is quite different from the natural view-
ing conditions of an art gallery, in which the origi-
nal size of the picture is preserved, the viewing
distance is often carefully controlled, and the view-
ing time is essentially self-paced. Consequently,
images viewed in aesthetic appreciation studies are
likely to be substantially reduced in both size and
viewing time, relative to the original viewing of the
artwork. Although the limited data that examines
the comparison between original and reduced size
images reveals little substantive difference between
the two forms of presentation, some optical effects
or effects of scale intended by the artist could poten-
tially be lost by the manipulation of size to suit ease
of presentation in the laboratory. For example, the
large color-field paintings of Mark Rothko could be
judged quite differently if there were no preserva-
tion of the size of the image itself. Limiting the pre-
sentation time of a picture from a self-paced average
of around half a minute can also restrict the types of
pictorial analyses conducted, with short presenta-
tion times leading to aesthetic judgments based on
only the global properties of the image itself.

Is There Any Account for Taste?

In examining objectivistand subjectivistapproaches
to the aesthetic appreciation of pictures, a consoli-
dation of both approaches (termed interactivist)
has begun. In the defense of objectivist models,
both representational and nonrepresentational art
can elicit aesthetic responses and, as such, the rela-
tionship between these judgments should be in the
form of the picture rather than its content. In
defense of subjectivist models, identical visual
stimulation can lead to different aesthetic prefer-
ences between individuals. However, it is also
necessary to consider alternatives to the nomo-
thetic approach to empirical aesthetics. Even with
the paring down of complex pictorial stimuli to
their basic-level components, researchers have
found it difficult to develop a group model of aes-
thetic appreciation that adequately represents the

individual. Moreover, clinical applications of aes-
thetics have tended to adopt an idiographic
approach. For example, the palliative benefit
derived from the display of artwork in healthcare
settings may well rest with personal rather than
institutional selection. Further, although patients
in the early stages of Alzheimer’s differ between
themselves in their categorization of pictures, aes-
thetic preferences for the pictures can remain sta-
ble over a two-week period whereas their explicit
memory does not. Finally, in systematically vary-
ing pictorial representations of male and female
bodies as a way of evaluating both own and ideal
body image, individual aesthetic judgments of the
images depend heavily on a number of psychoso-
cial factors at the time of selection. Understanding
aesthetics at either an individual or a group level
promises the tailoring of more intense and more
beautiful experiences in our environment. The
study of empirical aesthetics has shown that it is
indeed possible to begin to account for taste,
although some of the most crucial aspects of the
aesthetic experience remain at a distance.

Ben Dyson

See also Attractiveness; Color Perception; Context Effects
in Perception; Gestalt Approach; Pictorial Depiction
and Perception; Top-Down and Bottom-Up Processing
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AFTEREFFECTS

A perceptual aftereffect can be said to occur
when an inducing stimulus (typically presented
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for a prolonged period) affects subsequent per-
ception of another stimulus. As described in
this entry, aftereffects are a seemingly maladap-
tive consequence of the processes of sensory
adaptation by which our sensory systems are
continually matching their response properties
to the prevailing environment. In the normal
course of events, our perception of the world
does a remarkable job of “telling us what’s
there,” and it is hard to appreciate just how
much work our sensory systems are doing to
support this feat. Aftereffects represent instances
when there is a clear mismatch between our
perception and our surroundings and can thus
provide insight into the mechanisms underlying
our perceptual experience.

As a specific example, imagine that you have
just turned your car onto a busy highway. As you
accelerate up to speed, the world outside seems to
be rushing past at an alarming rate. As you drive
along, your perception quickly adapts to this
high-speed environment and speeds that just min-
utes ago seemed alarmingly fast are now the new
norm. However, you must be careful when you
leave the highway and return to the ordinary road
because your adaptation to fast highway speeds
can have a pernicious aftereffect. Specifically,
adaptation to high speeds causes an aftereffect in
perceived speed whereby subsequent slow speeds
appear even slower than they should, potentially
leading you to drive too fast after leaving the
highway and to underestimate the time required
for braking.

In addition to affecting the perception of
speed, adaptation to visual motion can also cause
static objects to appear in motion. Consider what
happens, for example, after prolonged viewing of
water rushing down a waterfall. If you transfer
your gaze from the falling water to the nearby
rocks, you can experience the illusion that the
rocks are moving in the opposite, upward, direc-
tion: the waterfall illusion. Paradoxically, this
illusory perception of motion entails little or no
change in the apparent position of the rocks;
although the rocks appear to be moving upward,
they never seem to get to a new position. This
dissociation between the perception of motion
and location during the waterfall illusion indi-
cates that it is a consequence of adaptation of

sensory mechanisms specific to the processing of
motion.

Analogous Aftereffects in
Vision, Touch, and Hearing

The waterfall illusion has analogues both in hear-
ing and in touch. In all these sensory modalities,
prolonged exposure to a moving stimulus biases
subsequent perception in the opposite direction: a
“negative” aftereffect. The auditory analogue, for
example, can be induced by prolonged exposure to
a sound source sweeping horizontally from left
to right. A subsequently presented static sound is
then perceived to move in the opposite direction,
right to left. The existence of analogous afteref-
fects across different sensory modalities is evidence
that they reflect common strategies of sensory pro-
cessing. A motion aftereffect has even been reported
across modalities, such that after a few minutes of
viewing a square moving in depth, a steady sound
is perceived as changing loudness in the opposite
direction. For example, after prolonged viewing
of a square increasing in size to simulate motion
toward the observer, a subsequent steady test tone
can be heard to decrease in loudness as though it
were moving away from the observer.

Adaptation and its consequent aftereffects are by
no means restricted to motion. Actually, they are
nearly ubiquitous in sensory processing. For exam-
ple, after a period of adaptation to a tilted grating,
an objectively vertical grating appears to take on a
marked tilt opposite to the tilt of the adapting grat-
ing. You can experience the tilt aftereffect yourself by
following the instructions in the legend to Figure 1.

How Can We Tell Where
Aftereffects Are Generated?

Staring at a bright light can saturate the photore-
ceptors in our retinas, leading to the perception of
afterimages. Perceptual afterimages are character-
istically monocular. This means that after staring
at a bright light with the right eye covered or
closed, the afterimage can only be seen with the
left eye and does not transfer to the right.
However, aftereffects produced by adaptation of
neurons in the visual cortex, where signals from
the two eyes converge, typically transfer from one
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Figure | Experiencing Aftereffects

Notes: Experience aftereffects for yourself using these images: (Top) The tilt aftereffect; (bottom) an aftereffect of facial gender.
Tilt aftereffect: The procedure for inducing a tilt aftereffect is as follows. First, satisfy yourself that the middle grating stimulus
is oriented vertically. Then transfer your gaze to the fixation marker at the center of one of the tilted gratings. Count to 50 while
keeping your eyes on the fixation marker. There is no need to stare too fixedly or the light and dark bars of the grating will induce
differential adaptation at the retina leading to an afterimage. Instead, just let your eyes wander a little over the white annulus of
the fixation marker. You might want to cover the other gratings during this adaptation phase as they can be a little distracting
but it is not necessary for getting the effect. Once you have counted to 50, transfer your gaze to the center of the middle grating.
It should now appear to be tilted away from vertical in the direction opposite to the adapting grating—a tilt aftereffect! If you
now adapt to the other tilted grating you can reverse the effect. Adapting to one of the tilted gratings with one eye covered then
looking at the middle grating with the other eye should still produce an aftereffect. This inter-ocular transfer of the tilt aftereffect
indicates that it is mediated by adaptation of neurons in the visual cortex, where signals from the two eyes converge, rather than
earlier in the visual pathway. Gender aftereffect: The procedure for inducing an aftereffect of facial gender is as follows. First,
look at the middle, androgynous face and decide whether it looks male or female to you. If it looks male, you should adapt first
to the male face to get the best effect. If it looks female to you, adapt to the female face. To adapt, look at the appropriate face
with the other two faces covered and count to 50. Once you have counted to 50, uncover the middle face. It should appear to

have changed gender! If you now adapt to the other face, the gender of the middle face should appear to change back.

eye to the other. For example, the magnitude of
the tilt aftereffect is only slightly reduced by pre-
senting adaptor and test in different eyes—you
can see this for yourself by putting your hand over
your right eye while adapting to one of the ori-
ented gratings in Figure 1, then moving your hand
to your left eye to view the objectively vertical
middle grating.

Behavioral studies with human observers have
demonstrated high-level perceptual aftereffects to
properties of faces such as their identity, gender,
ethnicity, emotion, and attractiveness. For exam-
ple, after prolonged viewing of a male face or set
of male faces, a face that previously appeared
androgynous (gender neutral) will now be per-
ceived as opposite in gender to the inducer(s),
that is, female. These effects transfer to a large
extent between faces of different size, position,
and orientation. This invariance to low-level

image properties indicates that face aftereffects
are generated at a high level of the visual process-
ing hierarchy. To witness an aftereffect of facial
gender, follow the instructions in the legend to
Figure 1.

Contingent Aftereffects

The motion aftereffect following prolonged expo-
sure to moving colored (e.g., red) dots appears
stronger when the subsequently viewed static dots
are the same color (red) than when they are a differ-
ent color (green). This color selectivity allows the
direction of the motion aftereffect to be made con-
tingent on the color of the dots. For example, after
prolonged exposure to red dots moving up and
green dots moving down, colored static dots will
tend to appear to move in the opposite directions:
down if they are red and up if they are green.
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Similarly, in auditory perception, the motion after-
effect can be made contingent on whether the sound
is rising or falling in pitch. For example, an auditory
motion aftereffect contingent on direction of pitch
change can be induced by prolonged exposure to a
rightward-moving sound with falling pitch alternat-
ing with a leftward-moving sound rising in pitch. A
subsequent stationary test sound with falling pitch
can then seem to move to the left, and a stationary
test with rising pitch is heard to move rightward.

The existence of contingent aftereffects is an
indication of the dynamic nature of the way that
neural representations of different sensory attri-
butes can become associated with one another to
reflect complex relationships in the environment.
A fuller understanding of mechanisms underlying
contingent aftereffects should allow us to appreci-
ate how different sensory attributes are bound
together to bring about our unified perceptual
experience of the world.

Colin W. G. Clifford

See also Afterimages; McCollough Effect; Olfactory
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Taste Adaptation; Visual Light- and Dark-Adaptation
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AFTERIMAGES

Nearly everyone has experienced seeing the flash
from a camera for several seconds or even minutes
after the flash occurred. This is an example of the

phenomenon known as an afterimage. Not every-
one is aware, however, that it is just one of the
more noticeable effects of visual mechanisms that
underlie all visual experience.

An afterimage is a spatial pattern that is seen
when a stimulus that produced it is no longer pres-
ent and resembles the stimulus. Its properties
depend on the intensity, color, and duration of the
stimulus and on the stimuli that follow it. It can
last a fraction of a second or several minutes. It
takes two forms: positive, if the colors and lumi-
nances (the light and dark regions) correspond to
those in the stimulus, and negative if they are
opposite. (Opposite colors here are complemen-
tary colors, such as red and green or yellow and
blue.) These two forms are related to two separate
causes of afterimages, visual persistence and adap-
tation, which are described in this entry.

Visual Persistence

Visual persistence results from the inability of the
nerve cells in the visual system, especially the pho-
toreceptors, to follow changes of stimulation instan-
taneously: A finite amount of time is required for
them to respond to the onset of the stimulus and,
more important for present purposes, to respond to
its cessation as well. As long as the nerve cells are
responding to and therefore signaling the presence
of a stimulus, one continues to see it, just as one
continues to see the flash of the camera if one’s sur-
roundings are otherwise dark or if one closes one’s
eyes. One can also observe such persistence by plac-
ing a white spot on a dark disk and spinning the
disk. The spot appears to have a tail, like that of a
comet. The faster the disk spins, the longer the tail.
If the tail just barely extends all the way around the
disk, the time required to complete one full rotation
is a measure of the duration of the visual persis-
tence. Visual persistence produces positive afterim-
ages, and this allows us to see the images in movies
and television as though they were stable, moving
objects instead of a succession of still images.

Adaptation

An animal’s survival depends on sensing changes
in its environment, and sensitivity to such changes
is fostered by keeping sensory excitation at inter-
mediate levels and by damping the response to
stimuli that do not change. Negative afterimages
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are a by-product of the processes that accom-
plish this.

The process of light adaptation reduces the
effect of light much as light-sensitive sunglasses do.
Suppose that the light level increases tenfold, and
that as a consequence, the sunglasses darken so that
only 30% of the light passes through. Then a tenfold
increase in light ends up increasing excitation only
threefold. Light adaptation accomplishes the same
thing as darkening the sunglasses, except that the
change in effectiveness of the light occurs not by
absorption but by changes in the physiology of
the cells of the retina, the thin layer of light sensitive
receptor cells, and associated nerve cells on the
inside surface of the eye.

However, light affects the sensitivity of only the
receptor cells that absorb it and the neurons down-
stream in the visual pathway to which they are
connected. If the camera flash mentioned previ-
ously temporarily reduces the effectiveness of light
falling on the receptors stimulated by the flash,
then during subsequent viewing of a uniform sur-
face such as a white wall, the effectiveness of the
light falling on the array of receptors will not be
uniform, and the effect of the light falling on the
receptors previously stimulated will be reduced. As
such, light is less effective; it has the same effect as
if a dark pattern on the wall were imaged specifi-
cally on the adapted receptors, and so that is what
one sees: a dark pattern in the shape of the camera
flash. The pattern is dark instead of light, so it is
called a negative afterimage.

Color

If more of the light in the stimulus is absorbed
by the photoreceptors sensitive to red light than,
say, the photoreceptors sensitive to green light,
then the red-sensitive receptors will be more
adapted (desensitized) than the green-sensitive
receptors will. Subsequent exposure to white light,
which contains a mixture of all colors, will
excite the green-sensitive receptors more than
the red-sensitive receptors, and so the white light
has the same effect as it would have if the light
had more green light than red light; consequently,
in the areas of the retina adapted to red light, white
light looks green. As the resulting color appear-
ance is approximately that of the complement of
the color to which the retina is adapted, it also is
called a negative afterimage.

Temporal Factors

Even a weak stimulus, if viewed steadily for sev-
eral seconds or a minute, can accumulate strong,
negative afterimages. Conversely, even an extremely
brief stimulus, if intense enough, can create strong
positive or negative afterimages. These images can
last for several minutes, although they pass through
alternating phases of disappearance and reappear-
ance. This is partly because maintaining visibility
of an image requires movement between the
image and the retina. Even when one tries to fixate
steadily on one spot, the eye makes small, involun-
tary movements that ordinarily are both necessary
and sufficient to keep images visible, but afterim-
ages move with the retina and thwart the sustain-
ing effect that the eye movements would otherwise
have. Blinking or other changes in stimulation usu-
ally restores visibility of the afterimage. Long-
lasting afterimages also pass through a succession
of intense colors, called the flight of colors, even
when the stimulus itself was white. Weak afterim-
ages that would normally last only a few seconds
can be permanently obliterated by brief superimpo-
sition of a pattern rich in contours.

Walter Makous

See also Color Perception; Color Perception:
Physiological; Retinal Anatomy; Visual Light- and
Dark-Adaptation
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AGFEING AND CHEMICAL SENSES

Reading glasses and hearing aids are accepted
accoutrements of the elderly: It is common knowl-
edge that the visual and auditory senses dim with
age. What about the chemical senses of smell and
taste? A decline in the ability to appreciate
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(“taste”) food and drink in old age was recog-
nized thousands of years ago and noted in the Old
Testament of the Bible (2 Samuel 19:34-35). But
in what ways do our perceptions of the volatile
and water-soluble molecules we smell and taste
change with age? How pronounced is that change?
And how early in life does it begin?

This entry addresses these questions, but it is
important to recognize first that smell (olfaction)
and taste (gustation) are distinct physiological sys-
tems. They have different receptor types and periph-
eral neural pathways, and they respond, largely,
to different types of chemical stimuli. However,
central nervous system responses to many smell and
taste stimuli overlap. Thus, when food is eaten—
simultaneously releasing some molecules that stimu-
late taste receptors in the oral cavity and some that
flow from the mouth to the nasal cavity and stimu-
late olfactory receptors—it is perceptually difficult
to distinguish which components of the resulting
flavor perception are smells and which are tastes.
Actually, however, these two aspects of food flavors
are not equally affected by ageing: Diminutions in
olfactory sensitivity are more pronounced than are
diminutions in gustatory sensitivity.

Olfaction

Olfactory receptors are found on primary olfac-
tory receptor neurons (ORNs) located in a rela-
tively small patch of tissue high in the nasal cavity.
These neurons extend cilia along the epithelial sur-
face and, thus, are uniquely exposed to the exter-
nal environment and subject to a constant barrage
of potentially toxic chemicals and particulates,
as well as being susceptible to direct injury from
microbes. Although ORNs are also highly unusual
in that there is ongoing replacement of these neu-
rons throughout life, this is a complex process
requiring reinnervation of the olfactory bulb (the
first brain relay in the olfactory pathway), and it is
often imperfect. Degeneration of the olfactory neu-
ral epithelium, and patchy replacement by respira-
tory epithelium, is seen even in young adults and
becomes more pronounced with aging.

Olfactory function is most often assessed via
tests of threshold sensitivity (the lowest concentra-
tion of an odorant that can be detected) or of the
ability to identify suprathreshold concentrations
of odors (e.g., is this orange, licorice, grass, or

banana?); less frequently, ratings of the perceived
intensity of suprathreshold odors are obtained.
Almost uniformly, studies using all of these mea-
sures have shown a significant decline with age,
typically beginning in the seventh or eighth decade
of life. Age-related olfactory loss appears to
develop gradually and is rarely complete, except in
extreme old age. Nonetheless, it is often of suffi-
cient magnitude to render older people vulnerable
to chemical hazards such as gas leaks and to
greatly diminish olfactory food flavor perception,
reducing food enjoyment.

Despite extensive documentation of age-related
decline in average olfactory sensitivity, debate con-
tinues regarding the uniformity of that decline,
both across different odors and across individuals.
Although there is little variation in the degree of
loss reported for different odors, most studies have
simply contrasted the performance of an elderly
group with that of a group of young adults. As a
result, possible differences in the onset or rate of
decline in sensitivity to specific odors have not
been examined. In addition, at the individual level,
extreme differences among elderly subjects in
olfactory abilities have frequently been noted, with
some older individuals performing as well as the
average young person. However, specific genetic,
medical, and environmental factors that underlie
this variation have not been identified, and some
have questioned the reliability of apparent over-
laps between the young and elderly in measures of
olfactory ability.

Gustation

Taste receptors (responding to sweet, salty, sour,
bitter, and umami, or “savory,” stimuli) are also
subject to damage from the chemicals they are
designed to detect, as well as from viral, bacterial,
and fungal species that often find a home in the
oral cavity. However, taste receptors are not
expressed on neurons, but on modified epithelial
cells that turn over rapidly (approximately every
two weeks). Moreover, these receptors are scat-
tered over a large portion of the tongue dorsum, as
well as being found on the soft palate, esophagus,
pharynx, and epiglottis, and their responses are
transmitted to the brain by multiple branches of
three cranial nerves. These characteristics protect
the taste system against extensive damage.
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Actually, taste appears to be relatively stable
across the life span. The measures used to assess
gustatory function are similar to those used in
studies of olfactory function, although few studies
have included an assessment of the ability to iden-
tify the qualities of suprathreshold taste stimuli, at
least partly because taste quality confusions (sour-
bitter, sour-salty, and salty-bitter) are common
even in healthy young subjects. Some age-related
declines in both taste threshold sensitivity and the
perceived intensity of suprathreshold tastes are
typically observed; however, these declines are
quality-specific and, in the case of bitter, com-
pound-specific, and they are not always observed
in both threshold and suprathreshold measures
within a quality. Most modern studies have found
no age-related decline in sensitivity to sweet (as
exemplified primarily by sucrose), and declines in
sensitivity to salty, sour, and bitter tastes, at either
threshold or suprathreshold levels, are modest rel-
ative to those observed in smell. Because umami
has only recently gained wide acceptance as a fifth
basic taste, only a few studies have examined how
it is affected by age. There are also few large, life-
span studies of taste, but as is the case in smell,
average declines appear to be significant only in
the seventh and eighth decades.

All of these findings, however, are based on the
whole-mouth presentation of taste stimuli. Several
studies suggest the elderly are particularly prone to
spotty losses of function affecting circumscribed
areas of the tongue. In general, this has little
impact on the whole-mouth experience of taste
because other areas appear to compensate, but it
may render elderly individuals more vulnerable to
taste dysfunctions that lead them to seek medical
assistance, including both whole-mouth loss of
taste and the development of chronic, phantom
taste sensations.

Beverly |. Cowart

See also Flavor; Olfaction; Taste; Taste System Structure
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AGEING AND HEARING

A common complaint of older adults is difficulty
hearing and understanding speech, which can
result in problems following conversations, using
the telephone, and detecting and locating alerting
sounds. Approximately one third of adults ages
65 to 74 and nearly one half of adults 75 and
older have impaired hearing. When loss of hearing
for higher frequency sounds is included, nearly all
individuals older than 80 have significant hearing
loss. Indeed, hearing loss is among the most com-
mon chronic conditions of ageing, ranking first
among men and fourth among women, after
arthritis, cardiovascular disease, and cataracts. In
the next few decades, the number of individuals
with hearing loss will substantially increase as the
population ages, as this entry describes.

Hearing loss in older adults is known as presbya-
cusis and results from genetic influences and the
combined effects of ageing, long-term exposure to
noise, ototoxic drugs, diet, trauma, and otologic
and neurologic diseases. Additional risk factors may
include smoking, cardiovascular disease, high blood
pressure (hypertension), diabetes, and hyperlipi-
demia (high cholesterol). Presbyacusis can be nar-
rowly defined as hearing loss that increases with age
and is caused by the ageing process, which likely has
a genetic basis. Because environmental and disease
effects on hearing accumulate over a lifetime, hear-
ing loss caused specifically by ageing is difficult to
isolate in older humans. Older animals raised
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without exposure to noise or drugs nevertheless
show unique age-related anatomic and physiologic
changes in their auditory peripheral and central
nervous systems (CNS). These include deterioration
of tissues and blood supply in the cochlear lateral
wall (inner ear), some degeneration of auditory neu-
rons, and reductions in the resting potential that
supplies power to the sensory (hair) cells.
Age-related hearing loss in the United States has
been described by several community-based epide-
miological and clinical studies. Figure 1 shows the
systematic increase in hearing thresholds with
increasing age in women and men, beginning with
reduced ability to hear high-frequency and then
mid-frequency sounds, which are important for
understanding speech. Thresholds for women show
the progression of a generally constant hearing loss
at lower frequencies to a gradually sloping loss at
higher frequencies; thresholds increase steadily
with age more in higher than lower frequencies.
Thresholds for men show similar patterns, but
with more high-frequency hearing loss, which may
relate to increased noise exposure.
Epidemiological surveys also suggest a strong
genetic component in age-related hearing loss,
which has been confirmed by results of twin
studies and data from various strains of mice.
Heritability coefficients indicate that as much as
55% of the variance in hearing thresholds of older

persons is genetically determined, which is similar
to heritability reported for hypertension and hyper-
lipidemia. The genetic component is reported to be
stronger in women than men, which may be caused
by a larger environmental component in men
related to noise exposure. These results, along with
studies of hearing in nonindustrialized societies,
are consistent with the view that hearing loss in
older adults results from environmental and dis-
ease factors superimposed on a genetically deter-
mined ageing process.

Along with declines in the ability to detect
sounds (Figure 1), older adults have poorer abili-
ties to detect small changes in intensity, frequency,
and timing of sounds, which are important for
using information carried by fluctuations in speech.
The strongest evidence is from older adults whose
thresholds are normal, which separates age-related
effects from those resulting simply from poorer
hearing. Differences between older and younger
adults are larger at lower frequencies and decrease
as frequency increases. This suggests a mechanism
related to processing of timing information (e.g.,
detecting fast fluctuations or silent periods), which
may degrade with age.

Many older adults complain of difficulty under-
standing speech, especially in noisy environments
with many talkers. Declines in understanding of
simple speech presented to one ear are largely
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explained by reduced speech audibility. Age-related
differences not resulting simply from hearing loss
are those for temporally distorted speech (such as
rapid speech), speech presented binaurally with
other sounds that are separated in space or fluctu-
ating, or tasks requiring divided attention. Although
behavioral measures of hearing and speech under-
standing are consistent with declines in processing
timing information, it remains unclear whether
these represent age-related changes in the auditory
periphery, which provides impoverished signals to
the CNS, or the combined effects of an ageing
periphery, an ageing CNS, and cognitive factors.

Along with poorer communication abilities,
untreated hearing loss in older adults can have nega-
tive effects on quality of life, contributing to social
isolation, depression, and loss of self-esteem.
Regrettably, no current medical treatment can pre-
vent, delay, or reverse age-related hearing loss. The
most widely used treatment is amplification pro-
vided by hearing aids and, for adults with severe-to-
profound hearing loss, a cochlear implant, which is
an electronic device implanted in the inner ear.
Despite advances in hearing-aid technology, surveys
report that more than 75% of individuals likely to
benefit from a hearing aid do not own one (a gap
of about 20 million people in the United States).
Reasons are varied and include attitudes toward
hearing loss and hearing aids, background noise and
distortion, cost, adaptability, comfort, maintenance,
tactile sensitivity, manual dexterity, and vision loss
that may reduce benefits of speech reading.

Judy R. Dubno

See also Audition: Cognitive Influences; Audition:
Disorders; Audition: Temporal Factors; Auditory
System: Structure; Hearing Aids
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AGEING AND TOUCH

Common wisdom indicates that sensory processes
lose efficiency in old age. Glasses and hearing
aids are a kind of standard aid for elderly people.
Yet, in contrast to vision and hearing, the dra-
matic age-related deterioration of the sense of
touch goes mostly unnoticed because there are no
conditions such as reading newspapers or obtain-
ing a driver license that would disclose an impair-
ment of senses. As a result, the sense of touch and
its vital role for coping with activities of daily liv-
ing is widely underestimated. This entry discusses
age effects on receptors and tactile perception,
haptic perception, and treatability of age effects
on touch.

Age Effects on Receptors

Touch perception is built on sensing through
receptors, transmission through neurons at various
stations along the sensory pathway, and central
processing by the brain. As aging affects all com-
ponents, multiple factors are involved in the age-
related decline of the sense of touch.

Skin conformance undergoes alterations in old
age. There is a loss of dermal receptors, which
provide the senses of touch, pressure, and vibra-
tion. The morphology of Meissner’s and Pacinian
corpuscles, which detect vibrations and changes in
texture change in old age, whereas Merkel-neurite
touch receptors, which detect sustained touch and
pressure, appear to be less affected.
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Age Effects on Transmission
and Central Processing

Transmission of touch information is affected by
slowing of nerve conduction with increasing age
and reduction of action-potential amplitude. In
contrast to eyes and ears, which are close to the
brain, the distances of skin receptors from the brain
vary greatly across the body. Accordingly, skin
receptors located on the feet are particularly vul-
nerable to a slowing down of conduction, which
can amount to as much as 20 or 30%. It is believed
that slow conduction emerging during aging results
in greater temporal dispersion of incoming afferent
information, which harms central processing thus
contributing to perceptual impairment. At a central
level, there is now agreement that neuron loss is a
rare event. However, at a subcellular level, cortical
sensory processing is affected through manifold
age-related alterations of ion channels and receptor
composition. Imaging studies in aged humans using
magnetic resonance imaging indicated that gray
matter density is reduced as a function of age, often
starting as early as about 40 years of age; however,
the time course of aging effects varies considerably
over cortical areas. Thus, a major question is, what
are the functional and perceptual consequences of
these age-related changes, and how do these
changes cause degradation of touch perception,
which is discussed in the next paragraph.

Age Effects on Tactile Perception

At a perceptual level, a simple measure of tactile
perceptual performance is tactile acuity, which
describes the ability to resolve fine spatial details.
Usually, measures of tactile acuity are obtained by
testing two-point discrimination, gap detection, or
grating orientation. Whatever technique is used,
tactile acuity is significantly reduced during aging.
For example, tactile acuity declined much more
vigorously on some body regions than on others.
According to one study, deterioration of acuity in
the great toe averaged about 400% between young
and elderly subjects (aged 65 to 87 years) compared
with an average decline of 130% observed on the
fingertip, meaning that acuity threshold is, depend-
ing on the body part, severalfold greater in older
subjects (see also Figure 1, where spatial discrimi-
nation thresholds are plotted as a function of age).

Against intuitive thinking, the relation between
receptor density and tactile acuity is far from
being one-dimensional. Although the density of
Meissner’s corpuscles in the index and ring fin-
gers does not differ, the acuity does. On the other
hand, although males have lower density of
Meissner’s corpuscles compared with females,
their acuity is not different. The reason for the
lack of a simple relation between receptor density
and perceptual outcome is that central soma-
tosensory representations are not a mere mirror
of the afferent input signals, but extract addi-
tional information through active computation
based on the interaction of inhibitory and excit-
atory processes. In respect to the processing of
touch information, there is a controversy about
the role of peripheral versus central aspects that
determine perception.

Haptic Perception

Providing tactile acuity information is only one
among many functions the sense of touch sub-
serves. Haptic perception, the ability to identify
common objects by exploration with hands and
fingers without sight, depends on accessing cuta-
neous information. For example, if afferent sen-
sory information of the fingers is suppressed by
wearing a glove or by local anesthesia of the
fingers, motor control of the hand is severely
impaired. In a study, both acuity thresholds and
manual dexterity were assessed using a pegboard
test that revealed a strong correlation between
threshold and manual dexterity. As a result, age-
related impairment of touch processing has far-
reaching consequences on haptic and motor
performance and may translate into great diffi-
culties in tasks requiring fine manipulations. In
addition to a reduction in tactile acuity, elderly
people undergo a significant impairment in haptic
perception.

In most cases, however, age-related decline of
the sense of touch develops slowly and as part of
a normal, that is, nonpathological, aging process
over decades. As a result, elderly progressively
adapt to the loss of high-level tactile performance
and learn to compensate by developing behav-
ioral strategies such as relying more on visual
control to overcome the decrement in the sense
of touch.
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Treatability of Age Effects

Neuroplasticity is the ability of brains to adapt to
new experiences and constraints of the environment
during the entire life span. During the past few
decades, such use-dependent plastic capacities of
somatosensory systems have been intensively stud-
ied demonstrating that practice and training deter-
mine to a large extent perceptual abilities of an
individual even at high age. This notion has been
corroborated by recent findings demonstrating that
the typical age-related decline in tactile performance
is not inevitable, but that despite the accumulation
of degenerative processes during aging, perfor-
mance can be recovered by learning and training.
The impact of age, training, and sensory stim-
ulation on tactile acuity is illustrated in Figure 1.
Overall, discrimination performance is progres-
sively impaired with increasing age. However,
blind subjects who read Braille do not show the
age-related changes, suggesting that maintained
use of the fingers might play a role in preserving
intact acuity. Furthermore, applying a brief

period (3 hours) of tactile coactivation on the tip
of the fingers, a procedure known to induce plas-
tic changes in the somatosensory cortex, results
in a significant amelioration of the age-related
decline in elderly subjects, suggesting that age-
related decline of tactile acuity is not irreversible.
These results suggest that mechanoreceptor den-
sity may play a minor role in determining tactile
acuity performance at old age but that acuity is
rather controlled by cortical mechanisms. This
view is also supported by recent imaging data
that demonstrated a close correlation between
tactile spatial resolution and the size of the area
in the cortex devoted to processing of touch
information. In conclusion, cortical processing,
which is subject to alterations through practice
and training, appears to be a crucial factor shap-
ing the quality of touch-related performance even
at high age.

Hubert R. Dinse, Martin Tegenthoff,
Christine Heinisch, and Tobias Kalisch
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AGEING AND VISION

Age-related changes in vision can profoundly
affect the quality of life for seniors, decreasing
independence and mobility and increasing physi-
cal injuries, such as hip fractures. But what aspects
of vision change with age? And what produces
those changes? Despite the critical importance of
vision for functioning in everyday life, much still
remains to be learned about the effects of healthy
ageing on vision. This entry provides a brief over-
view of some of the most important aspects of
ageing and vision researchers have learned.

Age-Related Effects

As people age, their vision is affected by changes
both to their eyes and their brains. The average
pupil size decreases with age, so that less light
enters the eye, and this reduction in light is com-
pounded by changes in the structure of the lens.

Through the normal ageing process, even in the
absence of cataracts (clouding of the lens), the lens
becomes less transparent, blocking additional light
from entering the eye, and changing the color of
the light that does get through. Changes to the lens
and intraocular media also increase light scatter,
reducing the contrast of the retinal image. These
structural changes to the lens also make it more
difficult to focus on close objects as we age; this
change in accommodative ability—the ability to
change the optical power of the eye to focus on
objects at different distances—is known as presby-
opia, and is a normal part of the ageing process.
The inability to focus on close objects without
wearing glasses typically occurs between about
40 and 50 years of age, and the “near point” (the
closest point on which one can focus) continues to
move further away throughout our lifetimes. As
young adults, people typically can focus clearly on
objects about 10 centimeters away; by the time
they reach 60 years of age, the near point has
moved away to about 1 meter. Fortunately, by
wearing appropriate optical corrections (glasses),
seniors can overcome many of the difficulties asso-
ciated with presbyopia.

These optical changes adversely affect vision,
but research has shown that the most profound
age-related effects on vision stem from changes in
neural, rather than optical, processing. Blurring of
the optics would lead to an inability to see fine
details, resulting in a decrease in visual acuity. But
ageing also decreases our contrast sensitivity—
defined as the inverse of the lowest contrast needed
to see different sized targets—even for mid-sized
objects, although the most pronounced effects are
seen for objects with more fine details. For exam-
ple, the general shape and features of a face would
remain visible throughout our lives, but it becomes
more difficult to discriminate individual eyelashes
around the eye, or fine wrinkles on a face. Based
on behavioral techniques that can tease optical and
neural factors apart, and based on studies in which
stimuli are projected directly onto the retina,
bypassing the optics, the age-related reduction in
contrast sensitivity is largely the result of changes
in neural processing, rather than of changes in the
optics of the eye. Regardless of what causes a
change in our acuity and contrast sensitivity, the
net result is that the world appears a bit more
blurry and washed out in the elderly.
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Ageing affects many stages of neural processing
of visual information, beginning with a reduction
of sensitivity in cone photoreceptors (the cells that
enable us to discriminate color) in the retina.
Interestingly, however, although the relative sensi-
tivity of the cones changes continuously from ado-
lescence through our senior years, color perception
remains relatively constant, suggesting that the
neural systems encoding color engage compensa-
tory mechanisms, although the precise nature of
such mechanisms remains unclear. Recent physio-
logical studies have also suggested that the intrin-
sic level of noise in visual neurons is increased and
the selectivity of visual neurons to visual attributes
such as direction of motion and orientation
decreases in senescent monkeys. Such changes may
be because, throughout the brain, there are changes
in the quantity and function of certain neurotrans-
mitters. For example, the efficacy and production
of the brain’s primary inhibitory neurotransmitter
(gamma-aminobutyric acid, or GABA) decreases
with age, at least in some cortical areas.

Implications for Task Performance

As might be expected from the neural changes in
the selectivity of motion mechanisms, older adults
are impaired on many motion perception tasks. For
example, older observers can detect only about a
10% difference in speed of a cluster of moving dots
or other targets, whereas younger observers can
detect speed differences half that size (5%). Similar
age-related effects are seen for direction discrimina-
tion, although there is some indication that these
basic motion deficits mostly affect “senior-seniors”
(observers older than 70 years of age), rather than
for “junior-seniors” (60-69). In some unusual cir-
cumstances, older observers can even outperform
younger observers. For example, seniors are better
able and faster than young observers to detect the
direction of motion for large high-contrast targets.
Although this result seems counterintuitive, it may
be a by-product of reduced intra-cortical inhibition
(e.g., GABA levels) in the visual cortex. Inhibition
in the brain typically highlights objects on back-
grounds, and “tunes out” large, uniform patterns,
resulting in decreased sensitivity to motion for
large, high-contrast targets in young observers. If
inhibition declines with age, large, high-contrast
targets would not be suppressed as much in seniors,

and, consequently, detection of motion of such tar-
gets should improve with age. In general, however,
seniors consistently have difficulties in perceiving
more complex forms of motion such as shape from
motion, optic flow (the way objects and scenes
move across the retina as they or the observer
move), biological motion (e.g., the ability to dis-
cern the presence of a person walking when view-
ing only a sparse array of dots on the locations of
a person’s joints), and motion defined across differ-
ent visual attributes. Evidence also suggests that
older women are more impaired in a range of
motion tasks than are older men, although the
extent of this sex difference and the mechanism
underlying it are unknown.

The effect of stimulus and task complexity on
ageing is not limited to motion perception. In
general, age-related deficits appear to grow with
increasing stimulus or task complexity. For exam-
ple, ageing seems to impair our ability to integrate
information across space, even when our percep-
tion of local elements remains intact. A good
example of this is seen in the perception of ori-
ented contours. Older observers have little if any
difficulty in discriminating localized, oriented tar-
gets; indeed, in humans, the behaviorally estimated
neural selectivity of orientation mechanisms seems
unaffected by age (a result that stands in contrast
to the finding from single-cell physiology in mon-
keys suggesting that ageing may decrease orienta-
tion selectivity, at least in anesthetized animals).
However, integration of local orientations into
larger, more spatially distributed contours appears
to be impaired. For example, young adults have no
difficulty grouping several small oriented lines
together to form a curve, but seniors appear not to
be able to integrate those local orientations together
to form a global shape as well as younger observ-
ers can. Other aspects of visual integration, includ-
ing the perception of symmetry, are similarly
impaired with age, and older observers are also
impaired on perceptual tasks that require observ-
ers to divide their visual attention across space or
to detect a target in a cluttered environment (evi-
denced in the lab by relatively poor performance
by seniors on visual search tasks in which observ-
ers have to find a specific object hidden among a
number of other objects).

Why might age have a larger impact on visual
processing for complex rather than for simple



26 Agnosia: Auditory

stimuli and tasks? One possibility is that compen-
satory mechanisms are active in older brains, but
that there are limits to the extent of that compen-
sation. Recent advances in neuroimaging tech-
niques shed some light on this hypothesis.
Researchers now know that even when younger
and older observers perform identically on a sim-
ple visual discrimination task, the neural systems
engaged in younger and older brains may be quite
distinct. For example, in one study, whereas the
visual cortex was of primary importance for a
visual discrimination task in younger observers,
older observers performing the same task appeared
to recruit parts of the hippocampus (normally
associated with memory) and prefrontal cortex
(normally associated with attention).

Overcoming Limitations

Fortunately, the visual system remains tremen-
dously plastic throughout our lifetimes, so that
seniors can continue to learn new visual tasks and
can learn to improve performance on more famil-
iar tasks. For example, as mentioned earlier, seniors
typically are less able to divide their attention
across space than younger observers (e.g., in a mul-
titasking, divided attention task, in which observ-
ers must name a central letter while detecting a
spot in the periphery). With about a week’s worth
of training, however, seniors can learn to divide
attention as well as younger observers do. Effects
of training can be seen for lower-level aspects of
vision as well, including the discrimination of mov-
ing stimuli. In some cases, such learning can last
for months, even with no intervening training.
Important questions for future research include
determining ways in which learning can be opti-
mized, what the effects of learning on the brain are,
and how age-related changes in vision (and
improvements based on learning) affect seniors’
ability to function in the everyday world.

So, although the visual world of the senior may
be more of a “blooming, buzzing confusion” than
is that of the young adult, older brains can learn
new tricks and can compensate in a variety of
visually challenging situations. That, combined
with glasses that can correct many optical prob-
lems, enables seniors to overcome many of the limi-
tations in vision that accompany healthy ageing.

Allison B. Sekuler
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AGNOSIA: AUDITORY

Auditory agnosia is the loss of auditory recogni-
tion in the absence of deafness. It is often associ-
ated with lesions of the auditory cortex, but the
definition does not require a cortical lesion. It also
is possible to have auditory agnosia resulting from
disorders of the auditory nerve, brainstem, and
midbrain. Acquired agnosia following brain insult
is rare because it often, but not always, follows
damage to both sides of the brain, which is usually
fatal. The assessment of auditory agnosia requires
the assessment of both discrimination and recogni-
tion. Problems with discrimination occur in apper-
ceptive agnosia (caused by loss of perception),
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when there will also be deficits in recognition. In
associative agnosia, discrimination (and therefore
perception) is intact, but there will be a deficit in
recognition caused by a deficit in the attribution
of semantic labels to sounds. The two general
types of auditory agnosia are therefore disorders
occurring at different levels in auditory object
analysis. Apperceptive and associative forms of
agnosia for word recognition (pure word deaf-
ness) and voice recognition (phonagnosia) are
both described in this entry. Agnosia for music
(amusia) can be characterized as an apperceptive
agnosia. Environmental sound agnosia has also
been described.

Causes

Auditory agnosia is most commonly caused by
strokes on both sides affecting the upper temporal
lobe. It can also occur after temporal lobe damage
resulting from herpes simplex encephalitis. Many
cases of auditory agnosia reported after cortical
lesions do not actually meet a strict definition of
agnosia based on the presence of normal hearing.
This may reflect the evolution from cortical deaf-
ness to auditory agnosia that is observed in a
number of cases. In addition, many patients with
auditory agnosia caused by stroke are from an
elderly population in which deafness resulting
from abnormal cochlea function is common.

Lifelong (congenital) forms of agnosia have also
been described. In particular, the disorder com-
monly known as tone deafness or tune deafness
can be characterized as a congenital agnosia called
congenital amusia.

Overlap Between Apperceptive Agnosias

In apperceptive forms of agnosia, there is often an
overlap between the domains of perception that
are affected. Deficits in the recognition of single
words (word deafness), environmental sounds
(environmental-sound agnosia), and music (amu-
sia) commonly coexist, especially in patients with
agnosia resulting from damage to the upper tem-
poral lobe on both sides. This reflects overlap in
the aspects of auditory perception required for the
analysis of these different sounds, where the pro-
file of specific deficits depends on the particular
aspect of auditory analysis that is affected by the

cortical lesions. The degree of overlap between
domains affected by agnosia is likely to be under-
estimated in view of the practical difficulty of car-
rying out a comprehensive and rigorous assessment
of all of these, and that it is unusual for patients to
undergo a systematic assessment of complex sound
analysis.

Some studies of patients with apperceptive
forms of agnosia have examined temporal aspects
of complex sound perception, especially in patients
with word deafness, using approaches that include
click counting and discrimination of tone sequences
or rhythms. Many of the reported patients with
word deafness in which such temporal deficits
have been described also suffered deficits in other
domains, as would be predicted on the basis of an
apperceptive agnosia caused by a deficit in tempo-
ral analysis. Deficits in examining the frequency
structure (spectrum) of sound have not been sys-
tematically explored in agnosia, but might be rel-
evant to deficits in musical perception, in particular,
which is less robust than speech is to degraded
spectral structure.

The damage associated with auditory agnosia
commonly affects the primary and secondary audi-
tory cortex in Heschl’s gyrus in the uppermost part
of the temporal lobes and the association cortex
behind Heschl’s gyrus in a region called the pla-
num temporale. Studies of normal subjects using
functional imaging suggest that different aspects of
time analysis and spectral analysis occur in differ-
ent regions of the auditory cortex, and different
distributions of damage in different patients can
cause different types of deficits in complex sound
analysis and therefore different differential effects
on speech, music, and environmental sound per-
ception. Attentional effects in association with
such damage are also common and will contribute
to the clinical defect observed.

Agnosia for Words and Voices

The distinction between acquired apperceptive and
associative agnosia has been emphasized in the
word-deafness literature. Associative forms of word
deafness, where word discrimination is intact but
word recognition impaired, can occur with damage
to the left temporal lobe, although left-side lesions
have also been reported to produce an apperceptive
agnosia. A similar distinction has been made in the
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case of phonagnosia: agnosia for voices. Reports of
symptomatic deficits in voice recognition are rare
in the case literature, but in series of asymptomatic
patients with damage to the right or left temporal
and parietal lobes, apperceptive phonagnosia has
been reported resulting from right or left temporal
lobe damage and associative phonagnosia resulting
from right parietal lobe damage.

Agnosia for Music

Musical agnosia (amusia) has been studied in a
number of patients following unilateral or bilateral
temporal lobe stroke. It can be argued that musical
deficits resulting from stroke can be considered rela-
tive to the components of music in the pitch or
rhythm domain. In the pitch domain, for example,
deficits can occur in the perception of the pitch of
individual notes, simple pitch patterns such as pitch-
interval direction between pairs of notes, contour
(the patterns of “ups” and “downs” in a melody),
and tonal structure. Neuropsychological models
suggest that these are successive levels in a hierarchy
of pitch and pitch-pattern analysis, and normal
functional imaging suggests that the substrate for
such analysis becomes increasingly distributed
(involves areas increasingly distant from the pri-
mary and secondary auditory cortex) when moving
up the perceptual hierarchy. The disorder com-
monly coexists with a deficit in the perception of
prosody in speech at a similar level of temporal
structure to the critical level in music: prosody
involves changes in pitch, stress, and rhythm within
a temporal “window” that is also at the level of
hundreds of milliseconds. The disorder is best char-
acterized as an apperceptive agnosia before the level
of deficits in tonal analysis, when learned associa-
tions with pitch patterns are made and a form of
associative deficit might be argued.

In the pitch domain, there is a tendency for
deficits at higher levels in the pitch hierarchy to be
caused by lesions that are more remote from the
primary and secondary auditory cortex. Right-
hemisphere lesions causing deficits are more com-
monly reported and therefore emphasized in the
literature but left-hemisphere lesions can produce
deficits in mechanisms for the analysis of pitch and
pitch pattern. In part, this might reflect an ascer-
tainment bias. Cases of acquired amusia resulting
from left-hemisphere damage may be associated

with aphasia, making behavioral assessment more
difficult.

There has been recent interest in lifelong disor-
ders of musical perception, known as tone deaf-
ness, tune deafness, or congenital amusia. Lifelong
disorders of singing have been recognized for more
than a century, and recent work using a schedule
called the Montreal Battery for the Assessment of
Amusia (MBEA) demonstrates that the deficit is
commonly associated with a deficit in musical per-
ception that can be demonstrated by impaired dis-
crimination of novel melodies. The disorder can
therefore be characterized as a congenital form of
apperceptive agnosia and is particularly associated
with deficits in the pitch domain. Rhythm deficits
can also occur, but only if these occur in the con-
text of a melody. Behavioral studies have demon-
strated deficits in pitch discrimination and
pitch-direction analysis, suggesting a fundamental
deficit in the analysis of pitch pattern. Based on
lesion data from a number of studies and consider-
ation of the normal cortical mechanisms for pitch-
pattern analysis demonstrated by functional
imaging, a cortical basis for the disorder would be
predicted. Although abnormalities of brain struc-
ture are not seen at the individual level, group stud-
ies of brain structure using magnetic resonance
imaging provide evidence for cortical disorder
abnormalities that particularly affect mechanisms
in the right temporal lobe and frontal lobe for the
analysis of pitch pattern and pitch working memory
for pitch: the mechanism by which we hold notes in
mind when we listen to musical phrases.

Timothy D. Griffiths

See also Agnosia: Tactile; Agnosia: Visual; Music
Cognition and Perception; Neuropsychology of
Perception
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AGNOSIA: TACTILE

Everyday object recognition involves contribu-
tions from all of our senses. We recognize objects
not only by their shape and color, but also
by their sounds, textures, and temperatures. Our
brains are organized to integrate information
across senses, but each sense has its own separate
neural object recognition system. To understand
how the brain achieves multisensory object recog-
nition, researchers examine how brain damage
leads to the selective failure of recognition by an
individual sensory system. This entry focuses on
how impairments of tactile object recognition, or
tactile agnosia, contribute to our understanding
of normal object recognition. The entry reviews
issues regarding different types of tactile agnosia,
brain regions involved in tactile agnosia, sensory
and motor contributions to tactile agnosia, and
the existence of tactile agnosia separate from visu-
ospatial disorders.

Agnosia is defined as the impaired recognition
of familiar objects, faces, or sounds, despite ade-
quate perceptual and intellectual capabilities.
Tactile agnosia, or somatosensory agnosia, refers
to a deficit in recognizing common objects by
touch following brain damage, despite sufficiently
intact tactile sensation, memory, and general intel-
lectual function. Tactile agnosia is distinct from
tactile aphasia, an inability to verbally label a felt
object, or tactile inexperience in which the patient
is not familiar with the object.

Tactile agnosia is modality specific: Patients
who have difficulty recognizing objects by touch
can still recognize objects by vision, audition,
taste, or smell. Patients describe their condition as
feeling like their hand is “numb” or “stiff,” that
the feeling is not distinct or strong enough to iden-
tify the objects by touch. Patients with visual agno-
sia have similar complaints saying their glasses
appear “dirty” or “don’t work.”

Patients with tactile agnosia usually have unilat-
eral lesions (i.e., brain damage on only one side of
the brain). The hand that is contralateral to the
lesion (on the opposite side of the lesion) is the hand
that is “agnostic.” A patient with a left hemisphere
lesion will have difficulty recognizing objects with
his or her right hand. The unilateral nature of tac-
tile agnosia provides an advantage to investigating

tactile agnosia: patients provide their own control
comparisons because patients’ ability to recognize
felt objects with their non-agnostic, ipsilateral
hand (i.e., on the same side of the lesion) can be
compared directly with their inability to recognize
the same objects and perform the same tasks with
their contralateral agnostic hand. Thus, difficulties
recognizing objects with their agnostic hand can-
not be attributed to labeling problems or a lack of
knowledge about the objects.

Types of Tactile Agnosia

To identify different types of tactile agnosia,
researchers consider stages of processing for tactile
object recognition. Tactile object recognition is
assessed by asking patients to feel objects that they
cannot see or hear, and identify them. When feel-
ing objects, patients usually explore the object
with one hand; this active touch is called haptic
perception. Patients may also recognize patterns
passively, without hand movement. Identification
of felt objects includes verbally providing a name
or label for an object (e.g., cup), pointing to a visu-
ally presented object or picture, and matching the
felt object with another object.

In theories of tactile object recognition, percep-
tual input information is transformed through a
series of processing stages before object identifica-
tion. The first stage of processing involves the
extraction and processing of the properties and
features of the felt object. For example, to recog-
nize a dime, one must first apprehend its small size,
cool temperature, round shape, and rough edges.
Exploratory procedures, or hand movements, inte-
grate input from cutaneous, kinesthetic, and prop-
rioceptive receptors to extract information about
the object’s texture, hardness, shape, size, weight,
part relations, and temperature. Next, these prop-
erties must be combined or integrated into a com-
mon modality-specific representation or object
description. The integrated tactile object descrip-
tion is then used to access information about object
meaning and function (i.e., semantics). These
descriptions contain semantic information from
multiple senses that permit object recognition.

Object recognition deficits can be associated with
earlier or later stages. If the property integration
stage (tactile attributes cannot be combined with
each other) is disrupted, then patients will be able to
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perceive the object’s features but will not be able to
draw the objects or describe how the various fea-
tures relate to each other. If patients cannot associ-
ate the current perception of the object with its
stored meaning (i.e., the access to semantic represen-
tation stage is disrupted), then patients can describe
the object and draw it, but not be able to identify it.
This division corresponds to the two major types of
deficits revealed in case studies of both visual and
tactile agnosia: apperceptive and associative.

Apperceptive tactile agnosia refers to tactile
object recognition deficits in higher-level tactile
perception. Patients with apperceptive tactile agno-
sia have relatively intact basic tactile perception in
that that their abilities to discriminate two points
on their hands, feel pressure, light touch, and finger
movement are within the range of non-brain-
damaged individuals of the same age. They can
distinguish between different tactile textures, com-
pliant surfaces, temperatures, and sizes. However,
they have difficulty forming a perceptual repre-
sentation, or percept, that integrates the individual
tactile object properties, especially object shape
and part relations. When feeling a combination
lock, a patient with apperceptive tactile agnosia
may describe its hook on top, its rounded shape, its
moving dial, and its raised number ticks on the
dial, but will be unable to put the parts together to
identify the object. Further, if the patient is asked to
draw the felt object, the drawing tends to have the
wrong proportions or numbers of the object’s parts
(e.g., a cassette tape with twelve instead of two
holes) or to only capture a vague outline of the
object that lacks interior detail (e.g., no ticks on the
dial of a combination lock).

Associative tactile agnosia refers to deficits that
occur when patients cannot use the integrated tac-
tile percept to access their knowledge of the object.
In contrast to apperceptive tactile agnosia, patients
with associative tactile agnosia can verbally
describe the material and shape of felt objects.
They can make drawings of tactually presented
objects as well as match two- and three-dimensional
shapes. Despite these capabilities, they cannot rec-
ognize the objects, determine whether two felt
objects are from the same category (e.g., they are
both necklaces), or both perform the same func-
tion (e.g., a cork screw and a church key both
open bottles). As a result, their inability to recog-
nize objects by touch is interpreted as disrupted

connections between incoming perceptual infor-
mation and stored object knowledge or semantic
representations. Although apperceptive and asso-
ciative agnosias provide an important distinction,
current case studies refine these distinctions by
studying the precise stage of processing at which
the specific deficit occurs.

Cortical Bases for Tactile Agnosia

Case studies implicate the parietal lobe as the
critical neural region for tactile agnosia. Patients
with tactile agnosia often have lesions in the sec-
ond somatosensory cortex (SII) and inferior pari-
etal regions (Brodmann areas 39 and 40). The
primary somatosensory cortex (SI) processes indi-
vidual attributes such as values texture, hardness,
vibration, and temperature on a particular body
part, but these regions appear to integrate object
attributes. Recent neuroimaging studies of non-
brain-damaged individuals have confirmed these
parietal regions as important for the initial, soma-
tosensory-specific stages of tactile object recogni-
tion; later stages of tactile object recognition
processing appear to follow the ventral temporal
pathway used by the visual object recognition sys-
tem. Thus, the initial stages of tactile object recog-
nition are specific to tactile processing and the
later stages are shared at least by the visual system,
suggesting that information from individual object
recognition systems may converge in the ventral or
“what” pathway of the temporal lobe.

Sensory and Motoric Contributions

Similar to the study of visual agnosia, researchers
debate whether tactile agnosia can exist without
sensory impairment, and if so, how sensory and
motor deficits influence the recognition process.
The current consensus is that tactile object recog-
nition can be disrupted without clinically demon-
strated somatosensory loss. Supporting this view,
some patients with tactile agnosia have shown
comparable performance with non-brain-damaged
individuals on basic and intermediate somatosen-
sory functions despite severe tactile object recogni-
tion deficits. Tests of basic somatosensory functions
include light touch (with a wisp of cotton), vibra-
tory sensation (on a joint), proprioception (deter-
mine the direction the experimenter moved a
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joint), superficial pain (pin prick), temperature
(cold/warm object applied to skin), and two-point
discrimination (distance that two touches can be
distinguished on the skin). Intermediate soma-
tosensory functions include determining an object’s
texture, size, weight, hardness, and simple shape
judgments (long or short). Thus, tactile agnosia is
a higher-level processing problem that cannot be
attributed to perceptual problems.

To examine the extent to which somatosensory
and motoric inputs influence the tactile object rec-
ognition process, researchers have examined indi-
viduals with sensory and motor deficits. Patients
who have damage to their hands or peripheral
nervous system and patients with lesions in SI do
not always show tactile object recognition deficits
in their contralesional hand. Likewise, patients
with hand paralysis do not necessarily have sig-
nificant deficits in tactile object recognition. Touch
differs from other senses because it interacts
directly with objects themselves and most people
perform exploratory procedures to actively investi-
gate an object. For example, to determine an
object’s texture, they tend to rub the object; to
determine its hardness, they squeeze it; and to
determine an object’s shape, they grasp it or run
their fingers around the edge of it. Because the
hand uses both tactile inputs and hand movements
to extract somatosensory information, these
patients probably are using the motions of object
parts or hand movement cues to extract relevant
object information that they cannot obtain through
purely tactile perception. In sum, there are sensory
and hand movement contributions to tactile agno-
sia, but they cannot explain the overall deficit.

Spatial Contributions

Researchers have also questioned whether tactile
agnosia exists independently of a more general,
supramodal (not specific to a particular modality)
spatial impairment. This question arose from the
result of a large study that compared the perfor-
mance of brain-damaged World War II veterans
with non-brain-damaged patients on a variety of
tests of tactile and spatial function. Tactile tests
include two- and three-dimensional pattern recog-
nition. Spatial tests included a map-following task
in which people were given a map and room with
markers on the floor; they were asked to walk the

path indicated by the map. Results showed that
brain-damaged patients who were impaired on the
tactile tests were also impaired on the spatial tests,
suggesting that the two abilities had common neu-
ral sources. However, recent research has docu-
mented that tactile agnosia can exist without
concurrent spatial deficits. A patient with docu-
mented tactile agnosia was assessed on visual
spatial tests designed to assess the same spatial
integration process assumed to be taxed by tactile
object recognition, including the same map test
used in the earlier study. Despite a severe tactile
object recognition deficit, the patient performed at
above-average levels on all spatial tests, both tac-
tile and visual. This case study indicated that tactile
object recognition problems may be specific to the
touch and are not caused by general spatial deficits
such as the inability to manipulate complex spatial
images or to imagine how object parts fit together.
Consistent with this conclusion, neuroimaging
research has confirmed that the parietal regions
involved in tactile object recognition are different
from those involved with spatial localization. This
functional dissociation in the somatosensory sys-
tem of object recognition (“what”) and spatial
processing (“where”) is similar to what is found in
the visual system. The conflict between the results
of these two studies may be resolved by the fact
that the locations and extent of the lesions were
unknown in the older study. The lesions of those
patients may have involved both functional regions
of the parietal lobe.

Significance

The study of tactile agnosia reveals that our brains
have neural systems specialized for tactile object
recognition that are independent of visual and audi-
tory object recognition systems. Nonetheless, there
are commonalities in the tactile and visual stages of
object recognition at both functional and neural
levels. These similarities provide a basis for the
interaction of the two systems that permits our nor-
mal, multisensory recognition of common objects.

Catherine L. Reed

See also Agnosia: Auditory; Agnosia: Visual; Cutaneous
Perception; Cutaneous Perception: Physiology;
Haptics; Neuropsychology of Perception; Object
Perception; Recognition
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AGNOSIA: VISUAL

Visual agnosia refers to a class of disorders in the
domain of visual recognition, in which the affected
person cannot arrive at the meaning of some or all
categories of visual stimuli. In such cases, knowl-
edge of the shape, form, or other stored knowl-
edge of the physical attributes of an object cannot
be accessed, with the result that the stimulus is not
successfully identified. The failure to recognize the
object occurs under a whole range of conditions
and independent of whether the stimulus is pre-
sented as a real three-dimensional object, as a
black-and-white line drawing, or as a photograph.
Dramatically, these perceptual failures occur
despite the individual exhibiting normal or near-
normal elementary visual functions such as acuity,
brightness discrimination, and color vision, along
with normal or near-normal semantic and memory

functioning. These individuals also have intact
alertness, intelligence, and language, thus setting
aside questions about whether agnosia is simply a
manifestation of reduced elementary visual func-
tion and intelligence.

Visual agnosia may result from a lesion (e.g., as
a consequence of a stroke or tumor or other form
of brain damage) sustained by an adult who pos-
sessed normal premorbid perceptual abilities, or it
may be apparent in a child who sustained a brain
lesion early in life, a disorder usually referred to as
developmental agnosia. Visual agnosia may also
occur in the context of a progressive deterioration
of perceptual skills, as in the visually selective pro-
gressive posterior cortical atrophy, and finally, it
may be evident in individuals who are apparently
impaired at recognition (predominantly of faces)
from birth in the absence of any obvious neuro-
logical concomitant (see Table 1).

Not surprisingly, patients may fail to recognize
objects if they have a deficit in semantics (knowl-
edge or meaning of objects and their properties
such as what an object might be used for).
Interestingly, however, and the focus of this short
review, agnosic patients typically retain the long-
term representation of the object but still fail to
recognize the stimulus presented. Thus, several
investigators have reported data from visual
imagery tasks that demonstrate that stored visual
knowledge may be at least relatively preserved in
patients with severe visual agnosia and that,
despite this, the patients do not recognize the pre-
sented object; for example, patients may be able to
visualize in their mind’s eye a particular object but,
presented with the same object, may fail to identify
it. Consistent with this, these patients usually dem-
onstrate normal recognition of objects through
modalities other than vision (touch, audition, ver-
bal definition, or description of its function), fur-
ther indicating that the deficit is not simply a
difficulty in retrieving names or in accessing the
necessary semantic/knowledge information. In
short, the problem appears to be one of accessing
meaning from visual input.

Visual agnosia can be general, affecting the rec-
ognition of all visual stimuli, or it can be more
specific: for example, some agnosias are (relatively
selective) for objects, for faces or prosopagnosia,
for words or pure alexia, for body parts, for colors,
and for environmental scenes, including land-
marks. Finally, the disorder of simultanagnosia—an
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Table |

Classification of Types of Visual Agnosia, Their Underlying Neuropathology, and Clinical Manifestation

Neuropathology

Clinical Manifestation

Apperceptive agnosia

Associative agnosia

Integrative agnosia

Prosopagnosia

Stroke, anoxia, carbon monoxide
poisoning affecting occipital, parietal,
or posterior temporal regions
bilaterally

Usually bilateral infarction of the
posterior cerebral arteries but
unilateral occipitotemporal damage
may suffice

Extensive extrastriate damage
bilaterally or to the right hemisphere

Acquired form: bilateral infero-mesial
visual association cortices (lingual and
fusiform gyri) and subjacent white

Unable to copy, match, or identify visual stimuli

Able to copy and match stimuli, may even be
able to provide verbal description of aspects but
still not recognize the object

Fails to piece the components of an object
together so oversegments or perceives in
segmental fashion

Failure to recognize faces

matter

Agnosia for words Left occipitotemporal cortex

Agnosia for scenes

Bilateral or right posterior artery

“Pure” alexia—fails to read words normally
given normal language and sensory visual
function

Failure to recognize landmarks or known scenes

infarction involving the fusiform and

lingual gyri, extending to the
parahippocampal gyrus

Developmental

agnosia clinical scanning

Posterior cortical

agnosia atrophy or both

No obvious neural concomitant on

Focal right temporal or occipital lobe

Difficulty in acquiring mastery over word or
face recognition (developmental dyslexia or
developmental/congenital prosopagnosia)

Progressive decline in complex visual functions
and recognition

<« »

inability to “see” more than one object at a
time—is also regarded as a type of visual agnosia.
Some cases evince fairly “pure” forms of one of
these agnosias, but there are many reported cases
in whom some subset of the specific forms can co-
occur. Some of the more common subtypes of
visual agnosia are described in this entry.

Visual Object Agnosia

The term visual agnosia was coined by Sigmund
Freud to refer to the problems observed in some
individuals with object recognition problems,
but is classically divided into two broad catego-
ries: apperceptive mindblindness and associative

mindblindness. A person with apperceptive agno-
sia is impaired at constructing a perceptual repre-
sentation from the visual input and, consequently,
is unable to copy, match, or identify a drawing
based on the impoverished visual representation
derived from the image. Apperceptive agnosia cor-
responds to the breakdown at the stage of visual
processing at which the elementary features of the
stimulus are processed and its structural descrip-
tion is achieved—a relatively early stage of the
visual recognition system (see Table 1 for descrip-
tion of all agnosia types as well as neuropathologic
basis and clinical manifestation). In contrast, a
person with associative agnosia cannot use the
well-specified perceptual representation to access
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stored knowledge of the object’s functions and
associations—such an individual is able to copy
and match the object (or a drawing/rendition of it)
even though unable to identify it (this disorder is
often described as perception stripped of meaning,
to borrow the phrase from Hans-Lukas Teuber).
Whether the derived percept is truly normal in
associative agnosia and simply cannot be used to
access meaning or whether it is still not sufficiently
well derived is a topic of much contention.

One reason that the visual agnosias are so
intriguing a class of clinical phenomena is that they
have important implications for current theories of
high-level vision. In the service of elucidating nor-
mal perception, then, more fine-grained neuropsy-
chological accounts as well as computational
accounts have fractionated the classical distinction
between apperceptive and associative agnosia fur-
ther because of the growing understanding that
visual object recognition comprises a number of
distinct steps, in transforming the retinal input into
representations that reflect invariant properties of
objects in the real world. In the course of doing so,
these authors have identified agnosias that arise at
different stages of object processing. One such
addition is integrative agnosia.

Patients with integrative agnosia appear to
have available to them the basic features or ele-
ments in a display but are unable to integrate all
aspects into a meaningful whole. These patients
operate in a piecemeal manner to identify objects,
sometimes over-segmenting the single input object
into several different objects (e.g., identifying the
handle of a fork as one object and the tines as a
second). These individuals may perform normally
on visual matching and copying tasks but perform
poorly when required to bind visual elements in a
spatially parallel fashion across a field containing
multiple stimuli. The failure to integrate the dispa-
rate elements occurs equally with displays of
two- and three-dimensional stimuli and with
black-and-white and chromatic displays; in some
cases, however, the presence of depth, color, and
surface cues may be of some assistance to the
patients in segmenting the display. These integra-
tion/segmentation problems are most clearly dem-
onstrated when there are multiple items present,
such that there is competition in assigning
elements between shapes, as in displays with over-
lapping shapes or when boundary assignment is

required. Interestingly, in some patients, the pres-
ence of local information is so captivating that it
reduces the efficiency of visual recognition; in con-
trast with normal perceivers, some patients with
integrative agnosia identified silhouettes better
than line drawings, whose internal details appar-
ently led to incorrect segmentation. Figure-ground
segregation and other forms of perceptual group-
ing, such as deriving a unified whole based on
Gestalt heuristics, may be especially challenging
for such individuals. The rapid and efficient access
to the local information may impede the patients’
ability to gain access subsequently to the global
information.

Visual object agnosia, especially of the integra-
tive or associative type, can be fairly specific to a
semantic category, affecting predominantly living
or animate objects or affecting mainly recognition
of nonliving or inanimate objects with the latter
form being the less frequent manifestation.
Interesting theoretical exchanges about the type of
information (whether functional versus percep-
tual) tapped for the recognition of living versus
nonliving objects as well as questions about dif-
ferential lesion localization in these two cases
abound in the literature.

Prosopagnosia

Individuals with prosopagnosia are unable to rec-
ognize individual faces although they are clearly
capable of detecting whether a face is present in
the input. The disorder may be so profound that
the affected individual may fail to recognize him-
self or herself from photographs and may fail to
recognize family members and close friends too. In
many instances, these patients can describe the
face in detail, including the age and gender of the
person, but still be unable to say whose face it is.
The ability to extract information about emotional
expression is preserved in some cases but impaired
in others. Invariably, these patients rely on non-
face characteristics such as gait or voice to recog-
nize the individual. The deficit is typically perceptual
in nature, rather than arising from a memory
(although there are prosopamnesic cases for whom
this is the core of the deficit) or semantic deficit, or
from a failure to label the face (an anomia). In
most cases, the affected individual also performs
poorly at discriminating between two faces, even
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novel faces and even under conditions in which
they are given unlimited time in which to make the
discrimination decision. Many studies suggest that
these patients process faces differently than do
controls following the lesion, focusing more on
individual features than on the holistic or second-
order relations between the features. The lesion
that gives rise to prosopagnosia is usually second-
ary to occipitotemporal lesions, affecting the fusi-
form and lingual gyri, and the growing consensus
is that a unilateral right lesion to these regions is
sufficient to give rise to this disorder.

Agnosia for Words

This is also known as pure alexia, alexia without
agraphia, or pure word blindness. Although this
phenomenon is usually discussed in the context of
language impairments, it is an agnosic symptom
because subjects who suffer from this deficit show
a language impairment limited to visually pre-
sented stimuli (e.g., reading), but not to auditorily
presented stimuli. These patients may be able to
spell words out loud and to write well but fail to
read their own handwriting subsequently. This
disorder has also been called ventral simultanag-
nosia to indicate the failure to process multiple
letters simultaneously, and this failure manifests
most dramatically in word reading where individu-
als laboriously and sequentially process one letter
at a time (giving rise to the label “letter-by-letter”
reading). Pure alexia is one of the more common
forms of agnosia and can be severely debilitating,
with some patients requiring 1.4 seconds to pro-
cess each letter in a string. Whether this form of
agnosia is entirely limited to word recognition or
whether other classes of visual objects are also
affected, perhaps to a lesser degree, remains con-
troversial. The lesion site is typically in the left
ventral occipitotemporal cortex, sometimes, but
not always, involving the splenium of the corpus
callosum.

Agnosia for Landmarks and Environment

An impairment in recognizing landmarks or
scenes, referred to as topographic agnosia, can co-
occur with prosopagnosia or it can also occur in
isolation. As with other forms of agnosia, these
patients perform well on a wide range of memory

and basic perception tasks. In these topographic
cases, familiar landmarks and buildings lose their
familiarity to the patients. Unsurprisingly, these
patients get lost and are unable to learn new
routes. They show undue reliance on street names
and numbers of buildings to identify the land-
marks. Topographic agnosia can be differentiated
from other disorders affecting spatial orientation
in a large-scale environment and a taxonomy. The
lesion giving rise to topographic agnosia most
commonly follows bilateral or right posterior
artery infarction, and the lesions (as in prosopag-
nosia) may implicate the fusiform and lingual
gyri, extending to the parahippocampal gyrus.
Neuroimaging studies provide converging evi-
dence for topographic-specific representations in
these cortical regions, such as in the so-called
parahippocampal place area.

Developmental Forms of Agnosia

The taxonomy and illustration of some forms of
agnosia described earlier refer to the object recog-
nition failures in individuals who were premor-
bidly normal. There is growing interest in some
forms of agnosia that appear to be present from
childhood. These childhood agnosias may be sub-
divided into two subgroups: developmental agno-
sia in which individuals are born normal and then
become agnosic following a lesion, such as stroke,
sustained during childhood, and congenital agno-
sia in which the disorder is present from birth or,
at a minimum, lifelong, in the absence of any
obvious neurological concomitants. Developmental
dyslexia, or at least one subtype thereof, may be a
form of childhood agnosia, and although some
individuals appear to have an obvious underlying
neural concomitant, this is not the case for all indi-
viduals. Recently, there have been several reports
of individuals who are congenitally prosopagnosic
and reports of individuals who are congenitally
agnosic for color. Much research remains to be
done with the individuals with the congenital
variants to characterize the disorder fully and to
uncover the underlying neural mechanism that
may give rise to these disorders. There also appears
to be a familial hereditary aspect associated with
these disorders, and this promises a fruitful avenue
for further genotype studies in these individuals
and their family members.
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Progressive Posterior Cortical Atrophy

Just as there appear to be forms of agnosia that
arise in childhood, so there appear to be forms of
agnosia that can occur relatively selectively as a
form of progressive cortical deterioration associ-
ated with aging. Posterior cortical atrophy refers
to the progressive decline in complex visual pro-
cessing ability along with relative sparing of other
cognitive and perceptual function. It is associated
with occipitoparietal atrophy and hypometabolism
on single photon emission computed tomography
(SPECT) or positron emission tomography (PET)
scans and can be independent of Alzheimer’s dis-
ease. Progressive prosopagnosia is a degenerative
disorder in which there is a progressive impair-
ment in the recognition of faces. This syndrome is
part of the fronto-temporal dementias (FTDs),
which may present as focal atrophy in any combi-
nation of the right and left frontal or temporal
cortices and is rather uncommon. Other forms of
progressive agnosia may include agnosia for words
and agnosia for objects but further description of
such cases and systematic data collection are
required in such cases.

Marlene Bebrmann

See also Agnosia: Auditory; Agnosia: Tactile; Face
Perception; Neuropsychology of Perception; Object
Perception
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AR QuALITY

Residents who live near refineries or pig farms
may be exposed to air that is of reduced quality, a
situation that will rarely go unnoticed. They may
perceive the air as unpleasant, unacceptable, and
not appropriate for inhaling—all of which con-
notations are implied by the term gquality—and
they are well equipped by their senses to make
such judgments. This entry provides an outline of
the sensory systems and measurements involved in
air quality evaluation, the health effects of expo-
sure to bad air, and guidelines established to pro-
tect humans from exposure to bad air.

Senses Involved in Air Quality Judgment

Our sense of olfaction contributes to our evalua-
tion of air quality by imparting sensations of inten-
sity, (un)pleasantness, character (e.g., whether the
odor smells solvent-like or putrid), and identity
(“This is diesel fuel”). In addition, many airborne
chemicals give rise to feelings of burning and sting-
ing in the eyes, nose, or upper airways associated
with the common chemical sense (chemesthesis).
Both senses contribute to a person’s evaluation of
air quality. For example, air quality will be judged
as bad when a person smells ammonia while feel-
ing a sting up the nose during work.

Health Effects and Contributing Factors

We distinguish between indoor air quality and
outdoor air quality. The air quality out of doors
can be bad near highways, in industrial areas, and
near animal operations. Indoor air quality may be
jeopardized in offices as a result of bad ventilation,
in the workplace when working with organic sol-
vents, or at home and in schools because of fumes
from carpet glue or building materials.

Depending on the chemical and its concentra-
tion, people may experience health effects from
exposure such as sensory irritation of the eyes,
nose, and throat; respiratory problems; or even
central nervous system effects such as losing con-
sciousness. Exposure to toxic substances at work
can damage the olfactory epithelium—where the
odor receptors are located—and diminish a per-
son’s sense of smell. On the other hand, decreased
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odor sensitivity to chemicals as a result of occupa-
tional exposure may also be the result of adapta-
tion. Often, the situation reverses after exposure
has discontinued.

We speak of direct health effects, such as
described earlier, when people report health effects
that are in line with toxicological models concern-
ing the relation between health effects and chemi-
cal concentration. Yet, complaints about air quality
and associated symptoms cannot always be
explained scientifically. This may be the case when
chemical concentrations cannot be measured with
detection instruments, or are too low to account
for the reported effects. This may be explained by
individual variability in sensitivity because some
people can pick up certain smells at much lower
concentrations than other people can—or detec-
tion instruments—and yet others are sensitive
because of allergic conditions or asthma.

Health effects may also be indirect consequences
of chemical exposure, in the sense that the effects are
mediated by the perception or interpretation of the
odor. For example, when people smell an unpleas-
ant odor near a factory, they may interpret that odor
as a warning signaling harm, and react accordingly.
Such reactions may involve a stress response, which
causes physiological changes in the body leading to
increases in blood pressure, heart rate, and sweating.
In this manner, health effects that were really
brought on by stress associated with perception of
odor as threat can be mistakenly attributed to the
chemical composition of the odorous air.

To better understand how air quality is perceived
in the latter scenario, psychological factors need to
be considered. Many studies have focused on annoy-
ance experienced from exposure to malodorous
air as an indicator of bad air quality. Being worried
about the environment, or potential health
effects, as well as endorsing certain beliefs such as
that unpleasant odors can threaten your health,
contribute to this annoyance. Furthermore, intensity
of the odor, frequency and duration of exposure,
and unpleasantness are all predictors of annoyance.

The discrepancy between subjective perceptions
of air quality and objective air quality can become
quite extreme, as in multiple chemical sensitivity
(MCS). MCS is a syndrome of still unexplained
causes, characterized by subjective symptoms such
as nausea, muscular pain, memory difficulties, and
fatigue following low levels of chemical exposure.

Measuring Air Quality and Setting Standards

To protect workers from adverse health effects
related to bad air quality at work, occupational
exposure limits (OELs) have been formulated by
government agencies and professional organiza-
tions. These define the highest levels of chemi-
cals to which a human may be exposed without
experiencing adverse health effects. For a num-
ber of substances, irritation of the nose, throat,
and eyes provides the base for the OEL, whereas
for some other (obnoxious) odors, odor effects
provide the base. To assess the levels where
chemical substances start to irritate or smell,
human odor or irritation detection thresholds
(i.e., how strong the chemical needs to be before
it is noticeable as either odor or irritation) have
been determined using olfactometry. Irritation
thresholds can also be measured directly at the
eyes instead of the nose. More objective assess-
ments of sensory irritation include the electro-
physiological nasal mucosal potential, which
refers to the summed electrical response of the
trigeminal chemoreceptors in the nasal mucosa,
or ocular hyperemia (“red eye”), which can be
assessed by comparing photographs of the eyes
pre- and post-exposure.

Standards for outdoor air typically aim to
keep annoyance from odor at acceptable levels.
Annoyance and related complaints are assessed
via surveys or resident diaries in the area as indica-
tors of effects of odor exposure. Olfactometric
assessments of threshold or pleasantness evalua-
tions of air sampled near the source and evaluated
by a trained panel of judges in a lab, or by a
“sniffing panel” at various distances from the
source itself, are examples of methods used to
index odor dose. Formulating guidelines employ-
ing dose-effect relationships based on the previ-
ous, while considering economical and financial
interests of the involved parties, can present a
major challenge to the (local) governmental bodies
involved in standard setting.

So far, emphasis has been on perception of
bad air quality to alert a person to a health haz-
ard. However, air quality can also be good and
promote health. Lemon scent, for example, has
been shown to enhance both positive mood and
physiology.

Momnique A. M. Smeets
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Olfaction; Olfactometry; Olfactory Adaptation

Further Readings

Das-Munshi, J., Rubin, G. J., & Wessely, S. (2006).
Multiple chemical sensitivities: A systematic review of
provocation studies. Journal of Allergy and Clinical
Immunology, 118, 1257-1264.

Schiffman, S. S., Walker, J. M., Dalton, P., Lorig, T. S.,
Raymer, ]J. H., Shusterman, D., & Williams, C. M.
(2000). Potential health effects of odor from animal
operations, wastewater treatment, and recycling of
byproducts. Journal of Agromedicine, 7, 1-81.

Smeets, M. A. M., Kroeze, J. H. A., & Dalton, P. H.
(2006). Setting occupational exposure limits in
humans: Contributions from the field of experimental
psychology. International Archives of Occupational
and Environmental Health, 79, 299-307.

Sucker, K., Both, R., & Winneke, G. (2001). Adverse
effects of environmental odours: Reviewing studies on
annoyance response and symptom reporting. Water
Science and Technology, 44, 43-51.

AMBLYOPIA

The most common cause of vision loss in children
of the developed world is a developmental disor-
der called amblyopia, sometimes called lazy eye.
The term amblyopia is used to refer to a heteroge-
neous group of conditions that present to the
ophthalmologist as reduced visual acuity in one
eye despite normal ocular health and optimal
refractive correction (not correctable with glasses).
The fellow (unaffected) eye demonstrates normal
clinical visual acuity. Amblyopia usually begins in
infancy and becomes acute in childhood. It is
associated with multiple conditions, such as a
monocular cataract, or more commonly a devi-
ated eye or a difference in near- or far-sightedness
between the two eyes. The typical result is poor
vision in one eye and severely impaired binocular
vision. These abnormalities usually persist into
adulthood. Many people know someone affected,
given its prevalence of 2 to 4% in the general
population. This entry describes types of amblyo-
pia, visual loss, etiology, neural substrates, and
treatment of amblyopia.

Types

Most specialists distinguish anisometropic ambly-
opia, which refers to conditions of unequal refrac-
tive error (focus) between the two eyes, from
strabismus, which refers to a deviated eye that may
or may not involve loss of acuity. Depending
whether the eye deviates toward the temple or
toward the nose, the strabismic condition is called
exotropia or esotropia. In the United States,
esotropia is the more common presentation. In the
case of exotropia, some subjects adopt the strategy
of moving their head to alternate left and right eye
viewing, thus acuity is preserved in both eyes, but
binocular integration does not develop normally.

Visual Loss

The visual deficits seen in anisometropic and stra-
bismic amblyopia are different in many respects,
yet they share some common characteristics.
Numerous studies have compared the monocular
performance of amblyopic and fellow eyes in both
subtypes. The impaired eye in both types of
amblyopia generally exhibits decreased visual acu-
ity and reduced contrast sensitivity (particularly
for fine patterns). However, strabismic amblyopes
can be distinguished from the anisometropic sub-
type by an additional loss of accuracy for position
judgment tasks—for example, judging the align-
ment of two lines (called Vernier acuity). Other
tasks with stimuli containing multiple targets dem-
onstrate crowding effects in strabismic observers.
In other words, a target that would be visible
when presented alone can no longer be discerned
in a crowded array of targets because of interfer-
ence from nearby elements. Moreover, strabismic
observers sometimes report geometrical distor-
tions in their perceptions. All these additional
deficits support the idea that strabismus may
cause a different type of amblyopia than does ani-
sometropia, with greater spatial localization
impairments. Finally, both types of amblyopia
show deficits in tests that require binocular inte-
gration such as depth perception, with the strabis-
mic subjects generally performing worse than
anisometropic. In particular, the type of depth
perception that integrates the small differences in
the left and right eye’s image (called stereopsis) is
severely affected.
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Etiology

Debate continues about how the strabismic and
anisometropic subtypes differ from each other in
disease etiology and visual performance. One
approach to this abiding question is to consider the
relationship between performance on monocular
versus binocular tests. Almost all subjects with
amblyopia show impairments on binocular tests,
but subjects can be categorized based on the degree
of residual function. Most subjects with strabis-
mus, and some more severe subjects with ani-
sometropia, are non-binocular by this definition. It
has been recently proposed that the degree of
impairment in binocular functions may predict the
pattern of monocular deficits, and thereby help
explain the mechanisms of amblyopia. Specifically,
suppression of the amblyopic eye’s inputs by the
fellow eye’s inputs may be an important etiological
factor in the progressive development of amblyo-
pia in non-binocular subjects. This may be an
adaptive response to avoid double vision, but it
leads to loss of binocular integration, and monocu-
lar impairments for spatial localization abilities
such as Vernier acuity.

Neural Substrates

General consensus is that the cerebral cortex is the
major site of neural changes in amblyopia, his-
torically based on animal models. These models
generally induce an amblyopia-like condition
through monocular enucleation, lid suture, blur-
ring, or eye deviation during development. In
general, impaired vision in one eye leads to abnor-
malities in the visual system of the brain because
the weak eye fails to form normal neural connec-
tions that allow it to cooperate with the dominant
eye. Specifically, these models show reduced visual
acuity and contrast sensitivity in the physiological
response of individual neurons in the primary
visual cortex (V1) driven by the amblyopic eye.
They also show decreased numbers of binocular
or disparity-sensitive neurons. Moreover, there is
some physiological evidence for active suppres-
sion of the strabismic eye by the fellow eye in V1
binocular neurons. Nevertheless, the overall extent
of physiological deficits measured to date in V1 is
not sufficient to account quantitatively for the
visual performance losses observed.

Growing evidence indicates that dysfunction at
higher-levels of the visual cortex is important for the
neurological account of amblyopia. Currently, this
evidence comes from animal studies, from human
visual performance, and especially from human
brain imaging techniques. Limited information is
available about higher-level cortical visual areas in
animal models, but deficits have been generally
reported. In studies of visual performance, higher-
order impairments have been discovered that relate
to global form and motion perception, and are not
likely to be a simple consequence of neural deficits
at the earliest stages of the visual system. During the
past 10 years, anatomical brain imaging of children
with acute amblyopia as well as functional brain
imaging of metabolism levels of adults with long-
standing amblyopia has been possible. The results
clearly indicate that both the primary visual cortex
and higher-level cortex in the parietal and temporal
regions are abnormal in subjects with amblyopia.

Treatment

Current strategies for treating amblyopia rely on
occluding (patching) the fellow eye, encouraging a
type of passive visual training with the amblyopic
eye. These therapies can be moderately successful
in improving acuity in the weak eye under optimal
conditions, when the amblyopic deficit is small and
treatment is started early in life. However, patient
compliance is often poor, and binocular integra-
tion often remains impaired. New approaches are
needed to pioneer more effective therapies. Finally,
the advent of modern human genetic analysis is
relevant to amblyopia because a genetic compo-
nent to amblyopia is supported by twin studies and
other analysis. The potential identification of spe-
cific genes would benefit our understanding of the
etiology and subtypes of amblyopia in the future.

Janine D. Mendola

See also Brain Imaging; Depth Perception in Pictures/
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and Optics; Low Vision; Neuropsychology of
Perception; Visual Acuity
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AMERICAN SIGN LANGUAGE

American Sign Language (ASL), described in this
entry, is the visual-motor language used among
members of the deaf community in the United
States. ASL is one of many different sign languages
used by deaf persons around the world. In most
countries, deaf persons have their own distinct
sign language. Once ASL and other signed lan-
guages were recognized as true languages, investi-
gators began examining how the modality
difference between spoken and signed languages
affected language acquisition, language structure,
and brain processing.

For centuries, the sign languages used by deaf
persons were not accepted as true languages and
often were depicted as consisting primarily of pan-
tomimic gestures. Such pantomimic gestures or
“pictures in the air” were not seen as constituting a
valid symbol system. Although some ASL signs are
pantomimic and clearly resemble the objects, actions,
or properties for which they stand, the meanings of
most ASL signs are difficult for nonsigners to guess
correctly. Rather, the meanings associated with
most ASL signs depend on the usage of these signs
within the signing American deaf population.

Today, most scholars accord full linguistic sta-
tus to ASL and other sign languages. The person
most responsible for changing people’s views
about the linguistic basis of sign languages was
William Stokoe. Stokoe’s pioneering research
showed that ASL signs had a distinct linguistic
structure and that this structure was different from
that of English and other spoken languages. After
examining the formational structure of numerous
ASL signs, Stokoe proposed that three aspects of
sign formation distinguished any one sign from
another. These three formational elements were
the place or location where a sign was made, the
shape or configuration of the hand(s), and the

action or movement of the hand(s) and arm(s)
while making the sign. Altogether, Stokoe identi-
fied 55 different locations, handshapes, and move-
ments from which all ASL signs were composed.
These different formational elements operate in a
manner largely analogous to phonemes in spoken
languages.

Studies of the historical origins of ASL have
shown a strong influence of French Sign Language.
This influence is related to the establishment of
public education programs for deaf students. In
1815, American Thomas H. Gallaudet traveled to
Europe to learn about educational programs for
deaf students. He returned to the United States
with Laurent Clerc, a highly talented teacher from
the school for deaf students located in Paris. In
1817, Gallaudet and Clerc helped establish the
first public school for deaf students in the United
States, now known as the American School for the
Deaf. As a prominent teacher there, Clerc relied
heavily on his knowledge of French Sign Language.
Many of the signs used at the American School
were widely disseminated when pupils went home
and teachers moved to other newly established
schools for deaf students. Some ASL signs, more-
over, appear to stem from the indigenous sign-
communication systems present among deaf
persons in the early United States. Finally, because
ASL is a vibrant, living language, new signs fre-
quently are added to its lexicon as the need arises.

ASL and other signed languages may be learned
at different ages and in different ways than spoken
languages. The hearing status of the parents often
affects how children acquire ASL. Most children
(hearing or deaf) of deaf parents learn to sign
much like hearing children of hearing parents learn
to speak. These deaf parents model ASL usage and
engage their children in conversation using ASL.
Most deaf children, however, are born to hearing
parents. Because these parents traditionally do not
sign, their children often do not learn ASL until
they attend a school for deaf students or join a
deaf community organization. This process appears
to be changing as more hearing parents and teach-
ers learn to sign.

Because ASL and other sign languages are visual-
motor languages, they often transmit information
in quite different ways than auditory-vocal lan-
guages. ASL makes extensive use of visual and
spatial relationships in its transmission of informa-
tion. Changes in the direction of sign movement,
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the speed of sign production, the size of signs, and
the location of signs in space affect the meaning of
sign utterances. Some ASL verbs, for example,
vary the direction of their movement to indicate
who is performing the action, who the recipient of
the action is, and where the action takes place.
English, in contrast, relies quite heavily on word
order and prepositions to convey such relation-
ships. Given these differences in how information
may be effectively transmitted in ASL and in
English, it should not be surprising to learn that
their grammatical systems are quite different.

The difference in modality between spoken and
signed languages has led investigators to ask
whether sign languages are processed in the same
areas of the brain as spoken languages. Studies of
persons who have experienced an aphasia or loss in
language abilities (typically after suffering a stroke)
provide one source of information on this subject.
Damage to particular areas of the left hemisphere
is related to certain forms of spoken language
impairments; deaf persons with sign language
impairments also show evidence of left-hemisphere
damage in these same (or closely related) areas.

Although studies of aphasias in deaf and hear-
ing persons have underlined important similarities
in left-hemisphere processing for signed and spo-
ken languages, more recent neural imaging studies
of fluent ASL users have shown substantial right-
hemisphere involvement as well. This right-
hemisphere activation in ASL users may reflect the
visuospatial processing present in signed lan-
guages but not involved in oral languages.
Therefore, the answer to the question about
whether signed and spoken languages are pro-
cessed in the same areas of the brain is a complex
one: they both show strong similarities in left-
hemisphere processing, but the unique character-
istics of signed languages such as ASL may activate
right-hemisphere areas that are not required for
spoken language processing.

Today ASL is seen as a full language capable of
effectively conveying a wide range of information.
How ASL transmits this information and where
ASL is processed in the brain have been rich areas
of research in recent years.

John D. Bonvillian
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AMES DEMONSTRATIONS
IN PERCEPTION

The Ames demonstrations consist of about 25
laboratory set-ups that were designed and con-
structed, from about 1934 to 1950, by a U.S. art-
ist and optical physiologist named Adelbert (Del)
Ames, Jr. They became commonly known as the
Ames demonstrations in perception in the early
1950s, when one of Ames’s associates, perceptual
psychologist William H. Ittelson, published a
users’ manual (with instructions on how to rebuild
them) with that phrase as its title.

Although there has never been consensus about
the validity or significance of these demonstrations,
they are most often said to show the ambiguity of
retinal images when an object is perceived from a
single static point of view. It is also often claimed
that they show that the process of seeing is not
merely the passive reception of facts, but an inter-
active (or constructive) process by which we arrive
at conjectures, based on retinal data, past experi-
ence, expectations, and other factors. This entry
describes the Ames demonstrations in perception.

Background

To understand the Ames demonstrations, it is help-
ful to know the circumstances that contributed to
their development. Early in his career, Ames studied
law at Harvard University, where one of his influ-
ences was philosopher and psychologist William
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James, a leading proponent of pragmatism. After
practicing law only briefly, Ames turned instead to
the study of art, and for several years, collaborated
with his sister, Blanche Ames Ames, a painter and
illustrator whose husband was a scientist. In the
process, Ames’s interests shifted toward scientific
methods of painting more “realistic” scenes, a
quest that eventually led him to the study of opti-
cal physiology, and, in time, to join the research
faculty at Dartmouth College. There, in 1928, he
discovered a visual dysfunction he called aniseiko-
nia, a condition in which a person’s two retinal
images differ enough in size and shape that the
brain cannot easily fuse them as one. Some of the
Ames demonstrations (which he invented later)
may have been prompted by this discovery, partly
because those with aniseikonia are susceptible to
spatial distortions: Flat surfaces tend to look tilted,
rectangles look trapezoidal, and trapezoidal shapes
look rectangular.

The Demonstrations

As early as 1934, Ames designed his first “dis-
torted room” in which, from a designated viewing
point, trapezoidal walls appear to be slanted rect-
angles (Figure 1, c—d). His initial room was mon-
ocular, requiring that it be viewed through a
one-eyed peephole. From that static point of view
(and from no others), the space inside appeared
to be a conventional room interior, with a check-
erboard floor and three visible walls, with a pair of
rectangular windows on each.

However, when other components were intro-
duced into the space, the results were astonishing.
If two people of the same height stood in opposite
corners, one appeared to be tall, the other short;
and if they exchanged positions, one appeared
to grow, the other to shrink. A ball placed in a
wooden trough appeared to roll uphill. Liquid
poured from one container to another appeared to
be strangely inclined to the side. And if an observer
was given a lecturer’s pointer and instructed to
touch the room’s back corners (while looking
through the peephole), the result was a baffling
sensation in which one’s optical reality was at odds
with one’s kinesthetic reality.

The scientific reason for these “illusions” was
the calculated distortion of the room, which is
obvious when it is viewed from any point other

than the peephole. Supportive of that, the right wall
(in all its aspects: the windows, the molding, the
checkerboard floor) is only one half the dimension
of the left wall, while the rear wall is a trapezoid,
inclined at an obvious angle. The floor and ceiling
are also inclined and distorted. Nevertheless, from
the single position of the peephole, the shape of the
room appears normal, so that, with that as the
standard, things brought into the room will most
likely look oddly misshapen.

People are generally taken aback when they first
experience the Ames distorted room, partly
because, even when they know in advance that the
room is distorted, its effects may be no less con-
vincing. The same is also generally true of Ames’
other demonstrations, which he gradually devel-
oped in the remaining years of his life. Among the
most interesting are the following;:

e The overlay demonstration (Figure 1a) in
which portions of certain playing cards were cut
out and arranged to look as if they were in front of
(and overlapping) other cards, when in fact they
were behind.

®  The size-brightness demonstration (Figure
1b) in which balloons were made to look nearer or
farther away not by changing their actual distance
from the viewer, but by precisely modifying their
size and illumination.

e The chair demonstration (Figure 1f),
invented in 1945, was installed in a large wooden
box with three peepholes, spaced equally on the
front. Looking through each peephole, one sees
what seems to be a chair of the same size, in the
same position (as shown on the bottom row of the
illustration). However, in opening the lid and
looking inside the box (as shown on the top row),
it is evident that only one of the three is the cus-
tomary shape of a chair, whereas the other two are
constructions of wires, rods, and other shapes.

e The rotating trapezoid window (Figure
1g), which Ames invented in 1947, is a flat piece
of sheet metal, in the shape of a trapezoid and
deceptively painted with shadows, that appears to
be a normal dimensional window in perspective.
Mounted on a motorized vertical shaft, as the win-
dow rotates, it appears instead to oscillate (to sway
back and forth). When other components are sus-
pended from it, they behave in unbelievable ways.
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Figures | Views of Five of the Laboratory Set-Ups (Developed by Adelbert Ames Il) That Are Commonly Referred
to Now as the Ames Demonstrations in Perception

Source: llustration © by Roy R. Behrens, 2008. Reprinted with permission.

Notes: (a) The overlay demonstration, in which a playing card, from which a portion has been cut out, is positioned in front of a
second card, making the furthermost card appear instead to be in front. (b) The size-brightness demonstration in which two
balloons appear to move closer or further away by changes in size and illumination. (c—e) The distorted room in which people and
commonplace objects are viewed inside a room that seems (from one point only, through a monocular peephole) to be a simple,
normal room. Seen from any other angle, it is apparent that the right wall is one half the size of the left wall, the rear wall is a
trapezoid, and both the ceiling and the floor are oddly shaped and slanted. (d) A bird’s-eye view indicates the position of the
peephole, and (e) the physical locations of two people of comparable height. (f) In the chair demonstration, three forms viewed
through peepholes appear at first to be chairs (bottom row), but look dramatically different from a higher alternative angle (top
row). (g) In the rotating trapezoid demonstration, a trapezoidal shape that has been painted to resemble a perspective view of a
window, and mounted on a motorized shaft, appears not to rotate but to sway back and forth.
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Anamorphosis

The Ames demonstrations were not unprecedented,
in the sense that they have much in common with
an historic artistic distortion technique called
anamorphosis, and to other perspective illusions
employed in the design of theatrical sets.

In anamorphic constructions, the image looks
distorted when viewed frontally (as is customary)
but correctly proportioned when seen from the
side (often indicated by a peephole). For example,
Ames was well acquainted with the work of scien-
tist and philosopher Hermann von Helmholtz,
who more than 50 years before had noted that an
infinite variety of distorted rooms could be devised
that, from a monocular peephole, would nonethe-
less seem to be normal.

Far in advance of Helmholtz, this same kind of
visual distortion was used as early as 1485 by
Leonardo da Vinci (and probably even earlier by
Chinese artists) as an offshoot of perspective. As
early as the 16th century, a group of Dutch artists
made anamorphic “peepshows” called perspectyf-
kas or perspective cabinets, a few of which still
exist and are now on display in museums. These
artistic constructions have much in common with
the Ames distorted room, the chair demonstration,
and the rotating trapezoid window. In fact, many
of the Ames demonstrations make use of trapezoids
that appear rectangular, tilted surfaces that appear
to be flat, or flat surfaces that appear tilted.

Most of the Ames demonstrations require (or at
least work optimally with) a monocular peephole.
This is because they rely on the fact that any num-
ber of external constructions could produce the
same retinal image. Ames explicitly stated that (as
Helmholtz had noted) he could have constructed
an infinite number of distorted rooms, no two of
which would have the same physical shape, yet
each would appear to be normal. In the end, he
only constructed a few.

Implications

The Ames demonstrations might never have become
well known had they not been embraced and pro-
moted by other people who saw them as palpable
evidence of their own convictions. They were of
particular value to proponents of transactional psy-
chology (not to be confused with transactional
analysis), a 1950s spin-off of pragmatism that was

partly inspired by the “transactional approach” of
philosopher John Dewey (who first saw the demon-
strations in 1946, and then corresponded with
Ames until 1951). Ames believed, as Dewey did,
that we are not passive recipients of a given reality,
but instead are active participants in a give-and-take
exchange (a “transaction”) in which split-second
assumptions are made about the nature of reality.

The demonstrations have also had lasting effects
on other aspects of culture. Even today, one or
more of the demonstrations are invariably men-
tioned in textbooks on perception, and it is not
uncommon for one or more to appear in television
documentaries, video clips, cinematic special
effects, or advertising commercials.

Roy R. Behrens
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AMODAL PERCEPTION

Amodal (meaning “without” modality) perception is
perception of information that is common or redun-
dant across multiple senses (e.g., auditory, visual,
tactile). Amodal information includes changes along
three basic parameters of stimulation—time, space,
and intensity. Properties of objects and events such as
temporal synchrony, rhythm, tempo, duration, inten-
sity, and co-location are common across auditory,
visual, and proprioceptive stimulation. Properties
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such as shape, substance, and texture are common
across visual and tactile stimulation. For example,
the same rhythm and tempo can be detected by see-
ing or hearing the pianist strike the notes of the key-
board, and the same size, shape, and texture can be
detected by seeing or feeling an apple.

Virtually all events occur across time, are distrib-
uted across space, and have a characteristic inten-
sity pattern, so virtually all events provide amodal
information. For example, speech comprises
changes in audiovisual synchrony, tempo, rhythm,
and intonation (intensity changes) that are com-
mon to the movements of the face and the sounds
of the voice. Self-motion produces proprioceptive
feedback (information from the muscles, joints, and
vestibular system) that is synchronized and shares
temporal and intensity changes with the sight of
self-motion (e.g., seeing and feeling one’s hand
move). Perceiving amodal information is critically
important for organizing early perceptual and cog-
nitive development and for accurate perception of
everyday events in children and adults alike.

The term amodal has also been used in a differ-
ent sense—to refer to perception in the absence of
direct information from a specific sense modality.
For example, in visual perception, amodal comple-
tion describes how we perceive a unitary shape
(e.g., a ball), even when part of the object or shape
is occluded (hidden) behind another object (e.g., a
block). Even infants can accurately perceive a par-
tially hidden shape if the occluder is moved back
and forth, progressively revealing and then hiding
the object’s contours. Scientists propose that we
perceive unitary shape by detecting visual invari-
ants (patterns that remain constant across change)
through object motion, whereas others maintain
that we must fill in the missing information by
inference or cognitive processes. Whatever the pro-
cess, the term amodal referring to incomplete
information is not consistent with the previous
definition (which refers to information that is fully
available and can be directly perceived through
more than one sense) and, thus, will not be dis-
cussed further. This entry describes the history,
theory, and development of amodal perception.

History and Theory

For centuries, philosophers and scientists have
been intrigued by how we perceive unified objects

and events even though our senses provide specific
information through separate sensory channels.
How are these different sources of stimulation
bound together? Further, why do our senses pro-
vide overlapping and redundant information for
many qualities of objects? The concept of amodal
perception addresses these important questions
and dates back more than 2,000 years to the time
of Aristotle. Aristotle proposed a sensus communis
(an amodal or common sense) that detected quali-
ties that were common to several senses. These
common sensibles included number, form, rest,
movement, magnitude, and unity—information
that today is considered amodal.

Centuries later, philosophers such as John
Locke and George Berkeley took a different
approach to the question of perceiving object and
event unity. They proposed that sensations had to
be interpreted and integrated across the senses
before a person could perceive meaningful objects
and events. Until recently, developmental psychol-
ogists, including Jean Piaget, thought this process
of integration developed gradually through experi-
ence with objects. By coordinating and associating
what one sees with what one feels and hears, one
could construct a coherent, three-dimensional
world of objects and events.

This constructivist view was not seriously ques-
tioned until James ]. Gibson’s ecological view of
perception emerged in the 1960s, and a view more
consistent with that of Aristotle’s reemerged. Gibson
proposed that the different forms of stimulation
from the senses were not a problem for perception,
but rather provided an important basis for perceiv-
ing unitary objects and events. Our senses, he pro-
posed, work together as a unified perceptual system
to pick up information that is invariant or common
across the senses—that is, amodal information. If
we attend to amodal information, then there is no
need to learn to integrate stimulation across the
senses to perceive unified objects. Temporal syn-
chrony (the most basic form of amodal information)
has been described as the glue that binds stimulation
across the senses. For example, by attending to syn-
chrony, the sounds and sights of a single person
speaking would be perceived as united. Sights and
sounds that are perfectly synchronized belong
together and constitute unitary events. Detecting
this information prevents the accidental association
of unrelated but concurrent sensory stimulation.
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Development

Researchers now know that even very young
infants are skilled at detecting amodal informa-
tion, including temporal synchrony, tempo, rhythm,
intensity changes, shape, texture, substance, and
prosody in speech. Amodal information is highly
salient and directs attentional selectivity, for both
humans and animals, especially during early devel-
opment. When videos of two different events are
superimposed, playing a synchronous soundtrack
to one of them allows even infants to selectively
attend to the synchronous event while effectively
ignoring the asynchronous one. This attentional
salience may be partly the result of the enhanced
neural responsiveness generated by redundantly
presented amodal information compared with that
observed for each modality alone.

The development of a surprising variety of skills
depends on the detection of amodal information.
Shortly after birth, infants move their eyes in the
direction of a sound, coordinating audible and vis-
ible space. This provides a basis for detecting fur-
ther amodal information common to the sight and
sound. By 2 to 5 months, infants detect a variety
of amodal aspects of objects and events. For exam-
ple, they detect temporal synchrony, rhythm, and
tempo uniting the sights and sounds of objects
banging against a surface, as well as more refined
temporal information revealing the substance (rigid
and elastic) and composition of objects. Infants
detect voice-face synchrony in speech by 2 months
and later can use it to separate one speech stream
from another concurrent one. Even information
for emotion is detected by 5 months and is largely
amodal, deriving from differences in the timing
and intensity of movement and sound. Learning
about the self also depends on detecting amodal
information for self-motion. By 3 to 5 months,
infants detect the congruence between the proprio-
ceptive feedback from their own motion and the
visual experience of that motion (e.g., by feeling
and seeing their own legs move), and this provides
an important basis for separating the self from
other individuals. Even maintaining an upright
posture requires detecting amodal information
common to the visual flow and proprioceptive
feedback from body motions. Young infants also
detect the common shape, texture, and substance
across tactile and visual exploration, allowing

them to visually select an object they have previ-
ously explored only tactually. Amodal information
can also be used to create the illusion of unity as in
the ventriloquism effect. The ventriloquist creates
amodal information by moving the puppet’s mouth
in time with his own speech sounds and can there-
fore fool the audience into perceiving that the pup-
petisspeaking. Thus,amodal information simplifies
and organizes incoming stimulation, providing a
basis for perceiving unitary, multimodal events
rather than a “blooming, buzzing confusion” of
unrelated sights, sounds and tactile impressions.

Lorraine E. Babrick
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ANIMAL CHEMICAL SENSITIVITY

Humans use their chemical senses in many facets
of their lives, yet their abilities pale in comparison
with those of most animals. Everyday demonstra-
tions of the chemosensory prowess of animals
include dogs tracking invisible chemical trails,
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mosquitoes homing in on human meals, and game
fish lured to baited hooks. The chemicals, sensors
that detect them, neural pathways that process
them, and roles in the life history of animals are as
diverse as are the animals themselves. This entry
explores the nature and biological basis of such
animal chemical sensitivity.

What Is the Chemical World of Animals?

Jakob von Uexkiill, in the early 1900s, emphasized
that the “umwelt,” or sensory world, of each ani-
mal species is unique to it, being shaped through
evolution to include those stimuli important to
that species. Animals live everywhere, from the
bottom of the deepest oceans, to the frozen polar
caps, to the bowels of other animals, and each is
adapted to detect stimuli that are present in that
habitat and are of ecological significance to that
species. Chemical information dominates the
umwelt of most animals. Chemicals called phero-
mones reveal the nature of members of their own
species, including sex, age, social status, health,
and individual identity. Chemicals also inform the
identity and location of food, shelter, home, preda-
tors, competitors, and more. The molecules that
convey chemical information are diverse—they
can be protons, such as sour-tasting acids in unripe
fruit, or they can be macromolecules, such as
sweet-tasting proteins in some ripened fruit.

Many animals are much more sensitive to odor-
ants than are humans. Dogs and cats can detect
some odorants at thousands of times lower con-
centrations than humans can. Although the olfac-
tory systems of dogs, cats, and humans have a
similar basic organization, the greater sensitivity of
dogs and cats comes from their having many more
olfactory receptor neurons in their noses. Moths
have different “noses” than humans or dogs do,
but their olfactory sensitivity to some odorants
such as pheromones is also extremely high com-
pared with that of humans.

However, some animals lack sensitivity to spe-
cific chemicals that are a central part of the sensory
world of humans. Cats lack a sweet taste, a result
of a loss of functional receptors in their mouths
that detect sugars. Given cats’ carnivorous diet, a
lack of sweet taste is not a significant deficit.

High sensitivity of animals to particular chemi-
cals is a proven or promised method of controlling

populations of species that are pests to humans.
Use of specific blends of pheromones in traps is a
standard method of controlling some insect spe-
cies. A similar application holds promise for an
aquatic pest, the lamprey.

How Are Chemicals Detected?

Animal chemosensors are diverse in their structure
and organization. This reflects differences in their
phylogeny and life history. Sensors include nose
and tongue of mammals, antenna of insects and
crustaceans, pectin of scorpions, tentacles of sea
anemones, osphradium of snails, and olfactory pits
of squid. Terrestrial animals have olfaction and
taste as their two major chemical senses, and these
are distinguishable by the chemicals’ carrier medium:
olfaction uses volatile molecules delivered in air,
and taste uses water-soluble molecules delivered in
liquid. Aquatic animals mostly use water-soluble
molecules, thus raising the question, can olfaction
exist underwater? The answer is yes, as exemplified
by frogs, which use their “nose” both underwater
and in air. Chemical sensors, with their vast diver-
sity, go beyond the dichotomy of olfaction and
taste. Fish such as catfish have an olfactory organ;
gustatory organs in the form of taste buds inside
their mouth, on their barbels, and on their entire
body surface; trigeminal chemosensors; and soli-
tary chemoreceptor cells. Crustaceans have many
types of chemosensors based on structural organi-
zation and innervation, even on a single antenna,
mouthpart, or leg. Even the nose of a rodent has
multiple chemosensory pathways that differ in
structure and function, including the main olfac-
tory epithelium, vomeronasal organ, trigeminal
system, septal organ, and Grueneberg ganglion.
Animals have evolved special means of acquir-
ing chemical stimuli and delivering them to the
molecular binding sites to initiate the sensory pro-
cess. Sniffing in mammals, pumping in the olfac-
tory cavity of fish, flicking of antennules and
beating of fan organs in crustaceans, and vibrating
of wings and antennae of insects all enhance chem-
ical sampling. Once in the nose, volatile chemicals
bind to odorant binding proteins, which solubilize
and deliver the chemicals to receptors.
Chemoreceptor cells from different phyla have
diverse cellular origins, including neurons and
modified epithelial cells. Chemoreceptor cells may
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be packaged into units, such as taste buds of verte-
brates or sensilla of arthropods, the latter being
porous extensions of the exoskeleton that allow
chemical stimuli to reach the chemorecep
tors within them while providing protection.
Chemoreceptor cells across the animal phyla trans-
duce chemical information into electrical signals
using similar principles and molecular components.
For example, many animals use metabotropic sig-
naling pathways that contain receptors coupled to
intracellular second messenger pathways for ampli-
fication of signals. But the components of these
transduction cascades can vary across animals.

A common principle for coding of olfactory
information, including in some vertebrates, arthro-
pods, and mollusks, is to have the projections of
receptor cells and the brain interneurons receiving
those projections organized into units, called
glomeruli. The “olfactory brains” are composed of
a few dozen to thousands of these glomeruli, the
number depending on the species. Each glomerulus
is activated by a subset of odorants, some odorants
being more effective than others, and each odorant
activates more than one glomerulus, some more
than others. Thus, each odorant is discriminated
based on the distinctive activation pattern gener-
ated across the glomeruli because of that odorant’s
unique molecular structure.

Charles Derby
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ANIMAL CoLOR VISION

Under daylight conditions, most humans experi-
ence a richly colorful world in which objects
appear to maintain consistent color appearances—
such as green grass or blue sky. That familiar
association makes it natural to believe that color
is an inherent property of objects and lights.
Although at first glance this idea seems reason-
able, it is wrong. Color is actually a feature of our
experience that is constructed from the overall
pattern of illumination reaching the eye at any
moment as subsequently analyzed and condi-
tioned by the particular details of the organization
of the eye and the visual system. Eyes and visual
systems show great variation across the animal
kingdom, so it is hardly surprising that other ani-
mals may experience color in ways that are strik-
ingly different from those familiar to humans.
This entry describes how and why color vision
varies among the animals.

Critical Definitions and Underlying Biology

Light reaches the eye directly from illuminants,
such as a computer monitor, or as reflected from
surfaces of objects, such as an apple sitting on the
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desk. Ignoring changes that may occur across space
or over time, light can be physically characterized
as varying along just two dimensions—wavelength
and intensity. The presence of color vision is for-
mally defined as the capacity of an individual to
successfully discriminate between lights or surfaces
based on differences in their wavelengths, irrespec-
tive of what their relative intensities may be. Note
that the definition asks nothing about the quality
of what is seen, only whether there is consistent
discrimination. If any animal can make such dis-
criminations, it has color vision.

Once the presence of color vision is established,
it becomes possible to further characterize the
nature of the capacity, for example, by asking
what particular wavelengths can and cannot be
successfully discriminated. Each of the large range
of such tests can provide useful information about
the color vision of any given animal. A particularly
important description of color vision comes from
using a testing procedure called color matching. In
such a test, lights of different wavelengths are
added together in an attempt to find out which
mixtures of lights appear identical to other lights.
Although the analysis of such matches can be a bit
complex, what results is a description of the
dimensionality of color vision. In such an account,
if an animal lacks color vision completely, it is
characterized as being monochromatic (i.e., it
experiences a world that is devoid of color varia-
tion), an animal with a single dimension of color
vision is called dichromatic, two dimensions are
trichromatic, three dimensions tetrachromatic, and
so on. As the dimensionality of color vision
increases, there are corresponding and dramatic
increases in the number of separate colors that can
be discriminated. For example, it is estimated that
a human having dichromatic color vision (a com-
mon form of color blindness) can discriminate
among some 10,000 surface colors, whereas a
human with trichromatic color vision, normal for
our species, has the capacity to discriminate some-
thing in excess of one million colors.

There is a compelling link between the dimen-
sionality of color vision and the biology of the eye.
In the eye, light is absorbed by photopigments that
are located in the photoreceptors—in vertebrates,
these receptors are called cones. Different types of
photopigments vary according to the wavelengths
to which they are most sensitive. The number of

types of photopigment that are active in daylight
viewing is typically directly related to the dimen-
sionality of color vision—monochromats have
only a single type of cone pigment, dichromats
have two, trichromats have three, and so on.
Because of this linkage, it is possible to infer the
nature of an animal’s color vision from an analysis
of the number of types of photopigment contained
in eye or, because the photopigment proteins
(opsins) are specified by single genes, from direct
studies of these opsin genes. Both of these short-
cuts allow scientists to learn something about the
nature of color vision in a large number of animals
for which behavioral tests of color vision may be
impractical for one reason or another. This tactic
can even be used to infer what color vision must
have been like in some ancestral species.

Distribution of Animal Color Vision

What animals have color vision and what is their
color vision like? That seemingly simple question
cannot as yet be fully answered. A principal prob-
lem is that most animal species remain unexam-
ined. That is not surprising because even the total
number of animal species remains unknown, with
current estimates ranging from perhaps 10 to 100
million species. One useful clue to understanding
the extent of animal color vision comes from
examinations of the phylogeny of opsin genes.
That approach shows that two classes of daylight
photopigments (the minimum necessary for color
vision) were present early during evolution; cer-
tainly at a time well before vertebrates first
appeared more than 500 million years ago. It
seems likely that color vision has been a persistent
feature of animal life over much of the sweep of
their history. Beyond that, there have been con-
crete studies of color vision in enough animal spe-
cies to permit a number of generalizations.

Invertebrates

This group constitutes the vast majority (about
95%) of all animals. Among the invertebrates that
have been studied, there is positive evidence for
presence of color vision in many different species—
these include familiar animals such as mites, spi-
ders, crustaceans, and a lengthy list of insects
(bees, grasshoppers, wasps, butterflies, moths, and
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various flies). Because of their commercial impor-
tance, many good behavioral and biological stud-
ies have been done on honeybees. For example, in
a behavioral test of color vision, bees might be
trained to fly to a small dish of sugar water that is
placed on a blue patch of a checkerboard com-
posed of many different colored papers. Over tri-
als, the location of the blue patch is moved about
the checkerboard randomly. If the bee consistently
finds that blue patch, it must be doing so by using
its color vision. Tests like this showed that
bees have three types of photopigment and well-
developed trichromatic color vision. Early studies
led to the surprising discovery that one of three
photopigments in the bee has its maximum sensi-
tivity to the ultraviolet (UV) wavelengths, and thus
bees can see a part of the spectrum that is invisible
to humans. This capacity proves to be highly use-
ful because many flowering plants provide UV
signals that bees can exploit in their quests for pol-
len. Like the bees, many other invertebrates have
been found to have UV photopigments, and thus,
they too must inhabit a visual world that is quite
foreign to humans.

Vertebrates

Although representing only a tiny minority of
all animals, there have been good studies of color
vision on representative species from each of the
large vertebrate groupings. Outside of the mam-
mals, many reptiles, amphibians, fishes, and birds
have UV pigments, some having three and others
four classes of cone pigments. Many of these spe-
cies thus have the potential for trichromatic or
tetrachromatic color vision and among familiar
animals, both goldfish and pigeons have indeed
been shown to have tetrachromatic color vision.

Color vision in mammals presents a different
picture. Most mammals have only two types of
cone pigments, and thus usually have dichromatic
color vision. This condition is characteristic of
many familiar mammalian species such as dogs,
cats, squirrels, and cattle, as well as the close rela-
tives of all these animals. Among the mammals,
primates are unique in having added a third type of
cone pigment during their evolution and, as a con-
sequence, many primates, for instance humans and
their close ape and monkey relatives, have trichro-
matic color vision. Interestingly, some primate

species, among them humans and most of the mon-
keys found in Central and South America, have
striking individual variations in color vision. In
humans, such variations include the familiar cases
of red-green color blindness, a condition mostly
found among men.

Gerald H. Jacobs
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ANIMAL DEPTH PERCEPTION

Cats jump onto tables, horses jump over fences,
birds land on window ledges, and chameleons can
pick insects out of the air with their long tongues.
All of these behaviors, and any others that involve
moving around in an environment, require the
ability to judge depth and distance. Because depth
perception is such an important survival skill, evo-
lution has provided almost every species with a
repertoire of ways to evaluate how far away a
visual object might be. This entry describes cues
for depth, assessing animal depth perception, and
animals’ use of depth cues.

Cues for Depth

Information about depth and distance is available
from several external depth cues in the environ-
ment and from internal cues that rely on physio-
logical mechanisms to calculate the position of an
object. For the most part, the external cues are
referred to as monocular, or pictorial, cues
because they can be seen using just one eye, and
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because they provide the impression of depth that
one sees when looking at photographs or paint-
ings. These cues include linear perspective,
changes in the density of surface texture, shading,
and relative size.

A second class of cues relies on the physiologi-
cal processing of information created by stimuli
that are at different distances. In effect, neurons
in the visual cortex compute distance based on
the location and movement of images across the
retina. Of these physiologically based cues, the
most important is retinal disparity, which is
the slight difference in the position of images on
the retinas of the two eyes that is a consequence
of the fact that the eyes are separated on the face.
The ability to make use of retinal disparity is
known as stereopsis and is the basis for the strong
sense of depth that we get when watching a three-
dimensional movie wearing the appropriate kinds
of glasses.

Assessing Animal Depth Perception

A person can say if he or she sees something in
depth and how far away it is. It is much more dif-
ficult to measure whether an animal has depth
perception, and if so, how good it is. Researchers
have used a variety of techniques to assess animal
depth perception, each one tailored to a specific
species. All share some common principles, how-
ever: An animal is taught to make discrimination
between two visual stimuli and is rewarded for
responding to the correct one. If an animal can
make this discrimination, the task is made progres-
sively more difficult until performance falls to
chance. This gives a measure of the fineness of the
animal’s discrimination abilities. For example, sev-
eral years ago, Donald Mitchell and his colleagues
developed the jumping stand technique in which
kittens jumped from a raised platform onto a sur-
face below. For measuring depth perception, they
used two patterned surfaces, one of which was
closer than the other. By reducing the difference in
distance, they were able to measure the kittens’
depth thresholds. For larger animals, such as the
horse, a wide board with two trapdoors can be
used, and the horse is required to press its nose
against the trapdoor to indicate its choice. In an
experiment to measure stereoscopic depth percep-
tion in falcons, Robert Fox trained birds to fly

from a perch to the visual stimuli that were a short
distance away.

The Use of Depth Cues by Animals

Most of the monocular depth cues are qualitative;
that is, they indicate that one object is closer than
another, but they do not give a reliable indication
about how much closer. Stereopsis and motion
parallax, in contrast, can provide fine depth judg-
ments. So it is of interest to determine which cues
animals can use to get a sense of how well they can
process depth information. Even the animals with
simple visual systems are able to use some depth
cues. Male hoverflies can keep themselves at a con-
stant distance from a receptive female until she
lands on a flower, and then move in to begin mat-
ing. It is likely that these flies maintain their dis-
tance by keeping the size of the image of the
females on their eyes constant until she stops mov-
ing. A more sophisticated approach is taken by
locusts, which move their heads back and forth to
generate motion parallax. There is only limited
information about whether mammals are able to
recognize pictorial depth cues, but one study has
shown that young monkeys will reach to the
apparently closer of two objects in a picture when
distance information was provided by pictorial
depth cues, and horses seem to be susceptible to
illusions that are created by pictorial depth cues.

All species with forward facing eyes that have
been tested have shown evidence for stereopsis.
This includes species as diverse as insects, amphib-
ians, birds, and mammals. In mammals, many
studies in cats and monkeys have shown that they
possess disparity sensitive neurons in the visual
cortex that respond when a target is located at a
specific distance from the fixation point.

Among mammals and birds, many species have
eyes located on the sides of their heads. Although
this gives them a panoramic view of the world, it
does limit the extent to which they can use both
eyes to see the same region of the visual field in
front of them. Potentially, this could restrict their
ability to use retinal disparity as a depth cue.
However, it appears that if these animals have even
limited binocular fields, in which both eyes can see
the same region of space, then they have stereopsis.
Horses, for example have their eyes located on the
sides of their heads, but do have about 60 degrees
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of binocular overlap. Tests have shown that they
have normal stereoscopic vision and that they are
able to recognize depth binocularly when there is
no other information available. Only a few studies
have attempted to assess stereoacuity, or the accu-
racy of binocular depth judgments, and it appears
that with the exception of monkeys, stereoacuity in
mammals is not nearly as good as it is in humans.
Research that has been done on a wide range of
species indicates that depth perception is ubiqui-
tous in the animal kingdom. The extent to which a
particular animal relies on one cue or another var-
ies considerably, but all animals are able to use the
available cues to judge depth and distance.

Brian Timney
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ANIMAL EYE MOVEMENTS

The brain receives visual information about the
environment through photoreceptors in the retina,
which convert light into electrochemical signals
and ultimately into neural activity. This entry
describes various experiments on animal eye
movements. The spatial orientation of the retina
with respect to objects in the world determines
what kind of visual information is perceived.
Therefore, in all mobile animals the position of
the retina with respect to visual objects of interest

must be controlled, to ensure that they are aligned
and that the retina is stationary with respect to
such objects long enough for visual inspection.

An interesting exception are heteropod mol-
lusks, which have eyes that are shaped as a long
narrow stripe only three to six receptors wide and
several hundred receptors long. Their visual field
of view is only a few degrees high and 80 to 180
degrees long. At any given time, therefore, most of
the surroundings are not seen by the animal. To
solve this problem, the heteropods systematically
scan the environment with smooth rotating eye
movements. It seems likely that the function of
these movements is to enable the carnivorous mol-
lusks to detect stationary objects in the surround-
ing water. In contrast, the eye movements of
insects, higher crustaceans, cephalopods, and ver-
tebrates have possibly evolved to detect motion,
either self-generated as in locomotion, or caused
by prey or predators, and that the reason for the
maintenance of eye stability is the need to avoid
confusion between eye movement and image
movement.

The alignment of retina and visual object is con-
trolled by neural mechanisms that either stabilize
or shift gaze. Normally, this is achieved by moving
the entire eye relative to the body; in some animals,
however, only part of the eye is moved. Jumping
spiders have excellent vision, with among the high-
est acuities in invertebrates. Two of their eight
eyes, the anterior median eyes (AME), provide
high visual acuity but small field of view, and the
remaining six eyes provide lower resolution but
broad field of view. The AME are long and tubu-
lar, which helps their resolution (longer focal
length, more magnification) but which means they
have a narrow field of view. The AME’s have a
narrow field of view, so the spider needs to point
them in different directions to see objects at differ-
ent locations. However, the spider cannot move
the whole ocular mechanism because the lenses of
the eyes are actually built into the carapace.
Instead, a special set of muscles moves the retina
around, and the lens stays fixed.

Gaze stabilization is also important for animals
that cannot move their eyes in their heads at all.
For example, insects need to stabilize their gaze
during flight. They achieve this by performing very
fast (2000 degrees/second) turns of their thorax in
mid-flight. These thorax movements start first, and
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are followed by head movements that are later and
more rapid to minimize the time of gaze shift and
to maximize the time available for analyzing the
surroundings.

Vertebrates use two mechanisms to stabilize the
position of the retina with respect to visual objects:
the vestibulo-ocular reflex and the optokinetic nys-
tagmus. The vestibulo-ocular reflex (VOR) com-
pensates for movements of the head and relies on
vestibular input from the labyrinthine semicircular
canals that respond to acceleration of the head.
This information is carried by neurons within the
vestibular ganglion and relayed to neurons in
the vestibular nucleus. These neurons integrate the
vestibular input and generate an appropriate com-
pensatory motor response by innervating oculo-
motor neurons. The vestibular information is
much faster than visual information. Thus, the
compensatory eye movements generated by the
VOR have a latency of 15 milliseconds (ms),
whereas eye movements that rely on visual infor-
mation typically have latencies of more than 70
ms. However, because the VOR relies on informa-
tion about acceleration, it becomes increasingly
unreliable during sustained head rotations with
constant velocity and slow acceleration. In this
situation, gaze stabilization relies on visual input,
using the optokinetic nystagmus (OKN). The com-
pensatory movements generated by this system are
slow, but include the full range of motion of the
eyes in the head. Long, sustained head movements
can lead to large shifts of the eyes. When the eyes
reach the outer corners of the oculomotor range, a
corrective rapid eye movement moves the eyes in
the same direction as the head rotation, which
enables inspection of the oncoming visual scene.
These rapid eye movements are generated by the
same brainstem neurons that are responsible for
saccades, and this system is likely the evolutionary
precursor of the saccadic gaze-shifting system.

The evolution of gaze-shifting mechanisms was
made necessary by specializations in the structure
of the retina. In primates, the retina contains the
fovea, a region of maximal photoreceptor density,
which allows sampling of visual information with
the highest spatial resolution. However, the fovea
is limited to 1 to 2 degrees of visual space. Therefore,
this zone of higher acuity must be directed to inter-
esting parts of the visual field, which is being
achieved by saccadic eye movements. The eye

movements are rapid, and accurate shifts of the
eyes with peak velocities of as much as 500 degrees
are generated by a network of neurons in the
brainstem.

Lateral-eyed species (such as rodents and ungu-
lates) turn their heads in a series of rapid steps to
scan the environment, but frontal-eyed species can
turn their head smoothly through an angle of 180
degrees to fixate a target. In addition, they have
usually developed the capacity to uncouple sacca-
dic eye and head movements by suppressing the
VOR. The higher-order gaze shifting commands
that specify where and when the eyes should be
shifted are generated in the superior colliculus
(SC) and in a number of cortical areas, in particu-
lar the frontal eye field (FEF). Once the fovea is
aligned with the object of interest, it has to be held
on the object long enough that light from this
region can be analyzed by the visual system. In the
case of a stationary target, this is achieved by
active fixation. For tracking a smoothly moving
object, saccades are of limited use because the
image soon slides off after being captured by the
saccade and requires another saccade. In between
the saccade cycles, there would be a loss of visual
acuity. Therefore, the pursuit system evolved,
which generates smooth tracking movements of
the eyes that closely match the pace of the target.
However, the visual system responds with a
latency of 60 to 100 ms, which introduces a cor-
responding input lag into the neural feedback
mechanism. The pursuit system overcomes this
problem by using a feedforward mechanism to
anticipate predictable motions of the target. During
saccades and smooth pursuit, each eye usually
moves in the same direction (these are called ver-
sion movements), but in animals with binocular
vision, for example primates, gaze shifts can also
involve vergence movements, in which each eye
moves in opposite directions. In this way, targets
at different depth can be fixated upon.

Although gaze stabilizing mechanisms are auto-
matic reflexes, gaze-shifting mechanisms can be
initiated both by automatic and by voluntary,
goal-directed processes. This voluntary control
depends on a number of areas in the frontal and
parietal cortex. These cortical eye fields are con-
nected with the superior colliculus and the brain-
stem centers for the generation of saccades and
pursuit movements both directly and indirectly
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through the basal ganglia. In recent years, this con-
nection has been used to investigate cognitive pro-
cesses, such as attention and decision making, by
studying higher-order oculomotor areas.

Veit Stuphorn
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ANIMAL EYES

The structural organization of animal eyes pro-
vides the first step toward visual perception. There
is substantial diversity among animal eyes, yet
they tend to fall into a few distinct categories such
as single chamber and compound eyes. Underlying
nearly all light perception are visual pigments
based on a family of proteins called opsins. These
molecules are tightly linked to retinal, a chro-
mophore related to vitamin A, which undergoes a
conformational change in response to light expo-
sure. This activates a photoreceptive cell (either by
hyperpolarization, as generally is the case for ver-
tebrates, or by depolarization, which is typical for
most invertebrates) and, ultimately, after many
computational steps, results in the animal’s per-
ception of light. Differences in eye design influ-
ence factors such as the direction from which a
receptor cell absorbs light, or whether light is
pooled from many directions. Therefore, the eye

structure largely defines how specific animal eyes
function, which frequently is near the physical
limits of light. This entry describes how the eyes of
different animals function.

From a Light-Sensitive
Surface to a Camera-Type Eye

Notably, the most important features in eye design
are aimed at gaining spatial resolution. Such reso-
lution can be achieved by curving the photosensi-
tive surface. In a flat surface, photoreactive cells
absorb photons from different directions in space
equally well. This is the case for light-sensitive
spots of a limpet. In this animal, only light from
beneath is shielded through the presence of screen-
ing pigments. If the surface curves inward (con-
cave), as for example is the case for the slit shell
mollusk Pleurotomaria, individual cells start to
become selectively more activated by light from
specific directions. This is referred to as spatial
resolution, and this property tends to improve
with increased curvature and a narrowing of the
rim area of the eye pit. In photographic terms, the
narrowing of the rim corresponds to reduction of
the aperture. The resulting eye type, referred to as
a pinhole eye, functions on the same principles as
a pinhole camera and is exemplified in the cephalo-
pod mollusk Nautilus.

Although pinhole eyes can yield good spatial
resolution, their small aperture means that they
perform poorly at low light levels. To increase

(b)

Figure | Schematic Organization of a Single-

Chamber Eye (a) and a Compound Eye (b)
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light capture, the pinhole or aperture has to be
widened, which consequently results in a dramatic
loss of spatial resolution. The solution in photog-
raphy and animal eye evolution alike is the intro-
duction of a lens, which allows capture of much
more light while using the focusing power of the
lens to maintain good resolution. The resulting
“camera” or “single chamber” eye (Figure 1a) is
found in vertebrates. Although most vertebrate
eyes look fairly similar, organizational details do
vary with species. For example, although mam-
mals focus images by changing the shape (and
hence the refractive power) of the lens, fish and
certain amphibians adjust the focus by changing
the location of the lens. The organization of the
retina also differs in animals, often because of the
animal’s ecology or environment. For example, for
us, the frontal visual space is particularly impor-
tant, and we humans accordingly have a single
fovea (area of increased visual acuity) within our
binocular visual fields. Certain birds of prey need
to simultaneously keep track of visual stimuli in
the front and on the side. Accordingly, they have a
second fovea within the monocular visual field of
each eye. Another example is that animals living in

Figure 2 Eyes of a Male Black Fly

Note: The compound eyes of a male black fly dominate the head
and are divided into dorsal and ventral regions that together
acquire visual input from nearly all directions in space.

flat environments, whether fish, mammals, or
birds, tend to have horizontally oriented high-
acuity areas, which allow them to see particularly
well along the horizon.

Interestingly, the single chamber eye has also
evolved multiple times in invertebrates. The most
notable examples are the eyes of squid and octopi,
which show remarkable similarities in eye design
to those of vertebrate eyes. In addition, single
chamber eyes with noteworthy resolving power
are found among spiders, in the accessory eyes of
certain adult insects, and as the primary eyes of
some larval forms of insects that undergo complete
metamorphosis (such as beetles and butterflies).

The Compound Eye

Most crustaceans and insects have evolved a differ-
ent solution toward achieving spatial resolution:
rather than curving the photoreceptive epithelium
inward, evolution has led to a convex organization
(Figure 1b) in these creatures. This outward curva-
ture results in a spatially dependent activation of
specific receptor cells that is similar to that of the
concave epithelium, except that with the convex
surface, the configuration does not allow for the
presence of a single lens. Instead, each portion of
the insect compound eye (referred to as ommatid-
ium) is usually equipped with its own lens. Although
externally the compound eye looks different from
a single chamber eye, it essentially represents an
inside-out version of our eye, and many organiza-
tional principles of the convex eye revolve around
the same physical compromises made in the con-
cave eye. For example, both eye types are charac-
terized by trade-offs between how many points in
space are resolvable and how much light each
point captures. Although they are different in
physical design, both eye types have actually con-
verged on the same solution, namely, to devote
only a portion of the eye to high-acuity vision.

As might be expected, compound eye design
imposes major functional constraints. For example,
because each lens tends to be small, these eyes are
more likely to operate near the diffraction limit of
visible light. For that reason, a compound eye
would have to be substantially larger (about one
meter in diameter) to achieve levels of spatial reso-
lution that are comparable with those of human
eyes. One advantage of compound eyes is that they
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are well designed to seamlessly monitor many
directions in space. In fact, it is quite common to
find insects with nearly 360° vision (Figure 2).

Elke K. Buschbeck
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ANIMAL FREQUENCY
AND PrTcH PERCEPTION

Pitch is a perception that is evoked by simple tones
and many different types of complex sounds,
including speech and music. Pitch refers to the sub-
jective experience produced by a sound. The pitch
of a sound is closely related to the frequency of a
pure tone or to the fundamental frequency of com-
plex sounds, but does not refer to the specific fre-
quency content of the sound. As such, pitch is what
results from how the brain analyzes and processes
the frequencies present in a sound. This entry
describes sensitivity ranges of different animals, the
ability to detect frequency differences, and animal
perception of naturally occurring sounds.

Animals most likely experience sensations that
are similar in many respects to the pitch percepts
experienced by human listeners, but scientists can-
not directly ask animals about the subjective experi-
ence in a way that can be asked of human listeners.
To understand animal perceptions, scientists must

ask the animal indirectly how it perceives the sound.
This is done by training or conditioning the animal
to make a behavioral response to a particular fea-
ture of a sound that will then be varied. For pitch
perception, the frequency content of a sound can be
varied. When the animal makes a correct behav-
ioral response, it usually receives some sort of feed-
back, such as a food reward or avoiding a mild
electric shock. Although scientists have no way of
knowing exactly what the animal’s subjective expe-
rience is, from the behavioral responses of the ani-
mals, scientists can determine what features of the
sounds the animal is analyzing and thus make infer-
ences about what the animal experiences.

It is not surprising that the way in which the
brains of animals process the frequency content of
sounds is similar, in many respects, to that of the
human brain because the general structure of the
auditory brain is similar in animals. A major dif-
ference among animals is the range of frequencies
that animals are able to perceive, and these differ-
ences are related to the structures that constitute
the outer, middle, and inner ears. The hearing
range of frequencies for most fish is fairly low,
between 50 and 500 hertz (Hz). However, some
fish have accessory auditory structures such as
swimbladders and tiny bones that connect the
swimbladder to the inner ear. These structures act
like the middle ear in land animals and increase the
sensitivity to higher frequencies to about 2,000
Hz. Amphibians and reptiles typically have a range
of hearing between 100 and 2,000 Hz. Most birds
have a relatively narrow hearing range with best
sensitivity between 1,000 and 3,000 Hz, but some
species of owls have excellent sensitivity as high as
10,000 Hz. Unlike birds, the range of hearing is
quite heterogeneous in mammals. For example, the
range of hearing for humans is 20 to 20,000 Hz,
whereas elephants can hear frequencies below 20
Hz with great sensitivity, and dolphins and bats
can hear frequencies above 100,000 Hz with great
sensitivity. The range of hearing will determine
how the animal perceives the outside world.

Another aspect of frequency processing is the
ability of animals to detect differences in the fre-
quency of a simple tone. All animals tested can
detect changes in the frequencies of simple tones,
but it is well established that human listeners can
detect smaller frequency differences in a tone than
can all other animals tested. That is, animals are
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less sensitive to frequency changes than are humans.
These findings indicate that animals have a psy-
chological dimension (i.e., a percept) that corre-
sponds to the frequency of a tone. Behavioral data
obtained using simple pure tones can be directly
related to the map of frequency-to-place that exists
along the basilar membrane in the cochleae of
birds and mammals. That is, for simple tones, the
frequency map along the basilar membrane does
correspond to the pitch map.

Most naturally occurring sounds are made of
multiple frequencies, and when the frequencies are
harmonically related, a single pitch at the funda-
mental frequency is evoked in human listeners. For
example, a sound made of five tones at 1,200,
1,400, 1,600, 1,800, and 2,000 Hz will evoke a
pitch that corresponds to 200 Hz. Note that the
sound itself contains no energy at the fundamental
frequency of 200 Hz, but nevertheless, there is a
strong pitch at 200 Hz. The phenomenon of having
a perception of a pitch from a sound containing no
energy at the fundamental frequency is known as
the pitch of the missing fundamental. Like humans,
birds and mammals respond to these same types of
sounds as if they perceive the pitch of the sound to
be at the missing fundamental frequency. The audi-
tory areas of the cerebrum appear to be important
for the ability of animals and humans to detect
changes in the pitch of the missing fundamental.
Nevertheless, animals require a larger difference in
fundamental frequency than do humans in their
ability to detect that the fundamental has changed.
Moreover, different types of complex sounds hav-
ing different frequency contents can evoke the same
pitch percept, but the frequency map along the
basilar membrane does not correspond to the pitch
map for complex sounds.

Changes in the pitch of the fundamental fre-
quency of complex sounds give rise to melody per-
ception, and the pattern of pitch changes between
the individual notes of the melody is called the fre-
quency contour. Although birds and mammals can
discriminate frequency contours, it appears that
animals base their discrimination primarily on the
absolute frequencies of the tones, whereas humans
base their discrimination primarily on the intervals
between individual frequencies. Consequently,
human listeners can recognize a melody regardless
of whether the individual notes change in the same
register or whether the individual notes change in

octave registers. This phenomenon is called octave
generalization, and it has been demonstrated to
also occur in monkeys. However, in general, octave
generalization does not appear to be as salient in
birds and mammals as it is in human listeners.

William P. Shofner
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ANIMAL MOTION PERCEPTION

Most animals move around in their environment,
and through evolutionary time, this has resulted
in specializations in their sensory systems and
brains, to detect motion, as described in this
entry. These patterns of movement can occur as
moving images in vision, as moving sounds in
hearing, and as moving tactile patterns in touch.
Visual motion can be simply divided into two
classes; the first, called object motion, is produced
when some object moves relative to stationary
objects in the world. The second class of motion,
called self-motion, is produced by the observing
animal itself moving its body, head, or eyes and
thereby creating movement of the entire image
across its visual field.
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Although visual object motion can be produced
by nonliving things such as rain, snow, leaves,
waves, or clouds, most visual object motion is pro-
duced by the movement of other animals. It is
advantageous for an animal to notice the move-
ment of other animals because other animals may
be the viewing animal’s prey, a predator, or one of
its own species and detecting them will greatly help
the animal capture prey, avoid predators, and
engage in social interactions, respectively. The
other distinctive class of motion patterns is pro-
duced by an animal itself moving through a world
of stationary objects, and these visual “flow pat-
terns” are used to control its own movements,
steer through space, obtain depth information
through motion parallax, avoid obstacles, and
even help maintain its posture and balance. Not
surprisingly, there are separate areas of the visual
system to process moving objects and self-
produced motion patterns, which in turn generate
distinctive behavioral responses, and they are
found in both invertebrates and vertebrates alike.

Visual Neurons

Early research on frogs and insects showed that
some visual neurons were specialized to respond
only to relatively small moving visual stimuli, and
often these preferred a particular direction of
motion. These directional specific neurons were
sequence detectors. If two adjacent areas in the
visual field (say A and B) were stimulated by a
moving stimulus that moved over A then B, the
neuron would fire to signal this event. However, if
the direction were reversed so that B then A was
stimulated, the neuron would not fire, but would
be inhibited. Early experiments showed that two
flashed stimuli one at A and then the next at B
after a short delay, also stimulated these move-
ment neurons, but again, they did not fire when B
then A were flashed without movement. Thus,
these neurons respond to apparent motion as well
as real motion. These motion-detecting neurons
that respond to small moving things are precisely
the stimuli that capture an animal’s attention and
typically produce a turning of the head and eyes
(“orienting response”) to place the object’s image
onto the fovea or retinal area of high resolution. In
frogs, these were nicknamed “Bug Detectors”
because frogs turn and snap at bug-like moving

patterns. Typically, larger moving stimuli produce
escape or avoidance behavior in animals.

Movement and direction-specific neurons have
been found in the visual system of all invertebrate
and vertebrate animals where moving stimuli have
been used to interrogate the visual system, and so it
seems safe to assume these neural specializations
are universal. Moreover, wherever motion-detecting
neurons occur, it seems that the underlying mecha-
nism in all species is produced by delayed asym-
metric lateral inhibition. Object motion sensitive
neurons have been found in flies, bees, locusts,
crickets, praying mantises, and dragonflies, and
also in fish, salamanders, turtles, frogs, toads,
chickens, pigeons, owls, mice, rats, cats, ferrets,
wallabies, and several species of monkey. Perhaps
the most extensive studies have been conducted on
the middle temporal cortical area of the macaque
monkey cortex.

Camouflage

Many animals freeze when they see something
moving, and this behavior ensures that object
motion detecting neurons in other observing ani-
mals will not be triggered. Together with their
protective coloration, which often matches the fea-
tures of the environment they inhabit, this makes
animals difficult to see and for figure ground
boundaries that define their shape to be resolved.
However, should the background be moving, such
as when the wind moves branches or leaves, the
animals often move with the background. Walking
stick insects rock back and forth as they advance
and thus mimic twigs waving in the wind, and
Australian horned devil lizards and some species of
snake (e.g., oxybelis) use this strategy to foil the
object motion detectors of their predators.
Moreover, when a predatory animal such as mem-
bers of the cat family, or jumping spiders stalk their
prey, it seems they are attempting to keep their own
speed below their prey’s threshold for detecting
motion, and their crouching posture ensures their
legs, which always move with a faster velocity then
their bodies, are not visible to their prey targets.

Biological Motion

In courtship displays of many animals, species-
specific characteristic motion patterns are produced
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by the courting pair. In this case, one might
assume that there are specific object motion detec-
tors in the brains of these animals to recognize
these patterns that play an important role in sex-
ual selection.

When an animal walks, flies, or swims through
its environment, the images of stationary objects
produce specific patterns of motion across its
entire visual field of view. These patterns of optic
flow can also be produced by an animal’s head
or eye movements. These self-produced optic
flow patterns do not activate object motion
detecting neurons, but instead, other visual neu-
rons in specialized parts of the brain of both
vertebrates and invertebrates do respond best to
large patterns of optic flow. This specialized
pathway acts together with the vestibular system
to help control an animal’s balance and posture
and to provide information about how the ani-
mal is moving through space. When human
observers view an IMAX theater movie, this
motion system is activated and produces the
compelling illusion the observer is moving
through space, which is termed vection. Animals
placed in a rotating striped drum also must expe-
rience this because they make body head and eye
movements in an attempt to keep the large mov-
ing image stable on their retinae.

Finally, many animals seem to be able to calcu-
late the time to collision with an object that is
directly approaching or looming toward them and
likewise to compute their own time to collision
with stationary objects. In the first case, this could
be a predator attacking them and would allow
them to take evasive action, and in the second case,
it provides information so they can land on
branches, fold their wings in a streamlined fashion
if they are a diving bird, run thorough a thicket,
and otherwise skillfully maneuver through their
environment. Research has shown that insects
landing from flight, hummingbirds, kestrels, and
kingfishers hovering in the same spot, and gannets
folding their wings while diving for fish are all
computing time to collision from the expanding
images of the surfaces they are approaching.
Again, specialized cells have been found in the
visual system of animals that are calculating this
time to collision.

Barrie Frost
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APHASIAS

Aphasia is a neurological impairment of the
human language system. Language includes sev-
eral subsystems (speech sounds, grammatical
structure, meaning) and is conveyed and under-
stood through various input and output channels
(spoken, written, gestured). In aphasia, each of
these channels is affected to some degree, with dif-
ficulty ranging from minimal to severe. Minimal
deficits include being slower to understand read-
ing material, to get a joke in conversation, or to
choose a precise word. Severe aphasia impairs
even simple language tasks, such as matching a
single printed word to the object it represents, or
providing one’s name and address.

Aphasia results from damage that is nearly
always isolated to the left side of the brain. This
damage interrupts the blood supply to the brain
and starves the affected areas of the oxygen and
glucose they need to survive. After several minutes,
those brain regions die.

Aphasia is often divided into subtypes. These
subtypes are distinguished roughly by relative
strengths and weaknesses in language channels
and subsystems. Different aphasia types also have
been linked with different locations of damage
within the left brain. Robert Wertz and colleagues
summarize the controversy about the value and
validity of these subtype distinctions. Specifically,
within each aphasia type, there is a lot of individ-
ual variation in the presentation of strengths and
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weaknesses, and in the location of brain dam-
age. Aphasia also has been described as nonflu-
ent versus fluent, which refers to the average
length of uninterrupted stretches of spoken lan-
guage. Broca’s, transcortical motor, and global
aphasia are all nonfluent aphasias with relatively
short stretches of uninterrupted output, and
Wernicke’s, conduction, anomic, and transcortical
sensory are fluent, with essentially normal phrase
length. Some practitioners refer to aphasia as
expressive or receptive. It has been argued that
these descriptors are neither valid nor informative
because people with aphasia have both expressive
and receptive components to their disorder, to
some degree. Aphasia also is sometimes described
as anterior versus posterior. These adjectives are
not widely used because they describe a general
location in the brain rather than the language char-
acteristics of aphasia.

Aphasia is not a deficit of basic sensory systems—
hearing, vision, touch—or of motor function.
However, aphasia overwhelmingly affects older
adults, so concurrent problems with hearing or
vision are common. This entry discusses percep-
tion in aphasia, implications of research on percep-
tion in aphasia, and mirror neurons and perception
of actions in aphasia.

Perception in Aphasia
Speech Perception

Speech perception refers to a set of processes
that decode and interpret speech sounds (conso-
nants and vowels) and patterns of speech melody
(intonation). The study of speech perception defi-
cits in aphasia can be complicated by co-occurring
hearing loss.

Some people with aphasia have trouble perceiv-
ing time changes in components of speech sounds
and patterns. Aphasia caused by relatively poste-
rior brain damage, such as Wernicke’s or conduc-
tion aphasia, has been associated with difficulty
detecting a brief silent interval in a noise signal, or
identifying which tones in a series are closest
together in time. Timing parameters like these are
important for distinguishing among consonants
but not among vowels, and indeed, aspects of con-
sonant perception are more impaired in aphasia
than is vowel perception.

Aphasia caused by more anterior brain damage,
such as Broca’s aphasia, may yield difficulty with
aspects of speech frequency (roughly, melodic
characteristics). Problems may occur in picking a
tone out of a noise signal, or determining if two
tones are the same. There may also be difficulty
identifying the meaning of certain melodic con-
tours of spoken language. For example, echo ques-
tions may be hard to identify. Echo questions are
statements with the melodic contour of questions
(e.g., “He’s going to the store?”).

Aspects of frequency perception have also been
examined in aphasic speakers of tonal languages.
Tonal languages are those, such as Mandarin
Chinese or Thai, in which a word’s meaning is
wholly determined by its melodic pattern. Each
tonal language has a fixed number of these melodic
patterns, which are also called tones. Tonal lan-
guage speakers with aphasia have difficulty identi-
fying their language-specific tones, although they
do better than people who do not speak tonal lan-
guages. There is not enough research on aphasic
speakers of tonal languages to determine how this
deficit influences the understanding of everyday
communication.

For English speakers with aphasia, evidence
indicates that problems with speech sound percep-
tion do not predict the ability to understand natu-
ral language in everyday situations. This may be
largely because of the ability of many individuals
with aphasia to use top-down perceptual processes
to compensate for difficulties in processing speech
sounds. Top-down processes help fill in gaps in
sensory input. These gaps can occur when an input
signal is obscured, incomplete, or otherwise diffi-
cult to detect, such as when there is noise in the
environment or when unfamiliar words are used.
Top-down processes in speech perception rely on
sources of information beyond the speech signal
itself, such as the perceiver’s prior knowledge and
expectations, and the remainder of the language
utterance or situation.

Music Perception

Music perception in aphasia has rarely been
explored. Anirudh Patel reasons that music and
language have some common grammatical fea-
tures. Specifically, both consist of elements (chords,
words) that are rapidly combined in sequence into
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(more and less) acceptable structures. Patel’s recent
work suggests that in aphasia, grammatical prob-
lems in music perception co-occur with grammati-
cal problems in language comprehension. In one
experiment, people with aphasia judged whether
all chords in a sequence were a good fit musically.
The sequences of most interest contained a chord
that was out of place, from a harmonically distant
musical key. Participants also judged the accept-
ability of spoken sentences, including some with
errors in subject-verb number agreement (e.g.,
“The sailors call for the captain and demands a
fine bottle of rum”). On both tasks, participants
with aphasia were less accurate than were partici-
pants without aphasia. Performance of both groups
on the music task predicted performance on the
language task.

Visual Perception

Visual perception is another rare target of inves-
tigation in aphasia. At a global level, visual percep-
tion in aphasia is reasonably spared. Even people
with relatively severe aphasia can match like objects
with each other, and often like pictures. Severely
impaired individuals can also copy alphabet letters,
simple geometric shapes such as squares and trian-
gles, and often their own names. However, detailed
assessment of visual perception in aphasia is nearly
nonexistent. One study reports a problem picking
an image out of a background when damage was
relatively posterior in the brain. Another study indi-
cates that people with aphasia have difficulty deter-
mining whether mouth movements are the same or
different. This same discrimination difficulty is also
evident when only the sounds that correspond with
the mouth movements are presented.

Perception of Space

Little is known about spatial perception in
aphasia. Some people with aphasia do better on a
wide range of language tasks—naming pictures of
objects, reading words, generating nouns, deter-
mining synonyms, understanding sentences, telling
a fairy tale—when their bodies are oriented to the
left side of space than when oriented to the right
side. People without brain damage perform these
language tasks without error. Note here that dam-
age to one side of the brain affects the opposite

side of the body, so language performance in apha-
sia is enhanced when the body is oriented toward
its good side. Other evidence suggests a potential
spatial influence on sentence production and com-
prehension in aphasia. A man with grammatical
language deficits was shown drawings of two stick
figures, one of whom was doing something to the
other, such as pushing. This man consistently
chose the figure on the left as the one performing
the action.

Odor Perception

Odor perception has rarely been explored in
aphasia. People with aphasia are reportedly able to
discriminate between common aromas, such as cof-
fee, fish, and soap. However, they may have diffi-
culty matching common odors to pictures or objects.
Although results are mixed, the largest available
study hints that odor may facilitate naming ability
in aphasia. Eleven of 30 participants did better nam-
ing an object when provided its odor than when
presented a picture, and more severely impaired
individuals benefited the most from odor cues.

Implications of Research
on Perception in Aphasia

Investigation of perception in aphasia has many
potential implications. First, if the available evi-
dence can be replicated, there will be new tools to
investigate for their effectiveness in language treat-
ment, including musical, aromatic, and spatial
orientation cues. As an example, presenting a to-
be-named item together with its odor in aphasia
treatment is a way to leverage perceptual strengths
to improve language performance, in this case
naming, for some individuals with severely reduced
naming abilities. Similarly, orienting an aphasic
individual’s body toward the good side of space
during treatment may enhance performance on a
range of language tasks. Treatment that uses areas
of strength to scaffold areas of weakness may con-
tribute to establishing and reinforcing new brain
pathways that subsequently help the person with
aphasia communicate more effectively in those
areas of weakness.

In a related vein are implications for brain plas-
ticity research, or the study of the brain’s ability to
reorganize after it is damaged. Brain plasticity
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research aims to identify brain regions that can
help support a function, even if they normally do
not. Most brain plasticity research in aphasia
examines how brain regions are enlisted to spur
improvements in the subsystems and channels of
language. A few studies have addressed basic tim-
ing and frequency parameters of speech percep-
tion. In one example, when aphasia damaged a
left-brain region that normally supports speech
perception, new brain activity was evident in the
same region on the right side of the brain.
Investigation of perception in aphasia also has
the potential to enrich theories of the relationships
among brain function, language ability, and per-
ceptual phenomena and subsystems. For example,
research on aphasia and perception could help
refine proposals about what parts of the brain are
necessary for various perceptual processes. When
brain damage disrupts a particular function, such
as an aspect of language or perception, one can
infer that the brain regions that are damaged are
typically necessary to support that function.

Mirror Neurons and
Perception of Actions in Aphasia

Mirror neurons are specific brain cells in monkeys
that are engaged in two conditions: when the mon-
key watches an action being performed and when
the monkey itself performs the action. Mirror neu-
rons have not been identified in humans, and they
were originally described to link basic observa-
tional and motor skills. However, research find-
ings in humans, and for higher-level skills such as
language, are increasingly being interpreted
through the prism of mirror neurons. In aphasia,
for example, deficits in interpreting pantomimed
actions and in comprehending printed action
words have been linked by some to portions of a
human analogue of the mirror neuron system.
Among others, Luca Turella and his colleagues
have recently outlined the as yet highly controver-
sial nature of such interpretations.

Connie A. Tompkins
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AROMATHERAPY

Aromatherapy is the use of essential oils for the
treatment of physical and psychological health.
An essential oil is the distilled essence of a par-
ticular plant typically combined with a vegetable
oil base. Contemporary aromatherapy is based on
the inhalation of aromas rather than their inges-
tion or application. Thus, odor sensation and
perception are responsible for the reported effects.
This entry describes the history of aromatherapy,
aromachology, and theories of aromatherapy.
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History

The concept of aromatherapy came from ancient
cultures that believed in the healing properties of
plants. Many plants have therapeutic properties,
and the basic derivatives of many modern medi-
cines are plant-based. The term aromatherapy
(originally aromatherapie) was coined in the late
1920s by the French chemist Rene-Maurice
Gattefosse, who began the exploration of essential
oils for their healing powers after an explosion in
his laboratory left his hand badly burned and the
accidental soaking of his injury in pure lavender oil
produced a miraculously rapid healing.

Popular aromatherapy is primarily rooted in
folkloric traditions rather than scientific research
and a wide range of therapeutic effects are often
attributed to any one aromatic plant. Here are
some examples of the purported effects for several
commonly “prescribed” essential oils: Sandalwood
aroma is sedating, relaxing, and beneficial for
treating anxiety, depression, and insomnia.
Rosemary clears the mind and stimulates memory.
Lavender is uplifting, soothing, and helpful for
reducing stress, anxiety, depression, and insomnia.
Indeed, authors of aromatherapy textbooks make
a number of extraordinary and sometimes contra-
dictory claims. For example, juniper oil is said to
have 17 different properties ranging from aphrodi-
siac to sedative. Aromatherapy today is usually
practiced in conjunction with massage, and one of
the major claims of aromatherapy is a reduction in
anxiety. Considerable evidence shows that mas-
sage alone reduces anxiety. If massage is effective,
then aromatherapy plus massage is also effective.
So “aromatherapy works, even if it doesn’t,” as
several reviews of the literature have noted, at least
for the reduction of anxiety. Thus, the wide range
of therapeutic effects attributed to a plant’s scent
alone appear to be unfounded.

Aromachology

The term aromachology was coined by the Sense of
Smell Institute in 1982, to distinguish between
nonscientific claims for odors (aromatherapy) and
the scientific analysis of olfactory effects on mood,
physiology, and behavior (aromachology).
Aromachology research and evidence must meet
the following empirical criteria: (a) theory guided
goals and clear hypothesis testing, (b) fragrances

assessed using appropriate experimental methodol-
ogy, (c) sufficient and representative subject popu-
lations and appropriate contrasting control groups,
(d) data analysis with suitable statistical methods,
and (e) results vetted by scientific peers and
accepted for publication in reputable journals.

A rigorous analysis of the data obtained from
aromachology research has shown that various
specific odors can significantly alter mood, cogni-
tion, physiology, and behavior. However, incon-
sistencies in the chemical nature of the odors used,
the dependent measures assessed, and the findings
obtained are observed. For example, in one exper-
iment, subjective emotional changes in the pres-
ence of lavender odor were found but no
physiological effects were observed, whereas in
another test of lavender, physiological changes
were shown but there were no concomitant changes
in self-reported mood.

Theories

A pharmacological hypothesis and a psychological
hypothesis have been proposed to explain how and
why odors produce the effects that have been
observed on various aspects of mood, physiology,
and behavior.

The pharmacological hypothesis proposes that
the effects of aromas result from an odor’s direct
and intrinsic ability to interact and affect the auto-
nomic nervous system/central nervous system or
endocrine systems. In support of this proposition,
lavender has been shown to act postsynaptically
(after synaptic transmission between neurons)
where it is suggested to modulate the activity of
cyclic adenosine monophosphate (cAMP). A reduc-
tion in cAMP activity is associated with sedation.
Linalool, a principal component of lavender essen-
tial oil, has also been found to inhibit glutamate
binding, which may have sedative effects. It is there-
fore possible that lavender produces sedative effects
via these neuropharmacological mechanisms.

The psychological hypothesis proposes that
odors exert their effects through emotional-
associative-learning, conscious perception, and
belief-expectation. Emotional-associative-learning
with odors is seen when an odor that has been
associated to an emotional state is able to immedi-
ately elicit those emotions when later smelled. The
reason for the instant emotional response is the
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uniquely direct and intimate neuroanatomical con-
nection between the olfactory cortex and the
amygdala, the region of the limbic system where
emotional responses are processed. The physiolog-
ical responses that then may be observed are sim-
ply the physiological sequelae of the emotional
state elicited by the odor. Under associative learn-
ing, idiosyncratic associations will alter the way an
aroma is perceived and what effects it may pro-
duce. Tllustrating this, one study testing the influ-
ence of aromas on the experience of pain found
that only odors that participants self-selected as
pleasant were able to have a positive effect.

Expectation and belief have also been shown to
play a major role in aromachology outcomes. In
several studies, a water control condition (no scent)
was able to produce the expected behavioral and
physiological changes in accord with what the par-
ticipants believed about the scent that was present.

Aromatherapy proponents make much of the
superior properties of natural versus synthetic
chemicals, yet this has not been empirically
addressed. The chemical nature of the specific
odors tested in aromachology research has varied
widely across laboratories, including the use of
synthetic, natural or different chemical versions
(e.g., isomers) of a particular odor. A number of
individual difference factors also mitigate and
modulate the responses elicited by an odor, includ-
ing culture, experience, gender, and personality.
For example, in studies examining the effects of
odors on sleep, men and women were found to be
differently affected by lavender and peppermint,
respectively.

At present, there is better empirical support for
the psychological hypothesis and that the perceived
quality of the odor is the most relevant factor for
determining how an individual responds to it both
emotionally and physiologically. That is, percep-
tual effects rather than intrinsic chemical proper-
ties best explain how specific scents can influence
mental and physical states. Nevertheless, pharma-
cological mechanisms might also be operative with
at least some compounds such as (-) linalool, a key
aromatic compound in lavender.

Rachel S. Herz
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ART AND PERCEPTION

See Pictorial Depiction and Perception

AsSISTIVE TECHNOLOGIES
FOR THE BLIND

Assistive technologies are devices or software that
assist the accomplishment of tasks by a blind or
visually impaired person, usually providing feed-
back via sound, touch, or optimal use of remaining
vision. Technology is only one tool in the rehabilita-
tion process, but for some tasks it can be an impor-
tant one. This entry describes the range of assistive
technologies that are available for the blind.

Technology for Reading,
Writing, and Note Taking

For straightforward text, reading machines and
optical character recognition software (available in
both desktop and handheld units) can scan printed
material and read it aloud in artificial (“synthetic”)
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speech. Audio recordings from the National Library
Service and other sources provide access to many
publications. These “talking books” are now avail-
able on CDs and other digital media. The National
Federation of the Blind provides a service giving
access to spoken versions of newspapers and maga-
zines, downloaded via telephone, with sections and
articles selected via touch-tone commands.

Braille, a tactile code using raised dots for letters
and numbers, is used for reading and writing by
blind individuals. A simple stylus is often used to
punch raised dots into paper for short notes and
labels, but Braille translation software and printers
(“embossers”) for computer output are now com-
monplace. Mechanical and electronic Braillers are
also available, with a Braille keyboard (six keys
corresponding to the dots in a Braille character,
and a space bar) coupled to a print head that
embosses the Braille characters on paper. Electronic
“refreshable” Braille displays mechanically present
a line of Braille characters that are replaced by the
next line when the reader activates a control
switch. These are used for displaying computer
output and for compact personal Braille notetak-
ers, which provide much of the functionality that a
notebook computer does for the sighted.

For an individual with low vision, some books
are available in large print, and individuals can
readily produce their own large print text using a
computer. The inverse of the Snellen acuity frac-
tion approximates the magnification needed to
read small print. For example, someone with
20/60 acuity is likely to need 60/20 = 3 times mag-
nification for normal reading. For this amount of
magnification, common optical magnifiers (avail-
able with built-in illumination) will suffice.
“Reading telescopes” attached to spectacle frames
facilitate comfortable posture, farther away from
the reading material. A strong positive spectacle
lens or “add” focused an inch or two away from
the face gives 8 to 16 times magnification com-
pared with a normal reading distance of 16 inches.
Even larger magnifications (as much as about 60)
can be obtained with closed-circuit television
(CCTV) magnifiers that display a magnified video
image on a television-type monitor. (At high mag-
nifications, only two or three letters may be visible
at a time, slowing reading and making scanning
more difficult). Writing materials can also
be placed under the unit’s camera. The advent of

liquid crystal displays (LCDs) has produced hand-
held versions with a miniature camera underneath
an inch-thick screen measuring about 6 by 3
inches, providing as much as 10 to 12 times mag-
nification with a larger field of view than an opti-
cal magnifier. Most electronic magnifiers offer a
contrast reversal option (i.e., displaying white
print on a dark background), which can reduce
glare. Some can be mounted on the head, or used
for reading text at both near and far (e.g., the
blackboard in a classroom).

Appropriate lighting is extremely important in
low vision; performance in poor light is often
much more affected than standard acuity measure-
ments would indicate. A strong reading light posi-
tioned over the shoulder and focused on the
reading material to reduce glare can improve the
situation radically. Special reading lights are often
dispensed by low vision clinics and catalogs.

Access to Computers and the Internet

Nonvisual access to the information on a com-
puter screen is obtained using a screen reader soft-
ware package. This software allows the user to
select text displayed on any part of the screen, and
convert it into speech or Braille output. Keyboard
commands are used to navigate around the screen.
Screen readers allow access to most common office
software applications (word processors, spread
sheets, etc.) using text and numbers. They cannot
interpret pictures, however, so access to pictorial
or graphical information is not provided. Screen
readers are also used to surf the Web. Because they
cannot interpret pictures, a recent Web Access
Initiative has issued recommendations for Web site
authors to add descriptive text labels (known as
“alt text”) to each image.

The most common form of output for screen
readers is synthetic (computer-generated) speech,
which practiced blind users can use at several times
the normal speed. Refreshable Braille displays are
another output option, but are considerably more
expensive.

For those with severely impaired vision, special
screen magnification software can provide high
magnification and full functionality with different
applications. Modern computer operating systems
and Web browsers come with some screen magni-
fication options built in. Another often-ignored
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option for low-vision computer access is simply to
buy a larger screen.

Access to Communications
and Portable Computing Devices

The complex menus of modern cell phones create
difficulties even for a normally sighted person—
particularly an elderly one. Most phone networks
offer one phone model that has speech output for
at least basic functions. Speech-output cell phone
“screen readers” have also emerged, similar in
concept to computer screen readers. For low-vision
users, special phone models with large buttons,
numerals, and displays are available.

Most personal digital assistants (PDAs), pocket
PCs, MP3 players, and other portable computing
devices have small displays that are hard for a visu-
ally impaired person to see, and menu functions
that are largely inaccessible without vision.
Occasionally, an accessible version of a main-
stream product appears, but special-purpose talk-
ing PDAs with Braille keyboards and screen
reading software have been developed by assistive
technology manufacturers.

Technology for Independent Travel

The most common technology used by blind travel-
ers is the long cane—usually long enough to reach
two steps ahead while striding forward. Tapping
the cane tip produces sound echoes from nearby
objects, such as walls, parked cars, and entryways.
Users listen to these subtle echo patterns to glean
additional information about the nearby environ-
ment—a technique known as echolocation.
Electronic travel aids (ETAs) developed to assist
blind pedestrians include obstacle detection devices
that detect echoes from ultrasonic or infrared sig-
nals emitted by the device as they reflect off environ-
mental surfaces. This information may be displayed
as audio or vibration. More sophisticated FM ultra-
sonic aids can produce an audible output signal
whose pitch is proportional to range, and with a
timbre that varies with the nature of the target.
Braille signs can assist orientation, but have to
be found before they can be read. This problem
led to the development of Remote Infrared
Audible Signage (RIAS) to provide the blind user
with the ability to locate and read signs remotely.

Transmitters at sign or landmark locations trans-
mit infrared signals that are detected and converted
to speech by a receiver carried by the user, who can
determine the sign direction by aiming the receiver
for maximum clarity. Talking navigation aids using
the global positioning system (GPS) to establish a
blind user’s location are also available. These can-
not be used indoors or in underground transit, and
accuracy is limited near tall buildings, but in more
open outdoor areas, accuracy is excellent. Audible
pedestrian signals can be installed at intersections
to provide information on safe crossing times.

Blind individuals have historically had extremely
limited access to street maps. New tactile map
automated production (TMAP) technology now
makes it possible to request a tactile street map
centered on any address via the system Web site.
The resulting map can be downloaded and printed
on a Braille embosser. Audio map information is
also available in conjunction with the various GPS
systems mentioned above.

Environmental modifications such as painting
the edges of steps and platforms in a contrasting
color can greatly aid travel safety for individuals
with low vision. Hand-held telescopes can help
read street signs or items on a menu behind a
counter. Spectacle-mounted manual and autofocus
telescopes, and high-powered (up to 40x) hand-
held electronic video zoom telescopes are also
available. Night travel can be aided by strong
flashlights or night vision telescopes or goggles.

Access to Graphical
and Pictorial Information

For blind individuals, access to pictorial and
graphical information is still extremely difficult.
Verbal image description can be used in such tasks
as describing electronic circuit diagrams for blind
technicians and hobbyists. Tactile drawings often
have to be hand made, but are increasingly pro-
duced with computer-driven Braille embossers.
Touch tablet technology can be used to sense the
position of the user’s finger on a surface on which
a raised tactile image is presented, and provide
speech or audio feedback describing the image
feature the user is touching. Active tactile displays
up to 32 by 48 dots are available with an array of
pins set to the “up” or “down” position under
computer control to form a desired image. In some
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cases, graphs and oscilloscope waveforms can be
coded auditorily so the pitch of a sound varies with
the height of the graph or waveform as it is scanned
from left to right.

Access to Appliances,
Displays, and Daily Living Activities

On older appliances using control knobs, and on
mechanical devices such as insulin syringes, tactile
or large print labels can be applied to provide inde-
pendent verification of settings. Modern appli-
ances and instruments with low contrast LCD
displays and complex menus make access by both
blind and low vision users problematic. Therefore,
assistive technology companies have produced
talking versions of certain commonplace devices
and appliances such as clocks, calculators, scales,
and currency identifiers, blood-pressure monitors
and sugar/insulin analyzers. However, there is still
a need to impress on mainstream manufacturers
the importance of considering the visually impaired
when designing products.

Jobsite Adaptation Technology

Numerous special adaptations can be made to
facilitate specific job-related tasks. Accessible
meters, oscilloscopes, vacuum gauges, machinists’
instruments, and all manner of vocational tools
with auditory and tactile readouts have been devel-
oped. Jigs and fixtures can facilitate positioning,
measurement, or the use of cutting tools, and
improved lighting and magnification can help
workers with low vision. In some cases, jobs can
be restructured so task components that are criti-
cally dependent on vision are performed by another
worker. Through these means, totally blind indi-
viduals have been employed in a wide array of jobs
and professions.

Recreational Technology

Skiing (primarily cross-country), sailing, and kayak-
ing are popular sports for blind people. Braille and
auditory compasses are available, as are kayak and
canoe paddles with tactile grips that help orient
them correctly. Bowling is aided by a “bowling
rail” that gives orientation to the bowling lane.
Goal Ball is a game akin to soccer for blind or

blindfolded players, in which the ball emits audi-
tory signals to help localize its position. Playing
cards and popular board games are available with
large print, Braille, or tactile markings. Some blind
people pursue electronics, both audio and amateur
radio, as a hobby, using accessible audio and
audio-tactile electrical meter readouts.

Audio descriptions for the visual action in mov-
ies and TV programs are available for certain PBS
and cable television series and documentaries and
on some home videos. Captioning and audio
description of many new release movies are avail-
able in some theaters. For low-vision viewers,
watching television and live performances can be
aided with head-mounted monocular or binocular
viewers, including electronic magnifying systems
with head-mounted displays.

John Brabyn

See also Ageing and Vision; Audition: Disorders;
Auditory Scene Analysis; Braille; Contrast
Enhancement at Borders; Echolocation; Low Vision;
Neuropsychology of Perception; Prostheses: Visual;
Sensory Reconstruction and Substitution; Tactile Map
Reading; Visual Disorders: Blindness
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ATMOSPHERIC PHENOMENA

People hear some remarkable phenomena, such as
thunder, and see some remarkable phenomena,
such as sun rays, glories, and rainbows, in the atmo-
sphere. These phenomena are studied mainly by
physicists and involve the disciplines of atmospheric
acoustics and atmospheric or meteorological optics.
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Atmospheric phenomena are interesting to percep-
tionists because perception sometimes disagrees
with reality (making these phenomena seem to be
illusions) and because they give an opportunity to
test the generality of perceptual principles discov-
ered in the laboratory. This entry describes atmo-
spheric acoustics and optics.

Atmospheric Acoustics

Atmospheric acoustics concern how sounds travel
through the atmosphere. A notable phenomenon
of sounds is the Doppler effect. As a sound source
moves at constant speed, such as a vehicle with a
siren, toward an observer (or as the observer
moves toward a stationary sound), the frequency
received by the observer when it first becomes
audible is higher than the emitted frequency. As
the sound source gets closer to the observer, the
received frequency decreases until, closest to
the observer, it equals the emitted frequency. As the
sound source recedes from the observer, the received
frequency becomes less than the emitted frequency.
Many people, however, describe their experiences
as an increase in pitch as the sound source
approaches. This illusory initial increase in pitch
might be from the increase in intensity of the
approaching sound.

Another phenomenon is that distant sounds
sometimes fluctuate in intensity markedly. For
example, a single-engine plane flying some distance
away sometimes sounds as if the pilot has cut the
engine. This occurs because distant sounds can
take more than one path, via inhomogeneities in
the atmosphere, to the ears of an observer. Identical
sounds traveling different paths can have their rela-
tive phases shifted, leading to cancellation when
exactly out-of-phase waves arrive at the ear and to
reinforcement when the waves are in-phase.

Atmospheric Optics

The atmosphere has its own optical properties. It
can make its own light and it can act like a filter,
a prism, and a mirror.

Atmosphere’s Own Light

Apart from lightning, the atmosphere can make
at least two other sorts of light, seen only at night.

Airglow is weak light emitted by the upper atmo-
sphere from chemical processes and from interac-
tions between air molecules and cosmic rays. It is
dim, about 0.3 ten-thousandths of a candle per
square meter, visible only to rod vision as a slight
colorless glow. It means, however, that even the
darkest sky between the stars is not completely
dark.

Aurorae are much stronger lights emitted by
molecules of the upper atmosphere when bom-
barded by energetic particles from the sun. The
particles follow the earth’s magnetic field lines
down the atmosphere, exciting oxygen molecules,
giving red and green light, and nitrogen molecules,
giving blue-violet light. Aurorae form in a ring
between about 20 and 30° latitude from the mag-
netic poles.

Aurorae can be dim, visible only to rod vision,
hence colorless. But other times, they can be bright
enough to be seen in color by cone vision above
other light sources such as the moon and street-
lights. Aurorae can appear as diffuse glows or,
startlingly, as vertical rays that look like curtains
running approximately east-west. They can be
essentially stationary or can form and reform over
tens of seconds. The curtains can appear to be
blowing about as if in a wind, parts overlapping
with other parts. All this light and change occurs
completely silently. Aurorae are some of the big-
gest things one can see in the atmosphere, being 80
kilometers (km) high and thousands of kilometers
long. Occasionally the rays can descend directly
over an observer, appearing as pattern of diverging
rays from linear perspective.

Atmospbhere as a Filter

To us, the atmosphere looks transparent. But
this is because the wavelengths passed best by
the atmosphere for identifying objects are just
those to which we are most sensitive. The atmo-
sphere largely protects us by filtering out harm-
ful wavelengths emitted by the sun, such as
microwaves and ultraviolet light. But even within
the range of visible wavelengths, the sky can
look blue or red, and the atmosphere can change
the color and contrast of distant objects. These
filtering properties arise from scattering.
Moreover, clouds can be opaque, producing
various shadow phenomena.
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Scattering

About 17% of photons strike particles in the
atmosphere, such as air molecules, and have their
directions changed anywhere from close to 0°, for-
ward scattering, to 180°, back scattering. Scattering
ensures that the midday sky, away from the sun, is
blue. This is because short-wavelength light that
appears blue is scattered more than is longer-
wavelength light that appears green, yellow, and red.

Scattered light, skylight, acts as a cue to the
distance of objects. The further an object is from
someone’s eyes, the more skylight is scattered into
his or her line of sight. This extra light reduces the
contrast of markings on the object, reduces the
contrast of the object with its background, and
makes it bluish. If an object is far enough away, so
much skylight will be superimposed on it will be
indistinguishable from the background sky.

People use these properties of the atmosphere,
aerial perspective, to judge distances (see color
insert, Figure 11a). Aerial perspective does require
some calibration: There are many stories of people
from smoggy cities coming to some place of clean
air and deciding to go for a half-hour walk to a hill
that appears nearby, only to discover it is a moun-
tain scores of kilometers away.

Shadows

Clouds consist of numerous particles of water
or ice. If they are thick enough, essentially all of
the light that falls on them is reflected, casting a
shadow on the opposite side from the sun. For a
viewer looking at a cloud with the sun behind it,
the cloud can look dark. Near the edge, where the
cloud is thinner, a viewer can sometimes see a bril-
liant silver or golden lining from forward-scattered
light. Clouds look brightest, whitest, when the sun
is behind the viewer. But sometimes in this situa-
tion one sees a dark cloud against a more distant
white cloud. This is partly from geometry and
partly from perception. The dark part is the under-
side of a near cloud in shadow. The white part is
the top of distant clouds in sun (Figure 1). Aerial
perspective also superimposes skylight on distant
clouds, lightening them. Perception adds simulta-
neous brightness contrast, in which a gray area on
the light background of another cloud looks darker
than an identical gray area on the dark background

of the blue sky.

Cloud shadows also create dark parts of the
atmosphere. These are easiest to see when the sun
is setting in the west behind clouds and are revealed
as a fan-shaped pattern of dark and bright rays
that appear to diverge from the sun—crepuscular
rays. But these rays do not connect with, or diverge
from, the sun; they exist only in the atmosphere
where there are particles to scatter light into a
viewer’s eyes. And because the sun’s light is paral-
lel, the rays are parallel too. The rays appear to
diverge from linear perspective because they are
approaching the viewer.

Occasionally crepuscular rays can be seen con-
tinuing over the bowl of the sky, following great
circles, and then converging to the antisolar point
in the east: exactly opposite to the position of the
sun in the western sky. These antisolar crepuscular
rays or anticrepuscular rays (see color insert,
Figure 11b) are also a simple product of geometry
and linear perspective. The rays appear to con-
verge because they are really parallel and receding
from the viewer.

Atmosphere as a Prism
or as an Interference Filter

A prism refracts light, bends it. Because light is
bent by an angle related to the wavelength, with
short wavelengths being bent more than long wave-
lengths, prisms also break sunlight into its compo-
nent wavelengths, called dispersion. Refraction
occurs in air because air’s density varies (giving rise
to mirages), and it occurs in ice crystals (giving vari-
ous halos) and in water drops (giving rainbows).

Some of the beautiful spectral colors in the atmo-
sphere arise via interference between light waves
from differences in their phase. These are com-
monly seen in thin films, such as in soap bubbles, or
in interference filters, such as found fortuitously on
a compact disk. An interference filter usually con-
sists of a grating of fine slits through which light can
pass. The phase differences arise from light from
one slit traveling a slightly different distance to the
eye than light from another slit. When a particular
wavelength is reinforced, it superimposes its associ-
ated color onto whatever light is entering the eyes.
Interference phenomena occur in the atmosphere
from droplets of water or from ice needles, each
element acting like a slit in an interference filter
(giving iridescent clouds and coronae).
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Atmosphere as a Mirror

The atmosphere can behave like a
mirror from backscattering of small
particles at angles approximately equal
to 180°, giving rise to glories and the
Brocken spectre, and from ordinary
reflection from the surfaces of water
droplets or ice crystals or from total ?//
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internal reflection within droplets or

crystals, giving rise to pillars and to
rainbows.

Figure |

Glories and the Brocken Spectre

Small drops of water, such as in fog
or mist, have pronounced backscatter-
ing, which is diffuse reflection. When
the drops are uniform, they can produce colored
rings from interference. These phenomena require
strong sunlight to illuminate a viewer and then to
pass into the drops; these conditions were origi-
nally the preserve of mountain climbers, often seen
from the Brocken, an easily accessible peak in
Germany’s Harz Mountains. Now they are usually
seen in clouds by passengers in aircraft. Light
blocked by the viewer’s head or aircraft creates the
specter, a shadowed region of fog or cloud; light
just missing the obstruction is backscattered to cre-
ate a bright halo. Surrounding this can be at least
one set of colored rings, the glory. Often, a view-
er’s shadow appears magnified, presumably from
overestimation of its distance in fog (see color
insert, Figure 11b).

Pillars and Rainbows

True reflection can occur when there is an
abrupt, large change in the refractive index from
one part of the atmosphere to another. This com-
monly happens on the flat surfaces of ice crystals
and in drops of water. When ice crystals float in
the air with their axes mainly horizontal, light can
be reflected from their surfaces into a viewer’s eye,
seen as a vertical ray or pillar passing through the
light source. These reflections have the same color
as the light. Drops of water are approximately
spherical, so reflection from the surface is weak.
But rays of light can enter a drop at one point, then
refract to meet an opposite surface at an angle giv-
ing total internal reflection. The rays also undergo

Dark Versus White Clouds

Notes: (Left) Side view of the geometrical arrangement of clouds producing
a dark, near cloud visible against a white, distant cloud. The dashed lines
show a viewer’s lines of sight. (Right) End view of how a dark cloud appears
against a white cloud. The shadowed parts of the distant cloud can also be
lighter than those of the near cloud because of aerial perspective.

dispersion within the drop, yielding the most spec-
tacular examples of refraction colors: the rainbow
(see color insert, Figure 11c¢).

All these phenomena share some perceptual
properties. Each person sees his or her own spec-
ter, glories, halo, coronae, and rainbows because
only light from the correct angle will pass into a
viewer’s eyes to create these phenomena. This is
most startling in the case of specters and glories
because these phenomena can be only 10 to 100
meters from a viewer. A man and a woman, side
by side at the top of a mountain, will each see his
or her own specter, the woman’s being invisible to
the man, and the man’s being invisible to the
woman. It is the same, but less noticeable, with the
other phenomena. For example, with rainbows,
one person’s red region of a bow could be a neigh-
bor’s blue region.

All the phenomena have constant visual angles,
the angle at the apex of a triangle at the eye and its
base at the object. Unlike objects, whose visual
angles decline with distance from the eye, these
phenomena appear only when rays at the correct
angle enter the eye. For example, the visual angle
of the width of a rainbow is about 2°; it has this
angle whether it is made in the spray from a nearby
hose or in distant rain. Consistent with geometry
of objects, the rainbow in the hose looks small
whereas that in the rain looks enormous. The per-
ceived size is determined by perceived distance.

The perceived distance of these phenomena is
mainly determined by the physical distance from a
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viewer’s eyes of the parts of the atmosphere pro-
ducing them. But it will be influenced by other
depth information. For example, a rainbow’s end
with a visual direction similar to some conspicuous
geographical feature (such as a headland jutting
into the sea) will tend to have the same depth as
that feature. But of course, as soon as one goes to
the foot of the rainbow, to find the legendary pot
of gold there, it disappears, leaving the searcher
only wet.

Robert P. O’Shea

See also Air Quality; Audition: Pitch Perception;
Audition: Temporal Factors; Auditory Illusions; Color
Constancy; Color Perception; Constancy; Depth
Perception in Pictures/Film; Lightning and Thunder;
Mirages; Nonveridical Perception; Visual Illusions
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ATTENTION: COGNITIVE
INFLUENCES

In 1880, William James famously defined attention
as the mind taking possession of one out of several
simultaneously possible objects or train of thoughts.
The modern study of attention continues to work
within this broad definition. It is generally accepted
that an individual is only aware of a small fraction
of the information provided to the brain by the
sensory systems. Attention is the name given to the
process that governs which material enters aware-
ness and which does not. This entry focuses on
how cognitive factors—goals and expectations of
an observer—influence visual attention.

Whether a given stimulus is attended depends
both on its inherent salience and the state of the

observer. The interplay between these two factors
is exemplified by the following two situations: (1)
Imagine searching for a friend in a crowd. As one
searches through the crowd, attention may be cap-
tured by elements that are inherently salient, for
instance, a person in a red coat among people in
black coats, or by dynamic cues such as a person
running. However, where one looks in the crowd
also depends on one’s knowledge. So, if the friend
is known to be wearing a black coat and a blue
hat, attention may be less likely to be captured by
an otherwise salient red coat, but perhaps be mis-
directed to a blue coat as one searches for anything
blue in the crowd. (2) Imagine walking by a golf
course and worrying about being hit by a golf ball.
Although it is likely that a quickly moving white
thing in one’s visual field will be noticed under
most circumstances, the act of walking by a golf
course and worrying about being hit by a golf ball
may lower the threshold for detecting quickly
moving white things. Directing one’s attention to
blue things because blue is currently relevant and
increasing sensitivity to detecting moving white
things are instances of cognitive influences on
attention. Traditional accounts of attention have
placed little emphasis on such influences in com-
parison with factors that were thought to auto-
matically capture attention (e.g., a red thing among
black things). However, it can be argued that the
purpose of visual attention is the selection of infor-
mation most relevant to a present goal. Hence, the
effects of goals, expectations, recent history, and
even emotions on visual attention have become an
area of active research.

Studying Attention: Behavioral Methods

A commonly used paradigm for studying visual
attention is the eponymously named Posner cueing
task. The basic version of the task requires subjects
to press a button anytime they detect a small circle
(the target) while looking at the center of a screen
without moving their eyes. Before the appearance
of the target, a light (the cue) flashes on the left or
the right side of the screen. The location of the cue
either coincides with the location of the subse-
quently appearing target (valid trials) or does not
(invalid trials). The basic finding is that reaction
times are shorter on valid trials than on uncued
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trials, and are slowest on invalid trials. The inter-
pretation is that attention is automatically
“deployed” to the cued region. Targets that appear
in the attended region are processed faster than are
targets appearing in an unattended region (which
require an attentional shift from the previously
cued region).

In addition to flashing lights, the cues can be
symbolic, such as right or left arrows presented in
the center of the screen. Classic studies from the
late 1970s showed that flashing lights (also called
exogenous or peripheral cues) elicit attentional
shifts even when they do not predict the location
of the target. In contrast, arrow cues (also called
endogenous or central cues) only produce shifts of
attention when they are predictive (e.g., the arrow
predicts the position of the target 80% of the
time). These results have been interpreted to
mean that, unlike flashing lights that automatically
capture attention, central cues need to be cogni-
tively interpreted and will shift attention only if
subjects have a reason to process them. These clas-
sic findings led to a dichotomy between automatic
(stimulus-driven, bottom-up, exogenous) atten-
tional processes and controlled (cognitive, top-
down, endogenous) processes.

Controversies

Recent studies have argued against this dichotomy
in favor of a view in which (a) learned associations
determine whether nonpredictive endogenous cues
elicit attentional shifts, and (b) highly salient cues
can fail to capture attention if they conflict with
the viewer’s goals. For example, studies from Alan
Kingstone’s laboratory have shown that pictures
of eyes elicit attentional shifts in the direction of
their gaze even when the direction does not predict
the target. Similarly, nonpredictive arrows and
even printed words such as #p and down elicit
attentional shifts. Conversely, whether a tradi-
tional exogenous cue such as a unique color (e.g.,
a patch of red among greens) captures attention
appears to depend on how the viewer is processing
the scene. Consider performance on a task devel-
oped by Jan Theeuwes to study the degree to
which various visual properties automatically cap-
ture attention. In this task, participants are pre-
sented with shapes arranged on an imaginary

circle around a central fixation point. The goal is
to report whether a line that appears in a target
shape is, for example, vertically oriented. In a
basic version of this task, the target is defined by
its unique shape (e.g., it is the only diamond
among circles). On distractor trials, the display
appears with one of the nontarget shapes in a dif-
ferent color from the rest. Because color is irrele-
vant to the task, greater reaction times on
distractor trials indicate that the unique color
automatically captured attention. Based on such
findings, Theeuwes and colleagues argued that
uniquely colored or shaped objects (singletons)
automatically capture attention. Howard Egeth
and colleagues challenged this conclusion by
showing that whether unique objects capture
attention depends on the processing mode of the
viewer. If the viewer is in a “singleton detection
mode,” tuned to detect unique objects, attention is
broadly focused and is indeed captured by task-
irrelevant singletons. However, if the viewer is
specifically looking for a certain feature such as a
diamond shape (feature detection mode) then
salient but task-irrelevant distractors do not cap-
ture attention. Nevertheless, there do exist proper-
ties that capture attention regardless of task
relevance or processing mode. One such property
is sudden onset. A suddenly appearing object gen-
erally captures attention. However, when the
object is task-irrelevant, attention is disengaged
quite quickly (typically in less than 100 millisec-
onds [ms]).

Although there is now wide agreement that the
viewers’ goals can affect which objects or features
are attended, the locus of these effects remains
highly controversial. Does having a goal like “look
for the red things” change the priority of redness
but not affect visual processing? Or, does the goal
actually change how red things are represented
throughout the visual system? Traditional accounts
have denied the latter claim. For example, Zenon
Pylyshyn has argued for the existence of an early
vision system—a modular system that is encapsu-
lated from information outside vision such as the
observer’s knowledge and goals, and is thus “cog-
nitive impenetrable.” Support for the claim that
attention changes basic visual processes has come
from behavioral studies showing that attended
objects are actually perceived as more salient (e.g.,
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brighter), from electrophysiological studies on
nonhuman animals and neuroimaging studies on
humans.

Effects of Goals on Visual
Processing and Attention: Evidence
From Electrophysiology and Neuroimaging

Electrophysiological studies on behaving ani-
mals have allowed researchers to isolate higher-
level influences on attention from the processing
that reflects the physical properties of the stim-
uli. For instance, because neurons in the primary
visual cortex (V1) fire most to bars with a cer-
tain orientation, a researcher can compare the
firing of the neuron to a vertical bar when it is
task-relevant versus irrelevant. Any difference in
neuron’s firing rate to a particularly tuned bar
between the first and second task reflects the
demands of the task because the physical stimu-
lus is identical in both cases. Such studies gener-
ally show that V1 neurons fire more vigorously
when their preferred orientation is behaviorally
relevant.

An immediate implication of such findings is
that responses of neurons even in V1—the first
part of the cortex to receive visual input—reflect
not simply the physical characteristics of a stimu-
lus, but also the cognitive goals of the observer.
More recent findings have shown that primary
sensory neurons have two types of receptive fields
(RFs). The first is the so-called classical RF and
corresponds roughly to what is observed in anes-
thetized animals and is the initial response of a
neuron in an awake animal. The classical RF of a
V1 neuron is a line segment of a certain orienta-
tion projected into a specific part of the visual
field. Within a short period (often less than 50 ms,
and sometimes as short as 2 ms), the classical RF
is modulated by higher-level information includ-
ing the goals of the observer, the visual context,
and the organization of the scene—producing the
nonclassical RF. Although the classical RF of a V1
neuron includes only positional and orientation
information, the nonclassical RF includes infor-
mation such as whether the bar is part of a figure,
the background, or an object boundary and
whether the figure that the segment is a part of is
behaviorally relevant.

In similar studies measuring firing rates of Area
V4 neurons (sensitive to color properties of a
stimulus), attentional capture of task-irrelevant
color singletons is reflected in high firing rates that
peak at approximately 120 ms after stimulus
onset. When the task requires the monkey to ignore
the color singleton, one can observe neural responses
to a task-relevant color continue to remain at a
high level, whereas responses to task-irrelevant
color singletons become down-modulated after
approximately 75 ms.

Is early visual neural activity immune to cogni-
tive influences? In electrophysiological studies, it
has been found that when a task is performed
repeatedly, such as attending to a vertical bar for
numerous consecutive trials, the classical RF may
disappear entirely—the neurons’ response being
immediately modulated by the current task. Recent
neuroimaging work in humans confirms the conclu-
sion that activity in anatomically early visual areas
is permeable to cognitive influences. For instance,
when human observers are trained to associate cues
with either color or attention, presenting the cue
alone modulates activity in visual areas (fusiform
gyrus for color; lingual gyrus for location) and,
crucially, the amount of modulation strongly pre-
dicts performance on the upcoming target-detection
trials. This suggests that early visual processing can
be tuned by goals and expectations.

Recall that attention is thought to be closely
linked to awareness (one notable exception is the
phenomenon of blindsight). A claim that a red
circle among black circles automatically captures
attention generally means that one becomes aware
of the red circle even if one’s goal is to avoid it.
Would showing that some early neural activity
evoked by the red circle is impermeable to top-
down influences be evidence that automatic
awareness of the red circle is directly subserved by
that early neural activity? Recent work suggests
that such a conclusion is unwarranted. Rather, it
appears there may be no awareness without top-
down modulation of early visual representations.
Much of this evidence has come from studies rely-
ing on event-related potentials (ERPs) transcra-
nial magnetic stimulation (TMS). Both methods
rely on the earlier time-course of bottom-up ver-
sus the later time-course of top-down processes to
map their respective contributions. In one study,
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subjects detected visual figures that were briefly
presented and then concealed with a pattern
mask. By correlating subjects’ performance with
electrical potential measured by electrodes on the
scalp, J. Fahrenfort and colleagues showed that
bottom-up activity, which peaked at about 120 ms
after stimulus onset, was not correlated with con-
scious perception, but top-down (recurrent) activ-
ity peaking later (160 ms) was. Thus, it appears
that top-down modulation in anatomically
“early” visual areas (e.g., V1) by higher-level
regions (e.g., prefrontal cortex) is necessary for
visual awareness. Further evidence for the causal
role of recurrent processing comes from TMS
studies in which a high-intensity magnetic field is
briefly applied to a selected region of a subject’s
scalp as he or she performs a task. This pulse cre-
ates a temporary disruption in neural processing.
Several recent studies have shown that disrupting
feedback activity in early visual areas disrupts
awareness.

Research Conclusions

The study of attention has classically focused on
the physical characteristics that determine whether
stimuli are attended. Recent studies have shifted
the focus to cognitive factors such as expectations
and goals of the viewer. These studies show that
neural activity causally linked to awareness is
deeply permeated by cognitive factors. Although
highly controversial, one conclusion is that it
may be impossible to fully study visual attention
by separating observers from their goals and
environments.

Gary Lupyan

See also Attention: Physiological; Attention and
Consciousness; Neural Representation/Coding;
Nonveridical Perception; Object Perception
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ATTENTION: COVERT

Each time we open our eyes, we are confronted
with an overwhelming amount of information.
Despite this, we have the clear impression of under-
standing what we see. This requires selecting rele-
vant information out of the irrelevant noise.
Attention is what turns looking into seeing, allow-
ing us to select a certain location or aspect of the
visual scene and to prioritize its processing. Such
selection is necessary because the limits on our
capacity to absorb visual information are severe.
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They may be imposed by the fact that there is a
fixed amount of overall energy consumption avail-
able to the brain, and by the high-energy cost of the
neuronal activity involved in cortical computation.
Attention is crucial in optimizing the use of the
system’s limited resources, by enhancing the repre-
sentation of the relevant locations or features while
diminishing the representation of the less relevant
locations or aspects of our visual environment.

The processing of sensory input is facilitated by
knowledge and assumptions about the world, by
the behavioral state of the organism, and by the
(sudden) appearance of possibly relevant informa-
tion in the environment. For example, spotting a
friend in a crowd is much easier if you are cued to
two types of information: where to look and what
to look for. Indeed, numerous studies have shown
that directing attention to a spatial location or to
distinguishing features of a target can enhance its
discriminability and the neural response it evokes.
Understanding the nature of attention and its neu-
ral basis is one of the central goals of cognition,
perception, and cognitive neuroscience, as described
in this entry.

Spatial Covert Attention

Attention can be allocated by moving one’s eyes
toward a location, overt attention, or by attending
to an area in the periphery without actually direct-
ing one’s gaze toward it. This peripheral deploy-
ment of attention, known as covert attention, aids
us in monitoring the environment and can inform
subsequent eye movements. Cognitive, psychophys-
ical, electrophysiological, and neuroimaging stud-
ies provide evidence for the existence of overt and
covert attention in both humans (including infants)
and nonhuman primates. Many of these studies
have likened attention to increasing visual salience.
Whereas covert attention can be deployed to more
than one location simultaneously (“in parallel”),
eye movements are necessarily sequential (“serial”);
they can only be at one location at a given time.
Many studies have investigated the interaction of
overt and covert attention and the order in which
they are deployed. The consensus is that covert
attention precedes eye movements and their effects
on perception, which in many cases are similar but
in others they are not.

Hermann von Helmholtz is considered to be the
first scientist to provide an experimental demon-
stration of covert attention (circa 1860). He exper-
imented with a wooden box whose interior was
completely dark. Looking into the box through two
pinholes, he reported that he could concentrate on
any part of the visual field so that when a spark
came, he could focus attention independently of the
position and accommodation of his eyes, and get an
impression of objects in only the particular attended
region. The similarities and differences between eye
movements and deployment of spatial attention
have been a focus for research ever since.

Many authors state that humans deploy covert
attention routinely in many everyday situations,
such as searching for objects, driving, crossing the
street, playing sports, and dancing. However,
other authors think that covert attention is deployed
mainly in social situations—for example, when
deception about intentions is desired, in competi-
tive situations (such as sports activities), or when
moving the eyes would provide a cue to intentions
that the individual wishes to conceal.

Endogenous and Exogenous
Covert Attention Systems

A growing body of behavioral evidence demon-
strates that there are two covert attention systems
that deal with facilitation and selection of infor-
mation: endogenous and exogenous. The former is
a voluntary system that corresponds to our ability
to willfully monitor information at a given loca-
tion; the latter is an involuntary system that cor-
responds to an automatic orienting response to a
location where sudden stimulation has occurred.
Endogenous attention is also known as sustained
attention and exogenous attention is also known
as transient attention. These terms refer to temporal
nature of each type of attention: Whereas observers
seem to be able to sustain the voluntary deploy-
ment of attention to a given location for as long as
needed to perform the task, the involuntary deploy-
ment of attention is transient, meaning it rises and
decays quickly. The different temporal characteris-
tics and degrees of automaticity of these systems
suggest that they may have evolved for different
purposes and at different times—the transient,
exogenous system may be phylogenetically older.
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Bebavioral Studies

To investigate covert attention, it is necessary
to make sure that observers’ fixation is main-
tained, and to keep both the task and stimuli
constant across conditions while manipulating
attention. Experimentally, the endogenous and
exogenous systems can be differentially engaged
by using distinct cues. Michael Posner devised a
paradigm that has been widely used to study the
endogenous and exogenous orienting of attention.
It allows the comparison of performance in condi-
tions where attention is deliberately directed to
either a given location (attended condition), away
from that location (unattended condition), or dis-
tributed across the display (neutral or control
condition).

In the Posner cueing paradigm, observers have
to respond as quickly as possible to a peripheral
target, which is preceded by a central or periph-
eral cue. In the endogenous condition, a central
cue—typically an arrow—points to the most
likely location of the subsequent target. In the
exogenous condition, a brief peripheral cue is
typically presented at one of the target locations
but does not predict the subsequent target loca-
tion. In both endogenous and exogenous condi-
tions, performance in detecting or discriminating
a target is typically better (faster, more accurate
or both) in trials in which the target appears at
the cued location than at uncued locations.
Central or symbolic cues take about 300 millisec-
onds (ms) to direct endogenous attention in a
goal-driven or conceptually driven fashion.
Central cues are small lines presented at fixation
pointing to different locations of the visual field
(e.g., upper left quadrant, lower right quadrant);
symbolic cues include different numbers or colors
that indicate different locations where the observer
is to attend (e.g., #1 or a red circle indicates upper
left quadrant, #3 or a blue circle indicates lower
right quadrant). Peripheral cues, conversely, grab
exogenous attention in a stimulus-driven, auto-
matic manner within about 100 ms. Whereas the
shifts of attention elicited by central cues appear
to be under conscious control, it seems that it is
extremely hard for observers to ignore peripheral
cues. This involuntary transient shift occurs even
when the cues are uninformative or may impair
performance.

Neurophysiological Studies
Single-Unit Recording Studies

The development of techniques to record the
electrical activity of single neurons in awake-
behaving animals (e.g., monkeys) has enabled
researchers to probe the biological foundations of
endogenous (sustained) attention while monkeys
perform attention-demanding tasks. Such studies
have provided detailed, quantitative descriptions
of how endogenous attention alters the responses
of neurons in the extrastriate visual cortex, yield-
ing attentional facilitation and selection. Attentional
facilitation results when spatial attention enhances
the responses evoked by a single stimulus appear-
ing alone in a neuron’s receptive field, so that
neurons respond to an attended stimulus much as
they would were its luminance increased. Given
that stimuli rarely appear in isolation, attentional
selection of behaviorally relevant targets from
among distracters arguably serves a more ecologi-
cally relevant purpose. When multiple stimuli
appear within a neuron’s receptive field, the firing
rate is characteristically determined primarily by
the task-relevant stimulus. Numerous studies have
compared the response when attention is directed
either with one of the two stimuli in the receptive
field or outside the receptive field while fixation is
maintained. Attending to the preferred stimulus
(for which the neuron is tuned) increases the neu-
ron’s response evoked by the pair of stimuli
whereas attending to the non-preferred stimulus
(for which the neuron is not tuned) decreases such
response.

Neuroimaging Studies

Neuroimaging has yielded information on the
integrated brain activity underlying perception and
cognition in humans. Studies documenting the
neural correlates of covert attention have used sev-
eral techniques, among them event-related poten-
tials (ERPs) and functional magnetic resonance
imaging (fMRI).

ERPs are electrophysiological responses that
arise during sensory, cognitive, and motor process-
ing, which provide precise information about the
time course of information processing. ERP record-
ings can help reveal the timing and organization of
stimulus selection processes in the brain’s atten-
tional network. ERP studies provide support for a
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mechanism of early sensory facilitation, at the level
of the extrastriate visual cortex, during the spatial
cueing of attention.

fMRI measures hemodynamic processes not
invasively in the human brain by providing tempo-
rally integrated maps of regional cerebral blood
flow across the whole brain. It is based on the
increase in blood flow to the local vasculature that
accompanies neural activity in the brain. There is
wide agreement that attention increases fMRI
responses in visual cortical areas in a retinotopically
specific manner, corresponding to attended spatial
locations, both for endogenous and exogenous
attention. There is no consensus, however, about
whether common neurophysiological substrates
underlie endogenous and exogenous attention.
Whereas some fMRI studies have found no differ-
ence in the brain networks mediating these systems,
others have reported differences. For example,
endogenous attention is cortical in nature, but exog-
enous attention also activates subcortical structures.
Moreover, partially segregated networks mediate
the preparatory control signals of both systems. For
example, endogenous attention is mediated by a
feedback mechanism involving feedback from fron-
tal and parietal areas, whereas these regions are not
necessarily involved in exogenous attention.

Feature-Based Attention
Behavioral Studies

Most studies of overt or covert attention (with
or without eye movements, respectively) have
examined the effects of spatial attention at differ-
ent locations in the visual field. Both types of
attention, however, can also be allocated to spe-
cific visual features, such as orientation or direc-
tion of motion or color. Feature-based attention is
the ability to enhance the representation of image
components throughout the visual field that are
related to a particular feature. This type of atten-
tion is considered to play a central role when
human or nonhuman primates search for a stimu-
lus containing that feature. This ability to detect a
target or relevant item among distracters is the
basis of a widely used paradigm in visual attention
research: visual search.

Many psychophysical studies have shown that
feature-based attention improves detection and

discrimination performance across the visual field.
A visual stimulus always occupies a certain spatial
location, so it is important to control spatial selec-
tion. Thus, studies of feature-based attention gen-
erally use compound stimuli that contain multiple
features superimposed over the same spatial loca-
tion, and observers are required to attend to one of
those features. For instance, attending to one
motion direction in a compound motion stimulus
produces a motion aftereffect consistent with the
attended direction, and attending to one orienta-
tion in a compound orientation stimulus produces
an orientation aftereffect consistent with the
attended orientation.

Neurophysiological Studies

Because feature-based attention is independent
of location, it is well suited to selectively modify
the neural representations of stimulus features
within visual scenes that match the currently
attended feature. For example, feature-based atten-
tion can enhance the neural responses to a given
attended feature; e.g., vertical orientation regard-
less of the locations where vertical orientations
appear in the scene.

Single-Unit Recording

Some studies using single-unit recordings to
investigate feature-based attention have shown
that the responses of individual neurons that are
selective for an attended feature (for example, ver-
tical orientation, upward motion direction, or red
color) can be selectively enhanced when the mon-
key attends to that particular feature (for example,
upward motion while seeing a stimulus containing
both upward and downward motion). Other stud-
ies have shown that attending to different feature
dimensions (e.g., color or orientation) modulates
activity in cortical areas specialized for processing
those dimensions.

Neuroimaging

fMRI studies requiring participants to attend to
specific features of stimuli have revealed that the
neural activity evoked by the attended feature is
enhanced both within the retinotopic cortical regions
representing the spatially attended location and at
other unattended regions that were stimulated by
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the same feature. Enhanced activation has even
been observed at spatial locations where no stimuli
were present. These studies suggest that feature-
based attention is activated across the visual field.
This representation enables the visual system to
concentrate its limited processing resources on the
most relevant sensory inputs regardless of where in
the visual field they are located.

Marisa Carrasco

See also Attention: Effect on Perception; Attention:
Object-Based; Attention: Physiological; Attention:
Selective; Attention: Spatial; Attention: Theories of;
Eye Movements: Behavioral; Visual Search
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ATTENTION: CROSS-MODAL

Attention refers to those processes that allow for
the selective processing of incoming sensory stimuli,
typically those that are most relevant to one’s cur-
rent goals or to the task at hand, or, alternatively,
those that have the greatest intrinsic salience or
biological significance. Attended stimuli tend to be
processed both more thoroughly and more rapidly

than are other potentially distracting (“unat-
tended”) stimuli. Although research on attention
has traditionally considered selection among the
competing sensory inputs within just a single
modality at a time (most often vision), the past two
decades have seen a burgeoning of interest in the
existence and nature of any cross-modal constraints
on our ability to selectively attend to a particular
object, location, or source of information.

The term cross-modal is typically used in situa-
tions in which the orienting of a person’s spatial
attention in one sensory modality (such as vision)
results in a concomitant shift of attention in one or
more of his or her other sensory modalities (such as
audition or touch) to the same location (or object)
at the same time. The central question for research-
ers interested in cross-modal attention concerns
how the brain’s attentional resources are coordi-
nated or linked between the senses to select just
that subset of information that is relevant to a per-
son’s current goals from among the abundance of
multisensory information impinging on the various
sensory receptors at any one time. This entry
describes coordination of attentional resources,
attentional selection research, mapping of cross-
modal links, and future research directions

Coordination of Attentional Resources

One intuitive possibility is that there might be
independent  modality-specific  attentional
resources. So, for example, some researchers have
argued that there may actually be separate visual,
auditory, and tactile attentional systems in the
human brain. According to this account (which
posits that cross-modal links in spatial attention
do not exist), people should, for example, be able
to direct their visual attention to one location
while directing their auditory or tactile attention
to a different location (because the attentional sys-
tems are independent). However, other researchers
have argued that there is only a single supramodal
attentional system, such that people can only
attend to a single location at any given time (that
is, they cannot split their attention between differ-
ent locations simultaneously). According to the
supramodal account, all stimuli, no matter what
their modality, that are presented from a location
that is attended should receive preferential pro-
cessing over stimuli that are presented elsewhere.
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A third possibility (that has emerged more recently)
is that there might be some intermediate form of
organization instead. So, for example, according
to Charles Spence and Jon Driver’s hybrid separate-
but-linked hypothesis, there may be separate
visual, auditory, and tactile attentional systems at
the earliest levels of human information process-
ing. However, these attentional systems are subse-
quently linked, such that people’s attention
typically tends to be (but importantly does not
always have to be) focused on the same location in
space in the different modalities.

Attentional Selection

Researchers studying spatial attention distinguish
between endogenous and exogenous attentional
selection. Endogenous attention is typically
involved in the voluntary orienting of attention to
a particular event or spatial location, such as when
you choose to attend to a particular person at a
noisy cocktail party, or when you concentrate on
the feel of the object that you are playing with in
your right hand. By contrast, exogenous (or invol-
untary) orienting occurs when attention is reflex-
ively shifted to the location of a sudden and
unexpected peripheral event, such as when a per-
son calls your name at the cocktail party, or when
a fly suddenly lands on your arm. Orthogonal to
this distinction between endogenous and exoge-
nous attention is the distinction between overt and
covert attentional orienting: Overt orienting refers
to shifts of receptors (as in eye, head, or hand
movements), whereas covert orienting (which is of
most interest to cognitive psychologists studying
selective attention) refers to internal shifts of atten-
tion (e.g., as when we look at someone out of the
corner of our eye).

Exogenous Attention

Most studies of cross-modal spatial attention
have adapted the spatial cueing paradigm first
popularized by Michael Posner back in the 1970s.
In a typical study of exogenous attention, a cue
stimulus is presented in one sensory modality (e.g.,
audition, vision, or touch) shortly before a target
appears on either the same or opposite side of cen-
tral fixation. The target stimulus may be presented
in either the same or different sensory modality as

the cue. Importantly, however, the target is just as
likely to be presented on the same, as on the oppo-
site, side as the cue (that is, the cue is spatially
nonpredictive with regard to the likely target loca-
tion). Participants are often instructed to try to
ignore the cue as much as possible. However, the
results of many studies conducted during the past
20 years have shown that participants typically
cannot ignore such cues and respond more rapidly
(or accurately) to targets presented at the cued, as
opposed to the uncued, location, at least when the
target is presented within a few hundred millisec-
onds of the cue. Depending on the particular task,
participants sometimes start to respond more
slowly to targets at the cued (compared with the
uncued) location as the interval between the onset
of the cue and target lengthens, a phenomenon
known as inhibition of return.

The presentation of either an auditory or a tac-
tile spatially nonpredictive cue has been shown to
result in a rapid exogenous shift of spatial atten-
tion to the cued location, and this shift of attention
facilitates the subsequent processing of auditory,
tactile, and visual targets at that location.
Meanwhile, visual cues have been shown to elicit a
shift of visual, tactile, and, on occasion, auditory
attention toward the cued location. Recent studies
of exogenous cross-modal spatial attention have
shown that perceptual sensitivity is enhanced at
the cued location, and what is more, people tend
to become aware of stimuli presented at the cued
location sooner than when the same stimuli are
presented elsewhere, a phenomenon known as
prior entry. At longer cue-target intervals (typically
greater than 200-300 milliseconds), inhibition of
return has now been observed in speeded detection
tasks between all combinations of auditory, visual,
and tactile cue and target stimuli.

Endogenous Attention

Turning to the nature of the cross-modal links
that constrain the deployment of endogenous spa-
tial attention, researchers have shown that if peo-
ple deliberately direct their attention to a particular
location in one sensory modality, their endogenous
attention in the other modalities will tend to fol-
low to the same location, albeit at a somewhat
reduced level (i.e., the attentional benefits are
smaller). So, for example, if participants are
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instructed to attend to their left hand because a
tactile target is likely there, visual targets will also
be responded to preferentially by the left hand.
Evidence in support of the separate-but-linked
hypothesis of cross-modal links in endogenous
spatial attention comes from the results of studies
showing that although they find it difficult, people
can nevertheless still direct their attention in differ-
ent directions in different modalities at the same
time. So, for example, under the appropriate
experimental conditions it has been shown that
people can preferentially process visual stimuli
presented by their left hand, while showing an
attentional bias toward the processing of tactile
stimuli presented to their right hand. Results such
as these are inconsistent with both the modality-
specific and supramodal accounts of cross-modal
spatial attention.

Mapping of Cross-Modal Links

Having demonstrated the existence of cross-modal
links in both exogenous and endogenous spatial
attention (and in inhibition of return) between all
possible combinations of auditory, visual, and tac-
tile stimuli, one of the most important issues cur-
rently in cross-modal research is how (and even
whether) the brain updates the mapping (or cor-
respondence) between the senses when people
change their posture. Each of our senses initially
codes information according to a different frame
of reference: So, for example, visual stimuli are
initially coded retinotopically, auditory stimuli
tonotopically, and tactile stimuli somatotopically.
The question therefore arises how all of this infor-
mation is coordinated into a common frame of
reference for the control of attention (and subse-
quently action). To investigate whether cross-
modal links in spatial attention are updated
following changes in posture, researchers have
conducted experiments in which the participants
have had to cross their hands over the midline (so
that their left hand is in the right side of space and
their right hand in the left), or to deviate their gaze
(to either the left or right) while keeping their head
fixed straight ahead. The results of several such
studies now show that cross-modal links in spatial
attention are updated following posture change.
So, for example, researchers have shown that
although people find it easier to attend to tactile

stimuli presented to their left hand and to visual
stimuli on the left side of space when their hands
are uncrossed (so that their left hand is on the left
side of their body), they find it easier to concen-
trate on their left hand and right visual stimuli
when their hands are crossed over the midline
(such that their left hand now lies in the right
hemispace). Results such as these have led research-
ers to conclude that the “space” in which attention
is directed is itself a multisensory construction.

Many researchers are currently investigating
how (and where) such cross-modal links in spatial
attention are mediated in the human brain. One
popular suggestion has been that multisensory spa-
tial maps, such as those found in the superior col-
liculus (where spatially aligned maps of visual,
auditory, and tactile space are superimposed),
might mediate at least some of the behavioral spa-
tial cueing effects that have been observed in the
laboratory. However, there is currently much
debate about the extent to which exogenous cross-
modal spatial attention effects (typically observed
by cognitive psychologists in awake human par-
ticipants) and multisensory integration effects
(typically observed at the single cell level in anaes-
thetized animals by neurophysiologists) actually
represent the same underlying phenomenon. There
is, then, still much work to be done in bridging the
gap between the different methods and the differ-
ent levels of analysis at which scientists study
cross-modal spatial attention. One popular idea
that has emerged recently is that multisensory
influences on unimodal brain areas might arise
because of feedback or back-projection influences
on them, from multisensory convergence-zones or
attentional control structures.

Future Directions

Our growing understanding of the nature of the
cross-modal links that constrain spatial attention
will likely increasingly help provide guidelines to
aid the effective design of multimodal (or multisen-
sory) user interfaces. For example, research in the
field of applied psychology has shown that people
find it particularly difficult to hold a conversation
on a mobile phone while driving a car. One of the
major problems in this multisensory dual-task situ-
ation may be that people find it difficult to attend
visually out of the windshield to watch the road
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ahead, while trying to listen to the voice coming
from the phone by their ear (due, presumably, to
the cross-modal links in spatial attention high-
lighted earlier). It is possible that performance in
this situation could be improved if the speaker’s
voice were to be presented from directly in front of
the driver (i.e., via a “talking windshield”), to take
advantage of the underlying cross-modal links that
constrain the deployment of endogenous spatial
attention. Similarly, a better understanding of the
cross-modal links in exogenous orienting may also
lead to the design of more effective multisensory
warning signals. Indeed, the latest research by Cristy
Ho and her colleagues has shown that bimodal cues
(i.e., audiovisual or audiotactile) appear to capture
the spatial attention of car drivers far more effec-
tively than unisensory warning signals (at least
when the various unisensory cues are presented
from the same spatial location, or direction).

Charles Spence
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ATTENTION: DISORDERS

Attention can imply various skills, such as staying
on-task (as when driving down a monotonous
highway), multitasking (as when talking to a pas-
senger while driving), or focusing on one specific
thing (as when reading a road sign). Students of
perception are usually concerned with this last

meaning of attention as a process of selection.
Insights into how selective attention works can be
gained from studying people in whom selection
has broken down because of brain damage (usu-
ally caused by stroke). Attention is normally con-
sidered the gateway to conscious awareness, and
disorders of attention thus entail losses of aware-
ness for certain parts of the world. This entry
discusses three major disorders of attention, and
considers what sorts of perception may be possible
for things outside of awareness.

Neglect

Neglect is a common and disabling consequence of
brain damage. When it is severe, the eyes and head
deviate toward the side of the damage, and people
may fail to dress or groom the opposite half of their
bodies, to eat food from that half of their plates, or
to acknowledge anything on that side. Neglect is
strongly associated with damage to the right side of
the brain, particularly the posterior parietal and
superior temporal lobes, so it is usually the left side
of space that is neglected. The problem is not one
of sensory transmission. The independence of
neglect from sensory factors was illustrated ele-
gantly by Eduardo Bisiach and Claudio Luzzatti,
who asked two patients to describe a familiar
Milanese square from memory. Both described
buildings on the right, but not on the left, relative
to their imagined viewpoints, showing that even
mental images may be neglected.

Neglect is usually understood as a spatial bias of
attention, such that items in relatively rightward
positions are selected at the expense of those further
to the left. Unawareness is not restricted to the
visual world. Patients may neglect sounds, touches,
and even smells. They may also neglect internal
sensations, contributing to a loss of awareness for
one side of the body. However, the world is experi-
enced as complete because, by definition, the patient
is unaware of the neglected parts. It may thus be
difficult for a patient to achieve direct insight into
his or her problem, and neglect can be hard to treat.
At a theoretical level, the condition offers a unique
window on spatial attention. No two patients are
exactly alike in their symptoms, and the differences
between them can inform us about how attention is
organized in the brain. For instance, a patient who
neglects visual objects might nonetheless be alert to
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touches on that side, or vice versa. Such patterns
show that attention is not a single function shared
across sensory modalities. The mechanisms by
which we attend to our different senses must be at
least partially separate because they can be dis-
rupted separately by brain damage.

Research into neglect has tended to focus on its
visual effects, but even here the symptoms are
remarkably varied, suggesting many subdivisions of
visual attention. For instance, visual space can be
divided conceptually into that which can be accessed
directly by reaching and grasping (near space) and
that which cannot (far space). This distinction may
be of significance for the control of behavior, and
neglect research has helped confirm its biological
reality. Peter Halligan and John Marshall reported
a neglect patient who made large errors in estimat-
ing the midpoints of horizontal lines in near space,
yet who could accurately bisect lines of equivalent
visual extent in far space, by pointing a light-pen or
throwing a dart. A further, distinct region of space
is personal space, bounded by and immediately sur-
rounding the body. Patients have been reported
who can search both sides of external space effec-
tively, yet fail to notice bright markers, such as balls
of fluff, attached to one side of their clothing.
Visual neglect for personal space may interact with
neglect of bodily sensations to destroy awareness
for one side of the body.

Visual neglect also highlights the fact that the
apparently straightforward concepts of left and
right are far from simple because their definitions
depend on the spatial reference frame adopted. A
primary distinction is drawn between egocentric
and allocentric reference frames: the former specify
positions relative to the viewer; the latter relative
to things within the environment. If you look at a
building, then tilt your head to one side, the build-
ing seems to stay upright despite your altered view-
point. Your perception of up and down (and left
and right) is not determined by your egocentric
viewpoint alone, but also by environmental cues
(in this case, the building itself, other objects in the
scene, and gravity). Similar manipulations have
been applied to patients with neglect, for instance
asking them to search for objects in a display while
sitting upright or lying on one side. Under such
conditions, some objects may be neglected on the
left side with respect to the current viewpoint (i.e.,
the bottom of the display if the patient is lying on

his or her left side), and some on the left of the
display regardless of posture. These patterns sug-
gest that egocentric and allocentric factors interact
to determine the space that is neglected.

One special class of allocentric reference frame
is object-centered. If a familiar object (such as a
building) has a recognizable top and bottom, we
tend to think of it as having left-and-right sides
that are independent of its positioning within the
visual field. Consistent with this idea, neglect can
affect the left side of individual objects, regardless
of their position or orientation in space. For
instance, a patient who usually neglects letters at
the left end of words may continue to neglect the
initial letters of words shown upside down, even
though these are now seen on the right (e.g., read-
ing PEAR as EAR). Patients may even show object-
centered neglect at the same time as neglecting
whole objects within the left part of space. These
remarkable observations imply that selective atten-
tion uses spatial representations encoded with
respect to multiple frames of reference. These rep-
resentations are flexibly created, and re-created, as
different frames of reference become relevant to
the task at hand.

The diversity of symptoms across patients with
neglect shows that it is not a single entity, but an
umbrella term covering a constellation of related
impairments. Moreover, in any given case, the
clinical picture may depend on biased spatial
attention and on co-occurring consequences of
brain damage. These include reduced arousal and
vigilance, which aggravate the lack of attention to
the neglected side, and spatial memory problems,
which impede structured searching of space.
Neglect is thus a syndrome of many components,
not all of which are necessary for neglect, but each
of which can color its expression. At its core, how-
ever, is the skewing of attention away from one
side. This may sometimes appear as a simple lack
of attention for one half of space, but what is more
typically seen is a directional bias across the entire
space, with things in relatively rightward positions
exerting a stronger pull on attention than do those
that are relatively leftward.

Extinction

In the most basic assessment of visual extinction,
the examiner faces the patient and holds up a finger
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on either side, while the patient looks straight
ahead. The examiner then flexes one or both fin-
gers rapidly, and the patient must report which
fingers moved. Extinction is diagnosed if the
patient reports single flexions on either side, but
only one when both occur together: one event
“extinguishes” awareness of the other. Analogous
methods are used to diagnose extinction in other
modalities (e.g., touch, hearing, smell). Like neglect,
extinction reflects the outcome of a spatially biased
competition for attention. However, it is elicited
only when the stimulation is brief. Extinction may
follow damage to either side of the brain, affecting
the side of space opposite to the damage. Unlike
neglect, extinction shows no preferential associa-
tion with the right hemisphere. This has led some
authors to suggest that it is separate from neglect,
though others believe it to be a milder form of the
same condition.

Morris Bender, who conducted the pioneering
work on extinction, viewed it as a sensory disorder
in which subtly impaired sensation on one side is
exposed by stimulus competition. His observations
of tactile extinction in patients with spinal injuries
showed that the symptom can arise from a sensory
imbalance. Nonetheless, numerous phenomena
have been found that defy sensory accounts and
imply an attentional disorder. For instance, tactile
extinction can be determined by position in exter-
nal space rather than by the sensory surface: if a
touch to the right hand extinguishes awareness of
a touch to the left, then this reverses when the
hands are crossed over the midline. Similarly,
visual extinction can occur when the competing
stimuli are within the same half of visual space,
showing that it depends on relative, rather than
absolute, location. Visual extinction is also affected
by various perceptual properties of the stimuli. For
example, if two brackets are presented, extinction
may be less likely when they face one another ()
than when they oppose one another )(. The former
pair constitutes a better group according to Gestalt
laws of perceptual organization, and are selected
together rather than competing for attention.

Simultanagnosia

Simultanagnosia, one of the key features of Balint’s
syndrome, typically requires damage to the poste-
rior parietal lobes on both sides of the brain. The

condition is reminiscent of extinction, in that the
patient perceives only one object when multiple
objects are present. However, whereas extinction
requires brief stimulation and is determined by
spatial location, simultanagnosia persists with pro-
longed viewing and is insensitive to the layout of a
scene, being determined instead by the objects
within it. A patient with simultanagnosia will
report being aware of only one object at a time.
The focus may change intermittently, so that sev-
eral objects are eventually perceived, but there is
no experience of their simultaneous presence. In
describing a scene, such a patient may give a halt-
ing commentary, naming one object and then
another, without grasping their interrelationships.
A man posting a letter could be, “a man . . . a let-
ter . .. a postbox.”

The existence of simultanagnosia provides rea-
son to believe that visual attention can select spe-
cific objects, rather than just regions of space.
Simultanagnosia cannot simply reflect spatially
restricted attention because the object selected can
be of any size, from a single snowflake to Mount
Everest. Moreover, if two line drawings are over-
lapped so that they occupy the same region of
space, only one of them will be perceived. Being
object-based, simultanagnosia can allow research-
ers to probe what constitutes an object in vision.
The governing principles are again predicted well
by the Gestalt laws of perceptual organization.
Alexander Luria famously showed that a patient
with simultanagnosia saw only one of two over-
lapping triangles of different colors, but a Star of
David (%) when the triangles shared the same
color, thereby cohering as one object. Similarly,
only one of two side-by-side circles was seen, but
a pair of spectacles was reported when a horizon-
tal line connected the circles.

The Fate of Unattended Things

Neglect, extinction, and simultanagnosia are disor-
ders of attention, not of sensory transmission, so
the unattended stimuli are potentially available in
the brain for processing. Researchers may thus ask
what aspects of perception can proceed without
attention, and whether things that escape aware-
ness can shape behavior. As noted, the likelihood of
a stimulus being unattended is influenced by Gestalt
grouping factors, suggesting that the perceptual
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organization of a scene into its constituent parts is
accomplished before attentional selection. Many
other studies have reported that more complex
aspects of unattended stimuli, even identity and
meaning, can affect behavior. In the most famous
such experiment, a neglect patient was presented
with two drawings, one of which had flames
emerging from its left side. The patient maintained
that the houses were identical, but when forced to
choose which house she would prefer to live in, reli-
ably tended to choose the one that was not on fire.
She avoided the flames unconsciously, despite
expressing no awareness of them. Under some cir-
cumstances, unattended things may even have as
strong an influence as attended things. For instance,
a patient with visual extinction was found to avoid
an obstacle during reaching, to exactly the same
extent, regardless of whether he could report the
obstacle’s existence. Disorders of attention are thus
powerful “natural experiments” that allow us to
query the purpose of conscious awareness, by
studying what can be achieved without it.
Sometimes, this is a surprisingly large amount.

Robert D. Mclntosh
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ATTENTION: DIVIDED

For experienced drivers, talking on a cell phone
while driving seems relatively easy. From a pro-
cessing perspective, however, it requires the con-
current perception, analysis, decision making, and
response selection of multiple stimuli from differ-
ent sensory modalities. Research on the efficiency
of such concurrent perceptual and cognitive pro-
cessing of multiple stimuli or tasks comes under
the heading of divided attention. The degree to
which performance deteriorates under such con-
ditions has been studied to characterize limita-
tions on real-world human performance, as well
as to inform theoretical models of the functional
architecture of the human perceptual-cognitive
system. Theories of divided attention have pro-
posed that limitations on multitask performance
can be attributed to competition for processing
resources as well as to competition for processing
mechanisms.

Laboratory research on divided attention typi-
cally involves dual-task methodology, in which
performance on a given task performed alone is
compared with performance when the same task is
performed in combination with another task,
whose difficulty is often systematically varied.
Deterioration under dual-task conditions is
assumed to reflect limitations on divided attention,
whereas the lack of any decline in performance is
assumed to reflect successful division of limited
cognitive resources. For example, despite the
apparent ease with which one can talk on a cell
phone and drive, laboratory studies reveal signifi-
cant impairment in driving performance with cell
phone use. This is true even with hands-free
phones, suggesting that attentional resources can-
not be effectively divided between the two tasks.

Not all dual-task decrements necessarily reflect
a failure of divided attention. For example, dete-
rioration in certain combinations of tasks or stim-
uli may reflect structural limitations on sensory
processing rather than attentional limits. Thus, the
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need to look at one’s cell phone to dial a number
may produce a decrement in concurrent driving
performance simply because one’s eyes are no lon-
ger “on the road.” Such a decrement would not be
considered an attentional limitation. This entry
describes theories of divided attention and effects
of practice on the ability to perform multiple tasks
simultaneously.

Theories

Everyday experience suggests that the ability to
divide attention among stimuli or tasks depends on
the nature and difficulty of the constituent stimuli
or tasks. For example, reading e-mail messages
while listening to a speaker deliver a lecture is
intuitively more difficult than is reading e-mail
while listening to music. The results of laboratory
studies using dual-task methodology confirm these
intuitions; the efficiency with which multiple tasks
are performed simultaneously depends crucially on
the particular combination of tasks and their dif-
ficulty. Theoretical attempts to account for and
predict the patterns of interactions between tasks
fall into two broad classes: capacity theories and
structural theories. These classes of theory are not
mutually exclusive, and neither class is able to
account for the full range of data, suggesting that
a comprehensive theory of divided attention per-
formance may require multiple constructs.

Capacity Theories

Emerging in the 1960s and refined in the 1970s,
capacity theory is based on the assumption that
mental tasks (perception, memory, language, rea-
soning, problem-solving, etc.) require the graded
allocation of cognitive resources (sometimes
referred to as mental fuel or effort), and that the
available pool of resources to carry out these tasks
is finite. Thus, if the resources required by a par-
ticular combination of stimuli or tasks exceeds the
resources available, performance on one or both
tasks will decline, depending on the voluntary allo-
cation policy (i.e., which task is given priority).
Note that according to this perspective, the cogni-
tive architecture is such that mental tasks can be
carried out at the same time, but the efficiency of
task processing varies continuously with resource
availability.

General Versus Specific Resources

In its original conception, capacity theory
assumed that the resources available for cognitive
processing are relatively nonspecific. That is, all
mental tasks draw from the same pool of resources,
and therefore interference between tasks should be
determined only by the amount of resources
required by the constituent tasks, rather than by
the nature of the tasks or stimuli (e.g., their similar-
ity). However, as noted earlier, and as revealed by
subsequent research, the more similar the tasks, the
more dual-task interference is generally observed.

One highly influential account of similarity
effects in dual-task interference is the notion that
there are a number of separate pools of resources
that are specialized for particular types of cogni-
tive processes. According to this account, interfer-
ence will be observed only if the constituent tasks
draw from the same specific pool of resources. If
the tasks draw from different resource pools, then
there should be no interference, even as the diffi-
culty of the tasks is increased.

The most well-developed version of this account,
multiple resource theory, proposes a set of resource
pools defined across three dimensions: (1) stages of
processing (perceptual-central vs. response), (2)
format of internal representations (verbal vs. spa-
tial), and (3) format of response (manual vs. vocal).
Combinations of values across these dimensions
are assumed to define a specific resource pool.
Evidence consistent with this account comes from
a host of dual-task studies that have systematically
manipulated constituent tasks with respect to the
proposed dimensions.

Despite the usefulness of this model, there are still
cases where combining tasks that appear to share
little with respect to processing dimensions nonethe-
less produces significant dual-task interference. For
instance, even though cell phone use involves audi-
tory input, verbal representations, and verbal out-
put, it interferes with driving, which involves visual
input, spatial representations, and manual output.
Such examples would appear to indicate at least
some degree of undifferentiated resource sharing.

Structural Theories

Structural models of divided attention perfor-
mance emerged from the classic dichotic listening
studies of the 1950s and 1960s, in which separate
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messages were presented to each ear. These exper-
iments, which were modeled after early air traffic
control environments, revealed severe limitations
in people’s ability to divide attention between the
two messages. In particular, when attending to one
message, only crude aspects of the unattended
message were noticed (e.g., the gender of the voice
delivering the message). In contrast to capacity
theories, which attribute such limitations to com-
petition for resources, structural theories implicate
competition for processing mechanisms or opera-
tions. The notion is that critical mental operations
can only be applied to one stimulus or task at a
time, resulting in a processing bottleneck when
attempting to simultaneously process multiple
stimuli or tasks that all require that operation.

Perceptual Limitations

One proposed locus for a structural processing
bottleneck is in the perceptual operations associ-
ated with stimulus identification or pattern recog-
nition. According to this view, there is a limit on
the number of stimuli that can be identified at one
time. The typical experiment designed to evaluate
this proposal involves measuring changes in per-
formance as a function of the number of simulta-
neously presented stimuli. Generally, performance
does indeed decline as the number of display items
increases. For example, in visual search tasks
where observers report the presence or absence of
a prespecified target, both response times and
error rates tend to increase with the number of
distractors in the display, and this is particularly
true when the distractors are perceptually similar
or share critical properties with the target.

Central Limitations

In addition to limitations on perceptual process-
ing, evidence also shows that central processes
may also represent a locus for a structural bottle-
neck. In particular, research suggests that the pro-
cess of choosing and selecting an appropriate
response can only be applied to one task or stimu-
lus at a time. Thus, when attempting to perform
two tasks at the same time, processing on one of
the two tasks will have to be suspended temporar-
ily until response selection for the other task is
complete, which necessarily produces a decline in
task performance.

Evidence for this notion comes from experi-
ments in which subjects must make speeded
responses to one stimulus (Task 1) followed, at
varying intervals, by a second stimulus (Task 2).
For example, subjects might respond to the pitch
of a tone (high or low) followed by the identity of
a digit (1, 2, or 3). As the time interval between the
two stimuli is decreased, performance on Task 2
typically slows down (assuming Task 1 is given
priority). This phenomenon, known as the psycho-
logical refractory period, is consistent with a pro-
cessing bottleneck, in that as the interval between
the two stimuli decreases, and processing of the
two tasks overlaps to a greater and greater extent,
some aspect of Task 2 processing has to wait until
response selection for Task 1 is complete.

Evidence that the bottleneck in these experi-
ments consists of response selection comes from
systematic manipulations of the difficulty of Task
2. Difficulty effects that influence processing before
response selection (e.g., the difficulty of perceptual
processing) are actually reduced as the amount of
dual-task slowing increases. This makes sense if
perceptual processing of difficult stimuli can con-
tinue during the time Task 2 is waiting for response
selection of Task 1 to finish. In contrast, difficulty
effects that influence response selection itself (e.g.,
the intuitiveness of the mapping between stimuli
and responses) simply add on to dual-task slowing,
indicating that response selection cannot occur
during the wait time. In other words, response
selection itself constitutes the processing bottle-
neck. However, there are exceptions to this pat-
tern. In particular, studies have shown that with
practice on the constituent tasks, or with particu-
lar combinations of stimulus and response modali-
ties, response selection for the two tasks can
proceed concurrently.

Effects of Practice

As discussed earlier, the difficulty of tasks has a
strong influence on the ability to perform multiple
tasks simultaneously. The difficulty of a given task
is influenced by the type or amount of processing
required, as well as by the amount of experience
or practice one has had with the task. For exam-
ple, although novice drivers may be unwilling to
carry on a conversation with a passenger while
driving, the situation changes dramatically with
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only moderate amounts of driving experience.
With practice, tasks become subjectively easier. In
the context of capacity theories, improvement in
performance with practice is assumed to reflect a
reduction in the amount of resources needed to
accomplish the task. At the extreme, a highly
practiced task may become “automatic” in the
sense that few, if any, limited cognitive resources
are required to accomplish the task. For example,
studies of visual search have shown that when
observers search for the same target letters for
thousands of trials, the number of distractor let-
ters present in the display has no effect on response
times, suggesting that the identification of the tar-
gets no longer requires the controlled allocation of
limited processing resources. It follows that as the
resource demands of a particular task decline, the
ability to perform that task in combination with
other tasks should improve, and this prediction is
indeed supported by laboratory research. In the
context of structural theories, practice is assumed
to reflect an enhanced ability to coordinate critical
processing operations. For example, practice may
improve the ability to rapidly switch the response
selector back and forth between tasks.

Charles L. Folk
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ATTENTION: EFFECT
OF BREAKDOWN

Many encyclopedia entries and introductory chap-
ters written about attentional selection start by
noting that our environment is rather rich in sen-
sory stimulation that cannot possibly be processed
simultaneously and there has to be a mechanism
(attentional selection) that deals with this bom-
bardment of sensory stimulation by processing
only the relevant information. This statement is
valid, but what is the evidence for this implied
limited capacity (i.e., the breakdown of atten-
tion)? Perhaps you have had the experience of
walking into a crowded café trying to find an
empty table while holding a tray with hot soup
and a sandwich. After quite a bit of searching
around, you finally find a table and sit down to
enjoy your food. But just as you are about to bite
into your sandwich, a friend of yours comes by
your table asking why you’ve ignored her waving
at you. This example illustrates a simple yet star-
tling fact—even though we may feel as if we per-
ceive everything around us, the perceptual reality
is that we are only aware of a small subset of sen-
sory events at any single moment in time. The
failure of attention, illustrated with this example,
reflects the fact that most of the sensory informa-
tion available in the physical world is actually not
processed, and therefore is not available for con-
scious perception. This lack of conscious access to
the sensory information present in the physical
world is termed breakdown of attention. Such
apparent breakdown, or limited capacity, arises
because there is too much distraction from all the
possible sensory input that competes for conscious
perception. This entry focuses on instances that
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demonstrate the need for attentional selection,
give examples of breakdowns of attentional selec-
tion, and briefly considers the fate of the informa-
tion that failed to reach conscious perception.

Behavioral Phenomena

One of the most striking examples of the break-
down in the attentional system, caused by sensory
overload, was demonstrated by Daniel Simmons
and his colleagues. The authors conducted a series
of experiments that revolved around a simple
scenario—a young man (one of the experimenters)
approaches a passerby (unsuspecting participant in
this experiment) asking for directions on how to
get to one of the buildings on campus. In the
middle of the conversation, however, two people
carrying a door (experimental accomplices) walk
in between the experimenter and the participant
briefly obstructing the participant’s view of the
experimenter. During the time that the experi-
menter was invisible to the subject, another person
trades places with the experimenter, so that once
the door has passed, the participant is left talking
to a new person! This experiment found that only
50% of the participants noticed that, after the
interruption, the identity of the person they were
conversing with was switched, even though the
two experimenters were dissimilar in build, had
different haircuts, had different pitched voices, and
wore dissimilar clothing. This example is particu-
larly potent because the experiment was conducted
not in the contrived laboratory environment, but
rather in our natural environment (i.e., outside)
with innocent bystanders serving as participants.
In addition, this experiment was not conducted in
the middle of a hustle and bustle of, say, Times
Square (an environment that we often think of as
being conducive to sensory overload). This experi-
ment demonstrates a striking breakdown of atten-
tion in our day-to-day environment, even under
conditions when part of the stimulus was attended
(few would argue that two people who are carry-
ing a conversation with one another do not, at
least on some level, pay attention to each other’s
identity). The breakdown of attention in this
experiment could be attributed to competition
from a multitude of sensory and mental events
related and unrelated to the actual task at hand of
giving directions—for example, remembering the

campus layout, remembering landmarks on the
way, hearing birds chirping in the background, or
feeling faint pain from a blister on the left foot. All
these cognitive tasks place enormous constraints
on attentional selection, ultimately resulting in a
failure of perception.

Such failures of perception are the rule rather
than an exception. As such, we live in a limited
world of what our attentional selection mecha-
nisms have reconstructed for us. An insight into
just how limited our perceptual world is without
attentional selection is gained from examining per-
ceptual experiences of patients with hemispatial
neglect. This disorder is termed hemispatial neglect
(“neglect”) to reflect the failure to attend to infor-
mation appearing on the contralesional left side.

Recipe for Breakdown—
Competition and Attentional Load

What are the circumstances that lead to breakdown
of attention? Robert Desimone and John Duncan
proposed a biased competition model for selective
attention suggesting that items presented in a mul-
tielement scene are not processed independently,
but rather interact in a mutually suppressive way
(i.e., each items competes for processing, increasing
the odds of attentional failure). In other words,
processing a single item within the scene will not be
enough to tax capacity limitations, whereas multi-
ple items within the scene will compete for sensory
processing and will compete for attentional
resources. Such suppressive interactions have been
observed not only behaviorally but also with neu-
rophysiological and neuroimaging techniques. For
example, Sabine Kastner and her colleagues exam-
ined the consequence of suppressive interactions
(i.e., when multiple sensory stimuli compete for
processing) using functional magnetic resonance
imaging (fMRI). The authors presented participants
with a set of four colorful pictures that were either
presented simultaneously (i.e., simultaneous condi-
tion) or one at a time (i.e., sequential condition)
and participants were simply asked to passively
view the presented items. fMRI blood-oxygenated-
level-dependent response (BOLD) was recorded
during presentation of sequential condition (summed
over presentation of four items) and during the
simultaneous condition. The overall fMRI response
was much reduced in the simultaneous condition
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compared with the sequential condition. This find-
ing demonstrates that stimuli presented in close
spatial proximity do compete for attentional
resources, thus inhibiting and interfering with one
another. Such competition is eliminated, however,
when items are presented one at a time.

In a recent investigation, Sarah Shomstein and
Steven Yantis demonstrated that competitive inter-
actions are not limited to a single modality. Rather,
competition is observed when multiple stimuli, of
any kind, vie for attentional resources. In this study,
participants were presented with visual and audi-
tory information simultaneously and were asked to
pay attention to one or the other depending on
instructions, and to occasionally shift their atten-
tional focus from visual stimulation to auditory
stimulation (and vice versa). Using fMRI, the
authors demonstrated that overall activity in the
corresponding sensory regions (i.e., auditory cortex
and visual cortex) was decreased in presence of
competing sensory information, similar to the
simultaneous condition in the Kastner study
described earlier. Moreover, even though the subject
was not attending to the competing information, it
was observed that when participants were paying
attention to the visual stimuli, activity in the visual
cortex increased and activity in the auditory cortex
decreased. The opposite pattern was observed when
auditory information was attended. These findings
support several conclusions. First, early sensory
cortical responses, as measured by the fMRI signal
in auditory and visual cortices, are modulated by
attention. Second, the “push—pull” effect of switch-
ing attention between vision and audition suggests
a neural basis for behavioral evidence that focusing
attention on auditory input (e.g., a cellular tele-
phone conversation) can impair the detection of
important visual events (e.g., what’s happening on
the road while driving an automobile). When atten-
tion must be directed to audition, the strength of
early cortical representations in the visual system
are compromised (and vice versa), leading to poten-
tially significant behavioral impairments.

Another contributing factor to breakdown of
attentional selection, bearing directly onto biased
competition, is attentional load. According to the
load hypothesis, originally proposed by Nilli Lavie,
the extent to which distracting elements compete
for resources is a function of how attentionally
demanding the task is. In other words, under high

perceptual load (e.g., reduced size or contrast of
stimuli or number of stimuli), attentional capacity
will be maximally taxed, thus resulting in increased
competition, but under conditions of low percep-
tual load, there would be enough capacity to
enable processing of all the available sensory input,
reducing the need for competitive interactions.

The Fate of the Unattended

Although much recent research has been devoted
to understanding the psychological and neural
processes underlying attentional selection, research-
ers know little about the fate of the sensory infor-
mation that is not selected. In other words, the
question is what happens to all the information
that is not processed, that is not available for con-
scious perception? Did the breakdown of attention
result in total and utter failure of perception, or is
the unattended sensory information available for
perception and for behavior in some capacity? For
example, when an observer selectively attends to
some subset of the visual input, the degree to
which the remaining, unattended input is repre-
sented remains largely unknown. That our current
knowledge of such scenarios is so underspecified
may be surprising given that understanding the
nature and extent of processing of unattended
information is one of the long-standing and semi-
nal issues in perception. It is not particularly con-
tentious that after the light hits the retina, or the
air moved by a sound excites hair cells in the
cochlea, some amount of processing is accom-
plished, regardless of whether the specific informa-
tion is attended or not. What remains more
uncertain, however, is the extent to which the
unattended information influences behavior.

A strong claim made by some researchers is that
little, if any, visual processing can occur in the
absence of attention and that perception cannot
proceed without attentional selection. Evidence
supporting this account comes from inattentional
blindness paradigms, pioneered by Arien Mack
and Irvin Rock, in which task-irrelevant grouped
items went unnoticed and did not influence the
behavioral performance of the observers. In one
well-known version of this paradigm, observers
judge whether the horizontal or vertical arm of a
briefly flashed cross was longer. On the fourth
trial, an unexpected item—a word, a face, a shape,
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a texture—was presented simultaneously with the
cross but at a different position on the screen
(within the arms of the cross, but not at the cross
section of the arms). When the cross was presented
at fixation and the unexpected item was presented
parafoveally (peripherally), about one quarter of
the observers failed to perceive the presence of the
unexpected object. Even more startling, when the
cross was presented parafoveally and the unex-
pected item was presented at fixation (i.e., precise
location of where the participant was gazing
directly), nearly three quarters of observers failed
to detect the unexpected item. These findings sug-
gest that, in the absence of attention, information
is not processed and therefore perception fails.

An equally strong but opposing account sug-
gests that fundamental visual processes such as
perceptual grouping and figure-ground segmenta-
tion can take place in the absence of attention. In
one illustrative study, Cathleen Moore and Howard
Egeth asked participants to judge which of two
parallel lines, superimposed on a background
matrix of black-and-white dots, was longer. The
background dots, whose presence was orthogonal
to the line-judgment task, were either randomly
colored or were grouped to form the Miiller-Lyer
illusion (optical illusion that consists of two sets of
arrow-like figures, one with both ends pointing in,
and the other with both ends pointing out; when
asked to judge which of the two lines is longer,
viewers typically chose the inward pointing arrow—
see Cultural Effects on Visual Perception, Figure 1).
Because the length judgment was clearly influenced
by whether the background dots gave rise to the
illusion, the authors concluded that background
dots, though not attended, were in fact perceptu-
ally processed and as such affected behavior.
Further support for the view that unattended infor-
mation influences behavior comes from a recent
study by Ruth Kimchi and Irene Razpurker-Apfeld,
in which subjects performed a change detection
task on a small, centrally located black-and-white
matrix, presented for a brief duration. The matrix-
like target stimulus was embedded in the center of
a background pattern, consisting of colored dots
that grouped by similarity into either rows, col-
umns, or simple shapes. On each trial, two succes-
sive displays were presented, and subjects judged
whether the central target matrix remained the
same or changed. In addition, within a trial, the

organization of the background elements stayed
the same or changed, independent of the status of
the target matrix. Of greatest relevance was the
finding that the grouping of the background, unat-
tended stimuli influenced the detection of changes
in the target matrix, leading to the conclusion that
unattended background elements were perceived to
an extent that was enough to influence task-
relevant perceptual judgments.

Sarab Shomstein
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Consciousness; Visual Search

Further Readings

Desimone, R., & Duncan, J. (1995). Neural mechanisms
of selective visual attention. Annual Review
Neuroscience, 18, 193-222.

Kastner, S., & Ungerleider, L. G. (2000). Mechanisms of
visual attention in the human cortex. Annual Review
Neuroscience, 23, 315-341.

Kimchi, R., & Razpurker-Apfeld, I. (2004). Perceptual
grouping and attention: Not all groupings are equal.
Psychonomic Bulletin and Review, 11(4), 687-696.

Lavie, N. (20035). Distracted and confused?: Selective
attention under load. TRENDS in Cognitive Sciences,
9(2), 75-82.

Mack, A., & Rock, L. (1998). Inattentional blindness.
Cambridge: MIT Press.

Moore, C. M., & Egeth, H. (1997). Perception without
attention: Evidence of grouping under conditions of
inattention. Journal of Experimental Psychology:
Human Perception and Performance, 23(2), 339-352.

Shomstein, S., & Yantis, S. (2004). Control of attention
shifts between vision and audition in human cortex.
Journal of Neuroscience, 24, 10702-10706.

Simons, D. J., & Levin, D. T. (1998). Failure to detect
changes to people in a real-world interaction.
Psychonomic Bulletin and Review, 5(4), 644-649.

ATTENTION: EFFECT
ON PERCEPTION

Attention is the mechanism that allows us to select
relevant information for processing from the vast
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amount of stimuli we are confronted with, priori-
tizing some while ignoring others. Attention can
affect perception by altering performance—how
well we perform on a given task—or by altering
appearance—our subjective experience of a stimu-
lus or object. Visual attention is commonly divided
into three types: (1) spatial attention, which can be
overt, when an observer moves his or her eyes to a
relevant location and the focus of attention coin-
cides with the movement of the eyes, or covert,
when attention is deployed to relevant locations
without accompanying eye movements; (2) feature-
based attention, which is deployed to specific fea-
tures (e.g., color, orientation or motion direction)
of objects in the environment, regardless of their
location; (3) object-based attention (which will not
be discussed further here). By focusing on different
kinds of information, these types of attention opti-
mize our visual system’s performance: whereas
spatial attention guides an observer to a particular
location, feature-based attention guides an observer
to a particular feature of the object or stimulus.
For instance, when waiting to meet a friend at a
café, we may deploy spatial attention to the door
(where he or she is likely to appear) and feature-
based attention to orange objects (because he or
she often wears an orange jacket).

This entry deals with the effects of covert atten-
tion on performance and appearance. Note that
overt attention also plays a pivotal role in selec-
tively processing information. The eyes can be
moved quickly and efficiently, enabling overt
attention to compensate for the rapid decline of
visual capacities away from the fovea. Thus, the
perceptual consequences of overt attention at the
attended location correspond to the immediate
benefit of high-resolution foveal vision.

Spatial Attention

To investigate covert attention, it is necessary to
make sure that observers maintain fixation, and to
keep both the task and stimuli constant across con-
ditions while manipulating attention. It is well
established that covert attention improves percep-
tual performance—accuracy and speed—on many
detection, discrimination, and localization tasks.
Moreover, attention affects the appearance of objects
in several tasks mediated by dimensions of early
vision, such as contrast and spatial frequency.

There are two systems of covert attention: endog-
enous and exogenous. Endogenous attention refers
to the voluntary, sustained directing of attention to
a location in the visual field. Experimentally, a cen-
tral cue—typically an arrow or a bar at fixation—
points to the most likely location of the subsequent
target. Within about 300 milliseconds (ms), atten-
tion can be deployed to that location and can be
sustained there. Exogenous attention refers to the
automatic, transient orienting of attention to a
location in the visual field, brought about by a
peripheral cue or a sudden abrupt onset of a stim-
ulus at that location. Exogenous attention has a
transient effect; its effectiveness peaks at about 80
to 120 ms and decays shortly thereafter.

Spatial Attention and Performance

Endogenous (voluntary) and exogenous (invol-
untary) attention have some common perceptual
effects. Detection or discrimination of a target are
typically better (faster, more accurate or both) in
trials in which the target appears at the cued loca-
tion than at uncued locations. For instance, both
exogenous and endogenous attention improve
contrast sensitivity and spatial resolution. Many
studies have shown that spatial attention lowers
the contrast threshold at which observers attain a
given performance level when they perform tasks
mediated by contrast sensitivity. Enhanced con-
trast sensitivity enables people to better detect the
presence or absence of a stimulus, discriminate its
characteristics (e.g., was the stimulus tilted left or
right? moving upward or downward?), and local-
ize it (e.g., was the stimulus in the right or left
visual field?). Interestingly, whereas contrast sensi-
tivity is enhanced at the cued location, it is
decreased for the stimuli appearing at uncued loca-
tions. This is the case even when few clearly visible
stimuli appear in the display, and observers know
with certainty the stimuli locations and which
stimulus to respond to.

Likewise, when spatial attention is directed to a
given location, performance improves in texture
segmentation tasks and acuity tasks that are lim-
ited by spatial resolution. For instance, when
attending to a location observers can resolve infor-
mation that is unresolvable without attending to
that location and can discriminate finer details
than they can without directing attention to the
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cued location. As is the case with contrast sensitiv-
ity, the improved performance at the cued location
is accompanied by impaired performance at the
uncued locations. The same pattern of results has
been reported for human and nonhuman primates
in acuity tasks.

Despite their similarities, endogenous and exog-
enous attention can vyield different perceptual
effects: Whereas endogenous attention improves
perception, exogenous attention can in some con-
ditions actually impair perception. For instance, in
a texture segmentation task in which performance
is influenced by spatial resolution, cueing attention
improves texture segmentation in the periphery,
where spatial resolution is too low for the task, but
impairs performance at central locations of the
visual field, where spatial resolution is already too
high for the task. In contrast, endogenous atten-
tion improves performance across the visual field.
Exogenous attention also impairs temporal order
judgment, whereas endogenous attention improves
it. These findings illustrate that both endogenous
and exogenous attention affect performance in
spatial (texture segmentation) and temporal (tem-
poral order judgment) tasks, but that the mecha-
nisms underlying these attention systems differ,
with endogenous attention being more flexible.

Spatial Attention and Appearance

It is well established that attention improves
performance on many tasks. However, for more
than 100 years, psychologists, philosophers, and
physiologists (e.g., Ernst Mach, Gustav Fechner,
Hermann von Helmholtz, Wilhelm Wundt, and
William James) have debated whether attention
changes one’s subjective experience of the visual
world. Although the effects of attention on perfor-
mance may suggest that attention affects the stim-
ulus representation and subjective appearance,
many authors have attributed these effects to a
decision-making process or selective read-out. The
question of whether attention alters appearance
has rarely been investigated, though. Which aspects
of our visual experience does attention affect? Can
attention make a visual pattern seem more detailed,
or a color more vivid? Much of the early work on
this topic, which is relevant to the topic of subjec-
tive experience and awareness, was introspective
and conflicting conclusions were often drawn from

such subjective methods of investigation. Whether
and how attention affects appearance has been
systematically investigated only recently. This may
be because of the difficulty in objectively testing
and quantifying the subjective experience of per-
ceived stimuli and changes in such experience with
attention. It is important to distinguish a change in
appearance from any bias that may arise because
of experimental design and task demands.

A psychophysical paradigm developed by
Marisa Carrasco and colleagues enables the assess-
ment of the phenomenological correlate of exoge-
nous (involuntary) attention, and makes it possible
to study subjective experience and visual aware-
ness more objectively and rigorously. This para-
digm allows for simultaneous measurement of the
effect of attention on appearance and performance.
It manipulates exogenous attention via an uninfor-
mative peripheral cue and quantifies the observer’s
subjective perception using a task contingent on a
comparative judgment between two stimuli with
regard to a particular feature. For instance, to
investigate the effects of attention on perceived
contrast, observers are presented with two stimuli
(Gabor patches, commonly used to investigate spa-
tial vision; Figure 1a), one to the left and one to the
right of fixation. Observers are asked to report the
orientation of the higher contrast stimulus. These
instructions emphasize the orientation judgment,
when the main interest is in contrast judgments.
Observers are not asked to directly rate their sub-
jective experience on contrast, but to make a deci-
sion about a stimulus property, its orientation.

On each trial of this paradigm, the “Standard”
stimulus is of a fixed contrast, whereas the con-
trast of the “Test” stimulus is randomly chosen
from a range of contrasts near the standard con-
trast. The orientation of each stimulus is also cho-
sen randomly. By flashing a dot (peripheral cue)
briefly, exogenous (involuntary) covert attention is
automatically directed to the cued location (at
which either the Standard or the Test stimulus will
appear).

Carrasco and colleagues have shown that by
assessing observers’ responses, it was possible to
determine the contrast of the test stimulus that the
observer judged to have the same contrast as the
standard stimulus. This contrast was measured
under three conditions: when the dot preceded (1)
the location of the test stimulus, (2) the location of
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Source: Carrasco, Ling, & Read, 2004.

Notes: (a) Display screen of the type of stimuli observers were
shown by Marisa Carrasco and colleagues. Observers saw
two stimuli, preceded by a brief neutral (at fixation) or
peripheral (attentional) cue (appearing above one of the
upcoming stimulus locations). The peripheral cue had equal
probability of appearing on the left or right side, and was not
predictive of the stimulus contrast or orientation. Observers
were asked to indicate the orientation (left versus right) of the
higher contrast stimulus. (b) Effect of covert attention on
apparent contrast. If you were to look at 1 of the 2 fixation
points (black dot), and the stimulus to the left of that fixation
point was peripherally cued, the stimuli at both sides of that
fixation point would appear to have the same contrast. With
attention, when a 16% contrast stimulus is cued, it appears as
if it had 22% contrast, and a cued 22% contrast stimulus
appears as if it had 28%. (Note that this effect cannot be
appreciated by inspecting the figure because a comparison
between both patterns would lead to distributed allocation of
attention to both patterns.)

the standard stimulus, or (3) the central location
(fixation), so that covert focal attention was auto-
matically directed toward the test stimulus, the
standard stimulus, or neither stimulus. Exogenous
attention was shown to significantly increase per-
ceived contrast (Figure 1b). When observers’ atten-
tion was drawn to a stimulus location, observers
reported that stimulus as being higher in contrast
than it actually was, thus indicating that attention
changes appearance.

By coupling this paradigm with control experi-
ments, cue bias or response bias have been ruled out
as responsible for the observed effects. For instance,
because of the ephemeral nature of transient
attention (approximately 120 ms), lengthening the

interval between the cue and target should elimi-
nate any effect that it may have on perception, and
any residual effect would be attributed to a cue
bias. When the cue preceded the stimuli by 500 ms,
neutral and peripheral conditions did not differ.

Most studies using this paradigm show that
exogenous attention alters appearance of basic spa-
tial (contrast, spatial resolution, color saturation,
object size) and temporal (flicker rate, motion
coherence, motion speed) visual dimensions. A
modification of this experimental paradigm has
revealed that endogenous (voluntary) attention also
enhances perceived contrast. Although for many
visual dimensions the attention effect on appear-
ance is accompanied by an effect on performance
(e.g., a higher proportion of correct responses in
orientation discrimination), the performance effect
is not necessarily mediated by the subjective change
in appearance; for example, attention improves
orientation discrimination of stimuli defined by
hue, but it does not alter hue appearance.

By showing that the spatial deployment of atten-
tion leads to a change in phenomenological experi-
ence, these studies confirm that covert attention
can intensify the perceptual impression of a stimu-
lus. Attention affects how well we perform a visual
task and it affects what we see and experience.

Feature-Based Attention

Feature-based attention is the ability to enhance
the representation of image components through-
out the visual field that possess a particular fea-
ture. Directing feature-based attention to specific
features—such as color, orientation, and motion
direction—increases performance for detecting,
discriminating, or localizing those features across
the visual field. This type of attention is critical
when human or nonhuman primates search a dis-
play to detect a target among distracters.

Studies of feature-based attention generally con-
trol for spatial selection by using compound stim-
uli containing multiple features superimposed over
the same spatial location, and requiring that
observers attend to one of those features. For
instance, in a compound motion stimulus (consist-
ing of dots moving right and dots moving left),
attending to one motion direction (e.g., dots mov-
ing right) produces a motion aftereffect consistent
with the attended direction, and in a compound
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orientation stimulus (consisting of right-tilted and
left-tilted lines), attending to one orientation
(right-tilted lines) produces an orientation afteref-
fect consistent with the attended orientation.
Psychophysical and neuroimaging studies have
shown that the effects of feature-based attention
occur at the spatially attended location as well as
at non-attended locations across the visual field.

Marisa Carrasco
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ATTENTION: OBJECT-BASED

Efficiently representing visual information requires
that the observer select only a fraction of the mul-
titude of information that is available to the visual
system at any one instant in time. Attentional selec-
tion is the mechanism by which a subset of incom-
ing information is extracted from the complex
sensory environment. The selection can be achieved
in a top-down, goal-directed fashion (e.g., when
one sets out to find one’s keys on the kitchen coun-
ter), or in a bottom-up fashion in response to

highly salient or novel stimuli in the input (e.g., a
red strawberry among greener strawberries on a
bush captures the viewer’s attention). Early models
of attentional selection suggested that attention is
directed to particular regions or locations in space
(the region of the keys or the region of the red
strawberry), enhancing perceptual processing of
information appearing in the attended location,
whereas more recent models have also included
object-based representations as possible candidates
of attentional selection (i.e., the keys or the red
strawberry as objects of attention themselves). This
entry considers this latter, object-based form of
attentional selection in which attention is guided or
influenced by object structure.

Behavioral Phenomena

The primary signature associated with object-
based attention is the enhanced processing of
information belonging to or appearing within the
confines of one object that is selectively attended.
Numerous behavioral studies have confirmed this
single object advantage. For example, in a now-
classic study demonstrating the advantage in pro-
cessing features from a single object conducted by
John Duncan in 1984 (see Figure 1a), subjects
were shown displays consisting of an outline box
upon which a diagonal line was superimposed,
thereby occupying roughly the same spatial region
as the box (so that spatial attention could not
enhance just one of the two “objects”). Subjects
were required to make judgments about two fea-
tures that appeared on the same object (e.g., line
orientation and texture from the line, or box size
and gap side from the box) or, in a second condi-
tion, when one feature appeared on each of the
two different objects (e.g., line orientation and box
size). The critical result was that subjects were less
accurate in reporting two features when they came
from the two different objects (one feature from
each) than when they came from a single object.
Indeed, under simple conditions, subjects identi-
fied two properties of a single object just as accu-
rately as they identified one feature. These results
were taken as favoring a view that the visual field
can be segmented or parsed into separate objects
and that attention can then be directed selectively
to a single object, thereby facilitating the process-
ing of all of its features.
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The single object advantage was also demon-
strated in a further seminal study by Robert Egly
and colleagues in 1994. In this study, subjects were
presented with a display of two horizontally or
vertically oriented rectangles. A cue appeared at
one of the four ends indicating the most likely
location in which the target would appear (see
Figure 1b). Participants were required to detect the
presence of the subsequently presented target
(small white square). Unsurprisingly, detection
times for the target in the cued location (valid tri-
als; in Figure 1b with the cue in the upper left, this
is the A position) were faster than for targets in the
uncued locations (positions B or C). Most relevant
for the current purpose is that reaction times were
faster for targets that appeared at the uncued end
of the cued rectangle (invalid; within object; posi-
tion B) than for targets that appeared in the uncued
rectangle (invalid; between object; position C),
notwithstanding the fact that the spatial distance
between the cue and both uncued locations was
equivalent. The advantage for the uncued, within
object location (position B) over the uncued,
between object location (position C) is taken as
evidence that all locations within an attended
object are enhanced, the benchmark indicator of
object-based attention, independent of spatial dis-
tance from the cue.

Several other behavioral paradigms have also
successfully uncovered object-based attention. One
such paradigm requires participants to compare
two targets both of which lie on the same or on
different objects—better performance is observed
in the former than in the latter case. A further
example is a variant of the Eriksen “flanker” task
in which participants judge the identity of a target
in the presence of flanking distractors that lie on
the same or different objects: greater interference is
observed when the flankers were in the same

object, a consequence of enhancement of informa-
tion within a single object. Taken together, such
studies provide robust evidence that humans can
select one object and, subsequently, all its informa-
tion is preferentially facilitated.

Underlying Mechanisms

Having established the existence of object-based
attention, much recent research has become increas-
ingly concerned with the type(s) of visual represen-
tation and underlying mechanisms that constrain
attentional processes. Indeed, growing consensus is
that object-based attention may not be influenced
only by object representations per se but also by
the perceptual organization processes that the
visual system uses to derive structure from the
input. Consistent with this, many studies have
uncovered object-based attention in displays in
which the input can be organized into structured
elements that adhere to the gestalt principles of
grouping: thus, a single-object advantage can be
observed for two spatially disparate parts of a sin-
gle object that are occluded by a central bar (Figure
1c), for parts of an object that are discontinuous
but benefit from shared symmetry, and for parts of
an object that are separated but share common
motion or color. Similarly, a cueing advantage has
been reported for distant stimuli situated within
arrays of evenly spaced parallel lines even when
these lines do not form closed, coherent objects (see
Figure 1d), as revealed by Alex Marino and Brian
Scholl. Subparts of these holistically structured but
disparate elements, which are perceptually orga-
nized, can also be selected, presumably by the same
object-based attention process, but perhaps operat-
ing at a smaller scale, at the level of parts of an
object. For example, this part-based attention
was demonstrated in a study by Shaun Vecera and
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colleagues that borrowed the procedure from
Duncan in which participants reported two attri-
butes that appeared on the same part or on differ-
ent parts of a single multipart object (see Figure
1le). Subjects reported two attributes in the display
(e.g., gap side and arm length), and these could be
from the same part or from two different parts of
the same object. The report was more accurate
when the attributes belonged to the same part than
to different parts of the same object. Moreover, this
part-based effect was not influenced by the spatial
distance between the parts, ruling out a simple spa-
tial attention interpretation of the results.

Several hypotheses have been put forward to
account for the single-object attention advantage.
One hypothesis maintains that object-based atten-
tion arises from the spread of attention (object-
guided spatial selection)—when spatial attention is
directed to one part of an object, there is a facilita-
tion of early sensory processing that spreads to
encompass other regions within the object’s bound-
aries, hence the enhancement of all features and
parts of the single object. This can be contrasted
with the hypothesis that locations within the
attended object are given higher priority for target
search. If a target is not found at the cued location,
other locations within the object’s boundaries are
searched before locations on uncued objects are
searched. This attentional prioritization mecha-
nism, which invokes a more top-down strategy, is
proposed to control the order of locations to be
searched, and on this account, the enhancement is
not by virtue of early sensory processing. Ongoing
investigations compare and contrast these views
(as well as others) and much remains to be done to
adjudicate between the alternative competing
hypotheses.

Neural Basis of Object-Based Attention

Several recent investigations have begun to explore
the neural mechanisms that underlie object-based
attention and a series of functional magnetic reso-
nance imaging (fMRI) and event-related potential
(ERP) studies have been undertaken. One study,
done by Notger Miiller and Andreas Kleinschmidt
using the Egly and colleagues paradigm described
earlier, showed that the same object advantage is
observable even in the early visual cortex (V1-V2).
In an ERP study using a paradigm similar to that

of Egly and colleagues in which a peripheral cue
directed attention to the probable target location,
an enhanced N1 component was documented at
130 to 150 milliseconds (ms) in response to targets
in the cued or valid case, reflecting spatial atten-
tion, as shown by Antigona Martinez and col-
leagues. In addition, there was increased amplitude
of the posterior, sensory-evoked N1 component
over the interval 150 to 190 ms in response to
uncued stimuli included within the common object,
presumably reflecting the object-based selection.
This site also serves as the source of these two sig-
nals, but one is earlier than the other, indicating
that some of the same mechanisms likely support
spatial and object-based forms of attention but
that they may operate over different time scales.

Several studies (e.g., Liu et al.; Serences et al.;
Shomstein & Yantis; Yantis et al.) have also
explored the neural mechanism associated with the
signal to switch attention between objects (i.e., the
control system that triggers the switch between
objects). Using fMRI, these studies have shown
that the blood-oxygenation-level-dependent
(BOLD) activity in the posterior parietal cortex is
enhanced following instructions to shift versus to
hold spatial attention, suggesting that a signal trig-
gers the system to shift attention from one object
to another. Shifting from one spatial position to
another may engage different cortical regions than
does shifting from one object to another; specifi-
cally, enhanced activity for the former engages the
parietal cortex bilaterally, whereas shifting or redi-
recting attention between objects revealed activa-
tionintheleft posterior parietal cortex. Interestingly,
in this same study, object-sensitive shifts of atten-
tion were accompanied by modulations within the
extrastriate regions of the occipital cortex (as in
the study by Martinez et al. using ERP). These
neuroimaging results elucidate the neural mecha-
nism underlying object-based attentional selection
described in many behavioral studies and reveal a
network in which the consequences of attentional
shifts triggered in the parietal cortex are manifest
in earlier, sensory regions of the visual system.
This dynamic circuit between the parietal and ear-
lier visual regions presumably enables observers to
focus preferentially on objects of interest that
appear in complex visual scenes.

A final ongoing question concerns the relation-
ship between the mechanisms mediating spatial
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and object-based attention and the extent to which
these mechanisms are shared or separate.
Specifically, some researchers have suggested that
similar mechanisms might be at play; for example,
some studies indicate that attention is spatially
spread and then constrained by the object bound-
aries and groupings, and that this is true over a
certain spatial extent. Moreover, as stated earlier,
evidence from some fMRI and ERP studies (e.g.,
Miiller & Kleinschmidt; Shomstein & Behrmann)
report that similar brain areas are activated by spa-
tial and object-based attention and that attention-
based modulation of “within” object structure is
evident even in early retinotopic areas of the cor-
tex. This provides physiological evidence that
directing spatial attention to one part of an object
facilitates processing of the entire object, and thus,
both spatial and object-based attention contribute
to the single object advantage.

Marlene Bebrmann and Sarabh Shomstein
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ATTENTION: PHYSIOLOGICAL

Often, when we’re interested in an object, we
move our eyes toward it, allowing us to see it
more clearly. However, it has long been known
that even in the absence of overt movements, per-
ception of an object in the periphery can be
improved by covertly shifting attention to it.
Covert attention refers to our ability to internally
modulate sensory processing of a selected stimu-
lus. Attention can improve perception of the
attended object, even though the input to the sys-
tem (the physical stimulus reaching the retina, for
example) is unchanged.

When we shift attention to an object, it may
appear clearer, more distinct, or more intense,
whereas ignored objects may seem less distracting
or even fade from awareness. These perceptual
effects are caused by changes in the responses of
sensory neurons. Thus, one important issue in the
physiology of attention is to understand the effects
of attention on sensory processing. A second major
issue is to understand how the brain controls
which particular objects are attended. This is
referred to as the neural control of attention.

Effects of attention on sensory neurons have
been observed in all the major sensory systems.
Most studies have found that attention increases
the gain of sensory neurons encoding the attended
object or feature, effectively amplifying signals
from the attended stimulus. The effects of atten-
tion on sensory neurons become progressively
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stronger in higher-level brain areas compared with
areas closer to the sensory input. Attention has
been studied most extensively in the visual system,
and effects of attention on visual neurons can be
observed as early as the lateral geniculate nucleus
(LGN), an area that receives input directly from
the retina.

The control of attention has been studied more
extensively for spatial attention than for feature
attention. Spatial attention refers to the allocation
of attention to specific objects or locations in the
environment, whereas feature attention refers to
the allocation of attention to particular sensory
features (for example, the color red) regardless of
location. Behavioral studies have shown that spa-
tial attention can be attracted to objects or loca-
tions, either by virtue of their physical salience (for
example, a bright flash of lightning tends to draw
attention) or their behavioral relevance (for exam-
ple, when driving, one can intentionally ignore a
distracting billboard along the side of the road to
attend to the cars ahead).

Physiological research suggests that spatial
attention is controlled by a network of brain areas
that includes the frontal and parietal cortex, as
well as subcortical areas. Neurons in most of these
areas are organized into maps that represent loca-
tions in the environment. The level of neural activ-
ity at a given location in the map is thought to
represent the physical salience and behavioral rel-
evance of stimuli at the corresponding location in
the environment. The cells on the map having the
greatest activity correspond to the most important
location in the environment, and the greatest
amount of attention is directed to this location.
The assumption is that these maps influence sen-
sory processing by modulating the activity of sen-
sory neurons. Indeed, feedback connections linking
attention control areas to sensory areas are known
to exist and could serve as a conduit for these con-
trol signals to modulate sensory neurons. This
entry describes the effects of attention on sensory
neuron responses and neural control of attention.

Effects of Attention on
Sensory Neuron Responses

Although the effects of attention on sensory neu-
rons have been investigated most extensively for
the visual system, it has been found across all the

sensory modalities that higher-level brain areas
show larger effects of attention than do areas
located earlier in the processing stream. However,
even within a given brain area, there is typically a
great deal of variability in the extent to which
attention influences the responses of individual
Sensory neurons.

Amplification of Signals
Generated by Attended Stimuli

When attention is focused on a stimulus, sen-
sory neurons encoding that stimulus tend to
increase their firing rates, resulting in an amplifica-
tion of the neural response to the attended stimu-
lus. This amplification is similar in some ways to
the increase in neural activity that would occur if
the stimulus were more intense (e.g., higher con-
trast or louder). An amplification of neural
responses is seen for feature attention as well as for
spatial attention. For example, if attention is
directed to downward motion, the gain of sensory
neurons coding downward motion increases, and
the gain of neurons coding upward motion tends
to decrease.

Attention to a location or feature can cause sen-
sory neurons to increase their activity even in the
absence of an immediate stimulus. For example, if
subjects are expecting an important object to
appear at a certain location in the visual field, neu-
rons that respond to that location may increase
their baseline level of activity in anticipation of the
appearance of the stimulus. Similar effects on base-
line activity have been observed in the auditory
system.

Effects of Attention on
Encoding of Multiple Stimuli

The amplification of neural responses to an
attended stimulus can have important implications
when multiple stimuli are present in the environ-
ment. For example, in the visual system, each sen-
sory neuron responds to visual stimulation within a
restricted region of the visual field, called its recep-
tive field. In complex visual scenes, two (or more)
objects may lie within a single neuron’s receptive
field. A study of the visual system of monkeys by
Jeffrey Moran and Robert Desimone found that
when two stimuli are in the receptive field of a
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neuron, the neuron will predominantly respond to
the stimulus to which the monkey is attending,
rather than to an unattended stimulus. Thus,
amplification of signals from the attended stimulus
appears to reduce the influence of unattended
stimuli on the responses of sensory neurons. Indeed,
it is as though the receptive fields of sensory neu-
rons effectively constrict around the attended item.

Effects of Attention on the
Tuning of Individual Neurons

In addition to amplifying attended stimuli, one
could imagine that attention might also sharpen the
extent to which sensory neurons discriminate small
differences in the features of an attended stimulus.
For example, a visual neuron sensitive to the move-
ment of objects in the visual field might be expected
to discriminate smaller differences in the motion of
an attended stimulus. However, with the exception
of the sharpening of location tuning described pre-
viously, a sharpening of tuning for features has
rarely been observed for individual sensory neu-
rons. Thus, the primary mechanism of attention at
the level of single neurons appears to be amplifica-
tion of neural responses to the attended stimulus.

Synchronized Firing as a
Mechanism of Attention

Focusing attention on an object changes the
overall firing rate of neurons and can cause groups
of sensory neurons encoding the attended object to
fire in synchrony, such that the timing of their
spikes is more closely matched in time. When neu-
rons fire in synchrony, their activity tends to have
a stronger effect on the downstream cells that
receive their signals. An analogy would be to con-
sider how well a message would be heard if a
group of people all spoke it together in unison
rather than speaking at different times. Thus,
increased synchrony of sensory neurons could con-
tribute to the improvements in perception that are
afforded by attention.

Neural Control of Attention

The brain areas controlling attention have been
studied primarily for the visual system. The poste-
rior parietal cortex, prefrontal cortex, superior

colliculus (located in the midbrain), and pulvinar
nucleus of the thalamus are all believed to contrib-
ute to the control of visual attention. For example,
neurologists have found that patients with damage
to the right parietal lobe often have deficits in
attending to objects on the left side of space. Even
though these patients are not blind to stimuli in
their left visual field, they tend to ignore people,
objects, and events on that side, especially when a
distracting stimulus is present in the opposite
visual field. Damage to the frontal cortex in the
vicinity of the frontal eye field can result in similar,
although less severe deficits.

Physiological studies in monkeys have further
delineated and refined our knowledge of the role
of these areas in controlling attention. For exam-
ple, it has been shown that if neurons in the pari-
etal cortex, the frontal eye field, or the superior
colliculus are activated, this activity can cause a
shift of attention into the region of space encoded
by the activated neurons. Other experiments have
used microinjection of drugs to cause a temporary
decrease in activity in the frontal eye field or pari-
etal cortex. This decrease in activity causes tempo-
rary deficits in visual attention at locations in the
visual field corresponding to the injected brain
regions. These experiments provide direct evidence
that neural activity in these structures controls the
allocation of spatial attention.

Posner’s Disengage-Shift-Engage Model

An early model for the control of attention was
introduced by Michael Posner, who proposed that
attention shifts could be decomposed into three
elementary operations: first, attention must be dis-
engaged from wherever it is currently focused;
second, attention must be shifted to a new loca-
tion; and, finally, attention must be engaged at this
new location. On the basis of data from neuro-
logical patients, Posner proposed that the posterior
parietal cortex was responsible for the disengage
operation, that the superior colliculus was respon-
sible for the move operation, and that the pulvinar
was responsible for the engage operation.

A Salience Map for Shifting Attention

More recent models of attention shifting have
focused on the concept of a salience map rather
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than on discrete disengage-shift-engage operations.
A salience map is a topographical representation of
external space that is laid out across the surface of
a neural structure, such as the frontal eye field,
posterior parietal areas, or superior colliculus. The
activity of the neurons composing this map is
affected by both the physical salience and the
behavioral relevance of stimuli in the environment.
Under this view, bottom-up signals related to
physical salience (such as brightness or color) are
sent from sensory areas to neurons in the salience
map. The activity of neurons in the salience map is
also strongly modulated by top-down signals related
to the behavioral relevance of stimuli, which depends
on the internal goals of the animal. Attention is
allocated to the location in space corresponding to
the peak of activity across this map. Specifically,
signals from the salience map are believed to modu-
late the activity of neurons in sensory areas, such
that sensory responses to stimuli at locations with
strong activity in the map are boosted, as described
in the previous section. In this way, perception of
the most important stimuli is improved.

Robert M. McPeek

See also Attention: Covert; Attention: Disorders;
Attention: Effect on Perception; Attention: Spatial
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ATTENTION: SELECTIVE

We experience the world around us, in all its sen-
sory detail and complexity, directly—or at least so
we believe. Yet a simple test reveals that our sense
of direct experience may be misleading. If you are
asked to reflect, with your eyes closed, on the
details of the picture on the wall, or the number of
cars on the road, or the shape of a stranger’s eyes,
the limits in processing information become evi-
dent. At times, we may not even notice when a
significant part of a visual scene has been removed
or altered, seemingly in front of our eyes. Attention
is the portal through which sensory information is
selected for more detailed examination, classifica-
tion, and registration. Selective attention refers to
selection of certain sensory inputs for privileged
perceptual processing, further analysis, and
improved transfer to memory. Attention selects
some regions or objects in the visual display, or
some voices or environmental sound sources in
the auditory display, as the focus of active pro-
cessing, reducing, or eliminating the competition.

The scientific interest in selective attention and its
benefits for perception date to the late 1800s, when
William James observed that an object that captured
attention among many simultaneously possible
objects seemed perceptually vivid and important.
An introspective analysis of Wilhelm Wundt at
about the same time asked the reader to fixate the
eye on the center of an array of letters, while placing
the subjective-fixation of attention on a letter some
distance away. He noted that the attended letter and
its immediate surround were more clearly perceived
and letters away from the focus of attention seemed
unclear and outside of immediate consciousness.
These authors identified attention as an important,
indeed core, aspect of perception. Their introspec-
tive observations presaged the concepts of covert
attention, the dissociation of the focus of attention
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and the fixation of the eye, of spatial attention, a
focus of attention on a region of space, and of object
attention, the selection of focus based on objects.
Yet almost a century went by between the introspec-
tive identification of these aspects of human percep-
tion and an objective, scientific understanding of the
causes and consequences of selective attention in
human information processing and the brain.

How does selective attention operate? Under
what conditions is it important? How does attention
affect the efficiency of information processing?
Answering these questions about attention depends
on a combination of clever selection of test condi-
tions and an analysis of behavioral measures using
formal or computational models of attention. Just as
a physicist may arrange conditions to reveal a phys-
ical process, experimenters arrange test conditions
to reveal mental processes. And just as mathematical
theories assist in understanding many physical sys-
tems, so too are formal and computational models
necessary for interpreting the behavior of human
systems. Objective behavioral measures, such as the
time taken to find a target, or the probability of find-
ing a target in a very brief display presented for a
fraction of a second, have replaced introspection
and intuition in the study of attention.

This entry describes sensory processes and cued
selective attention; selective attention in visual
search; selective attention and control; selection,
flanker effects, and crowding; and the significance
of selective attention.

Sensory Processes and
Cued Selective Attention

Sensory inputs arrive by stimulating sensory sys-
tems in the eye (or ear, or skin) that respond to
specific patterns of light (or sound, or touch).
Different cells in brain areas that process the sen-
sory inputs respond to different patterns, and spe-
cific locations or objects often stimulate neurons in
different locations in the brain. When you look at
the visual world, sensory responses to the many
stimuli across the visual field occur simultaneously,
or nearly simultaneously, in parallel. They consti-
tute a “blooming, buzzing” collection of sensory
inputs or representations. Selective attention picks
out the relevant from the irrelevant, the focus from
the background. Many theorists have argued that
attention selects one thing (or perhaps a few things)

at a time for processing. So, they felt, this implied
the processing of visual inputs serially—one after
the next in time in a series. Selective attention may,
however, function differently in distinct circum-
stances and is often best understood by modeling
the ways in which attention operates.

Perhaps the strongest effect of selective atten-
tion occurs when a precue actively directs atten-
tion to a particular location or feature in advance.
Researchers distinguish between two types of pre-
cues. Exogenous cues are flashes or other direct
indicators at the location to be attended, and
endogenous cues are cues that are not at the
attended location. An example of an endogenous
cue might be an arrow located at the center of a
display asking the subject to attend to a separate,
corner region. It takes between a tenth and a quar-
ter of a second to process a precue and focus selec-
tive attention to a particular location in space.

Laboratory tests have shown that selective
attention may speed a response to the stimulus but,
more importantly, may improve the accuracy of
identifying or classifying a briefly presented target
pattern. When attention increases the accuracy of
pattern identification, we can say it has improved
the quality of processing. Knowing when and
where to focus selective attention can be especially
important when the target is obscured by noise,
camouflage, or dense arrays of distracting ele-
ments. Models and tests of selective attention have
shown two distinct ways in which attention may
improve perception. One is to enhance responses
to weak or low-contrast stimuli, rather like increas-
ing the contrast on a television set to improve vis-
ibility. The other is to filter out other irrelevant
items in noisy or cluttered displays and so improve
the focus on the target. In both cases, the quality
of processing is noticeably improved by directing
the mind’s eye of covert selective attention.

Selective Attention in Visual Search

Precueing of a spatial region focuses selective
attention in advance. Researchers have also been
fascinated with understanding the role of selective
attention in searching visual displays in which the
target location is unknown and may appear any-
where. The act of finding visual targets in complex
visual scenes is a capacity that represents a com-
mon real world activity. Efficient visual search for
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environmental dangers likely had evolutionary
significance. The processes—by which the natural
targets of a lost child, the ripe fruit, or the prover-
bial tiger in the foliage are found—can also be
tested in the laboratory. Visual search displays in
scientific studies are designed to vary from simple
to complex and generally consider sets of spatially
separated objects.

For visual search, the primary theoretical ques-
tion has been whether deployment of attention is
serial, moving the focus of attention to one loca-
tion or object after another, or can be done in
parallel. In the laboratory, this involves looking for
a single red target among distractors. Some cases,
such as looking for the red target among all green
items, can be direct and simple regardless of the
number of items in the display. In these cases, the
likelihood of finding the target in a brief display, or
the time to find it in a longer display, is almost
independent of the number of items. Searches
where the target is immediately obvious regardless
of the number of irrelevant distractors have been
called pre-attentive (i.e., identified without atten-
tion) by some. In such cases, all the locations could
be scanned in parallel, or at the same time, for the
presence of the target feature, redness.

In more difficult searches, the target is not
unique. An example is looking for a red horizontal
line among distractor items that vary in color (red
and green) and in orientation (horizontal and verti-
cal). But this time, there are many red items and
many vertical items, so the trick is to find the con-
junction of the two properties together. One major
question has been whether such difficult attentive
searches require serial processing. If searching for a
target among more distractor items takes longer or
is less accurate, does this imply a serial process of
attending to a sequence of items in turn? Not neces-
sarily. If the job is to state whether a target was
present in a display, even simultaneous parallel
searches could show more errors or longer search
times with, say, 10 distractors than with 2. Distractor
items may be mistaken for a target or a target may
be missed. Increasing the number of distractors
leads inevitably to more missed targets or more false
alarms. If there are too many false alarms, it makes
sense to tighten the criterion for deciding that some-
thing is a target—thus increasing the likelihood of
missing it. Furthermore, even parallel searches that
begin simultaneously finish at different times. If no

target is present, finishing the last of all of 10 items
will be slower than finishing the evaluation of 2,
even if all items are processed in parallel. So, paral-
lel searches can show somewhat lower accuracy and
longer search times with more distractors, but serial
search models of attention predict more dramatic
slowing as displays become larger. Other ideas
about search include a combination of parallel and
serial processes. Search may be serial, but may be
guided by pre-attentive parallel evaluations that
point to the more likely or salient items first, or
eliminate some classes of distractors. For example,
now the red horizontal target is hidden among a
small number of red vertical items and a large num-
ber of green horizontal items. Often, people can use
the comparative salience of the fewer red items to
guide their analysis. These models have made it pos-
sible to more accurately understand how attention
operates in different conditions.

The evidence indicates that parallel processing
is more pervasive, and the role of covert attention
selection more restricted, than was originally
believed. The ability to accurately find a target in
brief displays is quite often consistent with paral-
lel processing of multiple objects, with added dis-
tractors causing exactly the predicted increases in
errors. Parallel processing seems to account for
the results of many tests, including many difficult
visual search conditions that on the surface seemed
to be limited by serial selective attention. However,
serial processes may have a role to play in some
difficult situations—those where targets cannot be
seen well in the periphery, or where direct scrutiny
is required to tell targets and distractors apart.
Often, such difficult visual searches engage explicit
movements of the eye to new positions in the field
in addition to any deployment of covert selective
attention. Such movements of the eye and associ-
ated episodes of attention are intrinsically serial.
However, moving the eye is quite different from
moving the internal focus of covert attention.

Selective Attention and Control

Selective attention is influenced both by goal-
directed top-down control and by bottom-up pro-
cessing of the visual or auditory inputs. Goal-directed
control of attention occurs when a particular spatial
region or feature is cued as more likely to include a
target or when we know the goal of a search, or its
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features. A bird watcher may look for a bluebird by
looking for blue features of a particular size in the
trees. The focus of attention reflects needs and pri-
orities, here the goals of the bird watcher. Conversely,
selective attention may be triggered by salient ele-
ments in the visual (or auditory) field. A salient item
may be one that suddenly appears, or a sole moving
object, or an item that is unique in color or some
other feature. Selective attention may be drawn
without our volition to such unique elements within
the field. Even when focused on blue features of the
bluebird, attention may be automatically refocused
by the sight of a red cardinal. These two mecha-
nisms for directing the action of selective attention
work together. Goal-directed selective attention can
alter the sensory processing of the selected inputs,
and unique features in the field may draw or redis-
tribute selective attention.

Selection, Flanker Effects, and Crowding

Selecting desired target(s) and filtering out other
inputs are the central role of attention. Selection by
location, or by source, is a fundamental aspect of
attention in both audition and vision. However,
the ability to focus solely on a specific location is
often imperfect. Nearby objects may influence
behavior, especially those that are similar in con-
tent to the target objects. For example, if you are
asked to classify the middle of three shapes, similar
flanking shapes may become confused with the
target. This is especially true when the focus of
attention is away from the fixation of the eye. This
phenomenon can easily be seen if you look at a
page and try to identify the middle of three letters
some distance from the fixation in the periphery.
The spacing between letters matters, as does the
similarity of the flanking items. For example, iden-
tifying a middle letter as an E or F will be more
difficult if the surrounding letters are also Es or Fs
than if they are Os. Again, peripheral targets are
hard to see precisely when covert selective attention
is insufficient for accurate identification and where
eye movements must be used to move the potential
targets closer to fixation during visual search.

Significance of Selective Attention

Selective attention is an important aspect of how we
process incoming sensory information from the

world. Deficits in attention, often measured as defi-
cits in selective attention, are disrupted or altered in
a range of mental conditions, including attention
deficit disorder, schizophrenia, and stress and anxi-
ety disorders, and is an aspect of aging. Further
research in selective attention may have implica-
tions for understanding the changes in perceptual
and cognitive processing in these conditions.

Barbara Dosher and Zhong-Lin Lu
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ATTENTION: SPATIAL

One of the fundamental properties of our environ-
ment is that it is composed of a multitude of
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sensory information. Given such richness of input,
humans are faced with the problem of having lim-
ited capacity for processing information, on the
one hand, and the need to analyze as much of the
sensory input as possible, on the other hand.
Attention is the cognitive mechanism that allows
effective selection of relevant information (e.g., the
letters that you are reading right now) and an inhi-
bition of “at the moment” irrelevant information
(e.g., the humming sound of your computer).

Effective selection of information from the sur-
rounding environment depends on the ability to
select information in the most efficient manner and
to distribute attentional resources in a systematic
fashion based on the properties of the input. One
fundamental property that describes our environ-
ment is its spatial nature—everything in our envi-
ronment can be described by a set of unique
three-dimensional coordinates (i.e., no two objects
ever occupy the same location in space). Given that
space is a unique descriptor, it is reasonable that
the human attentional selection has evolved to use
space as its fundamental unit of selection. Spatial
orienting is not the only mode of attentional selec-
tion, however. Other units of attentional orienting
are considered as possible candidates for atten-
tional selection (e.g., object-based, feature-based,
and modality-based orienting) on the grounds that
spatial selection alone cannot account for the effi-
ciency of attentional selection. This entry describes
behavioral characteristics of spatial orienting,
biased competition, attentional modulation, and
sources of spatial attention.

Behavioral Characteristics
of Spatial Orienting

Early models of attentional selection suggest that
attention is directed to spatial locations in a man-
ner analogous to a graded spotlight (or a zoom
lens), selectively enhancing the perception of items
that happen to occupy those spatial locations. An
intuitive way to imagine how such a spotlight of
attention might operate is to envision an image
that has been blurred. An attentional spotlight is
then moved around this blurred image bringing
into focus spatial locations falling within its cir-
cumference. Consequently, items within the spatial
spotlight are processed faster and more accurately
than are those that fall outside of it.

One source of support for the existence of
space-based attentional selection are the findings
demonstrating that when a specific spatial location
is attended, target detection at that spatial location
is faster compared with targets that appear else-
where on the screen. In such studies, subjects are
typically seated in front of the screen and are asked
to fixate their eyes on the small plus sign posi-
tioned at the center of the screen. Targets, flashes
of light, or alphanumeric characters are then pre-
sented in various positions to the left and to the
right of the fixation point. Participants are asked
to respond with a button press once the presence
of the target stimulus is detected. Of main impor-
tance is that the target flashes are preceded by a
spatial cue—usually a flash of light—that is some-
what predictive (probability of 0.6 or higher) of
the target location. Such design yields two types of
cues: (a) valid—those that appear in the same loca-
tion as the target, and (b) invalid—those that
appear in locations other than the location of the
target. The main finding from such behavioral cue-
ing paradigms is that subjects respond faster to
targets appearing in the same location as the cue
(valid trials) compared with reaction times to
invalidly cued targets. These results are interpreted
in terms of a spotlight theory of attentional selec-
tion, such that spatial locations are selected in a
manner analogous to a spotlight (i.e., only stimuli
illuminated by the spotlight are selected), and that
there are both costs and benefits to sharing atten-
tional resources between spatial locations.

Space-based attentional orienting is not unique
to the visual system (although it has been studied
most extensively within the visual modality).
Actually, early studies on spatial attentional ori-
enting were conducted within the auditory domain.
In a typical auditory spatial attention experiment,
subjects are presented with two auditory streams
(one in each ear, or dichotic presentation) simulta-
neously and are asked to shadow (i.e., repeat what
is being spoken) one of the streams thereby focus-
ing spatial attention on the sensory input within
the left or the right ear. The first interesting obser-
vation emerging from such studies is that partici-
pants are able to perform this task at all! In
addition, it is observed that subjects know surpris-
ingly little (or almost nothing) about the ignored
stream except that the sound is present. Subjects
fail to notice such striking changes as language
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switches (e.g., from English to German), speech
streams playing backward, or changing the gender
of the speaker. Interestingly, not everything in the
ignored stream is missed, and some stimuli can
capture auditory spatial attention. In 1959, Neville
Moray presented his subjects with a similar dichotic
shadowing task, but in some cases, the experi-
menters inserted subject’s own name in the ignored
auditory stream. It was observed that the presence
of one’s own name could be detected within the
ignored stream. As a result of such auditory spatial
capture, however, subjects could no longer shadow
the stream that was supposed to be attended. The
results from these experiments suggest that in
audition, just as in vision, stimuli that fall outside
spatial attention are suppressed and fail to enter
consclousness.

Biased Competition

The term spotlight of attention is merely a meta-
phor for changes in neural processing that follow
spatial attentional orienting. The spotlight of
attention is said to enhance an early sensory repre-
sentation of the selected stimulus. Such enhance-
ment can be viewed as a result of biased competition
among neural representations. The biased compe-
tition model of selective attention proposes that
items presented in a multielement scene are not
processed independently, but rather interact in a
mutually suppressive way. Such suppressive inter-
actions have been observed behaviorally (e.g.,
harder to see an item when it is embedded among
other items) as well as with neurophysiological
and neuroimaging techniques. This neural compe-
tition, however, can be resolved via a biasing sig-
nal that is either bottom-up (e.g., red item among
blue items) or top-down (e.g., looking for an apple
in a supermarket’s fruit aisle). To the extent that
the biasing signal is spatially imprecise, its benefits
spread within a local region, falling off with dis-
tance from the epicenter of the attended region.
This could account for the distance effects as mea-
sured by both speed and accuracy in attentional
paradigms in which items that appear closer to the
cued location tend to be processed more efficiently
(though not as efficiently as the valid location)
than do those positioned further away.

The framework of biased competition consists of
two general components: the source that generates

the spatial bias and the effects of that attentional
modulation bias on early sensory representations.
The following two sections describe the neural
mechanisms of each of these components in turn.

Attentional Modulation

When an item is attentionally selected (via the
source signal), its representation is biased (i.e.,
enhanced) compared with the representation of
this same item when it is not attended and/or is
presented among other items (thus resulting in an
attentional effect).

Studies of the effects of visual attentional selec-
tion demonstrated behavioral facilitation and
enhanced cortical responses to attended locations.
Neurophysiological studies investigating the effects
of spatial attentional bias demonstrated that when
a stimulus is presented in a neuron’s receptive field
(RF) the response to that stimulus is increased
when spatial attention is directed to it compared
with when attention is either unfocused or diverted
elsewhere. For example, in their seminal study,
Jeffrey Moran and Robert Desimone first identi-
fied the classic receptive field of a V4 neuron and
its corresponding preferred and ineffective (not
response eliciting) stimuli for that neuron. Monkeys
were then trained to attend to stimuli in a specific
location within the visual field while ignoring
stimuli in other locations. Both effective and inef-
fective stimuli were then presented within the clas-
sic RF of a V4 neuron to elicit competitive
interactions in a multielement display. The authors
found that the responses of the V4 neurons were
strongly modulated by the locus of the monkey’s
attention. The firing rate to the preferred stimulus
was only one third as great when the monkey did
not attend to it (i.e., attending to the ineffective
stimulus) compared with when the preferred stim-
ulus was attended. What is particularity interesting
about this study is that when attention was directed
to one of two stimuli in the RF of a V4 cell, the
effect of the unattended stimulus was attenuated,
as if the RF had contracted to only include the
attended stimulus. Effects of attentional orienting
are observed even when only one stimulus is pres-
ent in the display.

Several neuroimaging studies, mainly event-
related potentials (ERP) and functional magnetic
resonance imaging (fMRI), also observed early
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sensory enhancement following spatial attentional
selection. Studies employing neuroimaging tech-
niques take advantage of the fact that visual stimuli
presented to the left of the center are processed
within the right primary visual cortex, whereas
stimuli presented to the right of the center are pro-
cessed within the left primary visual cortex. When
one presents stimuli to the left and to the right of
the fixation point, similar to the cueing paradigm
discussed earlier, it is observed that directing spa-
tial attention to the left hemifield results in the
increased stimulus evoked neural activity of
the early visual areas in the right hemisphere (and
the converse is true for attention directed to the

right hemifield).

Sources

Complementing studies that demonstrate the
effects of attentional modulation is research that
aims to determine the source of the attentional
signal itself. Evidence from multiple methodolo-
gies has been accumulating that implicates a net-
work in the posterior parietal and frontal cortices
as likely candidates for the control of spatial
attention.

Some of the first studies that investigated the
role of the parietal cortex in the control of spatial
attention have come from the neuropsychological
literature. Certain forms of brain damage produce
perceptual deficits in attending to regions of space.
The most common of such deficits are extinction
and unilateral visual neglect, both of which result
from unilateral brain damage primarily in and
around the parietal cortex. In extinction, the
patient is able to respond to and recognize events
and objects when they are presented in isolation
anywhere in the visual field. When two items are
presented simultaneously, however, one in the con-
tralesional field (opposite to the location of the
lesion) and one in the ipsilesional field, the contra-
lesional object often is not reported or responded
to. In unilateral neglect, the deficit is more severe in
that even a single object in the contralesional field
tends to be ignored in the absence of competition
from other objects. Unilateral neglect tends to be a
more debilitating condition in everyday life than
does extinction, and some have argued that extinc-
tion amounts to a mild form of neglect. As such,
the deficit in spatial orienting that is exhibited by

unilateral neglect patients has been taken as evi-
dence that the parietal cortex is involved in control
of spatial attention.

Recent neuroimaging findings propose that con-
trol of spatial attention is likely subserved by the
frontoparietal network of regions in the human
cortex. Voluntary deployments of spatial attention
are associated with neural activity in regions of the
dorsal parietal cortex (intraparietal sulcus [IPS]),
superior parietal lobule (SPL), and frontal eye
tields (FEF). Conversely, the temporoparietal junc-
tion (TP]) and ventral frontal cortex (VFC) are
recruited when spatial attention is captured by a
stimulus presented in an unexpected location (e.g.,
one’s own name inserted within the unattended
auditory stream).

Sarab Shomstein

See also Attention: Effect of Breakdown; Attention: Effect
on Perception; Attention: Object-Based; Attention:
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ATTENTION: THEORIES OF

Every moment of our lives, the world bombards
us with a multiplicity of sights and sounds and
other information taken in through the senses.
These stimuli may be relevant or not to your cur-
rent cognitive goal, or of such potential impor-
tance that, unexpected as the input may be, you
must break out of your current goal-directed
activities to understand the new input. A mother
might be looking for her child in the playground,
but may still respond to the sound of her cell
phone. An air traffic controller may be busy track-
ing a large number of display inputs while actively
interacting with only one or two. These and myr-
iad other examples reveal that we are exquisitely
tuned to the ebb and flow of new information.
Attention is the mind’s solution to the problem of
sensory and processing overload. Whether this
involves the selection of a particular piece of sen-
sory information for additional processing or car-
rying out two tasks at once, attention systems
select inputs and coordinate processing resources
of the human brain. Scientists have furthered their
understanding of attention through both empiri-
cal and physiological observations and the devel-
opment of theoretical models for mechanisms of
attention, as described in this entry.

Early and Late Selection

Inspired by analogies between humans and com-
puters, the first of the modern theories of attention
tried to explain how humans selected some sensory
inputs for further processing while ignoring others.
These theories also emphasized the extent to which
sensory inputs could be processed without atten-
tion. Early selection theories claimed that the

attention system acted like a filter that could select
some inputs for additional processing based on
visual physical characteristics such as location,
color, or texture or based on auditory characteris-
tics such as location, pitch, or the speaker’s unique
voice. Processing for identification or memory was
claimed to occur only for attended-to inputs—
unselected inputs were filtered out completely. At
the other end of the continuum, late selection theo-
ries argued that considerable processing could be
carried out on many inputs without limitations,
and that the bottleneck in processing occurred just
before the choice and execution of a response.
Initial tests of these theories were similar in
essence to the “cocktail party” phenomenon,
where a listener must pick out a single speaker in
aroom full of competingconversations. Experiments
present different messages, sometimes by different
speakers, in each ear (“dichotic” listening) using
headphones. Listeners might be asked to immedi-
ately repeat (“shadow”) a target speaker, as the
message is heard in one ear, while ignoring mes-
sages in the other ear. However, attention filtering
was ultimately shown to be by no means complete
or absolute. Unattended messages, such as those
presented in the other ear, were at least partially
processed, especially salient or high-valence mes-
sages, as in hearing one’s name in the unattended
message. People notice if a word in an unattended
message is the same or related to the attended mes-
sage, so long as they occur close together in time.
Consistent with this, physiological measures have
shown that the effects of attention seem to begin at
the first stages of sensory processing. Event-related
potentials (ERPs), or electric activity of the brain
in response to visual inputs, show stereotypical dif-
ferences in the responses for attended compared
with unattended stimuli. Attention can modify the
brain’s responses to stimuli, amplifying relevant
inputs or attenuating irrelevant ones, even the first
and fastest responses. For example, the response
over the visual cortex to an attended visual stimu-
lus (“pay attention to targets in the upper right
quadrant”) causes a larger response within the first
100 milliseconds (ms) in the P100 wave of the
ERP, and this extends through early visual responses
in cases where attention focuses on one location
over longer blocks of many trials. Ignoring inputs
does not, however, eradicate the sensory responses.
In short, a modified form of the early selection



108 Attention: Theories of

model provides a good account: selection affects
the earliest forms of sensory processing, but
ignored inputs are attenuated rather than filtered
out completely. The magnitude of the difference in
response between attended and unattended inputs
depends on exactly how attention is controlled.
Attention has smaller effects on the earliest brain
responses in cases where the focus of attention is
changed to a new location by a cue on each trial.
So, the impact of attention on perceptual process-
ing can be more profound with a sustained period
of attending to one location or feature than if
selective attention is shifted moment to moment by
changing cues.

Filtering and Amplification
Mechanisms of Attention

Early selection theories claimed that attention fil-
ters some stimuli out and enhances others, but they
failed to do more than sketch the mechanisms of
filtering or the consequences for information pro-
cessing accuracy. However, two related mecha-
nisms of attention have been proposed and tested
within computational models of a human observ-
er’s performance. In these models, stimuli are pro-
cessed through perceptual templates tuned to
respond to targets. For example, a template might
be tuned for the letter A, or a particular shape or
sound. The response of the template is noisy, and
this and other noisy processes limit the accuracy of
identification. Separate mechanisms exist for the
enhancement or amplification of an attended stim-
ulus and the filtering out of external noise or dis-
tractors. The template model of attention specifies
how filtering and enhancement separately affect
the accuracy of detecting a target or discriminating
between targets within a framework of signal
detection theory. For visual tasks such as identify-
ing a letter or the orientation of a patch of pattern,
tests have been developed that measure identifica-
tion accuracies in the presence of different amounts
of noise in the stimulus, something like looking at
a poor television image that has a lot of visual
“snow.” Here, cueing attention to a location has
one widely observed mechanism that filters out the
noise—it improves performance most precisely
when noise or distractors would otherwise damage
performance. A second less frequently seen mecha-
nism, enhancement, improves performance in an

attended location even in the absence of competing
inputs and is especially important for weak targets.
Attention enhancement and attention filtering can
occur separately or together. These mechanisms
can also be directly related to models of neural
processing in the visual cortex.

Signal Detection Theory Framework

Signal detection theory (SDT) explains how per-
formance accuracy depends on the strength of the
target (“signal”) stimulus compared with nontar-
gets in the context of the variability, or noise, in
the signal strength over test trials. SDT assumes a
noisy response to each stimulus, and determines
how criteria or decision rules classify the stimuli to
make a response; it separates the true discrim-
inability of target and distractor stimuli from pos-
sible changes in criterion. The SDT framework
was the basis of the template model (discussed
earlier) and has been important to understanding
attention limitations in searching for a target
among other items. SDT models make predictions
about the accuracy of performance when people
look for a target among different numbers of dis-
tracting stimuli or locations under conditions
where people cannot achieve perfect accuracy.

One interpretation of poor performance with
more distractors was that people have a limited
capacity for processing many items at once. For
example, early behavioral tests of these ideas
involved briefly presenting a dim light in one of
several locations, and noted that the accuracy of
reporting the correct location decreased as the
numbers of locations increase. Early researchers
took these results at face value to say that it was
not possible to process more locations without
reductions in performance because of capacity
limitations in attention. Today, researchers know
that such conclusions require first an analysis of
the role of chance guessing (or criteria) and require
signal detection computations. Even if each item is
processed as well in the presence of distractors as
alone, the natural variability in the sensory regis-
tration of each item causes more errors with more
distractors.

In the signal detection framework for visual
search, each location (or item) yields an estimate of
sensory strength, or match to a target template (the
“signal”). Each estimate, whether from a target or
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a distractor, is noisy because of processing ineffi-
ciencies or variation in the presented stimulus.
Each added input to the decision increases the
potential for false alarms, or classifying a nontar-
get as a target in error. Even for an ideal machine
in which all evidence is processed perfectly and
recalled without capacity limits, added inputs
reduce accuracy. Only when the losses in accuracy
exceed those predicted for an ideal observer are
capacity limits implicated. For almost all displays
where a target is defined by a single feature or a
simple combination of features, the detection or
discrimination accuracy is consistent with the pre-
dictions of the unlimited-capacity ideal observer
model. This includes simple detection (“did some-
thing appear?”), but also discrimination of fea-
tures such as length, orientation, color, or simple
shape (“was there a longer one?”). It also includes
many difficult cases of visual search where the tar-
get stimulus is defined by conjoining two simple
features, such as a given orientation and color,
where the distracting nontarget stimuli may share
either orientation or color with the target. In all
these cases, the increases in errors with the number
of display elements have been almost exactly those
expected from signal detection computations of
increasing false alarms (or reduced hits caused by
increasing criteria to avoid those false alarms).
Limited capacity seems to be limited to special
cases where discriminating a target involves spatial
relationships, such as two touching bars in which
white is on the left and black on the right, or vice
versa. Related models of the speed of decision also
support unlimited capacity parallel processes, at
least for the accuracy-limited brief displays.

Salience and Guided Search

Guided search or salience models of attention pre-
dict visual search time when it is possible to scru-
tinize displays with eye movements. Models of
salience, which mark certain items for priority pro-
cessing, have illuminated how attention may be
guided bottom up from stimulus characteristics
and top down through goals. Strong or unique
sensory stimuli such as the only vertical item
among all horizontal items, or one that appears
suddenly, have high salience that makes a search
easy if the salient item is the target, or make it
more difficult if it is not. Stimulus attributes also

can interact with behavioral goals to increase the
relevance of some items over others, so if one is
searching for a red vertical line, items sharing these
features may inherit higher salience. In these mod-
els, salience of each item is computed in terms of
bottom-up factors such as how different it is from
other items, especially items that are close in the
visual field. The salience is also determined by top-
down factors such as the similarity of each item to
attributes of a goal or target. For example, in
searching for that red vertical line among red hori-
zontal and green vertical items, the ease of search
often depends, all else equal, on whether there is a
small subset of red items (or vertical items) to
which search can be guided.

Several models of salience-guided search have
been developed and tested that provide algorithms
for the computation of salience and predictions
about how these salience computations interact
with distinct behavioral goals and tasks. These
salience models, and other forms of guided search
model, have modified and improved a set of previ-
ous models that were based on the notion that the
role of limited-capacity, serial attention processes
was to bind back together, or integrate, the fea-
tures of objects that were analyzed and taken apart
by separate feature maps in early visual analysis.
The original feature integration models of visual
search made a contrast between visual searches
without needing attention (“pre-attentive”) and
those that are sufficiently demanding that they
need serial scrutiny. Pre-attentive searches occur
when any single feature such as any red item inde-
pendent of orientation, size, and other features is
sufficient to define a target as distinct from all
other cases where a conjunction or combination of
several features (i.e., red and vertical) is needed to
define the target. The search must locate an object
that contains both features. However, more refined
guided search models account for all the early
results of visual search used to support the feature
integration theory, but also account for findings
that reject the feature integration model, such as
the ability to restrict search to the subset of red
stimuli. Predicting the time to find a target in a
visual search task has been the primary goal of
guided search and salience models. The salience
computations may also make predictions about the
likely focus of eye fixations during visual search.
Salience-based attention and search models have
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also been developed in computer science or
machine-vision applications, where image-analysis
algorithms or programs that do salience calcula-
tions are developed to mimic human-like capabili-
ties (and limitations) in visual search tasks.

Capacity and Scheduling

What happens when people try to carry out multi-
ple tasks at the same time? Successful multitasking
could magnify human efficiency. However, as fail-
ures such as the dangerous use of cell phones while
driving or the inability to benefit from listening to
different lectures in each ear show us, there are
often important limitations to how much can be
simultaneously processed. Models of attention
capacity and bottlenecks have been used to explain
these limitations in simultaneously carrying out two
tasks, each with a decision and response. One
approach measures attention operating characteris-
tics, graphing performance measures from two
tasks against one another while varying the
instructed division of effort, from focusing entirely
on one or the other and different sharing ratios
(e.g., 70 to 30%), to show the extent to which two
tasks interfere with one another. For example,
accuracy of Task A (e.g., visual contrast increment
detection) is graphed against the accuracy of Task
B (e.g., an auditory contrast increment detection).
Observing no sharing losses, that is, where the two
tasks can be performed as well together as sepa-
rately, corresponds to the absence of mutual capac-
ity limitations, or the “ideal point,” where the
accuracies of Tasks A and B performed together
with equal emphasis (“attend equally” or 50 to
50%) are as high as when each is performed alone.
The “switching-line” connects single-task perfor-
mances (from single Task A performance and
chance Task B performance to chance Task A per-
formance and single Task B performance), where
performance improvements in one task trade directly
with performance losses in the other, reflects choos-
ing one or the other task, but not both, to do on any
given trial. Often, performance is worse than the
ideal point but better than the switching line, cor-
responding with some degree of successful sharing.
The attention-operating characteristic provides a
powerful measure of dual-task compatibility.

In other kinds of tasks, people are asked to
carry out one task first, followed as quickly as

possible by the other. Presentation of the two
stimuli is offset by different amounts of time to
measure the psychological refractory period. 1f
asked to classify a briefly flashed letter by speaking
the name and to classify a tone as high or low by
pressing a key, the response to the second-arriving
stimulus may be delayed. To be refractory is to be
resistant, or unresponsive to a stimulus. If two
stimuli occur close together in time, then the
response to the second is often delayed as though
it were necessary to process the first before there is
capacity available to process the second one, often
by as much as a second or more. In general, it has
been concluded that initial perceptual analysis
often is carried out on multiple inputs simultane-
ously, and the need for limited-capacity attention
occurs later, perhaps at the level of decision or
response selection. The extent of capacity limita-
tion or interference depends on the demands of the
tasks. There are two distinct interpretations. One
is that bottlenecks of limited attention are intrinsic
to certain stages, such as decision, and the other is
that introduction of delays is a strategic choice
designed to eliminate conflict at the level of the
peripheral systems, such as the eye or the hand,
which cannot be in two different places at once,
and not a central capacity limit at all. This second
theoretical framework has been tested using com-
puter programs that simulate specific tasks and
predict the pattern of response times. Whether
obligatory or strategic, the existence of temporal
delays in responding to two input stimuli close
together in time is a general finding demonstrating
people’s limitations in responding to two tasks.

Control of Attention
and Attention Switching

Shifting attention from one location to another is
an essential part of how we view the world. Covert
attention, movement of the mind’s eye, leads and
targets the movements of the eye. Covert attention
shifts are also used to take up information in differ-
ent spatial regions without movement of the eye.
Instructing people to make shifts of covert atten-
tion is one strategy for measuring how attention is
shifted from one location to another. In one classic
example, an arrow points at and leads attention to
a possible target location. The costs of misdirec-
tion, called invalid cueing, can be measured in
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lower accuracy and longer response time compared
with valid cueing. In another example, individuals
may be asked to search for a target in a stream of
letters appearing in one location, one after the next,
and then to switch immediately to a second stream
to detect the next item. The theoretical metaphor of
covert attention operating like a spotlight led some
researchers to suppose that moving the mental
attention spotlight would entail activating spatial
regions between the current location and the new
location. Clever theories and experiments, how-
ever, have shown instead that items in intermediate
locations do not benefit from the shift of attention.
Instead, if attention is redirected from one location
to another, it is as if one spotlight is dimmed while
another spotlight focused at a second location is
lighted. Excellent quantitative models account for
attention switches as such episodes of information
acquisition through attentive deployment that oper-
ate separately in space and time.

As in the case of visual search, many of these
tasks combine a goal-directed, or top-down, speci-
fication of a location or a target with a stimulus-
based, or bottom-up, analysis of the items in the
field and their salience. Indeed, it seems that many
visual searches involve naturally evolving cycles of
attention deployment that lead to eye movements,
and then to a new reassessment of the search field,
and another eye movement. In visual search, in
planned sequences of shifts of covert attention, or
in unplanned or evolving sequences of movements
of the eye, the control and shifting of covert atten-
tion plays an important role in how information is
acquired from the inputs of the outside world.

Physiological Substrates of Attention

With the explosion of new knowledge about brain
structure and function, new physiological theories
can describe the impact of attention on individual
cells in the sensory analysis systems and in net-
works of centers that act to engage attention or to
disengage and move attention, and to maintain
vigilance. Spatial attention changes the strength, or
rate, of response for individual neurons in the early
visual cortex, especially in the presence of distract-
ing stimuli. Individual neurons may respond as
though distracting stimuli have been excluded from
influence on the response, a property similar to
signal-detection-based template models of attention

as a filter. Individual neurons can increase the level
of response to an attended stimulus as though the
contrast or strength of the stimulus was increased.
This property, sometimes called contrast-gain, is
directly related to the concept of enhancement or
amplification of the attended stimuli in quantitative
signal-detection models of attention. Computational
model frameworks that integrate these parallel
models from the cellular level in one or another
individual region of the sensory cortex up through
full analysis and behavior remain to be developed.
Still, it is clear that the behavioral and the neural
responses share close functional analogies.

Distinct networks of brain centers have been
implicated in goal-directed preparation for expected
inputs or targets and in the reorienting of attention
in response to salient or unexpected sensory stim-
uli. Frontal and parietal regions of the cortex,
including frontal eye field and lateral intraparietal
areas, are activated during goal-directed prepara-
tion or deployment of attention in response to a
cue to a relevant location or feature. These systems
are activated during the period when the expecta-
tions from a cue are maintained and may be
recruited during goal-directed tasks such as visual
search. A different network, one that is lateralized
in the right ventral frontoparietal area, appears to
be involved in the resetting and reorientation of
attention when an unexpected or salient input
overrides goal-directed orienting. In goal-directed
situations, recent evidence suggests that frontal
activity precedes activity in the relevant sensory
areas. If attention is attracted by the stimulus,
however, then activity in the sensory representa-
tions seems to lead to the frontal activity. These
networks have been identified through new imag-
ing technologies that sense the activated regions of
the brain during attention tasks in humans, through
behavioral anomalies in humans with lesions, and
by measuring neural responses in tasks in monkeys
that parallel those in humans.

Future of Attention Theories

Attention is a critical function in the mental arse-
nal, one that has fundamental implications for
how we interact with the world. As we learn more
about how the brain works, computational models
could help link cognitive function to physiological
responding, and psychophysical models of function
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and behavior to the workings of physiological
components of the relevant brain networks or sys-
tems underlying control of attention. These new
theories and models, in turn, would help us better
clarify the role of attention. A better understand-
ing of attention’s “exquisite control” in determin-
ing which inputs are processed and when would
further our understanding of intelligent informa-
tion-seeking behavior and how we choose to
manage multiple task demands. In turn, the under-
standing of the distinct mechanisms and brain cir-
cuitry of attention may also increasingly serve as a
basis for understanding how the attention systems
fail to function or function differently across
the life span or in different mental health
conditions such as attention deficit disorder or
schizophrenia.

Barbara Dosher and Zhong-Lin Lu
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ATTENTION AND CONSCIOUSNESS

Have you ever arrived at work or a store and real-
ized that you have no memory of seeing, hearing,
or otherwise experiencing anything along the
way? This is a sufficiently common experience (or
lack of experience) that it has received a nickname
in the perception literature. It is referred to as hav-
ing been in the zombie state. The idea is that in
this state, people behave as functioning beings
with the capacity to take in and respond appropri-
ately to sights, sounds, and other stimulation but
do so while being unconscious of them. Unlike
horror-movie images of walking corpses, this
zombie state is not necessarily bad. In athletics, it
is referred to as being in the zone, and it is often a
goal state. For athletes and non-athletes alike, this
apparently unconscious yet functioning state is
most likely to occur when executing a skilled
behavior such as driving a highly familiar route.

The idea of attention is often invoked in think-
ing about what controls whether one enters the
zombie state. For example, if nothing unusual hap-
pens on your drive to work and you are thinking
intently about something, such as a project at
work or a problem at home, you are likely to be
unaware of your surroundings. If, however, some-
thing draws your attention, such as a pedestrian
darting across the road, you are likely to become
quickly aware of your surroundings. Reputedly,
one can knock an athlete out of “the zone” by get-
ting him or her to attend to details of an action—
“Do you grip more tightly with your left or right
hand when making a long putt?” Both intuitively
and empirically, there seems to be a strong link
between attention and consciousness.

The link between attention and consciousness
remains a controversial issue. Some theorists assert
that attention is both necessary and sufficient for
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consciousness. The idea is that you must attend to
something to become conscious of it, and if you do
attend to it, then you will become conscious of it.
This is tantamount to arguing that attention is the
same thing as consciousness, in which case, for sim-
plicity, it might be best to jettison one or the other
construct. Other theorists assert that attention is
necessary but not sufficient for consciousness. The
idea here is that you must attend to something to
become conscious of it but that attending to it will
not always make you conscious of it. This position
assumes that attention serves as a gatekeeper by
which the cognitive system is protected from being
overwhelmed by the vast amount of information
that impinges on the sensory systems. Finally, still
other theorists assert that attention is neither neces-
sary nor sufficient for consciousness. Under this
view, attention and consciousness serve distinct
functions, but they interact with each other. What
evidence is there for these different views? This
entry will discuss some of this evidence.

Link Between Attention and Consciousness

Some of the earliest evidence for a link between
attention and consciousness came from attentional
cueing experiments pioneered by Michael Posner
and colleagues. In these experiments, attention is
directed to some location and awareness of infor-
mation at that location is compared with aware-
ness of information at other locations. A cue such
as a brief flash of light might be used to direct
attention to a location. Stimuli are then presented
at that cued location or at uncued locations.
Observers are relatively poor at identifying or oth-
erwise indicating that they were aware of stimuli at
uncued locations compared with cued locations,
suggesting that awareness depended on attention.

Other evidence of a strong link between atten-
tion and consciousness comes from “selective look-
ing” experiments. Here, twoscenesaresuperimposed
and observers are asked to attend to one while
ignoring the other. For example, Ulric Neisser and
Robert Becklen superimposed two movies—one of
a pair of people engaged in a hand-clapping game
such as “See My Playmate” and another of a group
of people tossing a ball from one person to the
other. When observers were asked to report on
some aspect of one of the movies, such as how
many times hands made contact or how many

times the ball was passed from person to person,
they were strikingly unaware of events in the other
movie. In one case, for example, a woman holding
an open umbrella walks through the group of
people playing ball. Many observers who were
monitoring the hand game failed to notice this odd
event.

Exploring the link between attention and con-
scious perception further, Arian Mack and Irvin
Rock designed experiments to ask whether stimuli
are perceived at all when they are “truly” unat-
tended, that is when attention has not been directed
to them and when observers have no reason to
suspect that they will be relevant to the task at hand.
These experiments involved a difficult attention-
demanding task. For example, observers would be
shown a large plus sign in which either the hori-
zontal or vertical bar was slightly longer, and the
task was to report which was longer. Unbeknownst
to the observer, after completing several trials of this
difficult task, an additional stimulus was presented
along with the plus sign, such as a colored shape.
When asked after the trial whezther they noticed
any stimuli other than the plus sign, observers
often reported seeing nothing. This happened even
when the additional stimulus was presented directly
at the location where their eyes were fixated.
Apparently, the plus-sign task prevented observers
from attending to anything else and, as a conse-
quence, concluded Mack and Rock, nothing else
was perceived, a phenomenon they labeled inat-
tentional blindness.

A related phenomenon, known as change blind-
ness, seems to reinforce the link between attention
and conscious perception. In these studies, which
were pioneered by Ronald Rensink, Daniel Simons,
and others, observers failed to notice large changes
in a scene that they were viewing unless attention
was somehow directed to the change. These exper-
iments are similar to “find the differences” puzzles
in children’s magazines, except that the scenes are
presented at different times instead of in different
locations. For example, two versions of a city
scene—one in which a (large!) steeple on a build-
ing is present and one in which the steeple is
missing—are presented one at a time with a brief
blank screen in between. Observers must find and
report the difference across the two versions. This
is a remarkably difficult task. In some cases, the
scenes often cycle for more than one hundred times
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before observers reliably detect the change.
Moreover, when monitoring eye movements dur-
ing this task, it has been found that observers
sometimes fixate the change without noticing it.
Apparently, until attention is paid directly to the
change itself, the experience is of an unchanging
scene across the two views.

Finally, individuals who have suffered certain
types of brain damage have also provided insight
into the link between attention and consciousness.
Patients who have suffered damage to parietal
regions of their cerebral cortex, for example, which
have been implicated in the control of attention,
seem to show something like inattentional blindness,
referred to as neglect. When attention is drawn to
the areas of their visual field that correspond to the
damaged brain areas, they are able to perceive stim-
uli normally. When attention is not drawn to these
areas, however, the patients behave as though those
stimuli are not there at all. A related phenomenon
known as extinction, which also occurs with parietal
damage, similarly highlights the link between con-
scious perception and attention. When a single
stimulus is presented in a location that corresponds
to the area of cortical damage, these patients do
notice and can report on this stimulus. However,
when two stimuli are presented—one in a location
that corresponds to undamaged brain areas and one
that corresponds to damaged areas—these patients
will often report seeing only the stimulus in the
“good” area, as if perceiving that stimulus “extin-
guished” conscious awareness of the other stimulus.

An important aspect of all these phenomena—
attentional cueing, inattentional blindness, change
blindness, neglect, and extinction—is that when
attention is directed to the stimuli in question,
observers are able to see them easily. Thus, it is not
the quality of the stimuli that determines aware-
ness, but rather whether or not they are attended.
The question remains, however, is attention both
necessary and sufficient for consciousness?

The Issue of Sufficiency

Several theorists have noted that although atten-
tion may be necessary for consciousness, suffi-
ciency is yet a further step. Daniel Levin and Daniel
Simons, for example, noted that observers are
often unaware of changes that occur to aspects of
a scene to which they are attending. Observers

were asked to watch films in which various changes
occurred, in anticipation of answering questions
about the film afterward. Strikingly, about 50% of
the observers failed to notice that the actor playing
the main character in the film changed across a
scene cut. In an even more dramatic example,
observers came into the lab and met an experi-
menter behind a counter. After engaging the
observer in a brief conversation, the experimenter
ducked below the counter as if to get some materi-
als on a shelf. Unbeknownst to the observer, a
second experimenter who had been waiting below
the counter, came up and resumed the conversa-
tion with the observer. Fewer than 40% of the
observers in this experiment noticed this change.

Theorists who espouse the view that attention is
necessary but not sufficient for consciousness tend
to attribute a gatekeeping role to attention. The
idea is that much more sensory information is
available at any given time than can be fully pro-
cessed. Attention controls the flow of information
to later processes that are especially limited in their
capacity. Consciousness is thought to arrive through
access to some subset of these later processes. Thus,
attention is necessary to achieve access to those
processes, but it does not follow that all informa-
tion that is let through will gain access to them.
Stanislas Dehaene and Lionel Naccache, for exam-
ple, codified this view into what they refer to as a
global workspace framework following theorist
Bernard Baars. The idea is that attention activates
within a central representation—the workspace—
information that is most relevant to the current
contextual demands. Observers become conscious
of some of this information when it engages some
of the processes within this workspace, such as the
establishment of a durable and explicit representa-
tion, or the initiation of intentional spontaneous
behavior, but do not necessarily become aware of
all of activated information. In this way, attention
controls what one can be conscious of, but it does
not directly determine conscious awareness of any
information.

Perhaps Attention Is Neither
Necessary Nor Sufficient for Consciousness

Although there is a strong link between attention
and consciousness, some theorists have pointed
out that this link may be neither necessary nor
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sufficient; attention and consciousness may sim-
ply interact with each other. Formally, for atten-
tion to be neither necessary nor sufficient for
consciousness, one must occur without the other
and vice versa. In two separate analyses of the
literature, Christof Koch and Victor Lamme
argued that exactly this situation holds. Examples
were cited of every condition—attended and con-
scious, unattended and unconscious, attended
and unconscious, and unattended and conscious.
The first three categories constitute those
reviewed in the preceding two sections of this
entry. The fourth condition—unattended vyet
conscious—has been the most controversial and
the most difficult on which to reach agreement:
Can one be conscious of unattended informa-
tion? The difficulty in answering this question is
that assessing whether someone is conscious of
something would seem to require asking about
it, but in asking about it, attention is drawn to it,
thereby destroying the necessary conditions for
assessing whether consciousness is possible with-
out attention.

Two strategies have been taken to circumvent
the challenge of assessing consciousness without
directing attention. One has been to seek indirect
evidence that something has been perceived.
Cathleen Moore, for example, presented the induc-
ing portions of simple visual illusions in the back-
grounds of displays using Mack and Rock’s
inattention method, which was described earlier.
Despite being unable to report the patterns in the
background, many observers nonetheless experi-
enced the illusions that they were designed to
induce. This suggests that those patterns were per-
ceived at least sufficiently well to alter other aspects
of the perception. Jeremy Wolfe coined the term
inattentional amnesia to characterize this sort of
experience and to contrast it with the term inatten-
tional blindness. The idea is that observers may be
immediately aware of sensory stimuli at the time
they are present, but if attention is not drawn to it,
it is not committed to memory, and the observer
cannot report on it after the fact. The term visual
stuff has been used by Wolfe, philosopher Wayne
Wright, and others to characterize the type of per-
ceptual experience that one has of unattended sen-
sory information.

The second strategy for assessing perception
without directing attention has been to use dual

tasks. The idea is to engage observers’ attention
with a difficult task, and then ask them, second-
arily, to report on other stimuli that might occur.
Leila Reddy and colleagues used this strategy to
ask whether people can identify faces without
attention. Observers were asked to focus on per-
forming a difficult letter-discrimination and search
task in the center of the screen, while face stimuli
were presented in peripheral locations. Reddy and
colleagues found that observers were able to reli-
ably detect the gender of the face with essentially
no decrement in performance on the letter task and
could identify individual faces with relatively little
effect on the central task.

Conclusions from dual-task experiments always
face the challenge that because observers were
aware of the relevance of the other stimuli, they
may have—however briefly—redirected attention
to those secondary stimuli. Therefore, any aware-
ness they may have of those stimuli could be
attributable to residual attention. Because of this
limitation, conclusions from dual-task experi-
ments are usually limited to being of the form, for
example, “gender identification in the near
absence of attention,” rather than “in the absence
of attention.”

Return of the Zombie

The difficulty of explicitly characterizing what is
meant by “visual stuff” and the difficulty of
ascertaining that no attention is paid to second-
ary stimuli in divided attention tasks constitute
serious challenges to resolving the final critical
question—Can people be conscious of things that
they do not attend to? The view of theorists such
as Koch and others, however, is that the zombie
state reflects exactly this. It seems implausible
that we drive to work, for example, with no per-
ceptual awareness. Consciousness and attention
are clearly closely linked. The final answer about
the nature of that link will hinge on confirmation
of the existence of the zombie state and an under-
standing of information processing while in that
state.

Cathleen M. Moore

See also Attention: Covert; Attention: Disorders; Change
Detection; Consciousness; Unconscious Processes
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ATTENTION AND EMOTION

Daily life presents such a bombardment of infor-
mation that people would be overloaded without
some means of prioritizing what they process.
Attention and emotion systems both contribute to
such prioritization. Emotions, for example, pro-
vide rapid, efficient means for identifying high-
priority aspects of the environment, and attention
mechanisms allow people to select manageable
subsets from an otherwise overwhelming influx of
information. Although these two systems influence
each other, studies of attention within the tradi-
tional perception literature have often overlooked

the role of emotion, examining instead how atten-
tion operates on various perceptual features. But
the world is not characterized solely by assem-
blages of colors, angles, and motions; the objects,
people, and events around us resonate with emo-
tional meaning, so it is crucial to understand how
attention and emotion interact. This entry describes
emotional stimuli and varieties of attention, pre-
attentive biases, rapid orienting versus delayed
disengagement, emotional stimuli and mechanisms
supporting awareness, asymmetry of attention-
emotion interactions, and reciprocal influences.

Emotional Stimuli and Varieties of Attention

Attention refers to a family of mechanisms that—
although they converge in the service of stimulus
selection—differ from each other in important
ways; orienting of attention to spatial locations is
not the same as selectively attending to some fea-
tures of a stimulus while ignoring other features,
and neither of these processes is necessarily identi-
cal with the attention mechanisms involved in
bringing information to awareness. Although evi-
dence does suggest dissociations between these
types of attention, each of them appears to be
strongly influenced by emotion; emotional infor-
mation seems to “capture” and hold various
aspects of attention more robustly than does non-
emotional information. For example, when it
comes to attending to some features of a stimulus
over others, emotional Stroop experiments have
shown how difficult it is for people to ignore emo-
tional aspects of a stimulus even when such aspects
are task-irrelevant. In a typical version of this task,
participants try to name as quickly as they can the
colors in which words or monochrome pictures
appear (or are printed). Frequently, they are slower
to do so when the words and pictures happen to
have strong emotional significance, suggesting that
people had difficulty tuning out the task-irrelevant
emotional information to focus only on the rele-
vant color information.

A large portion of research on attention-
emotion interactions has focused on the orienting
of spatial attention. One procedure commonly
used to tap into spatial orienting is the dot-probe
task, where pairs of words or faces are typically
presented on a computer screen and are followed
quickly by a dot at one of the word/face locations;
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participants are required to respond as soon as
they detect the dot, and they tend to be faster
when it appears at the former location of an emo-
tional word or face than of a neutral one, suggest-
ing that attention had already oriented to the
emotional stimulus at that location (similar effects
have been found even when people were not
aware of the emotional stimulus). Similarly, in a
cueing task—another measure of spatial orienting
of attention—participants make speeded responses
to targets, which could appear at one of at least
two locations. On some trials, a cue appears
before the target at one of the potential target
locations, but the location of the cue does not
predict the actual location of the subsequent tar-
get. In standard, non-emotional versions of this
task, people tend to be slower to respond to the
target when it appears away from the cue (an
“invalid” cue) than when it appears at the same
location as the cue (a “valid” cue), indicating that
they had reflexively oriented to the cue despite
knowing that doing so would not aid their perfor-
mance. In emotional versions of this task, the cues
themselves can be emotional or neutral stimuli
(e.g., words or faces), and when they are emo-
tional, their effects on spatial orienting are ampli-
fied. Notably, the emotional Stroop, the dot-probe,
and various cueing experiments have revealed gen-
eral biases to attend to emotional stimuli and have
shown that such biases tend to be stronger among
clinical and highly anxious individuals.

Pre-Attentive Biases

A number of models straddling the divide between
cognitive and clinical branches of psychology have
suggested that biases to prioritize emotional stim-
uli originate pre-attentively, meaning that they
occur before attentional selection and are not nec-
essarily bound by capacity-limited constraints.
According to such models, pre-attentive evaluation
of a stimulus’s emotional significance helps direct
the subsequent allocation of attention. Indeed,
theorists such as J. Mark Williams, Fraser Watts,
Colin MacLeod, and Andrew Mathews have sug-
gested that high trait anxiety might be linked with
a tendency to orient toward stimuli that were pre-
attentively evaluated as threatening, whereas low
trait anxiety might be linked with a tendency to
orient away from such stimuli.

Some neurobiological evidence suggests how
such a pre-attentive evaluation system might be
instantiated, although such claims have also been
challenged. For example, work on the amygdala—a
subcortical structure strongly linked with the pro-
cessing of emotional significance—has revealed
direct connections with the visual system, suggest-
ing neurobiological pathways through which emo-
tional information could conceivably bypass many
attentional circuits. Converging neuroimaging evi-
dence has found heightened amygdala activity in
response to emotional stimuli even when the stim-
uli were rendered unreportable through backward
masking (i.e., when noisy visual patterns appearing
immediately after emotional stimuli disrupted sub-
jective awareness of such stimuli) and when atten-
tion was directed away from them to perform a
secondary task. However, although such findings
are provocative and have been widely influential,
other work has found scant evidence of such height-
ened amygdala activity when the effectiveness of
masking was rigorously ensured and when atten-
tion was strongly occupied by a secondary task.
Additional studies have found that personality
variables such as trait anxiety are linked with the
degree to which attention manipulations modulate
amygdala response to emotional stimuli. Such rela-
tionships may have been observed either because
anxiety is linked with hyper-responsiveness to
emotional stimuli or because anxiety is linked with
a reduced ability to direct the focus of attention.
Evidence exists to support both accounts.

Recent behavioral evidence also has led some to
question whether emotional or otherwise high-
priority stimuli are indeed processed independently
of attention. In a study by Christine Harris and
Harold Pashler, participants made speeded judg-
ments about the relationship of two digits to each
other and either an emotional word, the partici-
pant’s own name, or a neutral word could appear
in between the two digits. When the emotional
word or one’s own name was the only text along-
side the digits, response times were slowed relative
to when a neutral word appeared; this effect was
especially large for one’s own name. However,
when one’s name was only one of several words
appearing alongside the digits, response times were
no different from when no name was present. This
finding suggests that rather than reflecting pre-
attentive mechanisms, high-priority stimuli may
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receive preferential processing only when atten-
tional resources are readily available. Of course, as
the authors noted, it is possible that different
results would have emerged had stimuli been even
more emotionally evocative or had participants
represented a more highly anxious population.

Rapid Orienting Versus
Delayed Disengagement

Related to the question of whether emotional
information can be extracted pre-attentively is the
question of whether biases to attend to emotional
stimuli reflect faster attentional orienting to emo-
tional stimuli in the first place (which would be
consistent with pre-attentive evaluation mecha-
nisms) or delayed disengagement from emotional
stimuli already at the focus of attention. Some
evidence suggests the former. For example, one
study used a visual search task in which partici-
pants searched for a fear-relevant stimulus (a spi-
der or snake) among non-fear-relevant stimuli
(mushrooms and flowers). Typically, in a visual
search task, the time it takes to detect a target
within an array of items increases as the number
of array items increases. However, when the tar-
get was fear-relevant, response time seemed rela-
tively unaffected by the number of array items (an
effect known as visual “pop out”), suggesting that
it had been among the first of the array items to
draw attention. On the other hand, attentional
cueing research in which cues could be neutral or
threatening stimuli has suggested that rather than
preferentially drawing an initial orienting response,
emotional stimuli simply “hold” processing
resources once they are attended. In one cueing
experiment, when cues appeared at the location of
the subsequent target, participants’ response times
were not affected by the emotionality of the cue,
suggesting that the emotional cues did not elicit
faster orienting. In contrast, when cues were
invalid, appearing away from the target location,
emotional cues led to slower response times, sug-
gesting that participants indeed had difficulty
disengaging from them to reorient attention to the
target. This evidence suggests that when it comes
to spatial orienting of attention, biases to attend to
emotional stimuli may be driven by tendencies to
linger on—rather than initially orient to—such
stimuli.

Emotional Stimuli and
Mechanisms Affecting Awareness

Recent studies have begun to examine the impact
of emotional stimuli on attention mechanisms that
help drive visual awareness itself. These experi-
ments have suggested that emotional stimuli both
gain more ready access to such mechanisms and,
perhaps in doing so, prevent spatially or temporally
neighboring, non-emotional information from
doing the same. In large part, such experiments
have used what is known as the attentional blink
task, where participants search for targets within
rapid streams of stimuli (e.g., streams of alphanu-
meric characters in which each item appears for
about 80 to 100 milliseconds [ms] before being
replaced by the next). In a typical non-emotional
version of this task, people often detect the first
target but fail to detect the second if it follows too
soon afterward. One widely influential explanation
for this effect is that the attentional processes that
select information for consolidation into visual
awareness are relatively slow, and that failures to
detect the second target stem from such processes
already being engaged by the first target. Notably,
when the second target happens to be an emotional
word, it is less susceptible to the attentional blink,
suggesting that it captures the processes necessary
to support awareness (although this does not occur
among patients with bilateral amygdala damage).
In a similar rapid presentation task, participants
searched for only a single non-emotional target,
and the target could be preceded in the stream by a
task-irrelevant emotional or neutral picture. When
the task-irrelevant picture was emotional, partici-
pants had difficulty perceiving the subsequent tar-
get; thus, in drawing attention to themselves,
emotional stimuli appear to distract or disrupt
attention processes that would otherwise usher
other information into awareness. Consistent with
this notion, evidence suggests that emotional stim-
uli associated with disrupted target detection are,
in themselves, better remembered than are those
not associated with such disruption.

Asymmetry of
Attention—-Emotion Interactions

The literature on attention—emotion interac-
tions seems to contain an asymmetry wherein
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emotionally negative stimuli influence attention
more than emotionally positive stimuli do. Such
findings have led to suggestions of evolved mech-
anisms for attending specifically to threat; argu-
ably, such mechanisms could aid one’s chances of
survival. However, some have argued that the
observed asymmetry stems not from evolved
threat-detection mechanisms, but from the fact
that emotionally negative stimuli tend to be more
emotionally “arousing” or intense than are emo-
tionally positive stimuli. A few studies have
attempted to control for the general emotional
arousal elicited by stimuli and, in doing so, have
reported that the positive-negative asymmetry
largely disappears. In other words, it may be that
the degree of arousal elicited by a stimulus drives
attention effects more than does the evaluation of
a stimulus as being positive or negative. The
degree to which arousal and positive-negative
evaluations respectively contribute to attention—
emotion interactions is still a topic of consider-
able inquiry.

Reciprocal Influences

In addition to evidence suggesting that emotion
influences attention, recent evidence has high-
lighted the bidirectional nature of this relationship,
exploring ways in which attentional withdrawal
from stimuli affects emotional responses to them.
Jane Raymond and colleagues, for example, have
found that when a visual search task requires that
people ignore otherwise attractive visual distrac-
tors, participants later rate the ignored distractors
as being less pleasing than visually similar items
that had not been ignored. Notably, the harder a
person had to try to ignore a distractor (e.g., the
closer a distractor had appeared to a target), the
more they affectively “devalued” it. Such findings
reveal reciprocal influences between attention and
emotion and carry implications for how patterns
of attention allocation may foster affective prefer-
ences in daily life.

Steven B. Most

See also Attention: Covert; Attention: Effect on
Perception; Attention and Consciousness; Emotional
Influences on Perception; Face Perception; Individual
Differences in Perception

Further Readings

Anderson, A. K., & Phelps, E. A. (2001). Lesions of the
human amygdala impair enhanced perception of
emotionally salient events. Nature, 411, 305-309.

Arnell, K. M., Killman, K. V., & Fijavz, D. (2007).
Blinded by emotion: Target misses follow attention
capture by arousing distractors in RSVP. Emotion, 7,
465-477.

Compton, R. ]J. (2003). The interface between emotion
and attention: A review of evidence from psychology
and neuroscience. Behavioral and Cognitive
Neuroscience Reviews, 2, 115-129.

Fenske, M. J., & Raymond, J. E. (2006). Affective
influences of selective attention. Current Directions in
Psychological Science, 15, 312-316.

Fox, E., Russo, R., Bowles, R., & Dutton, K. (2001). Do
threatening stimuli draw or hold visual attention in
subclinical anxiety? Journal of Experimental
Psychology: General, 130, 681-700.

Harris, C. R., & Pashler, H. (2004). Attention and the
processing of emotional words and names: Not so
special after all. Psychological Science, 15, 171-178.

Mogg, K., & Bradley, B. P. (1998). A cognitive-
motivational analysis of anxiety. Bebhaviour Research
and Therapy, 36, 809-848.

Most, S. B., Chun, M. M., Widders, D. M., & Zald, D.
H. (2005). Attentional rubbernecking: Cognitive
control and personality in emotion-induced blindness.
Psychonomic Bulletin & Review, 12, 654-661.

Ohman, A., Flykt, A., & Esteves, F. (2001). Emotion
drives attention: Detecting the snake in the grass.
Journal of Experimental Psychology: General, 130,
466-478.

Pessoa, L., McKenna, M., Gutierrez, E., & Ungerleider,
L. G. (2002). Neural processing of emotional faces
requires attention. Proceedings of the National
Academy of Sciences USA, 99, 11458-11463.

Schimmack, U. (2005). Attentional interference effects of
emotional pictures: Threat, negativity, or arousal?
Emotion, 5, 55-66.

ATTENTION AND
MEDICAL DIAGNOSIS

When a radiologist is presented with a medical
image, be it a radiograph or the many hundreds of
images generated from a computerized tomogra-
phy (CT) or magnetic resonance imaging (MRI)
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scanner, he or she needs to make sense of the
images, which are representations of the human
body, and perceive pathology among the different
ambiguous shapes, shades, and contours. Abnor-
malities are generally perceived quickly, as eye
tracking has demonstrated, with pathology usually
looked at within the first two or three fixations. It
takes many cases and years of training to become
proficient in interpreting medical images as per-
ceptual discrimination is learned and acquired
knowledge is converted into a variety of cognitive
strategies and cognitive skills. This process is still
not fully understood, but it seems practice with
feedback is the only way to achieve clinically
acceptable performance. Medical imaging has seen
many developments in equipment, including the
recent move away from film to digital technolo-
gies. Research has, however, demonstrated that
error rates during the past 50 years remain resis-
tant to these improvements and changes in tech-
nology. This demonstrates the importance of
perceptual and cognitive factors in the perfor-
mance of radiologists when interpreting medical
images. This entry discusses eye movements, mod-
els of medical image perception, searching medical
images, and decision processes.

Eye Movements

Eye tracking as a research methodology has pro-
vided some insight into the strategies and types of
errors that are made by radiologists. Eye move-
ments are not involuntary in visual search but can
be described in terms of target selection, which in
turn is related to the motivational state of the radi-
ologist and to higher cognitive processes.

Errors can be search errors because of incom-
plete scanning, detection errors caused by failure
to recognize visual features, and decision errors
where the wrong decision is made. Most errors,
however, are not caused by a failure to perceive but
by a failure to recognize and make the correct deci-
sion. In mammography, about 30% of cancers are
missed, and 70% of those missed cancers are actu-
ally looked at, although not identified as cancer.

Eye tracking has demonstrated different search
patterns between novices and experts. For exam-
ple, when looking at a chest radiograph, the expert
will exclude large parts of the image during a
search for lung nodules and concentrate on regions

where lung cancer is more likely to occur. Compared
with the novice, the expert will also make fewer
fixations and have a greater distance between fixa-
tion clusters.

Reflecting the fact that there is currently no
formal theory of optimal eye movement strategy in
conducting visual search, there is no optimal strat-
egy for radiologists, but eye tracking is useful for
attempting to understand the way radiologists
assimilate information from a medical image.

Models of Medical Image Perception

The global focal model of medical image interpre-
tation, developed by Harold Kundel and Calvin
Nodine, can actually be applied to any situation
where domain-specific knowledge is important.
According to this model, two forms of image
analysis are performed sequentially. The first stage
is the global or holistic impression (see color insert,
Figure 12). This occurs instantaneously, in the
same way as recognition of a familiar face hap-
pens. Any perturbations in the image are identified
based on learned templates, and are flagged for
subsequent searching before the first fixation. This
is why abnormalities are usually looked at within
the first few fixations. The second stage is when
focal scanning takes place, which is essential for
subtle lesions that are less conspicuous.

With experienced radiologists, the concept of
normal is so highly developed that normal features
are not consciously processed, but the abnormal
ones are identified for focal scrutiny, so visual
attention is perceptually attuned to the detection
and decision making requirements of the task. For
example, in mammography, where the appear-
ances of some cancers can be subtle, the emphasis
is on the cognitive aspect of visual search, which
depends on training and expertise.

Searching Medical Images

There is a great deal of variability between radiolo-
gists in the way medical images are searched, but
despite the variability, search patterns are rarely
random. The relative importance of the image
properties or cognitive structures in driving search
depends on the task. Medical image interpretation
is essentially task driven, where knowledge struc-
tures are more important than visual saliency. This
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is perhaps best illustrated by the way that clinical
history or knowledge of the clinical indications for
the imaging test can change the allocation of atten-
tion to different parts of the image, so perception
can be changed in response to information about
the implied meaning of the image. For example,
knowing the patient’s symptoms and the mecha-
nism of injury can facilitate the detection of subtle
fractures, such as some injuries to the pelvis com-
monly suffered by long jumpers, hurdlers, and
gymnasts. Medical images are also representations
of reality so perceptual organization depends on
the observer’s ability to retrieve stored mental rep-
resentations of targets they may encounter.

One phenomenon that affects performance is
the satisfaction of search effect (SOS) in which an
abnormality is missed because another abnormal-
ity has been detected. Search is terminated once an
expected pathology is found. This has been exten-
sively researched by Kevin Berbaum in a recent
study in which fractures were added to the images
of 70 simulated multi-trauma patients leading to a
substantial reduction in the detection of subtle
fractures by radiologists.

Decision Processes

Once an abnormality is perceived, the decision
about whether to report it is not always clear-cut.
Radiologists will have different thresholds of
abnormality depending on factors such as the task
or even personality traits such as the cautiousness
of the radiologist. For example, in screening exam-
inations such as mammography where the occur-
rence of disease is rare (approx. 0.5%) and the
consequences of missing a cancer are serious, then
the radiologist when deciding on any abnormali-
ties perceived in the image is likely to err on the
side of caution and suggest a biopsy.
Computer-aided diagnosis (CAD) has been used
to support the radiologist in his or her decision
making by indicating any potentially abnormal
locations that the radiologist might not have per-
ceived and so reduce the number of missed can-
cers. Studies generally indicate that there is an
improvement in detection with CAD, but not
always, because not all observers use the CAD
information in the same way, particularly if the
CAD information conflicts with the physician’s
perceptual processes. For example, CAD can be

used in mammography as a prompting system by
highlighting suspicious areas for the observer to
assess; however, cancers are rare in mammography
so most prompts would need to be ignored, which,
apart from being distracting, will also reduce the
threshold a film reader will put on any prompt
that it is a true positive.

Tim Donovan
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ATTENTION AND MEMORY

Behavior in a variety of visually guided tasks—from
remembering a few objects to executing complex
activities—is strongly influenced by the interplay
between attention and memory. This entry high-
lights these interactions as we process our visual
surroundings. Reflecting the corpus of scientific
literature, the primary focus of this entry will be on
short-term memory, although some interactions
with long-term memory will also be described.
Specifically, the focus is on the role of attention in
determining the contents of visual memory, and,
reciprocally, the role of visual memory in control-
ling attention during perceptually guided tasks.
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As the following sections show, the likelihood
that an object is represented in visual short-term
memory (VSTM) is related to the amount of atten-
tion it receives during initial perceptual processing.
Once in VSTM, attention-based rehearsal mecha-
nisms affect the likelihood information is retained
there or transferred into a more durable long-term
memory (LTM) store. Retained short- and long-
term memory representations of object location
and identity can then reciprocally influence the
subsequent guidance of attention through the
visual world.

Encoding of Information
Into Visual Short-Term Memory

As its name implies, visual short-term memory
enables the temporary retention of newly acquired
visual information over short periods (seconds).
For example, VSTM allows one to keep track of
car positions and movement trajectories between
glances to the rear-view mirror while driving. In
contrast to the seemingly limitless capacity of long-
term memory, however, VSTM is a limited capacity
resource restricted to, at best, four items—only a
tiny percentage of the world around us (long-term
memory enables an observer to accumulate infor-
mation beyond this limit). With such a limited abil-
ity to store shortly relevant visual information in
the short term, some set of mechanisms must gov-
ern access to VSTM. Although the importance of
attention in determining the contents of VSTM has
been known for some time, it is highlighted by two
phenomena that have received recent consideration:
change blindness and just-in-time search strategies.

Change blindness is the tendency for an observer
to fail to notice changes introduced to a scene such
as color alterations, object additions or deletions,
and object substitutions from one view to the next.
To induce this effect, one only needs to temporar-
ily block an observer’s view of the world when the
change takes place. A lab-based example might be
a momentary flicker on a computer screen and a
real-world example might be a bus moving across
a pedestrian’s line of sight. These failures in visual
memory and visual awareness result from a limited
ability to efficiently encode the myriad objects and
features contained in a scene into VSTM. Change
blindness is reduced, however, when changes are
made to objects that are likely to be attended. For

example, changes to objects that are of central
interest in a scene are detected faster than are those
of more marginal interest. Indeed, once a change is
found, it becomes so obvious to observers that
they are surprised the task was so difficult.
Performance on perceptually guided action
tasks such as making a sandwich, preparing tea, or
sorting blocks, also suggests that attention is in
some sense a gatekeeper for VSTM. When execut-
ing these various natural actions, observers adopt
a just-in-time strategy in that they only obtain and
represent information in VSTM when it is needed.
For example, when asked to arrange a random
assortment of colored blocks to match a model,
observers typically fixate (attend to) a block in the
model before picking up a block of the same color
only to then look back at the model before placing
the selected block in their copy. Observers appar-
ently only acquire color in the first fixation and
have to re-attend to the model to obtain location
information in the second fixation. Hence, in per-
ception-for-action situations, specific momentarily
relevant features of an object or scene are selec-
tively attended and retained in memory at the
expense of task-irrelevant features. In conjunction
with studies on change blindness, results of this
kind suggest that focused attention may be neces-
sary before an object (or a subset of its specific
component features) is encoded into VSTM.

Maintenance of Information
in Visual Short-Term Memory

Given its limited duration and capacity, the con-
tents of VSTM must be constantly updated or
“refreshed.” Attention also plays a role (although
not a solitary one) in determining the degree to
which information is maintained in VSTM. Consider
a situation where an observer is asked to remember
a set of objects across a short retention interval. If
at the same time, observers are also engaged in a
difficult attention-demanding task such as counting
backward from a random three-digit number in
multiples of three, they experience a decrease in the
amount of information that they can retain about
the objects. Similarly, if a sudden visual distraction
occurs during the retention interval, such as a local-
ized flash of light, memory for objects previously
presented near the distracting event are remem-
bered better than are those that were further away
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as though a “spotlight beam” of attention shifted
and narrowed from all objects to just a few. Finally,
the number of objects that a particular individual
can remember is directly related to his or her ability
to vigilantly attend to task-relevant information
and to ignore task-irrelevant information.
Collectively, these results have led researchers to
postulate attention-based rehearsal mechanisms
that maintain information in VSTM.

Guidance of Attention

To interact with the visual environment, whether
to find a misplaced book, to make lunch, or to
safely maneuver an automobile, observers shift
their attention from place to place. Although the
guidance of attention through a visual display is
likely influenced by perceptual factors such as
local luminance, contrast, color, and motion, cog-
nitive factors including memory are also impor-
tant. For example, the contents of VSTM can bias
the deployment of attention toward some objects
and away from others and thereby influence the
ease with which objects can be located and identi-
fied. To illustrate this, the following discussion
focuses on the role VSTM plays in visual search
tasks by considering how VSTM for spatial loca-
tion and object identity affect attention guidance.

Memory for Object Location

Visual search is more efficient if an observer can
remember the locations he or she previously
searched and avoid revisiting them in the future.
One method that has been used to explore the role
that memory for object location plays in selecting
items to interrogate has been to engage observers
in a search task in which items are revealed a few
at a time. For example, in the preview or gap para-
digm, a search array is revealed in two stages.
First, a set of distractor objects is presented, all of
which the observer knows are not targets. After a
delay of about 1 second, another set of items, one
of which is the target, is added to the display.
When objects are presented in this manner, the
target is found faster than in situations where all
search items are presented simultaneously. In order
for this preview effect to be observed, some mem-
ory for the locations of the old and new items must
be involved because once the second array appears,

it is impossible to perceptually distinguish the two
groups of items.

In addition to showing that attention is biased
away from previously attended locations, research-
ers have also shown that visual search is slowed
when observers are asked to remember a series of
spatial locations during a visual search task. This
occurs because VSTM is limited in capacity and
the additional task interferes with the observers’
ability to remember the locations of the searched
and the to-be-searched items in the display.
Additionally, these spatial memory loads increase
the likelihood that attention will return to previ-
ously examined objects, thereby decreasing the
efficiency of visual search.

Memory for Object Identity

When engaging in a visual search task, observ-
ers have to remember what they have looked at, as
well as what they are looking for. Many models of
visual search suppose that this is accomplished by
generating a target template, or a representation of
what one is looking for, in VSTM. Several lines of
experimental evidence suggest that once this is
done, attention is biased toward objects that are
similar to this stored template, especially when the
identity of the target changes from trial to trial
(although this biasing is not automatic or manda-
tory, indicating that the contents of VSTM can be
used flexibly across various task demands to guide
the allocation of attention). In addition, after
memorizing a given object, one’s ability to locate
and identify a search target in a visual array is
facilitated if the target appears near an item that
matches the to-be-remembered object compared
with situations where the target appears near a
visually distinct distractor. This memory-guided
allocation of attention by object identity improves
overall discrimination times and can attenuate set
size effects (the tendency for search time to be
directly related to the number of objects in the
display) during serial visual search.

The bias of attention toward objects that match
the contents of VSTM is not confined to serial
search where observers must attend to each object
in a display one-at-a-time. Even in a pop-out
search task where observers are to report the shape
of a color singleton target (e.g., the red target
among green distractors or vice versa), search is
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faster if the target on trial N and N-1 are the same
color compared with cases where their colors mis-
match. By varying the lag between matching target
trials, this priming of pop-out effect has been
shown to persist for approximately 30 seconds.

Although explicit knowledge of the target iden-
tity facilitates search, recent evidence suggests that
VSTM can help guide attention even when the
identity of the target is unknown. For example, if
one asks an observer to search for a suddenly
appearing object in a real-world scene—and assum-
ing that these objects are onset so that low-level
motion signals that would otherwise capture atten-
tion are eliminated—the speed with which the
targets are overtly attended increases with addi-
tional viewing time before the onset of the target.
This result suggests that as more information is
added to VSTM as viewing progresses, the result-
ing representation becomes more functional in the
sense that it can be used to help orient attention
within scenes even when precise search templates
cannot be formed in memory.

Visual Long-Term Memory

In contrast to short-term memory, visual long-
term memory has no clear limit on its capacity or
storage duration. In one striking demonstration of
this, after being shown hundreds of photographs
for just a few seconds each, observers are able to
recognize the pictures they saw even after a reten-
tion period of an entire year. Access to this LTM
store relies on attention in much the same way as
VSTM because the objects that are attended dur-
ing the perception of the environment and that are
rehearsed in VSTM may be retained long-term.
However, the long-term maintenance of informa-
tion in memory is accomplished without the need
for sustained attention. As the previous example
shows, even with long delays between study and
test where attention has been removed from an
object, its representation in LTM perseveres.

In addition to enabling the accumulation of
information in memory beyond the limits of
VSTM, long-term memory can also modify the
allocation of attention to a visual display. For
example, if an observer is repeatedly exposed to a
constant arrangement of target and distractor
items in a visual search task, search becomes
progressively more efficient, an effect known as

contextual cueing. This increase in efficiency occurs
because repeated experience with a display leads to
long-term memory for the configuration of objects
that in turn can help guide visual attention to
behaviorally relevant targets. That is, when the
spatial relationships among objects in a scene are
relatively constant, such as the arrangement of
furniture in your living room, by virtue of knowing
the locations of any set of objects, one also knows
(or at least can predict) the location of any other
item, thereby reducing the need to execute a
detailed serial search for some desired target.

Long-term memory for object or scene identity is
also used to guide attention during visual search.
For example, target detection is facilitated if a target
object is consistently presented with the same dis-
tractor objects, compared with situations where the
distractor and target objects are uncorrelated.
Additionally, the visual knowledge stored in LTM
regarding semantic associations between objects
influences search. When searching for a target object
(e.g., nails) that is—unknown to the observer—
absent from a display (hence the target cannot
attract attention itself), the presence of a semanti-
cally consistent object (e.g., hammer) draws atten-
tion because, in our experience, these objects tend to
be co-located. Thus, the visual information accumu-
lated over one’s lifetime can be brought to bear on
search tasks in an effort to increase efficiency. Finally,
returning to contextual cueing, if a learned configu-
ration of objects is unexpectedly mirror-reversed so
that they are spatially translated across the display,
observers first shift their gaze (attention) toward the
position in the display in which the target had previ-
ously appeared. However, when this initial search
fails, attention is quickly directed to the target’s new
position, suggesting that LTM for scene and object
layout are also used to guide attention.

James R. Brockmole
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ATTRACTIVENESS

The term attraction can refer to numerous inter-
personal factors from liking to love, but it is most
commonly used to indicate evaluative judgments
of physical attractiveness. Although now promi-
nently featured in journals of many disciplines,
the scientific study of attraction is a relative new-
comer to psychology. Since its beginnings, how-
ever, numerous perceptual cues have been
identified that reliably affect perceptions of attrac-
tiveness. This entry reviews theoretical approaches
to the study of attractiveness and then describes
the visual, auditory, and olfactory cues that affect
perceived attractiveness.

Theoretical Perspectives
Social Beginnings

The original and long-standing approach to the
study of attractiveness was purely social. Classic
studies examined the effects of physical proximity
and interpersonal similarity to determine which
factors affected interpersonal attractiveness and
the consequences thereof. Two effects have
emerged as important components of interper-
sonal attraction. First, the effects of propinquity,
or closeness in physical proximity, on attraction
are clear. People are more attracted to those with
whom they have the least functional distance, and
this is true for both friendships and romantic
attractions. This occurs because of multiple fac-
tors including availability and mere exposure.
Second, the effects of similarity are also clear, and

they emerge along several dimensions. Overall,
people tend to be attracted to others who share
similar interests and personalities. Additionally,
people tend to pair-bond with others who are
similar in the degree of physical attractiveness
(called assortative mating). Empirically speaking,
attraction is more likely to follow the adage
“birds of a feather flock together” instead of
“opposites attract.”

Other classic studies examined the consequences
of perceived attractiveness. Attractive individuals,
for example, enjoy what is called a halo effect.
When someone is perceived to be attractive,
observers are also likely to perceive the person to
be likeable, successful, and socially skilled.
Moreover, attractive individuals elicit more posi-
tive behaviors from others. These effects begin
early in life. Infants prefer to look at more attrac-
tive others—including men, women, and even
other infants! Despite the numerous benefits that
beauty affords, it would be incorrect to assume
that the effects of perceived attractiveness are
entirely positive. Attractive individuals are also
likely to be perceived as bourgeois, vain, and more
likely to divorce, among other things.

All told, the early work investigating percep-
tions of attractiveness, though interesting, pre-
sumed that cues to attractiveness were socially
constructed. Recently, however, this perspective
has been largely supplanted by research that
focuses on the biological, rather than social, deter-
minants of perceived attractiveness.

Evolutionary Perspective

The interest in biological determinants of per-
ceived attractiveness is typically described as evo-
lutionary psychology. Researchers who adopt this
perspective propose that human preferences reveal
the distal determinants of mate selection. What is
perceived to be attractive, it is argued, may also be
adaptive. Thus, perceptions of attractiveness reveal
mechanisms governing mate choice, and specific
preferences increase the likelihood of getting one’s
genes into future generations. This perspective
recently regained the imagination of researchers
across disciplines, and research examining such
questions proliferated.

Although the theoretical perspectives that gen-
erated the extant research base may vary, each
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finding in the literature rests on social perception
in some respect. Indeed, numerous cues—including
visual, acoustical, and olfactory—have been
implicated for physical attraction. This entry
now turns to these three distinct modalities of
perception and highlights the relevant findings
within each.

Physical Determinants of Attractiveness
Visual Cues

Most perceptual research focused on attractive-
ness has examined the visual cues that observers find
attractive. Such cues are plentiful, and they appear
from head to toe. In many cases, similar principles
apply to the perception of bodies and faces.

Symmetry

One factor that is strongly linked to percep-
tions of attractiveness is bilateral symmetry in the
face and body. Symmetry is argued to be an hon-
est indicator of health. Because exposure to
pathogens during development disrupts physical
development, only those who experienced low
pathogen exposure embody physical symmetry.
Indeed, studies have linked bilateral symmetry to
both health and fertility outcomes, suggesting that
preferences for symmetric others may serve adap-
tive goals.

At times, symmetry can be perceived directly.
Yet, bilateral symmetry need not be noticeably
apparent to affect perceived attractiveness. Most
research that has examined the effect of sym-
metry on social perception has measured more
inconspicuous regions of the body (e.g., the
length of earlobes or the circumference of wrists).
Even when symmetry is less visually prominent as
in these cases, it nevertheless affects attractive-
ness ratings reliably. Moreover, symmetry—and
the health that it is theorized to signal—is also
revealed in the perception and evaluation of other
cues such as dancing ability (more symmetric
men are better dancers) and body scent (symmet-
ric people smell better). In such cases, it is
unlikely that symmetry, per se, affects dancing
ability or body aroma, but rather that healthy
individuals tend to exhibit a set of cues including
symmetry, physical abilities, and body odors,

that co-occur and are perceived to be attractive
by observers.

Neoteny (“Baby Face” Appearance)

Cues to youth are perceived to be attractive,
and this is especially true of women. Many of these
factors include infantile features and are apparent
in the face. For example, faces with a youthful
appearance include wide-set and large eyes, small
noses, and smooth texture. These cues change dra-
matically with age, and they are perceived by
observers to be attractive. Similarly, hair coloring
darkens with age (before possibly going gray,
which is a distinct cue to advancing age), and
lighter hair is also judged to be attractive. Because
perceived attractiveness of such features is more
potent for judgments of women, scholars have
argued that such preferences promote the selection
of fecund mates.

Averageness

It at first seems odd to say that averageness is
attractive. Yet a considerable amount of research
has found just that, though perhaps not in the way
that comes to mind immediately. “Average”
images are not images of the most average mem-
bers of society, but rather composites of several
faces that have been averaged together. When
such composites, or averaged faces are presented
to observers, they are typically perceived as more
attractive than are the individual faces that went
into the composite. Figure 1(a) shows an averaged
female face created by combining a number of
individual faces.

Why is this the case? Some argue that facial
composites represent the population average—
which is likely to be processed by observers with
great ease. Others argue that facial composites are
deemed attractive because they enhance visual cues
that are theoretically related to health and fertility:
symmetry and some aspects of neoteny such as
smoothness of skin. Regardless of the underpin-
nings, “average” faces are indeed attractive.

Cues to Gender Typicality/Sexual Dimorphism

Gender typicality emerges as an important fac-
tor for both faces and bodies, and extremity of
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afterchildbearingyears). Moreover,
other research demonstrated that
the perception of gender typicality,
rather than perceptions of health
or fertility, was a stronger predic-
tor of perceived attractiveness.
Bodies that combined female typi-
cal shape with feminine motion or
male typical shape with masculine
motion, for example, were per-
ceived to be attractive. Other com-
binations were not. Thus, bodies
are perceived to be attractive when
they are gender typical. In some
cases, the most attractive cues are
quite extreme.

Figure |
Large Number of Individual Faces

Source: Courtesy of Ben Jones and Lisa DeBruine, Face Research Lab, University

of Aberdeen.

gendered cues can, under some circumstances, be
an important cue to attractiveness. In face percep-
tion research, results differ for male and female
faces. Feminine female faces (or gender typical
faces) are consistently perceived to be attractive by
men and women alike. Perceptions of attractive-
ness for male face, in contrast, show a different
pattern. Specifically, the extent to which mascu-
line facial morphology is perceived to be attractive
varies across women’s menstrual cycle. At the
peak of the fertile window of their cycle, women
tend to find more masculine male faces to be
attractive; at other periods, women find more
feminine male faces to be attractive. Because facial
masculinity has been linked to health, it is argued
that women’s cyclical change in preferences reveals
women’s desire to find mates with good genes.

In body perception research, early reports
indicated that men preferred women with hour-
glass figures and argued that such preferences
were adaptive because body shape relates to
health and fecundity. Subsequent research chal-
lenged this interpretation, however. Men’s pref-
erences for specific body shapes were found to
vary dramatically across cultures, and the health
outcomes indicated tend to occur late in life (i.e.,

Two “Averaged” Faces Created by Computer Averaging of a

Elected Cues

Much of the prior research
that specified cues related to per-
ceived attractiveness has focused
on those that are difficult to
change (i.e., biologically deter-
mined). Without surgical intervention, for exam-
ple, it is difficult to alter one’s facial symmetry
or the body’s structure. Other cues, however,
are more easily modified. Manner of dress,
application of cosmetics, and physical adorn-
ment (e.g., tattoos and piercings) are elected or
chosen by individuals. Although the specific
manifestation of such cues may vary, the overall
tendency reveals universal themes. The nature
and location of adornment tends to accentuate
the factors discussed. Cosmetic application, for
example, is more common in women and tends
to accentuate neotenous features by changing
the apparent size of the eyes. Clothing styles and
body adornment such as tattoos tend to accen-
tuate sexually dimorphic regions of the body
(shoulder breadth for men, and breasts and a
small waist for women). Research has even dem-
onstrated that at peak fertility, women tend to
expose more skin and dress in a slightly more
attractive manner.

Auditory Cues to Attractiveness

Like visual cues in the face and the body, voice
cues also carry important information that affects
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perceptions of attractiveness. Many such cues con-
vey sexual dimorphism, health, and fertility.
Testosterone exposure during puberty alters young
men’s vocal folds thus changing voice’s fundamen-
tal frequency (the acoustic correlate of perceptual
pitch). Voice pitch is one sexually dimorphic cue
that affects the perceived attractiveness of both
men and women. More masculine voices (that
have a lower pitch) are generally perceived to be
more attractive for men. This tendency is more
pronounced when female raters are at or near
peak fertility. Similarly, more feminine voices
(that have a higher pitch) are generally perceived
to be more attractive for women. Moreover,
women’s voices are evaluated to be most attrac-
tive when they are at the most fertile point in their
cycles. Finally, some evidence indicates that the
perception of attractiveness in voices covaries
with bilateral symmetry of the body, an indicator
of genetic fitness.

Olfactory Cues to Attractiveness

Scent proves to be a multimillion-dollar indus-
try annually, so it is not surprising that scent is a
potent cue to attractiveness. Research in the attrac-
tiveness of scent, however, has focused not on
people’s preferences for perfume, but on their
evaluations of body odors. When it comes to scent,
beauty really is in the eye (or the nose) of the
beholder.

Research suggests that the body odor that one
finds attractive is highly systematic, though at
times idiosyncratic. Several distinct effects sup-
port this claim. First, both men and women
appear to prefer the body odors of members of
the opposite sex who have dissimilar immunities
(produced by major histocompatibility complex
genes). According to this research, such prefer-
ences make sense insofar as they increase the
likelihood that offspring will benefit from the
diversity of genes from mom and dad, receiving
“the best of both worlds,” or in this case, the best
from both parents. Second, scent preferences fluc-
tuate with fertility (for both men and women).
Men, for example, appear to prefer the body
odors of women who are at or near peak fertility.
This tendency, it is argued, promotes sexual
attraction and interaction during the narrow

window in which a woman can conceive. Women
reliably prefer the aroma of symmetrical men
(linked to genetic fitness), but only near ovulation
when the risk of conception is high. Thus, olfac-
tory cues to attractiveness appear to solve adap-
tive problems, and the particular scent that is
deemed attractive is likely to vary across time and
individual.

Perceptions of attractiveness are multifaceted,
supported by numerous visual, auditory, and
olfactory cues. Many such findings have been
described as evolved preferences that serve adap-
tive ends. Regardless of their origins, cues to
attractiveness show remarkable stability across age
and culture.

Kerri Jobnson

See also Motion Perception: Social; Social Perception
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AUDIOLOGY

The number of hearing-impaired people world-
wide is estimated to be around 300 million and
rising because of the growing global population
and longer life expectancy. Hearing impairment
is now the third leading chronic disability after
arthritis and hypertension in the Western world.
Therefore, most individuals, or members of
their family, will attend an audiology service to
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have their hearing assessed at some point in
their lives. Audiology is the science of hearing,
but the term is used in a healthcare setting
to generally mean the study and assessment of
hearing and balance problems and the treatment
and prevention of disorders of these functions.
This entry describes various audiological assess-
ment procedures.

Hearing Sensitivity

The human ear has an extremely wide perceptual
dynamic range. The lower limit of hearing where
sound is just detectable is referred to as the thresh-
old of hearing (also known as absolute threshold
or absolute sensitivity). The upper limit of hearing
where sound begins to become uncomfortably
loud is referred to as the threshold of discomfort
(or uncomfortable loudness level). In quantitative
terms, the difference in level between these two
extremes is of the order of 10 million times. The
human ear can hear single frequencies of vibration
from around 20 to 20,000 hertz (Hz), although the
upper limit, in particular, reduces during the natu-
ral ageing process.

The general relationship between the dynamic
range of hearing and frequency has been well
understood for many years. Studies measuring
the minimum audible level of hearing have been
made with stimuli presented to each ear sepa-
rately or both ears together (usually via an ear-
phone and loudspeaker, respectively). The results
from the two methods are similar, but not identi-
cal, and show human hearing to be generally
most sensitive between 500 and 10,000 Hz. The
typical values obtained in a group of young
healthy individuals, at individual frequencies, are
used as the baseline reference level to which lis-
teners with a suspected hearing impairment can
be compared.

The Pure Tone Audiogram

The most widely used assessment procedure in clini-
cal audiology is known as pure tone audiometry.
The listener’s hearing threshold level, in decibels
(dB), is plotted on a chart, known as a pure tone
audiogram, with hearing threshold level plotted on
the ordinate as a function of signal frequency on

the abscissa. The conventional clinical audiogram
plots hearing level with low values (normal hear-
ing) at the top of the chart and raised levels closer
to the abscissa. Therefore, raised hearing levels are
plotted lower on the pure tone audiogram chart
(see Figure 1, next page).

The reference baseline is called audiometric
zero and represents the zero decibels hearing
level line on the audiogram chart. If, for example,
a listener’s hearing threshold level for a particular
signal is 60 dB, this means that the listener’s
hearing threshold is 60 dB higher than the
median value obtained from a group of normal
healthy young persons. Not every healthy young
adult has a hearing threshold level that falls on
the zero decibels line, however, and the range of
normality is generally taken to be 20 dB of the
zero line.

For clinical purposes, the hearing threshold is
usually measured for single frequency tones at dis-
crete frequencies from 500 Hz to 8,000 Hz, in
octave or half-octave intervals, and reported in
step sizes of 5 dB. The signals are selected and
presented to the listener using a classical measure-
ment method known as the methods of limits. A
series of signals are presented in an ascending or
descending run (from loud to quiet, or vice versa),
and the task for the listener is to respond every
time he or she detects a signal. As with any psy-
chophysical measurement, there will be a level
above which the pure tone is always heard and a
lower level where the tone is never heard. The
threshold of hearing is taken as the lowest level at
which the signal is detected at least 50% of the
time. A whole host of extrinsic and intrinsic fac-
tors can influence the measurements (e.g., ambient
noise level and duration of the test signal, respec-
tively), so there are clearly defined procedures for
clinical testing.

Although the measurement of hearing thresh-
olds from each ear separately appears a relatively
straightforward procedure, sound may cross
from one side of the head to the other. For
example, if a listener has poor hearing in the ear
under test, the signal may be sufficiently intense
that it may cross the skull and be detected by the
opposite ear that has better hearing. In these
circumstances, a masking noise is presented to
the non-test ear to prevent cross hearing of the
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Figure | Pure Tone Audiometry Data for a Listener With a Mild Hearing Impairment (left panel) and a Listener

With a Moderate High-Frequency Sloping Hearing Impairment (right panel)

Notes: Only data from one ear of each listener is shown: right air conduction, circles; right bone conduction, triangles;
loudness discomfort level, asterisks. The presence of an air-bone gap in the left panel means the listener has a conductive
hearing impairment. The lack of an air-bone gap on the right panel means that this listener has a sensorineural hearing
impairment. The ear with the conductive impairment has a normal dynamic range, that is, air conduction thresholds and
loudness discomfort levels are both elevated (lower on the chart) by approximately 30 decibels compared with that of a normal
listener. The loudness discomfort levels in the right panel are present at normal levels, despite the raised hearing thresholds:
this listener has a greatly reduced dynamic range of hearing. The findings in the left panel are typical of an individual who has
fluid in the middle ear space. The findings in the right panel are typical of a listener with a natural age-related hearing

impairment.

test signal. Standard procedures have been devel-
oped for when and how to use masking. If mask-
ing is insufficient, the test signal may continue to
be detected by the non-test ear: if too much
masking is used, this may result in cross masking
and artificially raise the hearing threshold in the
test ear.

The degree of hearing impairment can, and
usually does, vary with frequency although it is
usually summarized as mild, moderate, severe,
or profound, based on an average of the hearing
threshold levels. The ability to hear speech is
related to the degree of impairment. Slight hear-
ing impairment (26-40 dB hearing level) can
cause some difficulty following speech, espe-
cially in noisy situations. Moderate hearing

impairment (41-60 dB hearing level) can cause
difficulty following speech without a hearing
aid. Conversational speech will not be audible in
cases of severe (61-80 dB hearing level) or pro-
found (81 dB hearing level or greater) hearing
impairment, and some of these listeners may
need a special type of hearing aid known as a
cochlear implant if they are to perceive speech.
The proportion of speech that is audible and
useable for a listener, with or without a hearing
aid, can be quantified using a procedure known
as the Speech Intelligibility Index. At relatively
high presentation levels, the test signal can
sometimes be perceived as a vibration, especially
for low frequency stimuli. Therefore, sometimes
it can be difficult to determine if a threshold
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measurement is an auditory or a vibro-tactile
perception.

Conductive and Sensorineural
Hearing Impairment

Hearing impairment is generally categorized
into two groups: conductive and sensorineural.
Conductive hearing impairment occurs when there
is a problem in the outer or middle ear that prevents
sounds being conducted to the cochlea in the inner
ear. Sensorineural hearing impairment involves a
problem with either the sensory transducer cells in
the cochlea or, less commonly, the neural pathway
to the brain. Conductive hearing-impairment can
often be corrected via surgery and is relatively com-
mon in childhood, but sensorineural hearing impair-
ment is usually permanent. Therefore, it is important
to distinguish between the two categories. One
method of doing this is to compare air conduction
and bone conduction hearing threshold levels. This
involves measuring hearing sensitivity using two
different types of earphone. When a pure tone is
presented via an earphone (or a loudspeaker), the
signal travels through the air in the outer ear to the
middle ear and then to the cochlea in the inner ear.
Thisisknownasair conduction testing. Alternatively,
the outer and middle ear can be largely bypassed by
stimulating the cochlea via mechanical vibration of
the skull. This is known as bone conduction testing.
Instead of using an earphone, an electromechanical
earphone is placed on the skull.

Normal hearing individuals will have a hearing
threshold level close to zero decibels for both air
and bone conduction. Disorders of any part of
the auditory pathway will affect the air conduc-
tion threshold, but disorders of the conducting
mechanism will have much less effect on bone
conduction measurements because these gener-
ally bypass the outer and middle ear. When a
hearing impairment is present but the air-bone
gap (air conduction minus bone conduction) is
close to zero, it is assumed that there is no impair-
ment of the outer or middle ear and the listener
has a sensorineural hearing impairment. The
presence of an air-bone gap signifies a conductive
hearing impairment.

The dynamic range between the threshold of
hearing and loudness discomfort level is around 80
to 100 dB in normal hearing listeners. Listeners

having a sensory hearing-impairment will have
raised hearing thresholds, but their loudness dis-
comfort levels are essentially similar to those of
normal hearing listeners. Listeners with a sensory
hearing impairment have a reduced dynamic range
and an abnormal rate of loudness growth: This is
known as loudness recruitment, that is, an abnor-
mally disproportionate increase in loudness for a
small increase in intensity. This has implications for
the design of hearing instruments because soft
sounds will require greater amplification than will
loud sounds—that is, nonlinear amplification is
required. Although a nonlinear hearing instrument
can compensate by providing more amplification
for soft sounds, it cannot compensate for the loss of
supra-threshold abilities such as impaired frequency
resolution. This means that hearing in background
noise remains a problem for many listeners.

Pediatric Assessment Procedures

Between a developmental age of 6 months and 3
years, the measurement technique of choice is
visual reinforcement audiometry. This involves
pairing a head turn response to a sound with an
interesting visual reward such as a flashing light or
an animated toy animal. Once this classical condi-
tioning has been established, operant conditioning
then takes place where a visual reward is presented
after an appropriate sound-elicited head turn. This
technique is used to determine the minimum
response level that will elicit a head turn. Although
it is usual to attempt ear-specific measurements in
children, in some cases, earphones will not be tol-
erated and the signal is presented from a loud-
speaker: this is known as sound field audiometry.
Hearing sensitivity in infants is slightly raised com-
pared with that of young adults although there is
debate about whether this is purely a physiological
maturation or if it is related to nonsensory factors
such as attention and motivation.

Before a developmental age of 6 months, behav-
ioral testing is of limited use in determining hearing
threshold levels. However, a small amount of
sound is generated in the healthy cochlea, and this
otoacoustic emission can be measured with a small
sensitive microphone in the ear canal. This normal
response from a healthy ear forms the basis of
a clinical procedure that can be used, for example,
to screen the hearing of a newborn baby. If no
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otoacoustic emission can be recorded, event-related
potentials can then be used to estimate hearing
sensitivity. This involves the measurement of elec-
trical potentials via recording leads attached to the
scalp. The method of choice in infants is the audi-
tory brainstem response because this can be
obtained during sleep. A typical procedure is to
commence at a high level and reduce this until the
evoked response can no longer be detected. The
presence of a response is based on the tester’s sub-
jective interpretation of the waveform. An alterna-
tive technique that is gaining popularity is the
auditory steady state response, and the presence of
this response is based on statistical data. Event-
related potentials can also be used to estimate hear-
ing sensitivity in adults who are unable or unwilling
to provide reliable information via pure tone audi-
ometry. Historically, event-related potentials have
had a valuable diagnostic role, especially when
identifying tumors associated with the hearing
nerve, but these have largely been replaced by
advanced diagnostic imaging techniques.

A commonly used procedure that provides infor-
mation about the condition of the eardrum and the
middle ear is known as tympanometry. Although
this can also be used in adults, it is particularly use-
ful in children who are prone to fluid gathering in
the normally air-filled middle ear space. The proce-
dure works on the principle that some sound enter-
ing the ear canal is reflected back from the eardrum
and this can be measured with a sensitive micro-
phone. Stiffening the eardrum by changing the
pressure of the air trapped in the ear canal should
result in more sound being reflected by the ear-
drum. However, if there is fluid in the middle ear,
then the stiffness of the ear drum will be unaffected
by changing the air pressure in the ear canal.

Vestibular Assessment and Management

Sudden changes in the function of the vestibular
organ in the inner ear can result in rotatory ver-
tigo, which gives the illusion that the environment
is spinning around. Useful information about ves-
tibular function can be obtained by observing eye
movements during certain visual and vestibular
stimulation. The audiologist is particularly inter-
ested in the presence of a slow-quick oscillatory
movement of the eyes known as nystagmus. This
eye movement will be present spontaneously after

a change in vestibular function and may continue
for days or weeks until the brain has time to com-
pensate. Nystagmus may also be provoked by
changes in body position such as getting out of bed
in the morning. The sensitivity of the right and left
vestibular organs can be compared by irrigating
the external ear canal with hot or cold water to
induce a response: This is known as the caloric
test. Increasingly, audiologists are using a force
platform to measure body sway because this can
provide information about the use of the visual,
vestibular, and proprioceptive systems for balance
function and postural control. Rehabilitative pro-
cedures generally involve head and eye exercises
that aid the central compensation mechanism.

Kevin J. Munro

See also Ageing and Hearing; Audition: Disorders;
Auditory Thresholds; Cochlear Implants: Technology;
Evoked Potential: Audition; Hearing Aids; Tinnitus;
Vestibular System
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AUDITION

It seems likely that audition, commonly known as
hearing, initially evolved to alert organisms to
significant events in the environment. Unlike
visual stimuli, sounds can be detected whatever
their direction of incidence. Hearing can indicate
the presence of a predator or prey, and it can indi-
cate the appropriate location to direct visual
attention. Hearing can also convey information
about the properties of sound-emitting objects,
such as their size and whether they are approach-
ing or receding, which may determine whether
they are threatening or not. In many species, and
especially in humans, hearing has evolved further
as a means of communication, speech communi-
cation being the prime example. Indeed, the abil-
ity to convey information using sounds as symbols
for objects and actions is one of the characteristics
that distinguishes humans from other animals, as
this entry describes.

How Information Is
Carried in the Auditory System

Sounds are transmitted through the outer ear and
middle ear into the inner ear or cochlea, where
they are subjected to a frequency analysis on the
basilar membrane; each place is tuned to respond
best to a limited range of frequencies. Low fre-
quencies produce their biggest response toward the
apex of the cochlea, and high frequencies produce
their biggest response toward the base. Each neu-
ron in the auditory nerve derives its response from
the vibration at a specific place on the basilar
membrane.

Information about the characteristics of sounds
is carried in the auditory nerve in three basic
ways:

1. By the rate of firing of individual neurons,
which will be referred to as the “amount” of
neural activity. The more vibration there is at a
given place, the greater is the amount of activity
in neurons connected to that place. It is com-
monly believed that the subjective loudness of a
sound is related to the amount of neural activity
evoked by that sound, although this idea has
been disputed.

2. By the distribution of activity across neu-
rons. Each neuron is tuned so that it responds
most strongly to a specific frequency, called the
characteristic frequency (CF); the tuning reflects
the tuning of the place on the basilar membrane
that the neuron is driven by. The distribution of
amount of neural activity as a function of CF is
called the excitation pattern. The concept of the
excitation pattern, developed by pioneers such as
Harvey Fletcher and Eberhard Zwicker, plays an
important role in many theories of auditory
perception—for example, theories of the percep-
tion of pitch, loudness, and timbre. The excitation
pattern can be considered as conveying “place”
information because the CF at the peak of the exci-
tation pattern is related to the place on the basilar
membrane that is excited most.

3. By the detailed time-pattern of the neural
impulses, and especially the time intervals between
successive nerve impulses. This form of informa-
tion is known as “temporal” information. Neural
impulses tend to be evoked at times corresponding
to a specific phase of the waveform on the basilar
membrane, an effect called phase locking. As a
result, for a periodic sound, the time intervals
between successive nerve impulses are approxi-
mately integer multiples of the period of the sound.
Phase locking breaks down at high frequencies
(above about 3-6 kilohertz [kHz] in most mam-
mals), but the upper limit in humans is not defi-
nitely known. Studies of pitch perception suggest
that the limit in humans is about 5 kHz.

In addition, information about sounds is con-
veyed by the differences between the two ears in all
of those methods previously mentioned. In partic-
ular, differences in intensity at the two ears (which
are primarily conveyed by differences in neural fir-
ing rate) and differences in the time of arrival of
sounds at the two ears (conveyed mainly by subtle
differences in the exact timing of nerve spikes at
the two ears) play a strong role in determining the
perceived location of sounds.

Knowledge about the way that the properties of
sounds are represented in the auditory nerve has
played an important role in the design of cochlear
implants, which are used to restore hearing to
people with severe to total hearing loss; these
implants restore hearing by electrical stimulation
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of the auditory nerve via an electrode array
implanted into the cochlea. The “coding schemes”
used in cochlear implants attempt to mimic, albeit
in a crude way, the neural patterns that would be
evoked by sound in the auditory nerve of a person
with normal hearing.

Place Versus Temporal Information

A classic debate in hearing theory is concerned
with the relative importance of place and temporal
information. Originally, this debate revolved
mainly around the relative role of place and tem-
poral information in the perception of the pitch of
pure and complex tones. The debate about pitch
continues, but most researchers now believe that
pitch perception involves the use of both place and
temporal information; indeed, there might have to
be a correspondence between the two types of
information before a clear pitch can be perceived.
More recently, researchers have proposed that
both place and temporal information play a role in
several other aspects of auditory perception, includ-
ing masking (the process whereby one sound is
rendered inaudible by the presence of another
sound) and speech perception.

Temporal information may be especially impor-
tant in situations where a background sound is
fluctuating in level from moment to moment. The
normal auditory system can make use of informa-
tion present during brief dips in a background
sound to enhance perception of a target sound. This
is often called “listening in the dips.” For example,
a target talker can be understood much better in a
fluctuating background sound than in a steady
background sound with the same average level. This
ability seems to depend at least partly on the use of
temporal information; changes in the temporal
information during the dips can be used to deter-
mine that a signal of interest is present, and what its
characteristics are. Interestingly, recent data suggest
that even relatively mild hearing loss can adversely
affect the ability to use temporal information, and
this may help explain why hearing-impaired people
usually get little benefit from dip listening.

Peripheral Versus Central Processes

Peripheral processes in hearing are those occurring
in the outer and middle ear, in the cochlea, and in

the auditory nerve. Central processes are those
occurring at stages of the auditory system follow-
ing the auditory nerve. Many theories and models
of auditory perception are based on relatively
peripheral processes. For example, models of loud-
ness perception, such as developed by Harvey
Fletcher, Eberhard Zwicker, Brian Moore, and
their coworkers, consider the effect of the outer
and middle ear on the sound transmitted to the
cochlea, and also consider the processing of sound
within the cochlea. In particular, the influence of
the “active mechanism” in the cochlea, which
introduces strong nonlinear effects, has been stud-
ied intensively. However, processing occurring in
the central auditory system has been largely ignored.
Early theories of pitch perception were also largely
based on the information that was present in the
auditory nerve. Only in the case of sound localiza-
tion, which requires comparison of the neural sig-
nals from the two ears, were central processes
considered. The trend during the last 20 years has
been to consider the role of central processes in
much more detail, both at the physiological and
the psychological level. The trend has partly come
from an increasing realization of the limits of
explanations based on peripheral processes. It
makes sense to consider the role of peripheral pro-
cesses and the extent to which they can explain the
perceptual phenomenon in question, but once such
explanations have been exhausted, more central
processes have to be considered.

Energetic and Informational Masking

An example of the increasing consideration of cen-
tral processes comes from studies of auditory
masking, which is the process by which one sound
(the masker) makes it difficult or impossible to
hear another sound (the signal or target). Many of
the cases of masking studied in the laboratory, for
example, the detection of sinusoidal tones in white
noise, can be explained largely in terms of pro-
cesses occurring in the cochlea and auditory nerve.
Some models of masking can predict the detection
thresholds of typical human listeners for such cases
with high accuracy. Indeed, these models are incor-
porated in digital systems for storing and transmit-
ting sounds, such as MP3 and the systems used in
transmitting cell (mobile) telephone signals; such
systems are referred to as perceptual coders because
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they exploit the (predictable) properties of masking
in the human auditory system to reduce the num-
ber of “bits” needed to transmit or store the audio
signal. Masking of this type is sometimes called
(inappropriately) energetic masking, and it occurs
when the response of the auditory nerve to the
masker-plus-signal is similar to the response to the
masker alone. In other words, the signal is masked
because the information conveyed by the auditory
nerve is inadequate for its detection.

When a masking sound is highly similar in some
way to the signal, or when the properties of the
masker vary in an unpredictable way from one
stimulus to the next, there may be much more
masking than would be expected from energetic
masking alone. This “extra” masking is called
informational masking. It is assumed that informa-
tional masking occurs because the signal is con-
fused with the masker, or because attention is
directed to an inappropriate aspect of the sound.

When the task of a listener is to identify the
speech of one talker (the target) in the presence of
another talker (the background) with similar char-
acteristics, informational masking may play a
strong role. Under these conditions, the amount of
informational masking is greatly influenced by
whether or not the target and background are per-
ceived to come from the same location in space.
Richard Freyman and his coworkers illustrated
this in an experiment. Listeners were asked to
identify nonsense syllables spoken by a female
talker in the presence of a background of either
noise (with the same average spectrum as the
speech) or a second female talker. In the case
where the background was a talker, it was difficult
to determine which parts of the sound came from
the target talker and which came from the back-
ground because the two voices were similar in
quality. In one pair of conditions, the target and
background were both presented from two loud-
speakers, one located directly in front of the lis-
tener and one located 60° to the right. The target
speech from the loudspeaker at 0° was presented
slightly earlier in time than the target speech from
the loudspeaker at 60°, which made the target
speech appear to come from in front. This happens
because of an effect called the precedence effect. In
one condition (called the coincident condition), the
background sound was presented in the same way,
so that it too was heard as coming from in front.

In a second condition (called the separated condi-
tion), the background sound was presented slightly
earlier in time from the loudspeaker at 60° than
from the loudspeaker at 0°, which made the back-
ground appear to come from the right. For the
noise background, the percentage of key words
identified was only 5 to 10% better for the sepa-
rated than for the coincident condition. However,
for the female-talker background, the correspond-
ing difference was 15 to 30%. The greater effect
for the speech background was probably caused by
a release from informational masking caused by
the perceived spatial separation of the target
speech and the background. When the target was
perceived as spatially separated from the back-
ground, it was easier to determine which parts of
the sound came from the target talker.

Informational masking, and the conditions
under which it occurs, has been an area of increas-
ing research activity during the last 20 years. One
finding of this research is large individual differ-
ences; some people appear to be much more sus-
ceptible to informational masking than are others.
There can also be considerable learning effects,
with informational masking decreasing as training
proceeds over many weeks of daily training. The
existence of such large learning effects confirms
that the masking is not determined by peripheral
processes, but depends on limitations in central
mechanisms, which can partly be overcome by
training.

Veridical Perception and Auditory Illusions

Following pioneers such as Hermann von
Helmholtz, many researchers in the field of percep-
tion take the view that our sensory systems are
designed to help us determine the true nature of
the outside world. When such veridical perception
fails, the percept is often described as an illusion.
This view is more difficult to assess experimentally
for hearing than for vision. For vision, it is usually
relatively obvious what the “correct” perception
ought to be; for example, a straight line ought to
be perceived as straight. For hearing, it is often
much less obvious how a sound ought to be per-
ceived, and it is often not clear whether an audi-
tory percept should be described as an illusion.

In the early days of research on the perception
of the pitch of complex sounds, the phenomenon
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of the missing fundamental—the perception of a
pitch corresponding to the fundamental frequency,
even when the sound contains no component at
the fundamental frequency—was sometimes
described as an illusion. Nowadays, the phenom-
enon is simply assumed to reflect the way that
pitch perception normally works. The pitch of a
complex tone is usually determined by components
(higher harmonics) other than the fundamental
frequency. It became inappropriate to refer to the
phenomenon as an illusion once better theories of
pitch had been developed.

As another example, consider the so-called con-
tinuity illusion. When a sound A is alternated with
a sound B, and B is more intense than A, then A
may be heard as continuous, even though it is
interrupted. Quite complex aspects of the percept
may be heard as continuing through the interrup-
tion. For example, if B is noise and A is a tone that
is gliding upward in frequency, the glide is heard
as smooth and continuous even though certain
parts of the glide are missing. If A is a tone that is
amplitude or frequency modulated, so that it
sounds like it is fluctuating in loudness or pitch,
the fluctuation is heard to continue during the time
that the tone is replaced by noise. Notice that, for
the perceived continuity to occur, the gaps in the
tone must be filled with noise and the noise must
be a potential masker of the tone (if they were
presented simultaneously). In the absence of noise,
gaps in the tone are clearly heard.

Although the continuity effect is described as an
illusion, the auditory system’s interpretation of the
tone A as being continuous is reasonable. If the
tone were continuous, the pattern of neural activ-
ity evoked by the tone plus the noise bursts would
not be detectably different from the pattern evoked
by the alternating tone and noise. Generally, the
auditory system seems to create a percept that cor-
responds to the most likely or most plausible inter-
pretation of the sensory information. It is thus not
clear whether it is appropriate to describe the con-
tinuity effect as an illusion.

Auditory Scene Analysis and the
Concept of Auditory Events and Objects

The sound reaching our ears rarely comes from a
single source. Rather, several sources are often
active simultaneously. The auditory system is faced

with the task of analyzing the complex mixture and
deriving a perceptual representation of each indi-
vidual sound source. This task has been described
as being analogous to monitoring the pattern of
waves at two closely spaced points on the surface
of the sea (corresponding to the acoustic waves at
the two eardrums) and using this information to
work out the nature and position of all of the ships,
boats, and swimmers in the vicinity. The task is
immensely difficult and complex, and most compu-
tational methods that have been developed to per-
form the task—often described using the term
computational auditory scene analysis—perform
much more poorly than do human listeners.

Albert Bregman has emphasized the distinction
between two concepts: source and stream. A sound
source is some physical entity that gives rise to
acoustic waves, for example, a person talking. A
stream is the percept of a group of successive or
simultaneous sound elements as a coherent whole,
appearing to come from a single source. For exam-
ple, it is the percept of hearing a person talking.
Some researchers have argued that the auditory
system has evolved primarily to allow it to accom-
plish the task of deriving streams when multiple
sources are active. Millions of years of evolution
have led to the superiority of human listeners over
machines in performing this task.

In recent years, the phrase auditory object has
often been used as an alternative to stream. Also,
sometimes the term auditory event is used.
However, there is no universal agreement about
what is meant by an auditory object or event,
apart from a general consensus that both are per-
ceptual entities. The difficulty can be illustrated by
considering the situation of listening to a violin
being played, or a person talking. In each case, the
source produces a sequence of sounds (complex
tones or words), which are usually not separated
by silences. The perceptual experience is that of
hearing a sequence of sounds. The auditory system
somehow derives discrete perceptual representa-
tions of the individual notes or words despite the
continuous nature of the sound wave. Each of the
perceived sounds (each note or word) may appear
different from the preceding and following sounds,
but, at the same time, the sounds from a given
source appear coherent; they all have the charac-
teristic quality of that specific violin (as played by
that specific player) or that specific talker.
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The questions thus arise: Does each of the per-
ceived sounds correspond to an auditory object, or
is the object more appropriately defined in terms
of the perception of the sequence of sounds? If the
former, can a single note played on a violin, or a
single word uttered by a talker, be perceived as an
auditory object? Does the “object” correspond to
the individual note or word, or to the source of the
note or word? The following classification scheme
may be useful in answering these questions.

Any sound source can evoke perceptual attri-
butes, such as loudness, pitch, timbre, roughness
(which is linked to rapid fluctuations in amplitude),
and apparent location. When these attributes are
perceptually linked, as if they all belong together,
then the joint percept may be described as an audi-
tory event. When that auditory event is associated
with a particular sound source, that is, the event is
perceived as being produced by the source, the per-
ceived sound source may be described as an audi-
tory object. According to this classification scheme,
a sound such as a single note or word can (and usu-
ally does) lead to both an auditory event and an
auditory object. The auditory event corresponds to
the perceived note (with its specific pitch, timbre
and loudness) or the perceived word (with its spe-
cific pitch, timbre, loudness, and identity), whereas
the auditory object corresponds to the perceived
sound source, the violin or the talker.

Perceptual Constancy

Perceptual constancy refers to the fact that the
perceived properties of objects remain relatively
constant despite changes in the conditions of view-
ing or listening. For example, the shape of a coin
does not appear to change when it is viewed from
an oblique angle. Perceptual constancy has been
studied intensively for the visual system, but has
received relatively little attention for the auditory
system. Consider the case of loudness perception.
The physical intensity of the sound reaching a lis-
tener’s ears depends partly on the sound intensity
emitted by the source and partly on the distance of
the listener from the source. It remains somewhat
unclear whether loudness is related more to the
intensity at the ears or to the intensity of the sound
emitted by the source. However, at least when the
sound source is visible, a form of constancy some-
times holds; the intensity at the source plays a

stronger role than does the intensity at the ears. In
other words, the auditory system appears to base
loudness mainly on the properties of the source,
the distal stimuli, rather than on the properties of
the sound reaching the ears (the proximal stimu-
lus). For example, when the sound intensity at the
ears is held constant, judgments of loudness are
influenced by the perceived distance of the source,
as determined visually.

Perceptual constancy may also play a role in the
perception of the timbre of sounds, which refers to
their characteristic quality. If two tones have the
same loudness and pitch but are perceived as differ-
ent, then the difference is described as a difference in
timbre. Timbre depends partly on the shape of the
spectrum of sounds. In many everyday situations,
the sound reaching the ears is composed partly of
sound coming directly from the source and partly of
sound that has been reflected from nearby surfaces
and reaches the ears after a delay. The interference
of the direct and reflected sound changes the spec-
trum of the sound at the ears, relative to the sound
emitted by the source. The influence of the reflected
sound has been studied extensively for its effects on
sound localization, which are surprisingly small.
However, the effect on timbre perception has
received little attention. One might expect the
reflected sound to have a strong influence on per-
ceived timbre, but everyday experience suggests that
this is not the case. Rather, perceptual constancy
seems to operate. For example, the sound quality of
a familiar person’s voice does not seem to differ
markedly when listening to that person outdoors
and or a reverberant room. Studies conducted by
Tony Watkins and colleagues suggest that listeners
are able to compensate for the effects of room
acoustics (reflections from the walls, floor, and ceil-
ing of a room), at least for identifying speech sounds.
However, further work in this area is needed.

Brian C. J. Moore

See also Audition: Disorders; Audition: Loudness;
Audition: Pitch Perception; Auditory Frequency
Analysis, Neural; Auditory Illusions; Auditory
Localization: Physiology; Auditory Localization:
Psychophysics; Auditory Masking; Auditory
Processing: Central; Auditory Processing: Peripheral;
Auditory Receptors and Transduction; Auditory Scene
Analysis; Auditory System: Evolution of; Constancy;
Speech Perception; Visual Masking



138 Audition: Cognitive Influences

Further Readings

Bregman, A. S. (1990). Auditory scene analysis: The
perceptual organization of sound. Cambridge:
Bradford Books, MIT Press.

Darwin, C. J., & Carlyon, R. P. (1995). Auditory
grouping. In B. C. J. Moore (Ed.), Hearing
(pp. 387-424). San Diego, CA: Academic Press.

Freyman, R. L., Helfer, K. S., McCall, D. D., & Clifton,
R. K. (1999). The role of perceived spatial separation
in the unmasking of speech. Journal of the Acoustical
Society of America, 106, 3578-3588.

Kidd, G. R., Watson, C. S., & Gygi, B. (2007). Individual
differences in auditory abilities. Journal of the
Acoustical Society of America, 122, 418-435.

Litovsky, R. Y., Colburn, H. S., Yost, W. A., & Guzman,
S. J. (1999). The precedence effect. Journal of the
Acoustical Society of America, 106, 1633-1654.

Mershon, D. H., Desaulniers, D. H., Kiefer, S. A.,
Amerson, T. L., & Mills, J. T. (1981). Perceived
loudness and visually-determined auditory distance.
Perception, 10, 531-543.

Moore, B. C. J. (2003). Coding of sounds in the auditory
system and its relevance to signal processing and
coding in cochlear implants. Otology & Neurotology,
24, 243-254.

Moore, B. C. J. (2003). An introduction to the
psychology of hearing (5th ed.). San Diego, CA:
Academic Press.

Moore, B. C. J. (2007). Cochlear hearing loss:
Physiological, psychological and technical issues (2nd
ed.). Chichester, UK: Wiley.

Moore, B. C. J., Glasberg, B. R., & Baer, T. (1997). A
model for the prediction of thresholds, loudness and
partial loudness. Journal of the Audio Engineering
Society, 45, 224-240.

Watkins, A. J. (1991). Central, auditory mechanisms of
perceptual compensation for spectral-envelope
distortion. Journal of the Acoustical Society of
America, 90, 2942-2955.

Zahorik, P., & Wightman, F. L. (2001). Loudness
constancy with varying sound source distance. Nature
Neuroscience, 4, 78-83.

AUDITION: COGNITIVE INFLUENCES

Audition is the ability to sense and perceive sound.
Audition relies on bottom-up sensory mechanisms,
which govern how the sound is changed from
physical energy in the environment to electrical

impulses used by the brain, and top-down cogni-
tive perceptual mechanisms, which govern how
we identify and interpret sounds. The ability to
transduce sound is only one small part of audition
because the cognitive abilities we bring to bear
when listening are also important for auditory
perception. For example, imagine that you are
walking down a dark street at night and you hear
the sound of a dog barking. A wealth of auditory
information is available in the signal that will tell
you about the dog and determine how you will
react to it. Bottom-up processes will allow you to
identify where the dog is located (in front or
behind you; on your left or right), tell you about
its proximity (near or far away), and whether the
dog is outside in a yard (if the sound is clear and
unobstructed) or inside a building (if the sound is
muffled and filtered by the walls). However, top-
down mechanisms will influence your perception
of the auditory information and determine how
you will react to the sound. Such mechanisms
allow you to accurately identify the sound as being
produced by a dog rather than some other source
(a cat, or a person imitating a dog) and allow you
to determine its size (small or large) or possibly its
breed (such as a Bassett hound, Chihuahua, or
Rottweiler). You may also be able to determine
the mood of the dog (does it sound friendly or
unfriendly? does it sound excited, sad, fearful, or
aggressive?). If you have had bad experiences with
dogs, you may interpret the sounds as being
aggressive, eliciting a fear response. If you have
had good experiences with dogs, the sound may
elicit a more neutral or positive response. Even in
the seemingly simple case of hearing a barking
dog, a variety of cognitive processes are brought
to bear when you interpret the auditory informa-
tion and will ultimately determine your response.
This entry describes adaptation, attention, and
context of cognitive influences on audition, as well
as perceptual learning and expertise.

Adaptation, Attention, and Context

From the previous example, we can see that top-
down information can alter our perception of
sound. The knowledge that a listener has about
sound and how the listener uses that information
is an important part of audition. The amount of
attention that is required during listening and the
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context of the environment play central roles
in altering our perception of sound. For example,
you quickly adapt to the din of the conversations
around you when in a noisy restaurant: Instead of
hearing individual voices, you hear a rumbling
babble in the background. Yet, occasionally a
sound will emerge and become perceptually salient
(such as when someone coughs loudly, or we hear
our name being called). Adaptation to an environ-
mental context will allow us to move our focus of
attention from things that do not concern us (such
as the conversation at the next table) to things that
are more important (such as the other people at
our table or hearing our own name). The ability to
separate sound sources and focus attention on a
particular source (in this case a specific talker) is
central to our success in listening in noise and is
determined by our cognitive abilities. Listening to
speech in noise becomes much more difficult when
we perform multiple tasks: when our attention
becomes divided, we may not be able to devote
enough conscious attention to a particular speaker
and will not be able to understand the speaker as
well. This is an especially challenging problem for
people who are hearing impaired.

Hearing impairment (the loss of auditory sensi-
tivity) is a significant problem for many people.
Yet hearing loss can be difficult to diagnose
because of conscious and unconscious adaptive
strategies that people develop to understand spo-
ken language. Individuals with mild hearing loss
may not notice the loss of sensitivity because they
devote more attention to auditory perception (next
time you are at a party, notice how you are direct-
ing your attention when talking with someone).
Many people with hearing loss even fill in missing
parts of a conversation with highly predictable
information based on the context of the discourse.
Thus, attention (top-down) can make up for lack
of auditory sensitivity (bottom-up). These adaptive
strategies are remarkably successful, but will ulti-
mately break down when the hearing loss becomes
more severe. When the loss of auditory sensitivity
becomes so advanced that a large amount of audi-
tory information is unavailable, context and atten-
tion no longer provide a benefit. In such cases, a
person may seek consultation with a hearing spe-
cialist and receive a diagnosis of hearing loss.

Another way in which top-down cognitive mech-
anisms and prior experience influence auditory

perception comes from our familiarity with particu-
lar talkers. Although we may speak a common
language, all talkers produce speech differently and
the listener must rapidly and efficiently adapt to
talkers on an individual basis. Talker familiarity
can provide significant benefits when listening to
speech in noise. Research has shown that individu-
als find talkers that they know more intelligible
than unfamiliar talkers. In this case, the informa-
tion that we have learned about a specific talker’s
voice (the talker’s accent, dialect, idiosyncrasies in
pronunciation, and speaking style) influences our
auditory perception. In these examples, our percep-
tion is altered by what we know about a talker’s
voice and allows us to devote attention to those
aspects that will be most useful under difficult lis-
tening conditions. Additionally, listeners have bet-
ter memory for speech produced by familiar talkers
compared with that of unfamiliar talkers, suggest-
ing that familiar talkers may be afforded different
status than are unfamiliar talkers. The power of
such an exposure effect may be why many radio
and TV commercials use voices of well-known
celebrities without explicitly identifying them to
promote a certain product: if the listeners are famil-
iar with the voice of the speaker, they may pay
more attention to and remember the message that
the advertisers want to convey. Such indexical fea-
tures (the acoustic properties of a speaker’s voice
that reflect his or her identity and condition, such as
age, gender, size, health, dialect, etc.) can thus sig-
nificantly alter our interpretation of speech.

The context under which we are listening is also
particularly important for auditory perception
because it will determine where we direct our
attention and what “pops out” from the back-
ground. In certain environments, we would not
expect to hear a certain sound and may differen-
tially direct attention when an unexpected sound
occurs. The sound of a police siren may indicate
different things if you are sitting in your living
room versus when it is behind you in traffic. The
sound of a growling bear may mean one thing if
you are at a zoo, but something completely differ-
ent if you are on a hike in the woods. In both
examples, the sounds are the same, but the way we
perceive and interpret them and, hence, how we
react to them will differ significantly because of
context. A sound that may be perfectly mundane
in one environment will become particularly salient
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when heard in a different context. Expectation can
alter auditory perception in profound ways. Sine
wave speech is a form of artificial speech that con-
sists of three tones that vary in frequency, inten-
sity, and rhythm as does the original speech signal.
Yet, the perception of such stimuli depends on the
instructions that the listener is given. If told that
they are listening to birdsong, listeners will identify
the stimulus as birdsong. However, if told that
they are listening to computer-generated speech,
listeners will perceive the signal as speech. In this
case, the same identical stimulus can be heard in
two different ways depending on the context in
which we are listening. Similar top-down effects
may be responsible for detecting subliminal mes-
sages in records when played backwards: If we
expect to hear a secret message in “Stairway to
Heaven,” then that is exactly what we perceive.

Perceptual Learning and Expertise

Perceptual learning plays a central role in auditory
cognition and is especially important when learn-
ing about sound. Auditory perceptual learning is
caused by exposure to and familiarity with sound
and will alter our perception of sound in the
future. From a young age, children are encouraged
to identify sources of sound in their environment.
Whether playing with toys that match a sound
with a picture of the source that produced it (e.g.,
the sound of a cow with the picture of a cow),
children are constantly refining their cognitive
abilities through interactions with their environ-
ment. Understanding the sources of sounds is espe-
cially important for survival because the sounds
that surround us contain information that will
help to determine what actions are most appropri-
ate. Alerting signals in the environment can indi-
cate situations that require our attention. The
sound of a smoke detector or car horn may alert us
to impending danger, prompting us to react. Yet,
the perception of environmental sounds is not lim-
ited to simple alerting functions. Returning to our
example of the barking dog, a person who has
extensive experience with dogs may interpret the
sound differently than does someone who does not
have much experience with dogs. Experience with
sounds alters the number of dimensions that we
can use to classify the sounds. A person who has
grown up having dogs as pets may be able to hear

many different things in the sound of a barking
dog compared with a person who is unfamiliar
with dogs. Through their past experience with a
sound, its perceptual dimensionality (the number
of different dimensions on which a sound can be
classified) has increased. This is especially salient
for auditory experts.

Auditory expertise comes from practice and
experience. Many auditory experts perceive sound
differently than do nonexperts. For example, a
skilled auto mechanic may be able to listen to the
sound of an idling engine and diagnose what is
wrong with a vehicle. Similarly, cardiologists may
be able to listen to our breathing or the beating of
our hearts and determine our relative health.
Parents may be able to listen to the cries of a baby
and determine whether the baby is hungry, lonely,
needs to be changed, or is in distress. In all of these
examples, auditory expertise and experience
increases the number of perceptual dimensions on
which the sound can be classified. Practice listening
to specific sounds will influence how we perceive
them in the future, and the processes of perceptual
learning are the heart of these interactions.

Another salient example of perceptual learning
leading to auditory expertise comes from music.
Whether listening to the radio, at a concert, or in
an environment that has background music, the
auditory perception of music is a part of our daily
lives. Yet, nonmusicians encode and perceive
music differently than do people who have had
extensive musical experience. This goes beyond
mere music appreciation (some people may prefer
heavy metal, but others may feel that it just sounds
like noise) and focuses more on the perceptual
abilities of musicians (or music aficionados) and
nonmusicians. A musician may be able to listen to
a piece and pick out individual instruments from
among a symphony. Musicians may be able to
determine whether an instrument is slightly out of
tune or whether the music is being played out of
time. They may even be able to identify an indi-
vidual musician based on the particular musical
style. Some gifted musicians may even be able to
listen to a piece of music once and replicate it on a
particular instrument. Although many novice lis-
teners can appreciate and enjoy music, they per-
ceive music differently based on their previous
auditory experience. Recent work in cognitive
neuroscience has shown that musicians even use
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different brain regions when listening to music
than do nonmusicians. In all of these cases, percep-
tual learning increases the number of dimensions
on which a sound can be classified and recruits
different neural systems.

Jeremy L. Loebach, Christopher M. Conway,
and David B. Pisoni
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Speech Perception; Speech Production
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AUDITION: DISORDERS

The World Health Organisation (WHO), in its
factsheet on deafness and hearing impairment,
refers to hearing impairment as “the complete or
partial loss of the ability to hear from one or both
ears. The level of impairment can be mild, moder-
ate, severe or profound.”

The classifications are based on hearing thresh-
olds (see Table 1, next page), most commonly mea-
sured using a standard procedure known as pure
tone audiometry. In this approach, a measure of the
quietest sound an individual can perceive is recorded
at a number of different frequencies of sound.
Plotting these values creates the audiogram.

WHO estimates from 2001 suggest that if an
audiogram were to be recorded for every individ-
ual on the planet, approximately 600 million peo-
ple worldwide would have a hearing loss affecting
both ears, and 250 million of these would be of
moderate-to-profound severity.

The actual level of disability resulting from a
hearing loss is influenced by many factors beyond
hearing thresholds. These factors include the
amount of distortion in audible sounds, difficulties

in processing and filtering auditory information,
and the complexity of listening environment
exposed to in a hearing impaired person’s daily
life. In general, a hearing loss of moderate or worse
severity in both ears is deemed of particular clini-
cal significance because, to be audible, a significant
proportion of speech sounds must be raised beyond
normal conversational levels. This has important
consequences for the development of speech and
language in children, which may be limited unless
measures are taken to overcome the loss.

Additional to the level of hearing loss, the
affected site or sites along the auditory pathway
are used when labeling hearing impairments.
Divisions are usually made into conductive (affect-
ing the outer or middle ear), cochlear, retroco-
chlear (affecting the nerve of hearing), and central
(affecting the cognitive processing of sound infor-
mation).

This entry describes different types of hearing
loss as well as some information on the relevant
management options available.

Conductive Disorders

A conductive hearing loss occurs when the passage
of sound between the outer ear and the cochlea is
disrupted.

Obstruction of the Outer Ear Canal

Perhaps the most obvious cause of a conductive
hearing loss is the inability of airborne sound
waves to reach the tympanic membrane, as a result
of occlusion of the ear canal. This may be caused
by swelling or discharge resulting from infection
(otitis externa), foreign bodies, or cerumen (ear-
wax). Abnormalities during fetal development can
result in a complete absence or a progressive nar-
rowing of the ear canal, known as atresia or steno-
sis, respectively. The latter may occur later in life
as a result of exostoses, bony growths commonly
associated with extended exposure to cold water,
such as repeated sea swimming.

Perforations

A hole, or perforation, in the tympanic mem-
brane reduces the amount of sound energy passed
from the ear canal into the middle ear bones. A
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Table |

WHO Classifications of Hearing Impairment Severity

Hearing Loss in Decibels

Level of Impairment (dBHL)

Description

Grade 0 25 dBHL or less
None

Grade 1 26-40 dBHL
Mild

Grade 2 Child 31-60 dBHL
Moderate Adult 41-60dBHL

Grade 3 61-80 dBHL
Severe

Grade 4 81 dBHL or more
Profound

Hears whispers

Able to repeat words spoken in normal voice
at 1 meter distance

Able to repeat words spoken in raised voice at
1 meter distance

Hears words shouted into better ear

Cannot hear shouted voice

Source: Adapted from World Health Organisation (1991), Report of the Informal Working Group on Prevention of Deafness
and Hearing Impairment Programme Planning. Retrieved April 16, 2009, from http://ftp.who.int/nmh/Blindness-Library/EN/

Deafness/PDFdocs/91_1.pdf.

Note: The values are averages of hearing thresholds at the most significant frequencies in speech: 500 Hz, 1 kHz, 2 kHz,

4 kHz.

perforation can be caused by a shock wave travel-
ing down the ear canal from an explosion or an
impact across the surface of the ear. Alternatively,
the tympanic membrane may rupture during acute
middle ear infections, alleviating the intense pain
associated with a “bulging” eardrum. On rare
occasions, middle ear infections may progress to
the air-filled spaces situated in the mastoid area
behind the ear, the surgical treatment of which
may result in a cavity that links the mastoid to the
ear canal, often with an accompanying conductive
hearing loss.

Glue Ear

The swelling of tissues within the sinuses, ade-
noids, and throat associated with head colds often
compromises the function of the pharyngotym-
panic (Eustachian) tube, which is responsible for
equalizing the pressure in the middle ear cavity
with the atmosphere (the sensation of ears pop-
ping during a yawn or swallow). If this tube
remains closed for extended periods, the cells of
the middle ear will absorb gases from the cavity,
reducing the air pressure in the middle ear relative

to the external ear. The most common conse-
quence is for fluid to be drawn from the cells of
the middle ear cavity, filling the space with viscous
mucus. This condition is known as glue ear and is
extremely common in young children.

Middle Ear Growths

In rare cases, growths in the middle ear may
lead to conductive hearing losses. A cholesteotoma
is a growing ball of infected tissue and debris aris-
ing from the tympanic membrane and progressing
into the middle ear cavity. A glomus jugulare will
lead to a one-sided hearing loss and often results in
a pulse being clearly heard in the affected ear
because of the high number of blood vessels in the
growth. Both of these require surgical removal.

Otosclerosis

Surgical management may also be considered for
otosclerosis, a condition associated with reabsorp-
tion and remodeling of bone material within the
structures of the ear. Commonly, the changes lead
to the stapes becoming fixed in place, preventing
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the piston-like motion required to drive sound
waves into the cochlear fluids. The resulting impair-
ment may progress to a moderate severity.

Additional to otosclerosis are a wide variety of
other possible abnormalities of the ossicles (mal-
leus, incus, and stapes) that can result in a conduc-
tive hearing loss.

Management of
Conductive Hearing Impairment

Management depends on the nature of the loss:
glue ear will often resolve spontaneously, but in
persistent cases, a ventilation tube (grommet) is
put into the tympanic membrane. Eventually the
tube will work itself free and the membrane will
heal. In the case of any perforation, its size and
location on the tympanic membrane will deter-
mine if it will close spontaneously or need surgical
intervention using a skin-grafting procedure known
as tympanoplasty.

A discontinuity along the chain of middle ear
bones can be surgically reconstructed, and worn
middle ear bones can be replaced by prostheses. In
the case of otosclerosis, the stapes can be replaced
or freed from fixation. Middle ear surgery can also
be performed to insert a middle ear implant, a
small vibrating device that can drive sound waves
into the ossicles.

Hearing aids may be chosen to overcome a
conductive hearing loss. However, in the presence
of a chronic infection, occluding the ear canal
with a hearing aid will further exacerbate the
problem. In these cases, the use of a bone-
anchored hearing aid (BAHA) may be considered.
As the name suggests, this device is connected to
the skull bones (usually by means of a titanium
plate partially integrated with the bone material)
and passes sound waves through the temporal
bone to the cochlea, bypassing the compromised
conductive pathway.

Cochlear Hearing Losses

The cochlea is responsible for transducing sound
energy in the form of vibrations into neural
impulses. Damage or abnormalities in the sensi-
tive structures of the cochlea is almost always
permanent, with the most common causes

described here.

Congenital

Cochlear hearing loss at birth may be associated
with infection (specifically cytomegalovirus and
rubella), ototoxic drugs, and preeclampsia or tox-
emia. Genetic abnormalities can lead to hearing
impairment, often as part of a syndrome.

Several countries now operate a newborn hear-
ing screen to identify permanent hearing losses as
early as possible, although in some cases deafness
can be delayed in onset.

Acquired
Noise

Most cochlear hearing impairment is acquired:
An example is the mild temporary hearing loss,
usually accompanied by a characteristic “ringing”
in the ears, after an evening of loud music.
Depending on the level of exposure, the hearing
should gradually recover but repeated noise expo-
sure will lead to a permanent reduction in hearing
sensitivity, affecting the mid-to-high pitch range.

Age

Presbycusis is the name given to a gradual reduc-
tion in hearing sensitivity with age. It primarily influ-
ences the same pitch range as noise-induced hearing
loss and is almost universal across populations.

The permanent nature of this loss results
because, unlike other cell types in the human body,
inner and outer hair cells in the cochlea cannot
regenerate. Researchers continue to investigate the
mechanisms that result in inner and outer hair cell
degeneration, with the aim of determining how
these delicate structures can be replaced and the
damage to them prevented, slowed, or repaired.

Sudden Onset

In cases of sudden-onset hearing losses, emer-
gency attention from an ear, nose, and throat
(ENT) specialist is required within 48 hours of
occurrence. If there is no obvious cause such as
traumatic injury or severe infection (e.g., bacterial
meningitis), then investigations will be undertaken
to identify possible causes, which may be viral,
vascular, or autoimmune (the latter referring to an
erroneous immune-mediated attack of the struc-
tures of the inner ear). Steroids or antivirals may
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be prescribed to limit permanent damage to the
inner ear, and in many cases, the hearing may fully
or partially recover, even in cases where the exact
cause remains unknown (idiopathic).

Perilymph Fistula

A small hole may develop in the membranes of
the inner ear as a result of trauma from middle ear
surgery, a sudden change in pressure (such as dur-
ing scuba diving), or intense physical strain. If this
leads to the escape of cochlear fluid, it is known as
a perilymph fistula. The most common sites for
this to occur are the oval and round windows,
leading to compromised hearing and often accom-
panied by tinnitus and dizziness. The symptoms
may be exacerbated by coughing, sneezing, changes
in middle ear pressure, and possibly loud noises
(Tullio phenomenon).

Méniéere’s Disease

Another disorder thought to be associated with
abnormal pressure of the internal fluids of the
cochlea is Méniére’s disease. For reasons yet to
be fully determined, researchers believe that there
are spontaneous periods of abnormally high pres-
sure within the cochlea that distort the delicate
internal membranes. This results in the simultane-
ous occurrence of three or more of the following
symptoms: hearing loss, tinnitus, an intense feeling
of spinning, and a pressure or fullness in the ear.

Ototoxicity

A number of drugs have a toxic effect on struc-
tures in the auditory system, especially the cochlea.
These include some antibiotic and chemotherapeu-
tic treatments, and as a result hearing loss may be an
unavoidable consequence of the treatment of life-
threatening diseases. The extent and nature of oto-
toxic hearing loss is influenced by a wide variety of
factors, specific to both the individual and the treat-
ment regime, and research continues to further
understand the biochemical and physiological pro-
cesses involved in drug ototoxicity, an in-depth dis-
cussion of which is beyond the scope of this entry.

Management
Dead Regions and Profound Hearing Loss

Loss of inner hair cells in a particular region of
the basilar membrane will result in an inability to

encode sound at that particular pitch, known as a
cochlear dead region. If inner hair cell damage is
widespread, there may be no significant benefit
from a standard acoustic hearing aid. If this is the
situation in both ears, nonverbal methods of com-
munication such as sign language and lip-reading
may be adopted, or a cochlear implant may be
considered. Alternatively, a similar device can be
implanted into the auditory brainstem if the nerve
connections to the cochlea are compromised.

Mild-Moderate Hearing Losses

Mild-moderate cochlear hearing loss is associ-
ated with damage to outer hair cells, which are
responsible for preferentially amplifying low-level
sounds. This leads to the inaudibility of quieter
components of speech, although often sounds of
greater intensities remain about as loud as they
would be heard in the absence of a hearing loss,
and in some cases are actually perceived as being
louder. This effect is known as recruitment.

A number of features on digital hearing aids aim
to overcome the complexities of cochlear hearing
loss. Even so, some hearing aid users with cochlear
hearing loss remain unable to hear speech clearly,
and most will still have difficulty understanding
speech in noisy environments. This is partly because
of a compromise of other auditory abilities includ-
ing the ability to discriminate between different
pitches of sound, and the ability to follow changes
in sound level over short time intervals.

Retrocochlear

The retrocochlear portion of the auditory pathway
refers to the nerve that carries auditory informa-
tion (the VIIth cranial nerve and the point at
which it connects to the brain). Retrocochlear
lesions have several possible causes, including the
following:

e Immaturity caused by premature birth
e Degeneration caused by multiple sclerosis
e Vestibular schwannoma

The last example is a benign tumor that devel-
ops from the cells that insulate the vestibular por-
tion of the VIIIth cranial nerve. To avoid
life-threatening consequences, the growth may be
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surgically removed, which (depending on the tech-
nique used) may result in a complete loss of hear-
ing on the affected side.

Central

Abnormalities in the cognitive processing of audi-
tory information may result in difficulties with
speech comprehension or sound localization, even
though hearing thresholds are “normal.” The ori-
gin of the problem may be damage to the auditory
cortex caused by trauma or a stroke.

In cases where there is no obvious cause for
abnormally poor auditory performance, the test
batteries that exist to quantify these difficulties are
described by the collective term auditory process-
ing disorders (APD). Those suffering from APD
often find speech comprehension to be improved
when the impact of background noise is limited
and visual information, such as lip-reading, is used
to supplement auditory information.

When a hearing loss is present without interven-
tion for an extended time, the resulting deprivation
of stimulus leads to a reorganization in the central
auditory system (this ability to organize and reorga-
nize in response to long-term changes in sensory
input is known as plasticity). This might limit the
performance of a hearing aid or implant tried later.
Additionally, auditory plasticity in the early years of
life facilitates the ability to perceive and process
spoken language, and this is one of the reasons why
newborn hearing screening programs aim to identify
hearing impairments as early as possible, at a stage
where intervention can make use of this critical
period to maximize the resulting auditory ability.

Phil Gomersall and David Baguley
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AUDITION: LOUDNESS

Loudness is a subjective attribute of sounds that
allows us to experience the dynamics of music,
speech, and our environment. Sounds can range
from soft and calming to so loud that they startle
us. The louder the sound, the faster we respond to
it. Loud sounds draw our attention, alert us to
danger, and pump us up when we are working out
at the gym.

Exposure to very loud sounds can also cause
hearing loss. When most sounds reach potentially
damaging levels, they become unpleasant and we
refrain from exposing ourselves to them. The
exception to this rule is music. The normal con-
trols that protect us from sound exposure that can
result in hearing loss seem to be absent for music,
but only if we find the type of music pleasant.
Loud music can be mood altering and is often
sought after. This appears to be true across a num-
ber of different cultures and may be universal.

Problems arise not only when a sound is too
loud, but also when a sound is too soft. We may
not be aware of a soft sound that we want or need
to hear because it blends in with background
sounds. Attending to a soft sound requires effort,
and we strain to hear. Listening to a sound at a
comfortable loudness is preferred.

Achieving a comfortable loudness requires an
understanding of the many factors that influence
the perception of loudness. Loudness changes with
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the physical properties of sound and the physical
and psychological states of the perceiver. The
influences of these properties are described in this
entry following a definition of loudness and a
short description of the methods used to measure
loudness. This entry also includes a description of
our ability to detect and discriminate small changes
in level and concludes with an overview of models
of loudness.

Language of Loudness:
Definitions and Terminology

Although we know what loudness is, we may not
be aware of the exact definition and terminology
used for loudness. Loudness is the perceptual
strength of a sound that ranges from very soft (or
quiet) to very loud. Loudness is the primary per-
ceptual correlate of the level of a sound. The study
of loudness is a subarea of psychoacoustics.
Psychoacoustics is the study of the relationship
between physical properties of sound (e.g., fre-
quency, level, and physical duration) and our per-
ceptual response to them (e.g., pitch, loudness, and
subjective duration).

Loudness is often erroneously described as the
“volume” or “intensity” of a sound. The term vol-
ume is used to describe a percept different from
loudness and should not be confused with loudness.
Volume refers to the subjective size of a sound. The
term intensity refers to a physical property of a
sound, which is related to its level. A common unit
of measure is sound pressure level in decibels, or dB
SPL, which is the logarithmic ratio of intensity.
Therefore, the terms volume and intensity should
not be used interchangeably with loudness.

Since the late 18th century, it has been common
for composers to use written notation to indicate
the level at which a piece of music should be
played to produce a corresponding loudness. These
are called dynamic markings and are usually in
Italian. Examples of dynamic markings are pianis-
simo (very soft), mezzo piano (medium soft), forte
(loud), and fortissimo (very loud). These dynamic
markings refer to relative levels, rather than to
specific levels, so that a passage of music may be a
little louder or softer than another. Music notation
also includes words to indicate a general increase
(crescendo) or decrease (decrescendo or diminu-
endo) in loudness. In addition, a composer can

indicate that one note should be louder than the
other notes by using accents. Such notations help
to give music the proper loudness dynamics and
indicate the beat of the music.

Measuring Loudness and Units of Loudness

Because loudness is a subjective attribute, it can-
not be measured directly. Two common methods
used to indirectly measure loudness are equal-
loudness matching and scaling. In equal-loudness
matching, a physical property of one sound is
adjusted so that the sound is judged equal in loud-
ness to a fixed reference sound; usually the two
sounds are presented alternately. Equal-loudness
matches were used to derive the phon scale. The
phon is a unit of loudness level that indicates the
level of a tone required for it to sound equal in
loudness to a 1,000-hertz (Hz) reference tone. For
example, the loudness of a 70-phon tone at any
frequency is equal to the loudness of a 1,000-Hz
tone at 70 dB SPL.

In scaling methods, a sound is presented to a
person many times at different levels that encom-
pass a wide range of levels. After the presentation
of each sound, the person’s task is to provide
information about the loudness elicited by the
sound. One common task is to ask a person to
assign a number to the loudness of a sound. This
number is called a loudness estimate and the
method is called magnitude estimation. The sone
scale was determined by magnitude estimation.
One sone is the loudness corresponding to a
1,000-Hz tone at 40 dB SPL, which is the same as
a loudness level of 40 phons. In another task used
to obtain information on loudness, a person is
asked to adjust a physical property of a sound to
produce a certain subjective magnitude of a sound.
This is called magnitude production. The final
estimate is an average of data obtained with both
methods. In another type of scaling method, cross-
modality matching, a person is asked to match the
loudness of a sound to a perceived property in
another modality, such as brightness or perceived
line length. For example, a person may be asked
to cut the length of a string as long as a sound is
loud. In still another method, five to seven fixed
category labels are used (such as “very soft,”
“soft,” “comfortably loud,” “loud,” “very loud,”
and “too loud”) and a person is asked to assign
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the loudness of a sound to a preselected category.
This method is called category scaling.

Loudness and the
Physical Properties of Sound

Loudness changes as a function of level, frequency,
bandwidth, duration, spectral complexity of a
sound, and the presence of other sounds. There is
no simple one-to-one correspondence between
loudness and any physical property of a sound,
including level. Audible sound levels that do not
immediately damage hearing range from roughly 0
to 120 dB SPL. In general, loudness will double for
every 6 to 10 dB increase in SPL, but does not
increase indefinitely. As the level is increased
beyond being “too loud,” sensation transitions
from a “tickle” feeling to pain. Research on loud-
ness at such high levels is no longer performed
because of ethical concerns.

The way in which loudness increases with level
has been measured using magnitude estimation. A
plot of loudness estimates on a logarithmic scale as
a function of audible sound levels in dB SPL is
known as a loudness function. The loudness func-
tion has been described as L = kI¢, where L =
Loudness, k = a constant, I = Intensity, and ¢ = the
exponent, which is proportional to the slope of the
function. Although simple, it is not the most accu-
rate description. There are two important devia-
tions. The first is that loudness increases rapidly
with increasing level near threshold. The second is
that loudness changes more slowly with increasing
level at moderate levels than at high and low levels.
These two deviations result in an entirely different
psychophysical law that relates level to loudness
(i.e., a nonstationary point of inflection law or an
inflected exponential [INEX] law).

Loudness changes throughout the audible fre-
quency range from about 20 to 20,000 Hz. A plot
that shows the levels required to keep loudness
constant as frequency changes is called an equal-
loudness level contour (or equal-loudness con-
tour). Most textbooks and the recommended
readings at the end of this entry present a family of
these contours that range from near threshold
(about 10 phons) to high levels (about 100 phons),
in steps of 10 or 20 dB. Near threshold, the equal-
loudness level contours follow absolute threshold.
This means that the levels of tones at very low and

very high frequencies need to be set to higher levels
than the 1,000-Hz reference tone to sound equal
in loudness to it. For example, a 125-Hz tone at
34 dB SPL is equal in loudness to a 1,000-Hz tone
at 10 dB SPL, and both have a loudness of 10
phons. Therefore, a 24-dB difference in level is
required for the two tones to be perceived as
equally loud. At high levels, the equal-loudness
level contours flatten, which means that the differ-
ence required to set the two tones to equal loud-
ness is much less. For both tones to have a loudness
of 100 phons, the 125-Hz tone needs to be about
104 dB SPL and the 1,000-Hz tone needs to be
only 4-dB lower for the two tones to be perceived
as equally loud.

Loudness increases with bandwidth (frequency
range) and duration of sounds, but only within
certain physical parameters. If the overall level of
two tones is kept constant and the frequency sepa-
ration between them is increased, loudness of the
two tones heard together will remain relatively
unchanged until the frequency difference between
the tones exceeds about 20% of the geometric
average of the frequency of the two tones, after
which loudness increases. This is called spectral
loudness summation. It occurs for sounds as the
bandwidth is increased. The magnitude of increase
changes with level and is greatest at moderate lev-
els, so that a 1,000-Hz tone would need to be as
much as 18 dB SPL higher than a sound encom-
passing a broad range of frequencies for the two
sounds to be perceived as equally loud. Loudness
also increases as the duration of a constant-level
sound increases up to about half a second, after
which loudness remains relatively constant. This is
called temporal integration (or temporal summa-
tion) of loudness. The magnitude of this effect can
be as much as 15 to 20 phons.

Loudness changes with the spectral complexity
of a sound and the presence of other sounds. The
details of the influence of spectral complexity is
beyond the scope of this entry, but sounds that
come before and after a sound can affect its loud-
ness. Finally, loudness changes depending on the
background against which a sound is heard, or the
background “soundscape.” For example, a friend’s
voice will sound softer on the street near a noisy
construction site than in a quieter area. This phe-
nomenon is referred to as partial masking of loud-
ness because the loudness of a sound that you are
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listening to (i.e., a friend’s voice) is partially
masked, or blocked, by the background sounds.

Physiological and
Psychological States of the Perceiver

Loudness changes as the physical and psychologi-
cal states of the perceiver change. For example,
loudness can change depending on whether a per-
son listens with one or two ears, whether the ears
have been exposed to loud sounds, whether a hear-
ing loss is present, and whether a person is paying
attention to the sound. A person with normal hear-
ing in one ear and a hearing loss in the other ear
will perceive sounds as less loud than when listen-
ing with two normal ears. This occurs because
loudness summates across the two ears. This phe-
nomenon is called binaural loudness summation.
Although sounds heard by two ears are louder
than sounds heard by only one ear, the amount
that loudness increases is still a matter of debate
and appears to change with the type of sound and
listening environment.

Loudness, as well as threshold, may also change
after a person is exposed to high-level sounds. This
change in loudness can be temporary, taking any-
where from a few minutes to several days to return
to normal. For example, sounds may be perceived
softer than normal after attending a rock concert
without hearing protection, but loudness returns to
normal by the next day. This temporary condition
is called fatigue, or temporary loudness shift.
However, with exposure to very loud sounds over a
prolonged time, or even a short time with sufficient
intensity, changes in loudness can be permanent.

Loud sounds draw our attention and we instinc-
tively turn our attention toward them. Attention
plays a role in our perception of loudness. For
example, evidence indicates that sounds that are
not attended to may be perceived as less loud than
sounds that have our full attention. Furthermore,
a sound that is continuously presented at a low
level for a long period will fade into inaudibility.
This is called loudness adaptation.

Detection and
Discrimination of Level Differences

This section describes the impressive ability of the
auditory system to detect changes in level (level

detection) and discriminate small level differences
(level discrimination or intensity discrimination).
The topics of level detection and level discrimina-
tion are usually raised in conjunction with discus-
sions of loudness. This is a debatable practice
because the subjective attributes of changes in
small level differences may not be perceived as dif-
ferences in loudness, they may be perceived as
changes in pitch or other subjective attributes of
sound. Level detection and discrimination are
included in this entry because of the implications
of these types of experiments for understanding
the physiological encoding of level information in
the auditory system.

The smallest audible difference in level between
two sounds has been called the just noticeable dif-
ference (JND) or the difference limen (DL). The
JND has been measured by increasing and decreas-
ing the level difference until it is just audible using
three types of tasks: (1) discrimination of two
sounds separated in time that differ only in level,
(2) detection of amplitude modulation (i.e., varia-
tions in strength) of a sound, and (3) detection of
an increment in the level of a continuous sound.
Although the exact values of the JND differ some-
what among the different tasks, the general trends
in the data are the same.

The JND for level changes as a function of level,
frequency, and duration of the sound. One of the
oldest scientific observations in hearing describes
how the JND for intensity changes with increasing
intensity of a noise. It is called Weber’s law (also
known as Weber’s fraction) and refers to the fact
that the JND is proportional to the physical mag-
nitude of the sound. In other words, the just-no-
ticeable change in intensity divided by the intensity
of the stimulus remains constant with increasing
level. This means that the JND is about 0.5 to 1 dB
for all levels, except the lowest levels. Weber’s law
does not work at low levels for noises, or as well
for tones as it does for noises. For tones, there is a
deviation from this proportional relationship,
called the near miss to Weber’s law. This deviation
is a decrease in the Weber fraction with level,
which results in a smaller JND in decibels at high
levels.

An excitation pattern model provides a good
theoretical framework for describing our ability
to discriminate small level differences. According
to this model, any audible sound creates a pattern
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of activity in the auditory system. These activity
patterns are called excitation patterns. As the level
of a tone is increased, its excitation pattern
increases and spreads to adjacent frequencies.
When a critical difference is reached between the
excitation patterns of two tones that differ in
level, the auditory system has sufficient informa-
tion to discriminate the sounds. For example, a
low-level tone has a small excitation pattern and
requires a 2-dB level difference between two tones
to create a difference between the two excitation
patterns large enough to reach the threshold of
discrimination. A high-level tone has a large exci-
tation pattern that spreads to adjacent frequencies
and requires only a 0.5-dB level difference between
the two tones to create a difference between the
two excitation patterns large enough to reach the
threshold of discrimination.

The theoretical framework of excitation pat-
terns can also explain the effect of frequency on
level discrimination. The JND for level is larger for
frequencies close to the high-frequency limit of
audible sounds. According to the model, this
occurs because the excitation patterns are effec-
tively cut off because of the frequency limits of
audibility. In the absence of the spread of excita-
tion at the high frequencies, the JND must be
increased to create a difference between the two
excitation patterns large enough to reach the
threshold of discrimination.

If you recall temporal integration (or temporal
summation) of loudness described earlier, it is not
surprising that the auditory system sums up infor-
mation over time. This summation also occurs for
level discrimination. As the duration of a tone
increases up to about one-half to one second, the
level difference required for discriminating two
tones decreases.

Although the basis for coding of level in the
auditory system is not completely understood,
any model of coding must consider the impressive
ability of the auditory system to detect and dis-
criminate relatively small level differences. Much
of what is known about the physiology of level
perception comes from correlating psychoacous-
tic measurements with the physiological responses
to level differences. For example, information
from a single neuron in the auditory nerve is
enough to account for our ability to discriminate
two sounds that differ in level. However, just

because information is available does not mean
that it is used by the auditory system. Exactly
how information is carried from the auditory
nerve to the brain is not well understood, but the
models described in the next section may give us
some insight.

Models of Loudness

Although no model of loudness can account for all
the phenomena associated with the perception of
loudness at the time of this entry, models exist that
can explain certain aspects of the perception of
loudness. These models can be divided into two
types: models that describe and predict the rela-
tionship between the stimulus and the perception
of loudness (i.e., psychoacoustic models) and mod-
els that attempt to make correlations between
changes in the level of a stimulus and the physio-
logical response to these changes (i.e., physiologi-
cal models). These two types of models are
described here.

As described earlier, an inflected exponential
function is the most accurate descriptive psychoa-
coustic model of how the loudness of a tone
increases with increasing level. However, most
sounds are much more complex than a tone.
Complex models have been developed to predict
the loudness of sounds from the physical spectrum.
Basically, these models include three stages: the
physical spectrum is divided into frequency bands,
a weight is assigned to each frequency band, and
the weighted outputs of the individual bands are
summed. The most recent models also consider
filtering of the signal by the ear and listening con-
dition. Loudness models were initially developed
for steady-state sounds and people with normal
hearing, but variations of these models exist to
account for the loudness of time-varying sounds
and the presence of hearing loss. These models are
still under development and do not presently
account for all conditions.

Physiological models of loudness are less devel-
oped than psychoacoustic models are. Only some
aspects of the physiology of loudness appear to be
explained. For example, the increase in loudness
with increasing level is consistent with the basilar-
membrane response function. There is a good
correlation between the inflected exponential
function and physiological data. However, how
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the loudness of a sound increases with level is less
well understood at the auditory nerve. As the level
of a tone increases, the firing rate of neurons in
the auditory nerve also increases, but most neu-
rons tend to saturate within a dynamic range of
only 30 to 60 dB so that increases in level cause
no further increase in the firing rate. Although
some benefit is obtained from a small number of
neurons with higher thresholds, this does not
appear to be enough to account for the fact that
loudness increases over a level range of about 120
dB SPL. This is known as the dynamic range
problem.

Although our understanding of the physiology
of loudness is far from complete, two compelling
lines of thought that are not mutually exclusive
explain the dynamic range problem. The first is
that loudness is related to the total amount of neu-
ral activity. The second is that loudness is related
to the temporal properties of the neural activity.
As a tone increases in level, it excites neurons with
primary sensitivity (characteristic frequency or the
frequency to which it responds best) near the tone
frequency, and it excites an increasing number of
neurons with adjacent characteristic frequencies.
This is known as the spread of excitation. Temporal
theories are based on the fact that neurons that
respond to a certain frequency tend to phase lock
to it. In other words, they produce neural firings at
precise times correlated with temporal properties
of the sound wave. When the level of a tone
increases, more neurons phase lock to it and the
overall synchrony across the population of audi-
tory nerve fibers increases. However, the timing
theories have difficulty at high frequencies because
the ability of the auditory nerve fibers to phase
lock decreases at high frequencies, which is known
as the roll-off in phase locking. It is possible that
the amount and range of neural activity, as well as
the timing and phase locking of neural activity,
play roles in the perception of loudness. Despite
how much data have been obtained, surprisingly
little has been proven regarding the connection
between physiological responses and our percep-
tion of loudness.

There is a need for models that can predict the
average perception of loudness for large groups of
listeners, such as those in concert halls and other
public spaces. A sound-level meter provides infor-
mation about the level of a sound, but does not

provide information about loudness. Attempts
have been made to design “loudness meters” that
provide a number corresponding to the subjective
experience of loudness for an average group of
people with normal hearing. Because loudness can
vary among individual listeners, measures from
these meters do not apply to any one individual
person. Whereas meters may provide a good esti-
mate of the group average for steady-state sounds,
scientists are still in the process of designing meters
for time-varying sounds that constitute most envi-
ronmental sounds.

At the time of this entry, there is no comprehen-
sive theory that can explain all phenomena related
to our ability to perceive loudness—this amazing
ability that allows us to experience the dynamics of
music, speech, and sounds in our environment.

Mary Florentine and Michael Heinz
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AUDITION: PrTrcH PERCEPTION

Pitch is a subjective attribute of sound that allows
one to enjoy a musical melody, differentiate
between talkers, and identify many different
sound sources. Sound itself does not have a pitch.
However, without an ability to perceive pitch,
speech would be Morse code (only changes in the
loudness or duration of a sound could be used to
convey language), music would be only drum
beats, and the sound from most sources would go
unrecognized. This entry examines the physical
dimensions of sound, discusses how pitch is mea-
sured, and describes some of the relationships
between the physical dimensions of sound and
perceived pitch.

Sound

Sound has the physical dimensions of frequency,
level, and time. Sound is caused by objects that
vibrate and send out sound waves. Frequency
refers to the rate at which an object vibrates, and
level refers to the magnitude of that vibration.
Hertz (Hz) is the physical measure of frequency. A
sound with a 100-Hz frequency is a sound whose
vibratory pattern repeats 100 times per second; if
the vibration occurs at rate of 1,000 times per sec-
ond, the sound’s frequency is 1,000 Hz, and so on.
The perception of pitch is the auditory system’s
means of processing information about the physi-
cal properties of sound: frequency, level, and time.
When the physical frequency of the sound from a
source varies, it is almost always perceived as a
pitch change. A short string on a violin vibrates
faster than a longer string does and produces a
high-frequency sound that is perceived as a high
pitch. But many other aspects of frequency, level,
and time can lead to the perception of pitch. The
study of pitch perception involves understanding
the relationship between the physical properties of
sound and the subjective perception of pitch. As of

yet, there is not a complete understanding of these
relationships and, as a consequence, the study of
pitch perception is an active area of research in the
auditory sciences.

Measuring Pitch

The standard definition of pitch is that pitch is that
subjective attribute of auditory sensation in terms
of which sounds may be ordered on a scale extend-
ing from low to high. Pitch is measured subjec-
tively in three ways: using musical scales, using a
frequency scale, and occasionally using the mel
scale. The musical scale contains notes (in Western
music, 12 notes: A, B, C, D, E, F, G, and in the
sharps, #, and flats, b: Ab, Bb, F#, A#, Eb). The
musical scale may be divided into octaves. An
octave is a doubling of frequency (880 Hz is the
octave above 440 Hz, and 220 Hz is the octave
below 440 Hz; 440 Hz is the approximate vibra-
tory frequency of the musical note A played in the
middle octave of the piano keyboard). Each octave
can be divided into 12 equal logarithmic divisions
called semitones. Thus, all the A notes on a piano
keyboard are separated from each other by an
octave, and each of the 12 notes (e.g., black and
white keys on the piano keyboard) within an
octave are spaced in frequency by about a semi-
tone. Each semitone has 100 cents (hence an
octave has 1,200 cents). Musical notes, semitones,
and cents are used as scales to measure pitch.

In many experiments, the pitch of a sound with
a known pitch (the comparison sound) is matched
to that of a sound with an unknown or to-be-
measured pitch (the target sound). In such pitch-
matching procedures, listeners are asked to adjust
a physical property of the comparison sound (e.g.,
frequency) so that the comparison and target
sound have the same perceived pitch. Usually a
pure tone (a periodic sound) or a periodic series of
clicks (click train) are used as comparison sounds.
The frequency of the pure tone or the repetition
frequency of the click train, both expressed in Hz,
are used as the scale or measure of pitch. That is,
Hz is a measure of pitch, just as it is a measure of
frequency. However, physical frequency and sub-
jective pitch are not the same thing, as several
examples will indicate.

In some cases, the mel scale is used to measure
pitch. The mel scale is derived from a subjective
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scaling procedure such that the pitch of a tone
presented with a frequency of 1,000 Hz is defined
as having a pitch of 1,000 mels, and the 1,000-mel
sound is the standard pitch sound. If a sound is
perceived to have a pitch that is half that of the
pitch of the standard, then the pitch is 500 mels. A
sound with twice the pitch of the standard would
have a 2,000-mel pitch.

Different Meanings of Musical Pitch

Musical pitch can take on two different meanings.
If one starts at the left most piano key on the key-
board and one strikes each key in succession mov-
ing from left to right, each key will produce a
higher pitch than the preceding note. In addition,
the pitch of each piano key in one octave has the
same pitch as the corresponding key in another
octave (e.g., each A key across the key board has
the pitch of A), in the sense that a recognizable
melody can be played in any octave (the basis of
musical transposition). Thus, the A key to the left
of the piano keyboard has both the same pitch and
a lower pitch than that of the corresponding A key
to the right on the keyboard. Pitch height is used
to refer to perceived musical pitch that occurs
independent of the octave (e.g., each key on the
piano keyboard produces a different pitch height),
and pitch chroma refers to the perceived musical
pitch of corresponding notes across octaves (e.g.,
all of the A keys on the piano keyboard have the
same pitch chroma).

Humans, especially those with musical training,
and several animals appear to perceive octave rela-
tionships among pitches as unique from non-octave
arrangements. The pitch of a sound can support
melody recognition; such pitches are referred to as
musical pitches and are considered the strongest
form of pitch perception. Other sounds produce
pitches that are poor for melody recognition but
listeners can accurately judge musical intervals
(semitones), and other stimuli do not support
either melody or musical interval recognition, but
the pitch of a pure tone can be matched to the
stimulus. In some cases, the pitch of a sound is
weak leading mainly to a change in the perceived
quality (timbre) of the sound.

Listeners who can reliably label (or produce by
singing) the correct musical note of a sound with-
out a referent sound are said to have an absolute

pitch ability. Some listeners who do not have abso-
lute pitch possess a relative pitch ability in that
they can reliably judge the musical interval (semi-
tone) between two sounds. And many listeners
have neither an absolute nor a relative pitch judg-
ing ability. Whether the causes of these different
pitch abilities are genetic factors or experience and
training is not clearly understood.

Perceived Pitch

The pitch of a simple sound is directly related to
the sound’s physical frequency. For instance, the
pitch of a pure tone is equal to the tone’s fre-
quency. The pitch of most periodically repeating
sounds is equal to the reciprocal of the period of
the repetition, expressed as hertz. For instance, a
series of brief sounds (transients) that are periodi-
cally repeated produce a pitch related to the recip-
rocal of the period of the sound. If this click train
of transients has a periodic repetition of 100 Hz,
then the period between each transient in the click
train is .01 seconds (i.e., 1/100 Hz = .01 seconds or
1/.01 seconds = 100 Hz). Because the period of
most audible sounds is short (fractions of a sec-
ond), period is often expressed as milliseconds
(msec), where 1 millisecond is 1/1,000 of a second.
Thus, in the previous example, a period of .01
seconds is also 10 msec (1,000 x .01 = 10 msec).

The pitch of sound can also change as a func-
tion of sound level. In the physical description of
sound, a sound wave’s frequency is independent of
its level. Level is often correlated with the subjec-
tive attribute of loudness. The subjective attributes
of pitch and loudness can change with changes in
either a sound’s frequency or level. So although
frequency and level are physically independent,
either can lead to a change in perceived pitch.
Composers have been known to write music with
an increase in the level (loudness) of a note to also
produce a slight increase in the perceived pitch of
that note. Thus, even though physical level is inde-
pendent of physical frequency, subjective pitch can
be altered by changes in either physical frequency
or level. This makes the relationship between the
physical dimensions of sound (frequency, level,
and time) and perceived pitch complicated.

Any complex sound can be expressed as a sum of
simple or tonal sounds, where each tonal compo-
nent (spectral component) has a physical frequency.
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A click train is a complex sound that can be
described as the sum of many different spectral com-
ponents. A click train will have a fundamental
vibratory frequency that is equal to the reciprocal of
the period between the transients in the click trains.
And, the click train is made up of the fundamental
spectral component and all of its higher harmonics.
A harmonic is an integer multiple of the fundamen-
tal frequency. Thus, a click train with transients that
repeat once every 10 msec (once every .01 seconds)
has a fundamental frequency of 100 Hz (1/.01 sec-
onds = 100 Hz) and all of the higher harmonics of
100 Hz (200 Hz, 300 Hz, 400 Hz, 500 Hz, etc.). All
musical instruments, including the human voice,
produce such harmonic complexes, and the pitch of
a note played by any instrument is equal to the fre-
quency of the fundamental. Thus, the A note in the
middle octave of the piano keyboard produces a
harmonic complex with a 440-Hz fundamental fre-
quency and many of the higher harmonics of 440
Hz (e.g., 880 Hz, 1,320 Hz, 1,760 Hz). The per-
ceived pitch of this A note is 440 Hz. Many other
sound sources (e.g., a rotating motor) also produce
harmonic complexes and if the sound source pro-
duces a perceived pitch it is usually associated with
the fundamental frequency of the harmonic com-
plex. For example, a motor may rotate 120 times
per second, which produces a fundamental fre-
quency of 120 Hz and many of the higher harmon-
ics of 120 Hz. In many cases, the whine of the motor
would be perceived as having a 120-Hz pitch.
Thus, the pitch of such harmonic complexes
could be explained by several properties of the
sound. The frequency of the fundamental of the
harmonic complex could be used to account for
pitch. Or, the repetition rate of the sound’s overall
vibratory pattern could be used to account for pitch.
Or, that the spacing between each successive har-
monic of the sound is equal to the fundamental fre-
quency might be a basis for the pitch of a harmonic
complex (e.g., a harmonic sound with 100-Hz fun-
damental will have harmonics at 200 Hz, 300 Hz,
400 Hz, 500 Hz, etc., each spaced 100-Hz apart).
An interesting experiment conducted in the
19th century indicates that the pitch of harmonic
complexes probably does not result from the fun-
damental frequency itself. A particular type of
sound source (an optical siren) produces a sound
with the harmonics of a fundamental, but the fun-
damental is not physically present in the sound’s

spectrum. For example, the optical siren could
produce a sound with spectral components of 200
Hz, 300 Hz, 400 Hz, 500 Hz, but not 100 Hz (the
fundamental frequency). The fundamental fre-
quency (100 Hz) is missing from this sound’s spec-
trum. The perceived pitch of the siren is 100 Hz,
even though there is no physical spectral compo-
nent at the fundamental. This is an example of the
missing fundamental pitch. Many musical instru-
ments (including the human voice) produce a miss-
ing fundamental pitch in that the spectral
component at the fundamental is either not present
or weak compared with the higher harmonics in
the sound’s spectrum produced by the instrument.

Accounts and Theories of Pitch Perception

Thus, the frequency of the fundamental cannot be
used to account for perceived pitch, because stim-
uli with no fundamental in the sound’s spectrum
still produce a pitch equal to the missing funda-
mental. Harmonic complexes without the funda-
mental still vibrate with a period that is equal to
the reciprocal of the missing fundamental (e.g., a
sound containing spectral components of 200 Hz,
300 Hz, 400 Hz, 500 Hz, etc., will vibrate with a
period of 10 msec or .01 seconds, the reciprocal of
100 Hz, which is the frequency of the missing fun-
damental). And the spacing between the spectral
components of this 100-Hz missing fundamental
harmonic complex is still 100 Hz. Thus, either the
repetition period or the spectral spacing of the
harmonics could be used as a basis to account for
the pitch of the missing fundamental.

Using aspects of the temporal repetition of the
vibrating sound to account for pitch perception is
a temporal explanation of pitch, and using aspects
of the spectral spacing of the harmonics is a spec-
tral or frequency explanation of pitch processing.
The history of attempts to develop theories and
models of pitch perception can be described as a
competition between spectral and temporal expla-
nations. Some hearing scientists have also sug-
gested that some combination of spectral and
temporal approaches might provide a coherent
theory of pitch perception. Currently, no one the-
ory has been universally accepted as accounting
for pitch perception.

The auditory nervous system preserves informa-
tion about both the temporal repetition of sounds
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and the spectral content of sounds. That is, audi-
tory nerve fibers produce neural discharges that
repeat at a rate that matches the vibratory repeti-
tion of the incoming sound’s waveform (to repeti-
tion rates as high as 5,000 times per second). And
the auditory nervous system preserves information
about the harmonics of a complex sound (at least
for low-frequency harmonics). Thus, current mod-
els and theories of pitch processing attempt to
account for the perceived pitch of sound based on
what aspects of the physical properties of the
sound (e.g., repetition period or spectral harmon-
ics) are preserved and processed by the auditory
nervous system. Several competing models of pitch
perception are based on such neural processing
assumptions. Thus, at present no single theory of
pitch perception can account for all of the data that
have been collected regarding what is arguably the
most important perceptual aspect of sound, pitch.

William A. Yost

See also Absolute Pitch; Audition: Pitch Perception;
Auditory Frequency Selectivity; Music Cognition and
Perception
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AUDITION: TEMPORAL FACTORS

Most sounds are temporally complex, marked by
variations over time in acoustic characteristics or

events. Both speech and music represent common
examples of sounds that vary over time with
change of characteristic and of content. Extraction
of the information contained in temporally com-
plex sounds requires response by the auditory
system to these changes. Resolution, the ability to
temporally resolve or follow stimulus variations,
is a central aspect of the study of auditory tempo-
ral factors. Often, however, auditory perception is
governed by a summation or accumulation of
information over time. Thus, a second temporal
factor is integration. Finally, a third aspect that
incorporates both resolution and integration is the
study of the perception of a sequence of resolved
acoustic events in terms of pattern processing.
This entry describes temporal factors of audition
such as time, frequency, and modulation; resolu-
tion; integration; and auditory segregation and
pattern processing.

Time, Frequency, and Modulation

Sound is a pressure waveform that is generated by a
vibrating object. With sound a waveform that varies
over time, temporal processing by the auditory sys-
tem is a central basis for determining the informa-
tion conveyed by sound. The vibrations that generate
most sounds repeat in some manner or another.
These periodicities are described in terms of repeti-
tion frequency. Repetitions per second are defined
in units of hertz (Hz). For example, a simple or
sinusoidal vibration that repeats one thousand times
a second has a frequency of 1,000 Hz.
Representation of the periodicities in the time
waveform in terms of frequency illustrates the rela-
tionship between the temporal and frequency-
based descriptions of sound. The implication of
this relationship, formalized by the Fourier theo-
rem, is that change in one domain affects the other.
The auditory system codes both the temporal and
frequency characteristics of sound. Time is coded
by the temporal pattern of the response of auditory
neurons, and frequency by both response pattern
and by which neurons respond among the many
thousands in the auditory nervous system. A con-
sequence of the interrelationship between time and
frequency, and the direct coding of each aspect by
the auditory system, is that studies of auditory
temporal factors must ensure that the basis of mea-
sured effects is indeed temporal. Thus, studies of
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temporal factors often use stimuli with wideband
frequency content or include maskers to restrict
the influence of unintended frequency variations.
A further effect that ties together time and fre-
quency is their inverse relationship in resolution.
That is, enhancement of frequency selectivity results
in a sluggish temporal response, and a rapid tempo-
ral response results in broad or poorly tuned fre-
quency selectivity. The complexity of the auditory
system no doubt arose partly to meet the conflicting
demands of temporal and frequency resolution.
Variations in the time waveform of sound can
generally be described in terms of modulation.
Modulation simply refers to some pattern of change
conveyed by a carrier. For auditory processing, the
relevant variations are amplitude modulation (AM)
and frequency modulation (FM). At slow rates of
variation, listeners can follow the modulation, with
AM perceived as fluctuation in loudness and FM as
fluctuation in pitch. At faster rates, both types of
modulation change the stimulus quality, timbre, or
pitch, often adding a richness or roughness to the
sound. Modulated stimuli play an important role
in assessing temporal resolution and discrimination
abilities, and also temporal-pattern processing.

Temporal Resolution

In a general sense, temporal resolution refers to
how quickly a system is able to respond to stimu-
lus changes. For auditory stimuli, these are most
often changes in loudness, pitch, timbre, or source
location. If the changes are not well resolved, the
response of the auditory system represents some
sort of averaging across the stimulus changes.
Consequently, temporal resolution is often viewed
as a measure of the minimum integration time of
the auditory system.

A variety of procedures have been used to assess
auditory temporal resolution. One simple proce-
dure, termed gap detection, involves determination
of the shortest silent interval that can just be
detected when inserted in a sound burst or continu-
ous sound. Gap detection thresholds can be as low
as a few one thousandths of a second (i.e., several
milliseconds [ms]). Roughly similar acuity estimates
are obtained from other procedures that measure
sensitivity to rapid changes in sound other than the
introduction of a brief silent gap. A notable excep-
tion, however, is seen in measures of binaural

temporal acuity. The just-detectable timing differ-
ence between the sounds arriving at the two ears
can be as low as a few millionths of a second.

Related to gap detection are effects observed in
temporal masking. Temporal masking refers to
situations in which a target signal is either pre-
ceded or followed by a masking sound. Interference
from the interaction between sequential sounds is
a common aspect of many everyday listening situ-
ations. With temporal separation between the sig-
nal and masker in temporal masking paradigms,
interference represents a failure of temporal reso-
lution; that is, the system could not fully resolve
the signal from the masker. In the case of forward
masking in which the masker precedes the signal,
two separate factors have been suggested as the
source of the interference. The first is a persistence
of the sensory effect evoked by the masker so that
despite the acoustic temporal separation, the
responses to the signal and masker are overlapping
at some level of the auditory system. The second
factor is neural adaptation in which the response
to the masker adapts the system so that it is less
responsive to presentation of the subsequent sig-
nal. Across various possible stimulus configura-
tions, both factors can show some involvement in
temporal masking.

The envelope of an acoustic signal describes
how amplitude or level changes over time. As such,
AM is modulation of the signal envelope. Gap
detection measures sensitivity for a single envelope
modulation, that is, the detection of the single brief
silent interval or gap. In AM detection paradigms,
the modulation occurs over the entire stimulus
duration with the procedure determining the size
of the just-detectable variation or fluctuation in
the stimulus envelope. AM changes the perceived
quality of a sound. At low AM rates that lead to
slow level changes, listeners perceive the changes
as fluctuations in loudness. At higher modulation
rates at which the loudness variations are not
resolved, AM results in a change in sound timbre
often described as “motor-boating” or roughness.

AM detection procedures measure temporal
resolution by showing the change in the ability
to respond to envelope fluctuation as a function
of the rate at which the fluctuation occurs. In
psychoacoustics, this function is termed the tem-
poral modulation transfer function (TMTF).
With appropriate assumptions, a measure of
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temporal resolution can be derived from the
TMTE. Consistent with other measures of tem-
poral acuity, TMTFs estimate minimum-integra-
tion times of several milliseconds.

Temporal Integration

Temporal integration refers to the ability to sum-
mate response or information to affect perception.
Results from detection experiments indicate that
for durations of up to several hundred millisec-
onds, lower signal levels are needed for detection
as signal duration is increased. These integration
times in the tens or hundreds of milliseconds are
several orders of magnitude greater than are those
derived from measures of temporal resolution.
Along with affecting signal detection, other effects
of stimulus duration are commonly observed both
in task performance, which can improve with
stimulus duration (e.g., frequency discrimination
ability), and increase in the strength of percept
(e.g., loudness). In some cases, the change in task
performance or percept with stimulus duration is
not a result of actual temporal integration.
Changing duration affects the frequency content of
a sound with variation in frequency content the
basis of some duration effects.

Several approaches have been used to reconcile
the time constants of resolution and integration
experiments. Based on the complex structure of the
auditory system, one approach assumes that differ-
ing estimates reflect task-dependent processing at
different levels of the system. Alternative models
attempt to account for both temporal resolution
and integration with a single processing structure.
For example, the “multiple look” model proposes
multiple sampling of the short time-constant pro-
cess of temporal acuity. By combining information
across multiple looks, the model is able to account
for results from integration experiments.

Another type of information integration is
observed with modulated stimuli. In these cases,
the integration is across frequency regions. An
example of a typical stimulus configuration would
combine a low- and high-pitched tone, both hav-
ing the same pattern of AM. This common modu-
lation across frequency regions can aid detection
of a signal added to the mixture. The improvement
in detection resulting from common or coherent
modulation is called comodulation masking release

(CMR). If the task requires AM detection, modu-
lation added to a different frequency region can
hinder performance, with this effect termed modu-
lation detection interference (MDI). For both
CMR and MDI, information concerning temporal
modulation is combined across frequency regions
to influence performance.

Auditory Segregation and Pattern Processing

In some measures of temporal acuity, the onset of
specific frequency components is delayed with the
task to detect the presence of the asynchrony.
Delaying the onset of a single component of a com-
plex is referred to as asynchronous gating. With
asynchronous gating at roughly 10 times the detec-
tion threshold (i.e., roughly 20 ms), listeners detect
the delay and can report the temporal order at
which frequency components are turned on. This
judgment requires ability to perceptually segregate,
or “hear out,” individual frequency components
from a complex sound. The effect of asynchronous
gating can be quite robust, among the strongest of
any of the stimulus factors that influence percep-
tual segregation. Auditory processing of asyn-
chrony and temporal order are crucial in many
everyday listening situations. Asynchrony is a com-
mon marker that distinguishes one sound source
from another, and prescribed temporal order is one
of the major acoustic characteristics of speech.

A gating asynchrony among stimulus compo-
nents can also lead to the perception of sequential
auditory events. The perception of multiple audi-
tory events as a coherent sequence, in essence the
output of a single sound source, is referred to as
streaming. Common examples of auditory stream-
ing are the ability to follow a single melody from a
mixture of musical sounds, or attributing consecu-
tive speech sounds to a single talker. A general
characteristic of streaming is that pattern recogni-
tion is superior for elements that have arisen from
a common source in contrast to multiple real or
implied sources. This characteristic is often
observed in experiments that evaluate whether a
repeating series of sounds forms a single or multi-
ple stream sequences. When using tonal stimuli,
the perception can be one of hearing one or several
concurrent melodies. In the simplest case, the
stimulus is a repeating series of two pure tones
with the frequency separation of the tones and the
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repetition rate being the primary experimental
variables. Increasing the value of either of these
variables increases the segregation of the two tones
into separate streams. Long before experimental
validation, awareness of these effects was used in
contrapuntal music to effect segregation of melodic
lines. In experimental work, the absolute values of
the frequency separation and repetition rate at the
threshold for stream segregation can vary with the
metric used to determine threshold and the require-
ments of the task. Dependent on stimulus param-
eters, listeners may report an ambiguous percept
that switches between stream segregation and
sequence integration. In many studies, results also
indicate a buildup of the percept of stream segrega-
tion over time. Collectively, results obtained from
both temporal-order and streaming experiments
highlight that time is the dimension that defines
auditory 