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Preface

The growing levels of atmospheric greenhouse gases generated
by anthropogenic activities are already beginning to affect the
Earth’s climate, according to the latest report by the Intergovern-
mental Panel on Climate Change, and concern is mounting over
potential adverse consequences to society. However, Earth’s cli-
mate has shifted dramatically and frequently during the last few
million years, alternating between ice ages, when vast glaciers
covered Northern Europe and much of North America, and
interglacials—warm periods much like today. Farther back in
geologic time, climates have differed even more from the pre-
sent. Could human actions push the Earth’s climate system into
an unstable mode, beyond the relatively mild oscillations of the
last few millennia? To fully understand the unusual changes of
the 20th century and possible future trends, these need to be
placed in a longer-term context extending well beyond the period
of instrumental records. Paleoclimatology—the study of climates
of the past—may provide us with insights into the workings of the
modern climate system. By reconstructing ancient climates using
natural “archives” of environmental change recorded in trees, cor-
als, cave deposits, ice cores, lake and ocean sediments, and running
computer models, paleoclimatologists can place bounds on past
climate variability and help us anticipate possible future changes.

The Encyclopedia of Paleoclimatology and Ancient Envi-
ronments, a companion volume to the recently-published

Encyclopedia of World Climatology, provides the reader with
an entry point to the rapidly expanding field of paleoclimatol-
ogy. Highly interdisciplinary, paleoclimatology integrates infor-
mation from a broad array of disciplines in the geosciences,
spanning across stratigraphy, geomorphology, glaciology, paleoe-
cology, paleobotany, isotope geochemistry, geochronology, and
geophysics, among others. The encyclopedia covers the entire
span of the Earth’s climate history from the early Precambrian
to the Little Ice Age, and also offers an interplanetary compari-
son with the contrasting climates of Mars and Venus in 230 infor-
mative articles written by over 200 well known international
experts. The climates of the past were the product of closely
inter-connected processes that shaped the Earth’s atmosphere,
lithosphere, and biosphere. Therefore, the separation between
topics is somewhat arbitrary and a certain degree of overlap
is inevitable. However, since authors often approach similar
topics from differing perspectives, these differences can provide
a fuller picture overall. The volume is abundantly illustrated with
line-drawings, black-white and color photographs. Articles are
arranged alphabetically, with extensive bibliographies and cross-
references.

March 2008
Vivien Gornitz
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AEROSOL (MINERAL)

General

Wind-blown mineral aerosol consists of micrometer-sized air-
borne soil dust particles. Estimates of modern global dust emis-
sions range from 1,000 to 3,000 Mt yr' (Houghton et al.,
2001). Dust aerosol has a high spatial and temporal variability;
large uncertainties exist in quantitative estimates of large-scale
dust loads. Modern global dust distribution and properties can
be characterized by satellite retrievals and concentration mea-
surements at surface stations. Dust deposition data from ice
cores, marine sediments, and terrestrial sites provide informa-
tion on dust in modern and past climate periods (Kohfeld and
Harrison, 2001). Such records show that dustiness was
increased 2- to 20-fold during glacial periods compared with
interglacials, as a consequence of increased aridity, reduced
vegetation, increased availability of fine, loose sediment, and
more vigorous surface wind speeds in glacial climates.

Dust sources

Mineral aerosol is generated in arid and semi-arid continental
regions. Major dust sources include the Saharan/Sahelian
region, the Arabian Peninsula, the Gobi and Taklamakan
Deserts in Asia, and the Australian Desert (Duce, 1995). Dust
emission occurs when the surface wind stress exceeds a
threshold value, which is a function of surface properties like
roughness elements, grain size, and soil moisture. Theoretical
considerations and wind tunnel experiments show a depen-
dence of dust emissions on the surface wind stress to the third
or fourth power (Gillette and Passi, 1988; Shao et al., 1993).
Fine soil particles that can be transported over large distances
are released when larger wind-blown sand impacts on the soil,
mobilizing smaller particles (saltation). Dust emissions occur
preferentially in areas that contain fine, loose sediment.
Prospero et al. (2002) find a good agreement of satellite-
observed dust emission maxima with the location of topographic
depressions, where fine sediment can accumulate. Rough sur-
faces containing structural elements like rocks or vegetation

increase the threshold velocity required for dust emission
(Marticorena and Bergametti, 1995) since wind energy is partly
absorbed by the obstacles. Crusting of soil surfaces can reduce
the possible dust release from a source region. Dust deflation
can decrease over time due to loss of available fine soil material.
Surface disturbance and disruption of the vegetation cover
can lead to increased dust emissions, for example during the
“dust bowl” events in the United States in the 1930s and 1950s
following cultivation of the soils in dry regions.

Dust cycle

Dust injected into upper levels of the atmosphere can be trans-
ported over thousands of kilometers by strong wind systems.
Most prominently, Saharan dust is transported across the North
Atlantic to North and Central America, and is found as far
downwind as the Amazon Basin. Dust from Asia is transported
over the North Pacific towards mid-Pacific islands and North
America.

Dust is removed from the atmosphere by precipitation
(wet deposition) or through gravitational settling and turbulent
mixing at the surface (dry deposition). Close to the source
regions, gravitational sedimentation is responsible for most
dust deposition, while wet deposition determines the removal
rate of far-traveled dust particles over remote ocean areas.
Unless removed by precipitation, the length of time that dust
aerosols remain in the atmosphere depends on the deposition
velocities of the different particle sizes. Atmospheric lifetimes
of dust range from a few hours for particles larger than 10 pm
to 10—15 days for submicron particles (Ginoux et al., 2001).

Properties

The particle size of mineral aerosols determines their atmo-
spheric lifetime and thus the distance that the particles can travel.
Close to source regions the median dust particle radii are around
30-50 um. Dust that has been transported away from the
sources has a median radius around 1 pm (e.g., Duce, 1995).

The mineral composition of dust particles reflects the
mineralogy of the rocks at the Earth’s surface; some main con-
stituents are quartz, feldspars, carbonates and clays. Dust parti-
cles from different source regions have specific mineralogical
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compositions and as a consequence, different refractive indices
determining their optical properties. For example, Saharan dust
is richer in iron and therefore darker and redder than Asian
dust. Refractive indices for different minerals span a wide
range for solar and thermal wavelengths (Sokolik and Toon,
1999). Data on dust refractive indices are currently limited to
only a few regions.

Dust effects on climate

Dust can influence the climate in several ways. Aerosols signif-
icantly impact on the climate system by changing the energy
balance of solar and thermal radiation (Houghton et al.,
2001). Dust not only scatters but also partly absorbs incoming
solar radiation, and also absorbs and emits outgoing long-wave
radiation. Any changes in atmospheric dust loads, like the
increase in dust during glacial periods, would cause a change
in the radiation balance and consequentially, in surface tem-
peratures. The magnitude and even the sign of the direct radia-
tive dust forcing is uncertain; it depends on the optical
properties of the dust, cloud cover, and the albedo of the under-
lying surface (Liao and Seinfeld, 1998).

The presence of dust may alter cloud optical properties by
changing the number of cloud condensation nuclei. The effi-
ciency of dust particles in forming nuclei for water clouds may
alter during transport due to mixing with soluble aerosol species.
This can influence both the brightness of clouds and the forma-
tion of rainfall. Dust particles can potentially change chemical
reactions in the atmosphere because of their large surface areas,
and therefore have a significant impact on the ozone and nitro-
gen cycles. Micronutrients (e.g., Fe) deposited with dust aerosol
possibly impact the productivity of marine and terrestrial ecosys-
tems, thus influencing the carbon cycle and potentially changing
the atmospheric greenhouse gas content. The impacts of these
indirect dust effects on climate are uncertain, since the underly-
ing processes are not yet fully understood.

Ina Tegen
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ALBEDO FEEDBACKS

Technically, the term albedo refers to the reflecting power of a
body, or a surface area, and is the fraction of light reflected by
the body relative to the total light that is incident on the body,
or surface. Thus, a perfect absorber has an albedo of zero while
a perfect reflector has an albedo of unity. In general, the albedo
of a given surface is a function of wavelength. It is also depen-
dent on the angle at which the incident light strikes the reflect-
ing surface. This leads to more specialized terminology such
as “spectral albedo” and “plane albedo,” which refer to the
wavelength and solar zenith angle dependence of the reflected
radiation, respectively. Reflected radiation that has been aver-
aged over all possible angles of incidence is called “spherical
albedo.” It is also referred to as the Bond albedo, which is
the ratio of the total light reflected by a spherical body, such
as a planet, to the total radiation that is incident on the planet.

In the context of terrestrial climate where interest is primar-
ily directed toward describing the radiative energy balance of
the Earth, there is an implicit assumption that the spectral
albedo has been integrated over all wavelengths. The albedo
of the Earth is then directly related to the solar energy that is
available to drive atmospheric dynamics and for maintaining
the temperature of the Earth-atmosphere system. It is also useful
to differentiate between “surface albedo,” which is the reflectiv-
ity of the bare ground and ocean surface without including atmo-
spheric scattering effects, and “planetary albedo,” which includes
all atmospheric and surface scattering contributions and refers to
the outgoing solar radiation at the top of the atmosphere that is
reflected back to space.

Figure Al shows the zonally averaged annual mean surface
albedo (dashed line) and planetary albedo (solid line) of the Earth
as computed with a general circulation climate model. Character-
istically, the ocean and land are areas of low reflectivity with typ-
ical albedos in the 6—12% range. Substantially higher surface
albedos due to snow and ice are evident in the polar regions
where the albedo of fresh snow may exceed 90%. Globally aver-
aged, the surface albedo of the Earth is about 12%. The planetary
albedo is generally larger than the surface albedo due primarily to
the high reflectivity of clouds. As in the case of fresh snow, the
albedo of optically thick clouds can sometimes exceed 90%.
However, because of absorption by atmospheric gases and multi-
ple scattering effects between the atmosphere and ground sur-
face, the planetary albedo in the polar regions is frequently
lower than that of the highly reflecting snow surface. Globally
averaged, the planetary albedo of the Earth, also called the global
albedo, is approximately 30%. Thus, about 70% of the solar



ALBEDO FEEDBACKS 3

0.8 T T I T T l T T T T T T T T

0.6
Planetary albedo
————Surface albedo

\
\ /
o
® ‘\ /,
204 .
< \ /
L \ / _
\
\\
0.2 — \ |
\ P
- \\\ ”/,~\ \\\\\ /// -
00 1 1 I I 1 I Il 1 | Il Il | L Il | | L
-90 -60 -30 0 30 60 90
Latitude

Figure A1 Zonally averaged annual mean surface albedo (dashed line)
and planetary albedo (solid line) of the Earth as computed with a
general circulation climate model.

radiation that falls on the Earth is absorbed by the Earth-atmo-
sphere system, with most of the solar energy being absorbed at
low latitudes and relatively little within the polar regions. This
serves to establish the characteristic equator-to-pole temperature
gradient and the corresponding atmospheric and oceanic circula-
tion patterns that work to redistribute the absorbed solar energy
more evenly.

Despite the high surface albedo at high latitudes, the atmo-
spheric contribution to the global albedo exceeds that of the
ground surface by about a factor of 2.5, with clouds being
the single largest contributor. Smaller contributions to the global
albedo are made by atmospheric aerosols and by Rayleigh scat-
tering due to air molecules. Rayleigh scattering, which accounts
for about 5% to the global albedo, is essentially a constant offset
factor in climate considerations since it is not significantly
affected by changes in atmospheric conditions. Snow, ice, and
clouds on the other hand have specific temperature and humidity
thresholds at which they form and dissipate. The large albedo
contrast that occurs when snow, ice, and cloud amounts change
strongly affects the amount of solar radiation that is absorbed
by the Earth-atmosphere system. This in turn affects the atmo-
spheric temperature distribution, leading to mutual interactions
between regions of snow, ice, and cloud fields and the local sur-
face and atmospheric temperature distributions. These physical
interactions comprise the basic climate “feedback” effects
whereby a given change in temperature directly or indirectly
induces a change in snow, ice or cloud amount, which in turn
affects the amount of solar energy that is absorbed, thus magnify-
ing the original temperature perturbation.

Albedo feedbacks associated with changes in snow and ice
cover are generally positive. This is because for an initial
increase in temperature, AT,, due to whatever cause, the
expected result is the melting of a certain amount of snow
and ice with a corresponding decrease in local albedo, which
leads to increased absorption of solar energy and a subsequent
increase in temperature. This results in a geometric series of
temperature increments that converges to some equilibrium
temperature that is AT, higher than the initial reference temp-
erature. The ratio, /= AT./AT,, is called the feedback factor
by which the initial forcing is magnified. Accordingly, if 1 is
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Figure A2 Annually averaged zonal-mean GCM surface temperature
response for doubled CO, (heavy solid line) and temperature forcing
due to doubled CO, (heavy dashed line). The other curves depict other
feedback contributions as indicated.

greater than unity the feedback is positive, and if f'is less than
unity the feedback is negative.

The relative strengths of different climate feedback effects
can be evaluated with the help of a general circulation climate
model (GCM) and its radiative transfer model. The GCM is
assumed to incorporate appropriate mathematical formulations
for all of the necessary physical process to model the climate
system, such as the evaporation, transport, and condensation
of water vapor, precipitation, the freezing and melting of ice,
the diurnal and seasonal changes in solar heating and thermal
cooling, including the appropriate heat capacities for the ocean,
land, and atmosphere. In typical GCM experiments of climate
forcing, the GCM is first run to its reference equilibrium state,
at which point the global distributions of water vapor, surface
albedo, clouds, and temperature are recorded. A radiative per-
turbation, such as doubling the CO, amount, is then applied
and the GCM is run to its new equilibrium state whereupon
the changes in the distributions of water vapor, surface albedo,
cloud, and temperature are again recorded and analyzed.

The principal results for a doubled CO, experiment are sum-
marized in Figure A2 by the heavy solid line which depicts the
latitudinal dependence of the total annual-mean equilibrium
temperature change, including albedo feedbacks which globally
averaged, yields AT, = 3.9°C, and by the heavy dashed line
which represents the applied forcing due to doubled CO, alone,
which, globally averaged and expressed as a temperature change,
yields AT, = 1.2°C (Table Al). The difference between the
externally imposed temperature change AT, and the actual tem-
perature change AT, that is realized as the model reaches its
new thermal equilibrium, is the feedback contribution, which
produces both a reduction of the planetary albedo of the Earth,
and an enhancement of its atmospheric greenhouse strength.

Specific information regarding the relative magnitude of
individual feedback contributions can be obtained by inserting
the recorded cloud, water vapor, surface albedo differences
between the perturbed and reference model results into the
GCM one at a time, and by running the model to equilibrium with
all physical process interactions turned off, except for only local
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Table A1 Doubled CO, feedback contributions

Process AT Feedback gain Feedback factor
2 x CO, forcing AT, =12

Water vapor AT,=1.7 gy =044 fo =177
Snow, ice AT, =0.5 gs =0.13 fs =115
Clouds AT, =0.5 g. =0.13 fo =115

Total AT~ 39 g =0.69 f =325

surface and atmospheric temperatures that are allowed to adjust.
The resulting temperature differences define the strength of each
feedback contribution relative to the total equilibrium tempera-
ture change AT, that may be considered as the driving force
behind each feedback process. The relative strengths of different
feedbacks can be readily compared when expressed as feedback
gain factors (g = AT/AT,). Globally averaged, these are tabu-
lated in Table A1 for the principal feedback processes.

The surface albedo feedback, due primarily to changes in
sea ice in the polar regions, and its latitudinal dependence, is
shown by the heavy broken line in Figure A2. The feedback
effect of cloud changes is seen to be positive within low to
middle latitudes, but is negative in the polar regions. About
60% of cloud feedback is the result a decrease in global albedo
caused by a reduction in cloud fraction, while about 40% is
attributable to greenhouse enhancement due to an increase in
cloud altitude. Water vapor makes the largest individual feed-
back contribution with about 80% in the form of greenhouse
enhancement, while 20% comes in the form of reduced planet-
ary albedo due to increased absorption of solar radiation by
water vapor. Overall, about 40% of the 2.7 °C global feedback
effect in response to doubled CO,, is the result of global albedo
reduction, and about 60% is due to greenhouse enhancement.
The dotted line in Figure A2 refers to advective feedbacks that
arise from changes in atmospheric circulation which act to
redistribute energy latitudinally, but which, when globally aver-
aged, must add to zero.

The feedback gain factors in Table A1 combine linearly in
the form g = g, + g, + g. to yield the total climate system feed-
back gain factor. Feedback factors, on the other hand, which
determine the ratio by which the initial temperature perturba-
tion will be magnified when the climate system reaches equilib-
rium, combine non-linearly and are evaluated as /= (1 — g)~".
Acting alone, the snow-ice albedo feedback magnifies a given
temperature perturbation by only a factor of f; = 1.15. But, act-
ing together with water vapor and cloud feedbacks, with
fwe = 2.33, it raises the combined feedback factor to fi,cs = 3.25.
During the past glacial maximum when the global snow-ice
cover was more extensive, the snow-ice feedback is estimated
to have been about twice as strong as it is in current climate.
This would have produce a combined feedback gain factor of
0.82, or a feedback factor of fi.s = 5.55. For ice-age CO,
amounts that were about half of those for current climate, the
CO, radiative forcing of about AT, = —1°C, would maintain
a global-mean temperature 5—6 °C colder than the global-mean
temperature of current climate.

Additional albedo feedback effects can arise from changes in
vegetation cover. However circumstances regarding vegetation
albedo feedback are more complicated than the relatively simple
temperature dependence for snow and ice formation. This is
because vegetation cover is more directly coupled to precipitation
and drought conditions which are driven by changes in atmo-
spheric circulation patterns rather than by changes in temperature.

Ultimately, of course, atmospheric circulation is driven by the dis-
tribution of solar heat energy, but the relationship between
absorbed solar energy and vegetation albedo is somewhat indirect,
making it more problematic to establish whether the vegetation
albedo feedback is positive or negative. Typically, since vegetation
tends to be less reflecting than the bare ground that would replace
it, a decrease in vegetation cover would tend to increase the plane-
tary albedo.

Andrew A. Lacis
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ALKENONES

Alkenones are long-chained (Cz4-C39) di-, tri- and tetra-unsatu-
rated ethyl and methyl ketones synthesized by a few species
of Haptophyte algae in the modern ocean (Volkman et al.,
1980; Conte et al., 1994). The cosmopolitan coccolithophorid
Emiliania huxleyi is the most important contemporary source
of alkenones, followed by substantial regional contributions
from Gephyrocapsa oceanica. Other noncalcifying Hapto-
phytes, including Isochrysis spp. and Chrysotila lamellosa, pro-
duce alkenones but are restricted to coastal marine environments
(Ziveri and Broerse, 1997). Emiliania huxleyi evolved in the
Late Pleistocene (Thierstein et al., 1977) and G. oceanica in
the Pliocene (Hay, 1977), however, the geological range of alke-
nones extends to the early Cretaceous (Farrimond et al., 1986).
The distribution of alkenones in Mesozoic and Cenozoic sedi-
ments reflects, in part, their refractory nature attributed to an
unusual trans configuration — a molecular architecture that
may inhibit bacterial biodegradation (Rechka and Maxwell,
1987). Examination of older sediments containing both alke-
nones and nannofossils has narrowed the probable source of
alkenones to microalgae within the family Noelaerhabdaceae
(Volkman, 2000).

Original aspirations that alkenones represented unambigu-
ous biomarkers for coccolithophorids were surpassed by their
capacity to record sea-surface temperatures at the time of bio-
synthesis. A relationship between the degree of alkenone unsa-
turation with temperature was first observed in Haptophyte
cultures (Marlowe et al., 1984). This behavior, assumed to
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Figure A3 Relationship between U, from surface sediments and mean
annual surface temperature. Modified from Mdller et al. (1998) and
published in Prahl et al. (2003).

reflect a biochemical response to maintain the integrity and per-
meability of its cell membrane, follows a pattern of increasing
unsaturation with decreasing growth temperature. Brassell et al.
(1986) pioneered the application of alkenone unsaturation in
the interpretation of ancient sea surface temperatures and
defined the alkenone unsaturation indices U, and U%; :

« _ [37:2]-[37:4] [37:2]
31 [37:2] + [37:3] + [37:4] [37:2] +

[37:3]
where [37:2], [37:3], and [37:4] represent the relative con-
centrations of Csz; di-, tri-, and fetra-unsaturated alkenones
respectively. Subsequent experiments using a Pacific strain of
E. huxleyi (Prahl and Wakeham, 1987; Prahl et al., 1988)
demonstrated a linear response of UY, and UX with growth
temperature between 8° and 25 C. These critical experiments
prov1ded a calibration of U versus temperature widely
applied in subsequent paleoceanographic studies. The calibra-
tion of Prahl et al. (1988),

K _
and Uy, =

UK = 0.034T(°C) + 0.039

is identical to field-based results derived from extensive surface
sediment Ul3(7/ values and mean annual sea surface tempera-
tures at 0 m depth (Figure A3) (Miiller et al., 1998). This agree-
ment is remarkable in light of the observation that calibration
differences exist between Haptophyte strains and species (Sikes
and Volkman, 1993; Conte et al., 1998), as well as growth con-
ditions (Epstein et al., 1998; Prahl et al., 2003).

While alkenone unsaturation is useful in assessing sea sur-
face temperatures, the stable carbon-isotope composition of
these molecules contains information relevant to the con-
centration of dissolved carbon dioxide during algal production
(Bidigare et al., 1997, 1999). Consequently, alkenone '°C
values have been applied to evaluate equatorial Pacific paleo-
ceanographic dynamics and surface-water [CO,,q] during the
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Figure A4 Compilation of “b" versus soluble phosphate for natural
haptophyte populations (modified from Laws et al., 2001). Values for
“b" are calculated using a value of 25%o for & Solid line represents
geometric mean regression. Dotted lines reflect 95% confidence
intervals.

Pleistocene (Jasper et al., 1994), Late Quaternary surface-water
CO, (Jasper and Hayes, 1990; Andersen et al., 1999), and glo-
bal pCO, trends during the Miocene (Pagani et al., 1999). In
addition to [CO,], other factors including cellular growth rate
(Rau et al., 1992; Bidigare et al., 1997), cell geometry (Popp
et al., 1998) strongly affect the stable carbon isotopic composi-
tions of algae by influencing the magnitude of carbon isotope
fractionation that occurs during carbon fixation (g,). For field-
based research the expression for ¢, is simplified to

b
SPZSf—C—
e

where & is the carbon isotope fractionation associated with
carbon fixation, C, is the concentration of extracellular CO5,g,
and “b” represents the sum of physiological factors affect-
ing the total carbon discrimination such as growth rate and
cell geometry. Measurements of natural Haptophyte popu.
lations (see Laws et al., 2001) provide evidence for a
robust relationship between the physiological-dependent term
“b” and the concentration of reactive soluble phosphate
(Fi igure A4). Although phosphate is a major limiting nutrient,
it is unlikely that [PO; "] alone is responsible for the variabil-
ity in growth rate inferred from variation in “b.” Instead, it
is assumed that the availability of one or more trace element
sthat display phosphate-like distributions in the ocean (i.e.,
Se, Co, Ni) influence the growth characteristics of these algae
(see Bidigare et al., 1997; Laws et al., 2001 and references
therein). Despite these uncertainties, the empmcal relationship
between the term “” and [PO; ] in the modern ocean allows
g, to be cast in terms of [PO3 | and [CO,,q], providing a
proxy for evaluating paleo-[CO,,q] if ancient g, values are
reconstructed and phosphate concentrations are constrained
(Pagani et al., 1999, 2002).

Mark Pagani
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ANCIENT CULTURES AND CLIMATE CHANGE

The Earth’s climate warmed abruptly, starting around 11,500
years ago after the final stages of the last glaciation. The Holo-
cene climatic amelioration following the last ice age coincided
with a major transition in human history — from the hunting-
gathering lifestyle of our ancestors to the onset of agriculture,
permanent settlements, and the beginnings of civilization. Early
populations depended on hunting, fishing, and foraging for
wild plants. The abundances of these resources were strongly
influenced by seasonal cycles and multi-decadal climate trends.
Even after the development of agriculture, ancient societies
were probably more vulnerable to the impacts of sudden cli-
mate change than modern societies, since they were predomi-
nantly agrarian and dependent on weather-sensitive crops.

The post-glacial warming trend reached its peak in the Hyp-
sithermal during the early to mid-Holocene, between ~8,300
and 5,000 ysp. Although the Holocene has generally been
regarded as a period of climate stability, relative to the sharp
climate fluctuations of the Pleistocene, accumulating evidence
demonstrates considerable climate variability (see Holocene
climates). The Hypsithermal marked a time of improved cli-
mate, and also of significant population shifts and growing
cultural sophistication in many parts of the world: the develop-
ment of complex agricultural societies, irrigation systems, and
cities, the invention of writing and metallurgy, i.e., the roots
of civilization (e.g., Sandweiss et al., 1999). Stronger mon-
soons and a northward shift of tropical rainfall belts between
~9,000 and 7,000 yBp created a savannah-like environment
in the eastern Sahara that encouraged cattle herders to settle
in villages west of the Nile River, in an area that is now desert.
The region was abandoned after the onset of arid conditions,
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starting approximately 6,000 years ago. The migrations result-
ing from this dry phase may have led to the emergence of the
pharaonic civilization in Egypt (Kuper and Kropelin, 2000).
Around this time, major construction of temples began in the
Nile Valley. A trend toward cooler (and in some regions, drier)
climates in the following millennia may have stimulated further
cultural changes in many areas. Lengthy droughts in western
Asia at around 8,200, 5,200, and 4,200 yBr may have triggered
demographic shifts that resulted in depopulation of early settle-
ments, relocation to more favorable areas, and re-colonization
upon climatic amelioration (Staubwasser and Weiss, 2006). In
China, cities grew after ~5,800 yBp and in Japan, a more com-
plex society emerged (Sandweiss et al., 1999). The onset of a
period of greater El Nifio activity after 5,800 ygp, following
a lull, correlated with the start of temple building along the
Peruvian coast (Sandweiss et al., 2001).

Many authors have pointed out apparent relationships
between the rise and fall of ancient civilizations and climate
change (e.g., Ladurie, 1971; Lamb, 1977, 1995; Wigley et al.,
1981; Fagan, 1999, 2004; Gill, 2000). However, changes in those
societies could have also been instigated by the interaction of a
number of other factors, including economic and/or political
instability, diseases, human migrations, wars, cultural inno-
vations, and environmental degradation (e.g., Kirch, 2005;
Morrison, 2006), which may have been only indirectly related
to climate, if at all. While it is probably an over-simplification
to assume that climate change was the sole or dominant cause
of sudden societal dislocations, a growing body of evidence
lends support to the idea of a relationship between rapid
alterations in settlement patterns, growth or abandonment of
cities, with cultural discontinuities on the one hand and climate
fluctuations on the other. Climate change by itself may not have
been enough to initiate major population shifts or topple an other-
wise stable civilization; however, it could have provided the final
straw in environmentally marginal regions or in conjunction with
one of the other destabilizing influences listed above. Some
examples of possible connections between abrupt transitions in
ancient civilizations and climate change are discussed below.

Eastern Hemisphere

The Black Sea, a freshwater lake during the last glaciation, sub-
sequently expanded, fed by meltwater from retreating glaciers,
but then dwindled to a brackish lake during the Younger Dryas,
~12,000 years ago. According to Ryan and his colleagues
(Ryan et al., 1997; Ryan and Pitman, 1999), by ~7,500 ysp
the global sea level had reached a point where a catastrophic
flood of water from the Aegean Sea broke through the
Bosporus Strait and gushed into the Black Sea. Evidence for
this event is shown by the first appearance of salt-tolerant
Mediterranean mollusks. They further speculate that this event
may have provided the basis for the biblical account of Noah’s
flood. Such a massive flood may also have triggered migration
of people away from the region, west and north into Europe
and south into the Middle East. Signs of a flooded settlement
95 m beneath the modern northern coast of Turkey (Ballard
et al., 2000) lend further support to this hypothesis. However,
this hypothesis has been challenged by Aksu et al. (2002)
who instead suggest that the Black Sea, at a much lower level
during the late glacial, began to rise by 11,000—10,000 ysp, fed
by water from the Danube, Dniester, Dnieper, Don, southern
Bug, and on occasion, Volta Rivers. A now-drowned 10-9 ka
delta lobe at the southern exit of the Bosphorus Strait provides

evidence for early and strong Black Sea outflow. Sediments
were deposited away from the delta across the Marmara Sea.
No indication exists for erosion of these sediments by strong
currents from the proposed catastrophic flood at 7,500 ysp.
By ~8000 years, the sea level had risen to the point where
the Marmara Sea overtopped the sills in the Bosporus, introdu-
cing saline Mediterranean water into the Black Sea for the first
time. Rather than a catastrophic flood, Aksu et al. (2002) pro-
pose instead a gradual establishment of a two-way flow in the
Bosporus. Paleo-hydrometeorological modeling of the Black
Sea Basin (Georgievski and Stanev, 2006) suggests an arid per-
iod and Black Sea lowstand peaking at 11,500 yBp. Rising sea
levels reached the Black Sea between 8,800 and 7,400 ysp,
making a flood event possible. However, the exact timing and
nature of the marine re-connection depends on several vari-
ables, such as sill depth and precipitation minus evaporation
balance, which are not yet tightly constrained by the data.
The transition from hunting-gathering to agriculture in
southwest Asia may have begun as early as 12,000 ago, during
the Younger Dryas period, when the region became cooler and
drier. The reduction in availability of wild food resources, on
which Natufian groups depended, may have stimulated them
to experiment with cultivation rather than depend entirely on
gathering (Weiss and Bradley, 2001). During a global cold per-
iod ~8,200 yBp (see The 8,200 ybp event), a lengthy drought
gripped the Middle East, at which time a number of early
agricultural settlements appear to have been abandoned in
northern and central Mesopotamia (Weiss and Bradley, 2001;
Staubwasser and Weiss, 2006). This episode may have contrib-
uted to the development of irrigation agriculture in southern
Mesopotamia. Another arid period ~5,200 yBp, associated with
reduced Anatolian precipitation and lowered Tigris-Euphrates
streamflow, may have led to the collapse of the Late Uruk
culture in Mesopotamia (Staubwasser and Weiss, 2006).
Between 4,300 and 4,200 ysp, the Akkadian empire prospered
in northern Mesopotamia. Yet, by ~4,200 yBp, the empire had
collapsed. It has been suggested that the collapse was linked
to a period of greater regional aridity and erosion in the Near
East (Weiss et al., 1993; Cullen et al., 2000; deMenocal, 2001;
Staubwasser and Weiss, 2006). Growing problems with saliniza-
tion may have also led to declining crop yields (Roberts, 1998).
A marked increase in eolian grains from a marine core in the
Gulf of Oman ~4,000 years ago may be linked to the collapse.
These grains were derived from adjacent terrigenous sources. A
close geochemical match between volcanic shards found in the
core and in a layer immediately above the Akkadian ruins sug-
gests that Akkadian collapse and aridification were synchronous
(Cullen et al., 2000). On the other hand, Tainter (2000) questions
whether the extended period of drought at 4,200 yBp was the
real cause of the Akkadian collapse. He points out that during
an earlier period of drought, instead of a decline in population
or sociopolitical complexity, the opposite had occurred — a stable
state had emerged. Thus, why would adverse climate destroy a
society at one time, but lead to societal advance at another?
Paleoclimate records, including geochemical data from spe-
leothems in Israel and lacustrine sediments in Turkey and else-
where, however, suggest that the 4,200 ysp drought was of
regional extent (Cullen et al., 2000; Staubwasser and Weiss,
2006). The termination of the Harappan civilization in the
Indus Valley at around 4,200 yBp may have also been related
to this drought (Staubwasser et al., 2003). Dead Sea lake levels
fell sharply beginning around 2,300—2,200 Bc, reaching a mini-
mum at around 1,400 Bc (Enzel et al., 2003). Data from several
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independent paleoclimate proxies in an Italian speleothem,
interpreted as indicating an arid regime, have been accurately
dated at ~4,100 yBp (Drysdale et al., 2006). This age is consis-
tent within error limits with the timing of the southwest Asian
drought. The drought may have extended as far as southern
Europe, across the Middle East, northwest India and Pakistan,
and into Tibet and south China (Staubwasser and Weiss, 2006).

The 10,000-year record of Dead Sea lake levels show sev-
eral other fluctuations that appear to be associated with cultural
transitions in the Near East (Enzel et al., 2003; Bookman et al.,
2004; Migowski et al., 2006). Modern meteorological data
show a high degree of correlation between rainfall in Jerusalem
and many other stations in the region, including Jordan and
Lebanon. Thus, variations in Dead Sea lake levels can serve
as a proxy for Near East paleoprecipitation. In addition to a
drop in lake level ~2,200 Bc, at around the time of the collapse
of the Akkadian empire mentioned above, Enzel et al. (2003)
associate a drop in lake level between the late fifth and late
eighth centuries with the decline of the Byzantine empire in
the Near East and Arab expansion out of Saudi Arabia. Conver-
sely, high lake levels of the second and first centuries Bc and
fourth century ce have been related to expansion of Roman
and Byzantine presence, respectively, in the region and the
Crusader period in the eleventh and twelfth century ce (Bookman
et al., 2004). Examining Dead Sea lake level variations further
back in time, Migowski et al. (2006) link the ~8,100—8,200 yBp
drought with the decline of the earliest Jericho township.
Climatic amelioration around 5,100 yBp paralleled the growth
of Early Bronze Age Arad at the northeastern edge of the Negev
desert. Jericho was resettled during this wetter period, but
declined once more during the 4,200 ysp drought. Migowski et al.
(2006) point out several other examples of growth and decline
of Canaanite city-states coinciding with climatic changes.

One frequently cited example of an adverse impact of climate
change is the demise of the Norse settlements in Greenland (Lamb,
1977, 1995). The failure of the settlements has also been blamed
on an inability of the Vikings to adapt their agrarian economy to
the hunting and fishing lifestyle of the native Inuit population as
the climate grew colder, or to overgrazing and soil erosion, dis-
ease, hostilities, and declining demand for walrus ivory or furs.
According to the sagas, Icelandic settlers led by Erik the Red colo-
nized the southwest coast of Greenland c. Ap 985, followed by a
second settlement on the west coast. However, by around AD
1,450, the colonies had been abandoned. Foraminifera and litholo-
gic proxies from marine cores in Nansen Fjord, eastern Greenland,
as well as oxygen isotope data from Greenland ice cores suggest
that warmer conditions prevailed from ap 700 to around AD
1,300, corresponding to the Medieval Warm Period (Ogilvie et al.,
2000). The lithologic data, in particular, point to less sea ice and
more open water, which would have been favorable for seafaring.
The 1,300s were marked instead by more frequent occurrences of
sea ice and colder temperatures. As the climate deteriorated,
the Norse settlers relied less on cattle and increased their dietary
intake of seafood (Arneborg et al., 2002). While seal, walrus,
caribou, and wild birds had always been part of the Norse
Greenlanders’ diet, McGovern (2000) suggests that their inability
to develop Inuit-style harpooning technology may have prevented
them from hunting seals in winter, at times when other food
resources were especially scarce. However, archeological remains
do not show evidence for sudden disease, starvation, or warfare
(although one medieval record blames the demise of the Western
Settlement in the 1,360s on the “skraelings” [a derogatory term
for native people]).

Trade with Norway and Iceland declined over time, as
increased sea ice and storminess in the fourteenth century made
ocean voyages riskier, with a greater likelihood of ships lost at
sea. Although largely self-sufficient, the Norse Greenland
economy would have declined as exports of luxury goods, such
as walrus ivory and fur, and imports of metal tools and other
non-locally produced goods would have ceased. Climatic cool-
ing was undeniably an important factor in the decline of the
Viking settlements in Greenland, yet a full explanation for their
disappearance remains enigmatic. The Western Settlement was
abandoned by ~1,360, followed by the Eastern Settlement
~1,450. It is still uncertain whether the last inhabitants emi-
grated to Iceland or died in Greenland.

Western hemisphere

The collapse of the Classic Maya civilization c. Ap 750-950 is
another example where the fall has been attributed to lengthy
drought. Paleoclimate records inferred from lake sediments in
central Yucatan, Mexico point to periods of peak aridity centered
around Ap 800 and aAp 1,020 (Hodell et al., 1995, 2001). High-
resolution geochemical data from a marine core in the Cariaco
Basin off northern Venezuela provide additional evidence of
regional drought (Haug et al., 2003). Bulk titanium content has
been used as a proxy for terrigenous sediment flux into the Cariaco
Basin during the regional rainy season (summer-fall), when the
Intertropical Convergence Zone (ITCZ) is at its northernmost
position in the southern Caribbean, including Central America
and southern Mexico. The higher the rainfall, the greater the
deposition of Ti-bearing terrigenous sediments, and vice-versa
(i.e., low rainfall = low Ti content). Variations in titanium concen-
trations parallel periods of late Holocene climate change. For
example, Ti levels were low ~200-500 yBp, corresponding to
the Little Ice Age, but higher between 1,070 and 850 ysp during
the Medieval Warm Period. Other dry periods lasted from 1,750
to 1,650 years ago and again between 1,300 and 1,100 years ago
(Haug et al., 2003). This latter period was marked by several
severe multi-year droughts, during which time many densely
populated Mayan cities were completely abandoned, leading to
the end of the Classic Maya civilization. Haug et al. (2003) suggest
that the Maya population had expanded rapidly in preceding,
wetter years until reaching the carrying capacity of the land, which
left the society vulnerable to extreme climate events. For example,
soil erosion and nutrient depletion, resulting from deforestation
and land clearance, (Roberts, 1998) may have contributed to
crop declines. However, the dry conditions affecting the Yucatan
Peninsula may have been regional in scope, possibly extending
into western South America (see below).

The Tiwanaku civilization on the Bolivian-Peruvian alti-
plano surrounding Lake Titicaca emerged around 400 Bc and
lasted until ~ap 1,100, when Tiwanaku was abandoned. Sedi-
ment cores from the Rio Catari Basin near Lake Titicaca and
Quelccaya (Peru) ice core data reveal a long history of regional
climate variation (Binford et al., 1997). The onset of agriculture
and complex societies began during a more humid phase starting
around 1,500 Bc. Several dry episodes occurred subsequently,
although lake levels remained relatively high for several cen-
turies prior to the abandonment of Tiwanaku and dropped
abruptly at ap 1,100. Snow accumulation in the Quelccaya ice
core decreased, starting around ap 950, which was roughly
contemporaneous with the Classic Mayan drought. Dust levels
in the Quelccaya ice core peaked slightly earlier, at around
AD 900. While there had been several earlier dry periods, the
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impacts of the ap 1,100 drought were probably greater, since the
population had become dependent on raised-field agriculture that
required an abundant supply of water. On the other hand, major
ENSO-related flood events at ap 690 and Ap 1,300 on the Rio
Moquegua, southwest of Lake Titicaca in southern Peru, did
not lead to valley abandonment (Magilligan and Goldstein,
2001). However, evidence for severe drought at ap ~1,100 is
absent from the river records. While negative consequences of
prolonged drought cannot be ruled out, Magilligan and Goldstein
believe instead that non-climatic factors, such as social instabil-
ity, were the main drivers of the Tiwanaku collapse.

The Mochica civilization, noted for its exquisite pottery,
refined metallurgy, and monumental architecture, developed
along the northern coastline of Peru, between ap 300 and 500.
Moche, the capital, and nearby coastal cities, were abruptly aban-
doned around ap 600, and resettlement took place farther inland
at the foothills of the Andes, where river runoff was more reli-
able, between ap 600 and 750 (deMenocal, 2001). Agricultural
fields and irrigation systems were overlain by desert dunes at the
time of the abandonment. The Quelccaya ice core shows low ice
accumulation rates and increased eolian dust in the period from
AD 563 to 594. Other population shifts between coastal and high-
land cultures in Peru and Ecuador have also been associated with
climate change. Much earlier, the start of temple construction
along the Peruvian coast after 5,800 yBp coincided with the onset
of El Nifo events, following a period of low activity. However,
regional abandonment of major temples after 3.2—2.8 yBp corre-
lates with an increase in El Nifo frequency (Sandweiss et al.,
2001; Paleo-El Niiio-Southern Oscillation (ENSO) records).

Climate reconstructions based on long-term tree-ring chron-
ologies show that the American Southwest has experienced a
number of extensive droughts (Cook et al., 2004; Benson et al.,
2006a, b). A 400-year long dry spell persisted between ap 900
to 1,300, during which period particularly severe drought epi-
sodes were centered in ap 1,034, ~1,090, 1,150, 1,253, and
1,280. A number of independent proxies of long-term aridity
changes from surrounding states bolster the tree-ring records.
The 1,150 and 1,280 droughts affected much of the western
U.S. (Benson et al., 2006a, b). The decline and abandonment of
Chaco Canyon, Anasazi settlements in northern New Mexico,
between ap 1,130 and 1,180, may have been related to the
1,150s drought. The abandonment of Mesa Verde, Colorado
may have been spurred by the late thirteenth century droughts.
In a marginal environment such as the Four Corners area of
the U.S. Southwest, even the sophisticated water catchment
systems developed by the Anasazi would have been insufficient
to cope with minor precipitation shortfalls or changes in seasonal
rainfall patterns. Skeptics argue that other causes, such as social
disintegration, incursion by hostile tribes, deforestation, or dis-
ease may have contributed to the population decline. A major
volcanic eruption in Ap 1,258, the largest during the Holocene
in terms of aerosol loading, may have caused temporary global
cooling and a shortened growing season, perhaps reinforcing
the effects of the drought (see Volcanic eruptions and climate
change). Cook et al. (2004) speculate that higher temperatures,
coinciding with the Medieval Warm Period, may have contribu-
ted to the more frequent and persistent droughts. Benson et al.
(20064, b) find that the 1,150 and 1,280 droughts appear to have
been associated with minima in the Pacific Decadal Oscillation
and a positive phase of the Atlantic Multidecadal Oscillation
(see Teleconnections, Encyclopedia of World Climatology).

The cases outlined above illustrate examples of apparent
correlations between episodes of abrupt cultural change and

documented climate fluctuations. While cultural and climatic
events may closely match in time, this in itself does not prove
causality. Minor climatic perturbations could have provided the
last straw to societies already stressed to the brink by socio-
economic and political instability, or environmental degradation.
A careful analysis of archeological and paleoclimatological
records, along with written documents wherever feasible, is neces-
sary to determine the actual causes of major cultural transitions.

Vivien Gornitz
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ANIMAL PROXIES - INVERTEBRATES

Invertebrates are the most common constituents of the
metazoan fossil record, and since they are abundant in Phaner-
ozoic marine sedimentary rocks worldwide, they are of great
utility in reconstructing ancient climates and environments.
Here, we review two aspects of this record. First, we discuss
the utility of invertebrate marine fossil assemblages in inter-
preting ancient climates and environments, and second, we
explore the ways in which shell chemistry may be used to
further address these issues.

Interpreting ancient climates

In modern environments, marine diversity is greatest at equa-
torial latitudes, and declines towards higher latitudes. In gen-
eral, data from the fossil record is in accord with this
observation, showing a similar pattern throughout the Phanero-
zoic (Hallam, 1994; Parrish, 1998). Although the primary fac-
tor governing this pattern is a subject of some debate, many
environmental factors other than temperature are clearly impor-
tant. These include availability of nutrients, decreased environ-
mental stability at high latitudes (increasing seasonality with
latitude) (Sanders, 1968), dominance of r-selected trophic gen-
eralists in resource-limited high latitude regions as opposed to
high niche partitioning observed in resource-rich low latitude
regions, possibly resulting from the effects of seasonality
(Valentine, 1973), and variation in light incidence across latitu-
dinal gradients (Ziegler et al., 1984). Additionally hypersalinity
in restricted environments and brackish water (hyposalinity) in
estuarine or deltaic environments significantly limit diversity of
marine organisms (Heckel, 1972).

Two types of approaches have been used in understanding
the relationship of fossil assemblages to ancient climates. The
first utilizes the distributions of extant species and/or genera,
and interprets the paleoclimatological settings of fossil assem-
blages that contain some of the same taxa. This approach car-
ries the underlying assumption that organisms maintain a
consistent climate range throughout their history. This approach
is limited in temporal scope, but has been successfully applied
to Tertiary and Quaternary deposits. The second approach
incorporates paleogeographic data (typically paleomagnetic
data, which provides an estimate of paleolatitude) in faunal
assemblage analysis, permitting examination of ancient climate
zones and latitudinal diversity patterns. Examples of each type
of approach are discussed below.

One of the most influential examples of the first approach is
Addicott’s (1969) classic analysis of shallow water Tertiary
molluscan faunas of the northeastern Pacific. In this study,
Addicott used water temperature affinities of extant bivalves
and gastropods along the western coast of Mexico and the Uni-
ted States to erect a latitudinal zonation of tropical (Panamic),
subtropical (Surian), and warm-temperate (Californian) mollus-
can provinces. Through analysis of the distributions of selected
warm-water genera across the Tertiary fossil record of this
region, Addicott demonstrated a southerly retreat of warm-
water genera from the Oligocene to Pleistocene, indicating
an overall cooling trend across the Tertiary. The data, how-
ever, showed a pronounced northward migration of warm water
taxa during the Miocene, indicating that tropical water con-
ditions extended as far north as Washington, and revealing
a striking Miocene warming event. Following this warming
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event, a gradual southerly migration of warm water taxa from
the Late Miocene through the Pleistocene was observed, indi-
cating a re-establishment of the cooling trend following this
thermal maximum.

This type of approach may also be used at a finer scale to
identify either localized or shorter-term fluctuations in climate
or ocean temperature, or shifts in paleooceanographic condi-
tions. Roy et al. (1996) reviewed the response of the Pleisto-
cene molluscan fauna of the eastern Pacific to recently
discovered millennial-scale climate perturbations. Since species
response to climate change is individualistic, high-amplitude
climatic variations were found to produce short-lived, novel
associations of species, unlike modern assemblages. Some
such associations were interpreted as the result of time aver-
aging in the fossil record, as the temporal scale of climate
change closely approaches the limit of stratigraphic resolu-
tion; however, some novel assemblages clearly represent com-
munity associations resulting from rapid climate change.
Nakashima (2002) analyzed the spatio-temporal distribution
of the Miocene—Pliocene bivalve Fortipecten in the northwes-
tern Pacific to identify a potential short term and/or localized
cooling event in the Mid-Pliocene. Gladenkov et al. (2002)
timed the opening of the Bering Strait at 5.32 Ma using the
incursion of a North Atlantic molluscan fauna into the Northern
Pacific. The increasing use of these types of localized studies
will certainly yield an enhanced integrated perspective of Cen-
ozoic climate change and the response of marine communities.

Studies of ancient paleoclimates using fossil assemblages
are generally hindered by the paucity of extant genera in the
fossil record. Additionally, many unique paleoclimatological
problems are posed by past conditions such as the ice-free
greenhouse world of the Cretaceous, or the existence of a sin-
gle super-continent throughout much of the Mesozoic. Due
to the lack of available comparisons with living taxa, interpre-
tations of ancient climates typically rely much more on incon-
trovertible climate indicators, such as reef faunas, which occur
under exclusively tropical conditions, or faunas associated with
glacial deposits. Importantly, independent estimates of paleola-
titude (from paleomagnetic data) are available for many ages
and localities, facilitating study of latitudinal trends in biodiver-
sity for ancient assemblages.

Brachiopods are a particularly useful group for Paleozoic
strata, as they were abundant members of most marine commu-
nities across this era, and exhibit a relatively high degree of
provincialism. In general, times of global cooling result in high
latitudinal temperature gradients and are marked by the pre-
sence of several distinguishable latitudinal assemblages. In
contrast, warmer eras exhibit a lower pole-equator temperature
gradient, and, in the Paleozoic, tend to be characterized by cos-
mopolitan brachiopod faunas at low and mid latitudes, which
are distinct from low-diversity, high latitude faunas (Harper
and Sandy, 2001). For example, during the cool climate of
the late Ordovician, at least three latitudinally controlled bra-
chiopod assemblages are recognized, whereas only two are
present in the warmer Silurian. A low-diversity (at times mono-
specific) brachiopod fauna, dominated by the genus Clarkeia,
characterized high-latitude nearshore marine assemblages of
the Silurian, while a higher-diversity cosmopolitan fauna
existed at low and mid latitudes (Cocks and Fortey, 1990).
Later in the Paleozoic, during the Carboniferous, northward
shifts of northern range boundaries of many brachiopod genera
in the late Visean stage has been interpreted to represent warm-
ing at high latitudes. In the subsequent early Namurian stage,

a southward shift in northern range boundary of many genera
is coincident with a northward shift of many southern range
boundaries. Together, these trends were interpreted as indica-
tive of high latitude cooling accompanied by equatorial warm-
ing (Raymond et al., 1989; Kelley et al., 1990).

The end of the Paleozoic Era is punctuated by the end-
Permian mass extinction and the coincident shift in dominance
of marine invertebrate assemblages from brachiopods to mol-
lusks. Thus, bivalves and gastropods are of greatest use to
biogeographic/paleoclimatologic studies in the Mesozoic and
Cenozoic. In general, bivalve thickness and size is inversely
correlated with latitude, as is ornamentation of gastropod shells
(Vermeij, 1978). Additionally, bivalves (primarily rudistids, but
also lithiotids), were the primary framework builders of Meso-
zoic reefs, which were confined to tropical seas and are thus of
utility as paleoclimate indicators.

Fossil assemblages as paleoenvironmental indicators

While global-scale fossil assemblage data are needed to inter-
pret paleoclimates or latitudinal gradients, on a local or regio-
nal scale, these assemblages provide excellent indicators of
paleoenvironmental conditions, including attributes of paleo-
bathymetry and paleo-oxygen levels. For a given latitude, the
distribution of marine organisms from nearshore habitats to
basinal ones is controlled largely by physical factors, such as
current energy, substrate type and consistency, light and/or
nutrient availability, etc. Thus, faunal assemblages show strong
associations with sedimentary regimes, facilitating the recogni-
tion of biofacies (consistent associations of fossil assemblages
and physical sedimentological properties).

In lower Paleozoic strata, trilobite assemblages are abundant
and show a pronounced onshore-offshore gradient. Fortey
(1975) demonstrated that, during part of the Ordovician period,
each part of the shelf environment was dominated by different
taxonomic groups of trilobites: inner shelf assemblages were
dominated by ilaenids and cheirurids, the middle shelf by
nileids, and the outer shelf by olenids. Fortey also noted that
outer shelf trilobites tended to be cosmopolitan in distribution,
while inner shelf trilobites showed a high degree of ende-
mism. An implication of both of these studies is that open
water forms were able to cross some ocean basins, while shal-
low water forms were not. Cook and Taylor (1975) found
that Cambro-Ordovician trilobite assemblages the western
United States and southern China shared deep-water trilobite
faunas, but contained unique shelfal faunas. Through com-
parison with modern arthropod distributions, these authors
concluded that a pronounced thermocline prevented migra-
tion of shelfal faunas, whereas deep-water trilobites lived in
sub-thermocline habitats and were thus able to migrate. Bio-
facies models have been utilized throughout the Phanerozoic
(e.g., Patzkowsky, 1995: Ordovician brachiopods; Webber,
2002: Ordovician whole-faunas; Johnson, 1974: Devonian
brachiopods; Harper and Jeffrey, 1996: Carboniferous brachio-
pods; Sandy, 1995: Triassic—Jurassic brachiopods; Sageman
and Bina, 1997: Cretaceous whole-faunas).

The marine trace-fossil record, overwhelmingly the product
of invertebrate bioturbation, is of great utility in interpreting
ancient benthic oxygen levels. An oxygen-deficient marine bio-
facies model, developed though actualistic study in modern
environments, correlates trace fossils and depth and extent of
bioturbation to the amount of dissolved oxygen present in bot-
tom waters (Savrda et al., 1984). This model can be used to
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infer relative degree of bottom water oxygenation in marine
strata across much of the Phanerozoic. Using this model,
Savrda and Bottjer (1987) identified a new marine biofacies,
termed the exaerobic zone, which occurs at the boundary
between anoxic and dysoxic bottom waters. In the rock record,
exaerobic environments are characterized by high-density
occurrences of a single species through narrow stratigraphic
intervals, at the transition from unbioturbated to weakly biotur-
bated strata. Exaerobic taxa include some species of brachio-
pods and some “flat-clam”-type bivalves which apparently
derived energy from sulfur-oxidizing chemolithoautotrophic
bacteria, instead of from a phototrophic-based food web
(Savrda and Bottjer, 1987). Trophic decoupling of whole eco-
systems from photosynthetic primary productivity occurs also
at hydrothermal vents and hydrocarbon seeps: vent and seep
assemblages are also recognizable in the fossil record.

Shell chemistry as a proxy for paleoclimate

Whereas species presence/absence, assemblage content, diver-
sity and distribution may be used to address the types of paleo-
climatological questions outlined above, specific chemical
signals contained within the shells or skeletons of invertebrates
can provide highly sensitive proxies for paleotemperature and
related climatic or environmental parameters. Of primary use
to geochemical studies are mollusks, brachiopods and corals,
all of which secrete calcareous skeletons and, importantly, pos-
ses a diagnostic original microstructure. As carbonate minerals
are easily altered or recrystallized during post-burial diagenesis,
care must be taken to sample only specimens which retain the
original microstructure in order to assure that the geochemical
signals attained are representative of the organism’s living
environment, and not the diagenetic environment.

Stable isotope ratios of oxygen (6'*0~'*0/'%0) and, to a les-
ser extent, carbon (6'*C~"*C/"*C) from invertebrate shells and
skeletons have proven particularly valuable for paleoclimate
reconstructions. In general, cool waters are enriched in '*O and
warm waters are relatively depleted. For any given time in the
past, however, the average 6'°0 value of the ocean reservoir is
determined primarily by planetary ice volume, as light isotopes
are preferentially removed from the ocean by evaporation and
stored in ice, leaving the ocean reservoir isotopically heavy.
The carbon cycle is driven by biologic productivity; organisms
selectively take up the light isotope, leaving productive surface
waters isotopically heavy, and bottom waters isotopically light
with respect to 6"*C. Both carbon and oxygen in seawater are
incorporated into the carbonate shells and skeletons of marine
animals. Brachiopods and mollusks secrete their shells in isoto-
pic equilibrium with seawater, but corals typically do not (Hud-
son and Anderson, 1989). While brachiopods secrete stable
calcite shells, most mollusks secrete shells composed of arago-
nite, which is geologically less stable, and tends to re-crystallize
to calcite, thereby acquiring the isotopic signal of the diagenetic
environment. Therefore isotopic studies of mollusks, by far the
most common carbonate-secreting members of fossil marine
assemblages since the Mesozoic, must focus on rare original ara-
gonitic shell material which has survived, or on mollusks which
secrete an originally calcitic shell or portion of the shell, such as
oysters, rudist and inoceramid bivalves, or belemnites (Hudson
and Anderson, 1989).

Isotopic studies using marine invertebrates have focused on
two primary goals. One objective has been to understand global
trends in ¢0'®0 and/or 6"°C of the marine reservoir as a whole

through a specific time interval of interest, in order to interpret
climate, global ice volume and glacial history or changes in pri-
mary productivity, particularly those associated with biotic
radiations or crises. The second approach involves more loca-
lized, fine scale isotopic study of marine assemblages in order
to interpret local or regional paleoclimate or paleooceano-
graphic conditions.

Hudson and Anderson (1989) compiled a data set of
Paleozoic 6'*0 values from brachiopods, marine cements,
and other fossil organisms to interpret large-scale climate
trends across that era, using 6'®0 as a proxy for sea tempera-
ture. These authors found an overall decline in sea temperature
across the Paleozoic, punctuated by significant highs in the
Middle Ordovician and Late Devonian-Early Carboniferous,
and lows in the Late Ordovician and Middle Carboniferous.

Lowenstam (1964) assessed latitudinal paleotemperature gra-
dients for multiple stages of the Cretaceous period. Lowenstam
collected 6'*0O data from mollusks from multiple paleolatitudes
across several discrete intervals of Cretaceous time, which,
when plotted for each period, show greatest high-low latitude
temperature gradients in the Maestrichtian and Albian stages,
and also indicate that significantly greater temperature gradi-
ents existed in all stages of the Cretaceous than in the recent.
The results of this study, conducted nearly four decades ago,
are still significant today (Parrish, 1998).

At amore localized scale, stable isotope studies have revealed
new insights into paleooceanographic conditions. By extracting
0"80 and 0'°C signals from mollusks of the Jurassic Oxford Clay
(United Kingdom), Anderson et al. (1994) were able to assess
temperature gradients and degree of mixing within the water col-
umn. These authors used animals which inhabited different parts
of the water column including benthic bivalves and nektonic
cephalopods, and found a pronounced ¢'*O gradient, indicating
a significant (~5 °C) difference between bottom water tempera-
ture (cooler) and upper water column temperature (warmer).
The authors found no significant differences in '*C composition
among the groups studied, however, a finding that they inter-
preted to indicate a well-mixed water column. Allmon et al.
(1996) used isotopic evidence to support the interpretation that
upwelling conditions occurred on the west coast of Florida dur-
ing the Pliocene. Using microsampling techniques, Allmon
etal. (1996) captured seasonal variations in isotopic composition
across individual bivalve and gastropod shells, and interpreted
this signal as the result of seasonally strengthened upwelling,
which would have brought nutrient-rich (low 6'*C) cool waters
(high 6'®0) to the shallow shelf. The ready availability of mass
spectrometers (used to conduct isotopic analysis) and the devel-
opment of new techniques requiring ever-smaller quantities of
sample will continue to stimulate higher-resolution isotopic
investigations in the future.

Robert R. Gaines and Mary L. Droser

Bibliography

Addicott, W.O., 1969. Tertiary climatic change in the marginal northeastern
Pacific Ocean. Science, 165, 583-586.

Allmon, W.D., Emslie, S.D., Jones, D.S., and Morgan, G.S., 1996. Late
Neogoene oceanographic change along Florida’s west coast: evidence
and mechanisms. J Geol, 104, 143—-162.

Anderson, T.F., Popp, B.N., Williams, A.C., Ho, L.-Z., and Hudson, J.D.,
1994. The stable isotopic record of fossils from the Peterborough
Member, Oxford Clay Formation (Jurassic), UK: paleoenvironmental
implications. J Geolo Soc Lond, 151, 125-138.



ANIMAL PROXIES, VERTEBRATES 13

Cocks, L.R.M., and Fortey, R.A., 1990. Biogeogrpahy of Ordovician and
Silurian faunas. In McKerrow, W.S., and Scotese, C.R. (eds.), Palaeo-
zoic Palaeogeography and Biogeography. Geological Society of
London Memoir 12, pp. 97-104.

Cook, H.E., and Taylor, M.E., 1975. Early Paleozoic continental margin
sedimentation, trilobite biofacies, and the thermocline, western United
States. Geology, 3, 559-562.

Fortey, R.A., 1975. Early Ordovician trilobite communities. Fossils Strata,
4, 339-360.

Gladenkov, A.Y., Oleinik, A.E., Marincovich, L. Jr., and Barinov, K.B.,
2002. A refined age for the earliest opening of Bering Strait. Palaeo-
geography, Palaeoclimatology. Palaeoecology, 183, 321-328.

Hallam, A., 1994. An outline of Phanerozoic biogeography, Oxford Bio-
geography Series, 10.

Harper, D.A.T., and Jeffrey, A.L., 1996. Mid-Dinantian brachiopod Biofa-
cies from western Ireland. In Strogen, P., Somerville, I.D., and Jones,
G.L. (eds.), Recent advances in Lower Carboniferous geology. vol.
107, London: Geological Society Special Publication, pp. 427-436.

Harper, D.A.T., and Sandy, M.R., 2001. Paleozoic brachiopod biogeogra-
phy. Paleontol Soc, (Special Paper), T, 207-222.

Heckel, P.H., 1972. Recognition of ancient shallow marine environments.
SEPM, (Special Publication), 16, 226—286.

Hudson, J.D., and Anderson, T.F., 1989. Ocean temperatures and isotopic
compositions through time. 7rans R Soc Edinb, 80, 183—192.

Johnson, J.G., 1974. Early Devonian brachiopod biofacies of western and
Arctic North America. J Paleontol, 48, 809—819.

Kelley, P.H., Raymond, A., and Lutken, C.B., 1990. Carboniferous brachio-
pod migration and latitudinal diversity: a new paleoclimatic method. In
McKerrow, W.S., and Scotese, C.R. (eds.), Palaeozoic Palaeogeogra-
phy and Biogeography. Geological Society of London Memoir 12,
pp. 325-332.

Lowenstam, H.A., 1964. Palacotemperatures of the Permian and Cretac-
eous periods. In Nairn, A.EMM. (ed.), Problems in Paleoclimatology.
London: Wiley, pp. 227-248.

Nakashima, R., 2002. Geographic distribution of the late Cenozoic bivalve
Fortipecten in the northwestern Pacific. Palaeogeogr, Palaeoclimatol,
Palaeoecol, 186, 261-274.

Parrish, J.T., 1998. Interpreting Pre-Quaternary Climate from the Geologic
Record. New York: Columbia University Press.

Patzkowsky, M.E., 1995. Gradient analysis of Middle Ordovician brachio-
pod biofacies; biostratigraphic, biogeographic, and macroevolutionary
implications. Palaios, 10, 154—179.

Raymond, A., Kelley, P.H., and Lutken, C.B., 1989. Polar glaciers and life
at the equator: the history of Dinantian and Namurian (Carboniferous)
climate. Geology, 17, 408—411.

Roy, K., Valentine, J.W., Jablonski, D., and Kidwell, S.M., 1996.
Scales of climatic variability and time averaging in Pleistocene
biotas: implications for ecology and evolution. Trends Ecol Evol, 11,
458-463.

Sageman, B.B., and Bina, C., 1997. Diversity and species abundance pat-
terns in Late Cenomanian black shale Biofacies: Western Interior. U.S.
Palaios, 12, 449-466.

Sanders, H.L., 1968. Marine benthic diversity: a comparative study. Am
Nat, 102, 243-282.

Sandy, M.R., 1995. Early Mesozoic (Late Triassic-Upper Jurassic) Tethyan
brachiopod Biofacies; possible evolution intra-phylum niche replace-
ment within the Brachiopoda. Paleobiology, 21, 479—-495.

Savrda, C.E., and Bottjer, D.J., 1987. The exaerobic zone, a new oxygen-
deficient marine Biofacies. Nature, 327, 54-56.

Savrda, C.E., Bottjer, D.J., and Gorsline, D.S., 1984. Development of a
comprehensive oxygen-deficient marine biofacies model: evidence from
Santa Monica, San Pedro, and Santa Barbara Basins, California conti-
nental borderland. AAPG Bull, 68, 1179-1192.

Valentine, J.W., 1973. Evolutionary Paleoecology of the Marine Biosphere.
New Jersey: Prentice Hall.

Vermeij, G.J., 1978. Biogeography and Adaptation. Cambridge, MA:
Harvard University Press.

Webber, A.J., 2002. Use of high-resolution faunal gradient analysis to
assess the causes of meter-scale cyclicity in the type Cincinnatian Series
(Upper Ordovician). Palaios, 17, 545-555.

Ziegler, A.M., Hulver, M.L., Lottes, A.L., and Schmachtenberg, W.F.,
1984. Uniformitarianism and paleoclimates: inferences from the distri-
bution of carbonate rocks. In Brenchley, P.J. (ed.), Fossils and Climate.
Chichester: Wiley, pp. 3—25.

Cross-references

Carbon Isotopes, Stable

Coral and Coral Reefs
Evolution and Climate Change
Nearest-Living-Relative Method
Oxygen Isotopes

ANIMAL PROXIES, VERTEBRATES

Nearest living relative

The most obvious way to make inferences about the paleoenvir-
onment and paleoclimate using vertebrate fossils is to note the
modern environments and climate associated with their nearest
living relatives. The presence in the fossil record of one or a
few specimens of a single genus or species has been used in this
way. Based on such evidence, Vucetich and Verzi (2002) asserted
that during the Pleistocene there were warm pulses that enabled
tropical forms now known only from Brazil to extend their
ranges more than 1,200 km south to the area of Buenos Aires.

Instead of considering only one taxon, it is a more common
practice to compare the paleoenvironmental and paleoclimatic
preferences for the nearest living relatives of all taxa repre-
sented in a fossil assemblage. Using this method with modern
small mammals, Antofanzas and Bescos (2002) inferred that
during the Early to Middle Pleistocene at Atapuerca, Burgos,
Spain there were several cycles of fluctuation between glacial
conditions when the environment was steppe-like and intergla-
cials, which were warmer. During transitions between these
conditions, the fauna of small mammals was more species-rich,
having elements of both extremes. It is rarely, if ever, the case
that an extensive faunal list from a fossil site, even a Late Qua-
ternary one, is identical to a living mammalian community.
These disharmonious associations where taxa are found
together as fossils but exist in separate modern communities
or visa versa, such as the United States Late Quaternary mam-
mal faunas as compared with those of Late Holocene and mod-
ern faunas, are thought to have been caused by a change from a
more patchy environment in the Late Quaternary to a more uni-
form one in the Holocene (FAUNMAP Working Group, 1996).
Thus, experience has shown that it is unlikely that an exact
modern analog to a fossil vertebrate assemblage will be found
except in sediments deposited during the last 4,000 years.

An inverse correlation between the number of modern spe-
cies of arvicolid rodents in a fauna and mean annual tempera-
ture was established empirically by Montuire et al. (1997).
This was done by determining the number of species of these
rodents in 253 modern faunas, each covering an area between
100 and 10,000 km?, and noting the mean annual temperature
for the area. The mean annual temperature range for any one
particular species in a fauna was found to be about 12 °C. This
relationship was then applied to two Late Pleistocene fossil
assemblages, with one giving a result that seemed plausible
to the authors and the second less satisfactory owing to
uncertainty in the correlation between various sites regarded
as part of the same fossil assemblage.

Use of the nearest living relative of fossil vertebrates for
making paleoenvironmental and paleoclimatic inferences is
not restricted to the late Cenozoic. A mean annual temperature
of 14°C for Axel Heiberg Island during the Late Cretaceous,
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then, as now, in the High Arctic, was based on the presence of
champsosaurs. The temperature estimate was inferred from the
tolerances of their nearest living relatives and analogs (crocodi-
lians and large lizards; Tarduno et al., 1998).

Taphonomy

Taphonomy is the study of the processes by which an orga-
nism becomes a fossil. It is particularly focused on attempts
to reconstruct otherwise missing data about organisms and the
ecosystem of which they were a part. In carrying out such stu-
dies, reconstruction of the paleoenvironment is a vital part of
the process. In a taphonomic analysis of a Late Cretaceous
accumulation of small vertebrates at Naskal in India, Khajuria
and Prasad (1998) reconstructed the environment of deposition
of the fossils as, “. . .a distal flood plain, which served as a nat-
ural death trap, on whose banks terrestrial and other animals
might have gathered in search of food and water during a pro-
longed drought and perished subsequently due to the desicca-
tion of the lake.” This interpretation was based both on the
nature of the fossils, particularly the corroded surface of many
of the specimens, and a detailed geological analysis of the site.

Analysis of a fossil assemblage may provide environmental
information about the area that surrounded the site where the spe-
cimens accumulated independently of any other evidence. How-
ever, sometimes the data may yield ambiguous or contradictory
results. For example, Alberdi et al. (2001) analyzed three Plio-
Pleistocene mammal assemblages from the Guadix-Baza Basin,
Spain. On the basis of the geology, they inferred that the immedi-
ate environment where the fossils were found in each case was a
lake margin. However, solely considering the composition of the
different assemblages, they reconstructed the paleoenvironments
surrounding these ancient lakes in two quite different ways. The
presence of a great diversity of artiodactyls, particularly brow-
sers, at one site was regarded as, .. .indicative of wooded or
bushy areas. . .,” while nearby, . . .a high diversity of sub-aqua-
tic forms and a smaller variety of artiodactyls species....,” was
interpreted as indicative of, “. . .an open, sparsely forested envir-
onment susceptible to seasonal drought.”

The distribution of fossil vertebrates within a deposit can
provide paleoclimatic information. The complete excavation of
the sediment accumulated in what during the Plio-Pleistocene
was a lake about 1 ha in area, yielded approximately 40 skeletons
of three species of kangaroos near Morwell, Victoria, Australia.
The specimens were at different stratigraphic levels, indicating
that the fossils accumulated over a significant period of time
rather than as a consequence of a single catastrophic event. In
similar lakes today when a kangaroo drowns, its body first sinks,
then bloats and floats to the surface. Eventually the body cavity
containing the gas ruptures and the body sinks permanently to
the bottom of the lake. While on the surface, a corpse is most
often found near the lee margin of the lake. In the Morwell
Plio-Pleistocene lake deposit, most of the specimens occurred
in the southeast part of the paleolake, indicating that the prevail-
ing direction of the wind was then from the northwest (T. Rich,
personal observation).

Functional analysis

Corroboration of paleoenvironmental and paleoclimatic hypo-
theses based on other evidence can be found in the functional
interpretation of fossil vertebrates. Leaellynasaura amicagra-
phica, a small ornithischian dinosaur, has been hypothesized

to be active all year around in a frigid polar setting in what is
now southeastern Australia (Constantine et al., 1998). This was
based on two independent lines of evidence. Taken together,
the consequences of the evidence are to be expected in an animal
that lived in such a manner under those conditions. Enlarged
optic lobes were visible on the dorsal surface of the brain, which
suggested the animal had enhanced ability to see under the
low light conditions of a polar winter (Rich and Rich, 1989).
Histological cross-sections of the bone of this same animal
showed that it lacked lines of arrested growth (LAGs), which
would be expected if for any reason, such as hibernation, its level
of metabolic activity had decreased markedly during its lifetime.
However, another dinosaur, an ornithomimosaur from the same
site as L. amicagraphica, had LAGs (Chinsamy et al., 1998).

Stable isotopes

Chemists studying modern animals have been able to relate
stable isotope ratios of the same element to a number of environ-
mental factors. The variation in isotopic ratios is due to the fact
that physical and chemical processes proceed more slowly for
molecules that weigh more. For example, the rate of evaporation
for a molecule of water with an oxygen atom with two additional
neutrons, '*0, is less than that of a molecule of water with
the more common oxygen isotope, '°O. As the temperature of
the water increases, the difference in the rate of evaporation
increases, leaving liquid water with proportionately heavier
water molecules left behind. An animal that ingests that liquid
water at a particular temperature will form molecules of body
tissue with a ratio of '*O to °O reflecting that temperature. How-
ever, the ratio incorporated in the body of the animal will not be
exactly the same as that of the water it ingested. This is because
fractionation, or a further segregation, of the two oxygen iso-
topes takes place during metabolic processes that occur within
the animal as it deposits oxygen in bone, dentine, or enamel,
for example. The correlation between the two isotopes deposited
in the animal’s tissue and the temperature of the water ingested
has to be established empirically. Other factors affecting the
ratio of the two isotopes come into play as well, such as
the humidity of the environment. Thus, it is not always straight-
forward even in the case of modern animals to determine “envir-
onmental proxies” from isotopic ratio studies.

Because of the success of isotopic ratio investigations in
modern animals, applying similar techniques to fossil verte-
brates in order to try to determine past climatic and environ-
mental factors has been underway for the past few decades. A
major point of contention in isotopic research is whether the
fossil material retains the isotopic ratios of the once living
organism or if there is significant post-mortem chemical altera-
tion (Kohn and Cerling, 2002). While there is considerable
doubt about how long the isotopic integrity of a fossil bone
remains, there is less reason to question the chemical stability
of enamel. This is in part because enamel is more dense, has
lower organic content, forms larger crystals than is the case in
bone or dentine, and when it is chemically altered from hydro-
Xyapatite, it changes to fluorapatite, which can be detected. For
these reasons, much of the recent stable isotope work on fossil
vertebrates has focused on tooth enamel.

The area where isotopic techniques has been applied most
successfully are investigations of the ratio of the carbon iso-
topes *C and '?C. This ratio is different in C; and C4 plants.
C; plants are, “...most leafy, woody, and other soft plants
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(browse) and cool growing season or aquatic grasses, whereas
C, plants include most tropical and temperate grasses”
(MacFadden et al., 1999). The difference in the ratios of *C
to '2C in these two categories of plants is related to the fact that
they have different photosynthetic pathways. C; plants, which
use the Calvin Cycle as their photosynthetic pathway, concen-
trate less "°C relative to '?C than is the case with C, plants,
which use the Hatch-Slack photosynthetic pathway.

In mammalian herbivores, there is a consistent difference in
the *C to '2C ratio of the tooth enamel between those that pri-
marily feed on C; plants (browsers) and those that primarily
feed on C, plants (grazers). Those that are mixed feeders have
intermediate ratios. However, the values measured in the tooth
enamel are not exactly the same as in the plants themselves.
Rather, it has been established empirically that in all cases the
tooth enamel is enriched in *C relative to the plants on which
the animal feeds. The degree of this enrichment appears to be
size dependent, with mouse-sized animals having one frac-
tionation value and larger animals having a different, larger
fractionation value. However, despite this variation, modern
herbivores that feed exclusively on C; plants can be distin-
guished from those animals that feed solely on C, plants by ana-
lyzing their '*C/">C ratio in tooth enamel. Mixed feeders range
in between the C; and C4 endpoints. Making the assumption
that this difference was also the case with fossil mammalian her-
bivores is the basis for interpreting diets of the extinct forms.

Using carbon isotope data together with wear facet analysis
from the teeth of six different 5 million year old horses from
Bone Valley Florida, MacFadden et al. (1999) were able to
reconstruct their dietary preferences; ranging from browsers to
mixed feeders to grazers. Wear facet analysis corroborated the
isotopic results. This was surprising because on the basis of
the high crowned nature of the horse teeth alone, they all would
have been considered grazers. This result is concordant with
paleoenvironmental, “...reconstructions of central Florida at
5 Ma [which] indicate low-elevation floodplain and estuarine
environments with a mosaic of local close-canopy forests, wood-
lands, and open-country grasslands” (MacFadden et al., 1999).
In this instance, isotopic ratios of vertebrate fossils were utilized
to corroborate a paleoenvironmental reconstruction made from
other lines of evidence and to caution against the use of a single
indicator of dietary preference, such as crown height.

The other most common isotope system to be investigated
in fossil vertebrates is that of oxygen, despite the complicat-
ing factors mentioned above. The ratio of '*O to '°O in verte-
brates is sensitive to temperature, humidity and diet (Kohn and
Cerling, 2002). In one recent study using fossil taxa, measure-
ments of the oxygen isotope ratio in both terrestrial mammals
and gar in the Big Horn Basin of Wyoming were interpreted as
indicating that a rapid increase in mean annual temperature
occurred at the end of the Paleocene and beginning of the Eocene
(Fricke etal., 1998). This study circumvented the problem of var-
iation in diet affecting the oxygen isotope ratio by sampling the
same genera through the period of time under investigation.

Because mammalian molars generally grow from the tip of
the cusps to the base of the roots, by measuring the ratio of
¥0 to '°0 at different heights of the enamel of a horse molar
it was possible for Bryant et al. (1996) to observe the
¥0/'%0 ratio through the time that the tooth formed instead
of taking an average for the entire tooth. The changes they
observed were regarded as due to seasonal temperature changes
through that period. Because molars develop consecutively,
with the first molar forming, then the second, and finally

the third molar, it was possible for Bryant et al. (1996) to
correlate between molars and estimate the seasonal fluctua-
tions in temperature over the entire period that formation of
the molars took place. An excellent, more technical summary
of this topic is summarized in Parrish (1998, pp. 84-88
and 154-161).

Thomas H. Rich and Patricia Vickers-Rich
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ANTARCTIC BOTTOM WATER AND
CLIMATE CHANGE

Background

The production and spreading of Antarctic Bottom Water
(AABW) in the modern ocean is understood in general terms,
if not in detail. Abyssal regions of the global ocean are filled
by cold, dense bottom waters that originate in the Southern
Ocean and saltier, less-dense deep water (NADW) formed in
the North Atlantic. From the distribution of thermohaline prop-
erties near the sea floor, it has long been known that AABW
influence extends everywhere except the northernmost Atlantic
and Arctic Ocean (Mantyla and Reid, 1983). Production uncer-
tainties result from a variety of formation scenarios, mixing
recipes, source regions, bottom water definitions, and infer-
ences from local expeditions extrapolated over wider regions.
AABW properties vary spatially from the coldest, freshest
waters on the Antarctic continental slope to trace amounts of
Antarctic origin in the northern oceans. A brief outline of bot-
tom water formation mechanisms and a discussion of formation
regions and rates are presented here. A note about ongoing
efforts to redefine AABW is followed by consideration of
temporal variability over recent decades and implications
for AABW generation during glacial periods. A review of
present-day bottom water formation, with additional figures
and references, appears in Jacobs (2004).

AABW formation mechanisms

Bottom waters are produced where cooling, salinization, and
uptake of atmospheric gases “ventilate” and provide negative
buoyancy to surface and shelf waters, enabling them to mix with
“older” Circumpolar Deep Waters (CDW) along the Antarctic
continental margin. Gill (1973) demonstrated that bottom water
properties in the Weddell Sea appeared to be accounted for by a
mixture of cold, salty shelf water and warmer, fresher water above
the deep water salinity and temperature maxima over the continen-
tal slope (Figure AS5). The shelf water results from sea ice forma-
tion and export from the continental shelf, but is denser and
mostly located well south of the continental shelf break. Gill
also showed a V-shaped double-sided frontal region over the
continental slope, marking the convergence of a variety of shelf,
surface and deep waters (Figure A6). A fresh, westward-flowing
“river” imbedded in the center of this Antarctic Slope Front
(ASF; Jacobs, 1991; Whitworth et al., 1998) has properties that
reflect upstream melting, freezing and mixing processes. Sinking
along the ASF is enhanced by non-linearities in the seawater equa-
tion of state, which introduce isopycnal curvatures that can
increase seawater density during mixing (Figure A7). Density is
also enhanced by thermobaricity, the pressure dependence of
the thermal compressibility of seawater. Regionally higher tidal
energy near the shelf break facilitates mixing and reduces local
sea ice concentrations. Melting icebergs entrained into the rapid
slope current increase vertical convection and create openings
in the sea ice field that amplify the impacts of winter atmospheric
forcing.

Another factor in modern AABW formation is the “ice shelf
water” that results from melting and freezing in the large, deep
sub-ice shelf cavities (Jacobs et al., 1970; Foldvik et al., 1985).
While positively buoyant relative to the denser shelf waters from
which it forms, and for which it provides another sink, the very

cold ice shelf water can augment thermobaric effects over the con-
tinental slope in the Weddell and Ross Seas (Figure AS8). With sali-
nities that are intermediate between shelf and surface waters, ice
shelf water is also well positioned to mix isopycnally with CDW
(Figure A5). The amount of AABW produced directly from ice
shelf water is probably limited to ~3 Sv (1 Sv=10°m’s™), since
more of the circumpolar ice shelf and iceberg meltwater, some
resulting from CDW sources, upwells into the near-surface layers.
A portion of that lighter product will be incorporated into the fresh
slope current that eventually contributes to AABW.

Some AABW in the global ocean starts out as deep water that
is ventilated by mixing and interleaving along the continental
margin (Carmack and Killworth, 1978) or by “open ocean” deep
convection. An example of the latter is the remnant “chimney”
structure observed downstream from a prominent rise in the
sea floor, in conjunction with the large Weddell Polynya of
1974-1976, showing that >3,000 m of the water column had
been perturbed by winter air-sea interaction (Figure A9). The
number, frequency and geographic limits of such features is
unknown, but the accompanying polynya has not reappeared in
the same form, and the associated deep water formation rate
may again have been no greater than ~3 Sv. With limited spatial
resolution, most global scale general circulation models have
until recently formed AABW from this type of deep convection.
Deep convective eddies may also develop along the continental
margin and move seaward, resulting in similar relict features.
Another process that can produce AABW is simple advection
off the continental shelf, as evidenced by the properties of waters
along the Weddell-Scotia Confluence, and trapped within the
deep basins of the Bransfield Strait.
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Figure A5 A “T/S diagram” of vertical profiles on the southern
Weddell Sea continental shelf (12) and slope (20 and 21), with
measurement depths in meters. Modified from Gill (1973), who
observed that the properties of bottom water at B appeared to be a
mixture of K-K’ shelf water and D-D’ slope water. The short solid line is
the range of ice shelf water properties near the mouth of Filchner
Trough, from Foldvik et al. (1985), and the heavy dashed line is an
isopycnal (line of constant density). These additions show that bottom
water can form more readily from ice shelf water and slope water
below the salinity maximum.
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Figure A6 Suggested vertical and horizontal (400 m) circulation patterns
near the continental shelf break at 50° W, 72° S in the Weddell Sea,
modified from Gill (1973). The upper panel shows isohaline contours from
several 1968 stations, including two of the three in Figure A5.
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Figure A7 The T/S relationship of water masses near the Antarctic
continental margin, modified from Whitworth et al. (1998). The solid
curves labeled 28.27 and 28.03 are neutral density surfaces and the
dashed curves from 27.7 to 27.9 are potential density. Dotted lines are
from two reference stations, with arrows to the CDW temperature
maxima. MCDW is modified Circumpolar Deep Water (CDW).

AABW formation regions

It is still widely believed that most AABW is produced in the
Weddell Sea, where each of the formation mechanisms outlined
above were initially identified. Most of those processes are not
site specific, however, and other regions have similar water
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Figure A8 Vertical temperature and salinity (inset) sections across the
continental shelf near 175° W in the Ross Sea, from February 1984
measurements at the indicated locations. Ice shelf water (ISW), with
temperatures colder than the sea surface freezing point (~—1.9°C) that
formed from net melting into higher salinity water under the ice shelf,
mixes with warmer Circumpolar Deep Water (CDW) and fresher waters
along the Antarctic Slope Front (ASF) to form AABW.

masses, persistent winter coastal polynyas and sea ice export,
ice shelves and an ASF. An historical focus on thermohaline
properties in the Weddell sector influenced AABW definitions,
which have typically been based on potential temperature. That
is the temperature that would be reached by seawater raised adi-
abatically to the sea surface. For seawater with a salinity near
35 parts per thousand, a potential temperature of 0.0°C, the
common upper boundary for AABW, represents a cooling of
~0.2 °C for a 3,000 m decompression.

The Ross Sea physical regime is very similar to that of the
Weddell Sea, and serves to illustrate the arbitrary nature of
the <0.0°C and related definitions of AABW. CDW over the
continental slope in the Ross is roughly a degree warmer than
its counterpart in the Weddell. Since bottom water is a mixture
of near-surface, shelf and deep waters, warmer varieties of bot-
tom water can be produced in the Ross Sea, as shown by tem-
peratures near the sea floor in the Southeast Pacific Basin
(Olbers etal., 1992, plate 54). The salinity range of newly formed
AABW in the Ross Sea (Jacobs et al., 1970) is also wider than
the high salinity type usually portrayed in volumetric analyses.
In addition, some of the bottom water produced in the
Ross Sea flows into the Australian Antarctic Basin (Gordon
and Tchernia, 1972), and its properties will vary over time, e.g.,
in response to changing shelf water salinity (Jacobs, 2004).
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Figure A9 (a) Dissolved oxygen along a February 1977 NW-SE section near 8° W in the Weddell Sea displays a relict structure that resulted from
an “open ocean” deep convection event, most likely associated with (b) the Weddell Polynya of 1974-1976, with its late winter limits defined by
satellite-derived sea ice concentration maps. After Gordon (1978), where perturbations of the temperature, salinity and density field are also
displayed. AMS copyright.

Neither thermohaline properties nor measurement location can  temperature and dissolved oxygen measurements (Deacon, 1937,
thus be relied on to determine bottom water provenance. Stommel and Arons, 1960). More recent assessments show a sub-

The idea that all AABW of consequence to the deep ocean cir-  stantially smaller Weddell sector contribution (Figure A10). The
culation is produced in the Weddell Sea was based mainly onearly = Ross Sea/Pacific percentage has increased to ~20% in those
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Figure A10 Changing estimates of bottom water source regions
around Antarctica, with Atlantic representing the Weddell Sea, Pacific
the Ross Sea and Indian typically only George V Coast (details and
references in Jacobs, 2004).

analyses, not including its contribution to the Indian sector, where
estimates have risen above 30%. While there are good reasons to
doubt many of the estimates of origin, models are now able to
resolve smaller-scale processes along the continental margin, and
observations show substantial AABW production in the Pacific
and Indian Ocean regions (Jacobs, 2004). Some of that production
enters the Enderby Basin and diffuse eastern end of the Weddell
Gyre from the east, evolving into deep and bottom water before
being exported from the Weddell Sea.

AABW formation rates

Most investigations of the rate of AABW formation have also tar-
geted the Weddell Sea, where the majority of estimates fall
between 2 and 5 Sv (Figure A11). Values are for sustained annual
production, although most observations have been made during
the summer, and both rates and properties vary seasonally. Cir-
cumpolar rates cover a much wider range, but in both cases the
high variability results in part from different definitions and study
areas, along with different techniques, including boundary current
transports, heat, salt, mass and geochemical budgets, numerical
and inverse models. Global ocean circulation models typically call
for about 20 Sv of new AABW production, and recent calculations
tend to hover around this enduring estimate.

Whitworth et al. (1998) and Orsi et al. (1999, 2002) have
utilized neutral density surfaces and the anthropogenic chloro-
fluorocarbon (CFC) tracer to redefine bottom water and better
constrain its present-day formation rate. Taking pure AABW
to be heavier than the deepest isopycnal in the Drake Passage,
and mapping the distribution of neutral density near the sea
floor throughout the global ocean (Figure A12) revealed spread-
ing patterns consistent with earlier work (e.g., Mantyla and Reid,
1983). Integrating the concentrations of CFC-11 within broader
density bands along six N—S transects in the Atlantic, Pacific
and Indian sectors indicated that the deep global ocean is
currently being renewed from southern sources at a rate of
~17.5 Sv. This preliminary estimate of new production is com-
prised of ~60% partially ventilated near surface and shelf waters,
and ~40% much older lower CDW. Analyses of additional CFC
data sets may resolve questions about representative sections,
water mass mixing and normalization, as the CFC source
function and seawater saturation levels have varied over the
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Figure A11 More than four decades of bottom water production
estimates for the Weddell Sea and circumpolar Southern Ocean.
1 Sv =1 Sverdrup = 10°m>s™" (Jacobs, 2004).

measurement period. However, the revised definitions and CFC
findings are consistent with inverse modeling of the World
Ocean Circulation Experiment data set (Ganachaud and Wunsch,
2000), and with the venerable concept that AABW and NADW
formation rates are roughly equal in the modern ocean.

AABW property variability
Interannual to multidecadal variability in AABW temperatures
has been reported for many years, largest near the Antarctic con-
tinental margin. Moorings and repeat ocean stations seaward
of the Filchner Trough and in the northwest Weddell Sea have
displayed fluctuations and short term trends in temperature
and salinity, consistent with changes in the overlying deep water
(Fahrbach et al., 2004). Weddell deep water has warmed by
~0.1°C per decade since the early 1970s, due to changes in
CDW inflow, processes within the Weddell Gyre or on the adja-
cent continental shelf (Robertson et al., 2002). Farther north, dec-
adal temperature variability has been observed in and near the
Vema Channel, although locations of restricted flow between
basins are subject to strong mixing and countercurrents that com-
plicate “choke point” monitoring and transport estimates.
Changes in salinity and other bottom water properties have also
been reported at longer than seasonal time scales, and in other
regions of the Southern Ocean (e.g., Foster and Middleton, 1979;
Jacobs, 2004). The importance of salinity variability where bottom
waters are formed is that a decrease of 0.01%o lowers the density
more than twice that of a warming of 0.10 °C. Also, near-surface
temperatures remain near the freezing point for much of the year
in the polar oceans, whereas salinity ranges more widely, reflecting
changes in precipitation, melting and sea ice volume, all elements of
the hydrological cycle that are sensitive to climate change. Some
salinity decreases observed over recent decades in the Southern
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Ocean are comparable to the “Great Salinity Anomaly” ofthe North
Atlantic (Jacobs, 2004), albeit much less than models often require
to significantly damp the strength of the thermohaline circulation.

AABW and past climate change

Analyses of the deep ocean circulation during glacial periods
such as the Last Glacial Maximum (LGM) often indicate that
AABW production increased as NADW formation waned
(Boyle and Keigwin, 1987; Duplessy et al., 1988). Complete
shutdown of the meridional ocean circulation cell that includes
NADW is thought to require a very large perturbation of the
hydrological cycle, such as the massive and rapid runoff of
glacial meltwater. Models and observations show short term
and less extreme sensitivity of the thermohaline circulation to
smaller forcing changes that may apply in the Antarctic where
vertical stability is low, but most work has been concentrated
in the North Atlantic (Andrews, 2001; Clark et al., 2002).
One attempt to consider a possible response of deep and bot-
tom water formation to millennial scale climate change focused
on the low production rates in the Weddell Sea (Figure All).
Along with its reputation as the primary source, this led to a
hypothesis that the formation rate had recently slowed in the
Southern Ocean (Broecker et al., 1999). However, the large rate
uncertainties at present preclude reliable inferences about tem-
poral variability, and that idea could not be reconciled with
available evidence on water properties, mixing between young
and old components, and other documented source regions.
Some models suggest more than one mode of stability in the
thermohaline circulation, with sensitivity to winds and sea ice
extent in addition to freshwater (e.g., Keeling, 2002). It is also
possible that a shift in deep water formation sites may accompany
changing climatic conditions without major modifications in the
interior abyssal circulation. Depending on the associated property
changes, this could be consistent with some chemical evidence,

and with early ocean circulation theory that focused on the main
ocean thermocline but suggested deep water source locations are
more or less a “climatological accident” (Stommel and Arons,
1960). In any case, glacial AABW would have been saltier than
modern AABW by up to 1.5 psu, in proportion to the volume of
freshwater residing in larger grounded ice sheets at that time. Its
temperatures would have been lower in response to less or colder
NADW inflow to the Southern Ocean, if not more extensive fields
of sea ice. Such changes would have produced denser AABW
than at present, but shallower waters were probably also denser
at the LGM.

Several aspects of modern bottom water theory present pro-
blems for continued or enhanced AABW production at the
LGM, or vice versa. These include the generation of high salinity
shelf water, wide continental shelves for its accumulation and
storage, and large ice shelves beneath which its properties are
modified. With the Antarctic continental shelf largely filled with
grounded glacial ice at the LGM (Denton and Hughes, 1981),
most of the shelf area now accessible to the ocean, along with
its ice shelves and their associated basal melting would have been
eliminated. Kellogg (1987) postulated that AABW production
could have been maintained at the LGM by a shift to the
“open ocean” deep convection mode. Speculation at the time
that open ocean deep convection might now be the dominant
mode of deep and bottom water formation, and a suggestion
that the Weddell Polynya existed during the LGM, encouraged
the idea. However, thicker sea ice and colder CDW at that time
would have made it more difficult to maintain sensible heat
polynyas over the “open ocean,” although deep-reaching eddies
might have occurred near the continental margin, or farther
north if the sea ice edge were then near the Polar Front.

From the formation mechanisms outlined above, it can be
inferred that a large continental shelf region, high salinity
shelf water and ice shelves are helpful but not essential to AABW
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generation. Nonetheless, the glacial ocean may have had access
to the winter atmosphere in a region of strong sea ice formation,
at or near a location where deep convection can take place. Since
LGM grounded ice did not reach the shelf break in the Ross Sea
(Conway et al., 1999), AABW production could have continued
wherever similar conditions prevailed over the continental slope,
and would have been strengthened by the more severe climate at
that time (Figure A13). A larger ice sheet grounded on the outer
continental shelf would have had steeper surface slopes, increas-
ing the velocity of katabatic winds that now maintain coastal
polynyas at various sites along the Antarctic coastline. If the
coastline was then much closer to or directly above the continen-
tal slope, and less “warm” NADW was available, the stronger
forcing would have injected more brine directly into colder
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Figure A13 A schematic illustration of deep (NADW, CDW) and bottom
(AABW) water circulation in the Atlantic sector of the Southern
Hemisphere now and at the LGM, modified from Kellogg (1987). The
Antarctic Ice Sheet currently supports ice shelves with net basal melting,
along with weak katabatic winds and coastal polynyas (K,, and P,,).
Grounded near the shelf break during glacial periods, the larger ice sheet
could have supported stronger winds and polynyas (K; and P;) and more
intense AABW formation. Intermittent open ocean convection (OC) at
present may have occurred near the more northern winter sea ice edge
(WSI) at the LGM. Weaker NADW or a shallower “glacial intermediate
water” may also have prevailed at that time (Andrews, 2001).

CDW. Lacking enough meltwater to provide vertical stability, a
circumpolar band combining an ice front, winter polynyas and
a continental slope could have experienced nearly continuous
deep convection. More and colder AABW could thus have
formed at the LGM, and during millennial scale coolings, along
presently active and inactive portions of the continental margin.
For considerations of the AABW response to climatic variability
on longer time scales, see Hay (2001) and references therein.

Stan Jacobs
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ANTARCTIC COLD REVERSAL

The Antarctic Cold Reversal (ACR) is an event seen in Antarc-
tic ice core proxy climate records in which the warming that
occurred between 20,000 and 10,000 years ago, as the Earth
emerged from the last glacial period into the present Holocene
interglacial, was interrupted by a temporary cooling lasting
about 1,500 years between 14,500 and 13,000 ysp).

The transition between the last glacial period and the Holo-
cene is the most recent of a series of major changes in climate
that have occurred throughout the Quaternary as the Earth
cycled between glacial and interglacial conditions. These
cycles, often referred to as Milankovitch cycles after Milutin
Milankovitch, the Serbian mathematician who first showed that
climate cycles are synchronized with cycles in the Earth’s orbit,
are characterized by a sawtooth pattern in which temperature
decreases to a minimum over a period of about 90,000 years
and then rises to warm or interglacial values within about
10,000 years. Milankovitch cycles are the Earth’s response to
variations in the distribution of the solar radiation that reaches
its surface. The radiation varies in a complicated but regular
manner due to variations in the Earth’s elliptical orbit and to
changes in the inclination of the Earth’s spin axis.

The climate change that occurred in the transition between
the last glacial episode and the Holocene was very large com-
pared with changes that have occurred since then in the
Holocene. Global temperatures rose by as much as 10°C in
some places and sea level increased by 120 m, principally as
a result of the melting of the Laurentide and Fennoscandian

Ice Sheets that covered large parts of North America and north-
ern Europe, respectively, throughout the glacial period. Proxy
records of climatic temperature from sources such as marine
sediments and ice cores show differing patterns of warming
in different places, but the main contrast appears between
records from the Northern and Southern Hemispheres. In
Northern Hemisphere records, particularly those from around
the North Atlantic Ocean, a slow warming starting at about
20,000 Bp is followed by a large jump in temperature at
14,500 Bp known as the Belling Transition (or Interstadial).
After the Bolling Transition there is a slow then more rapid
cooling, ending with temperatures nearly as cold as those at
the glacial maximum. This cold period, known as the Younger
Dryas because it was first identified by the pollen of a flower,
Dryas Octopetala, which grows in cold climates, starts at
12,700 B and ends with another large jump at 11,600 BP to
temperatures almost as warm as those of today (Figure A14).

Antarctic records also show a period when warming
reverses, but the shape of the southern record is different from
that in the north. In the south, the cooling period is consider-
ably smaller in amplitude than the Younger Dryas and shows
no rapid jumps. When the Antarctic cooling was first observed
in ice core records, dating was uncertain, and it was seen as
a possible Southern Hemisphere expression of the Younger
Dryas. Later work, however, showed that the Antarctic cooling,
first referred to as the Antarctic Cold Reversal (ACR) by Jouzel
and others in 1995, preceded the Younger Dryas by at least
1,000 years.

Milankovitch cycles account for the long-term cycles of
climatic change. However, the radiation variations are too
small to account for the large temperature changes, and the for-
cing at the 100,000-year principal period of climate change
(corresponding to the eccentricity period) is considerably
weaker than that at the precession period (23,000 years) or
the obliquity period (41,000 years). The magnitude of the cli-
mate change between glacials and interglacials, the dominance
of the 100,000-year cycle in the long-term record, and the exis-
tence of rapid temperature jumps and reversals in the transi-
tions all point to powerful feedbacks and thresholds in the
Earth’s climate system. One of the most important of these is
ocean circulation. Ocean currents transport large amounts of
heat and thus have large effects on regional climate. The best
known is the Atlantic conveyer, which transports warm water
from the tropics and the Southern Ocean to the North Atlantic,
where it heats the atmosphere and ameliorates the climate of
North America and Europe. The Atlantic circulation is main-
tained by evaporation and cooling in the north, which increases
the salinity and density of the water, causing it to sink (thermo-
haline circulation). This only happens in the northern Atlantic
Ocean because the northern part of the Pacific Ocean, although
cold, is not saline enough to sink and the absence of any block-
ing land mass in the Southern Hemisphere results in flow
around Antarctica and minimal North-South heat transport.

Computer model experiments suggest that the ocean circula-
tion is sensitive to changes in evaporation and injections of
fresh water. In today’s interglacial climate, ice volume (and
climate) is stable; however, during the glacial and transition
periods, ice sheet fluctuations injected large quantities of fresh-
water into the oceans, resulting in large changes in circulation.
Model simulations indicate that Atlantic Ocean circulation can
take three general forms: an interglacial mode, such as exists
today, in which warm water flow extends to the north of the
shallow sill between Scotland and Iceland before sinking (the
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Figure A14 Ice core records showing principal features of the global warming through the glacial-interglacial transition. The period of the
Antarctic Cold Reversal (ACR) is shaded. YD stands for Younger Dryas. (a) The overlaid plots are of atmospheric methane concentrations obtained
from trapped air in the GRIP, Law Dome and Byrd cores. The large and rapid changes associated with the Bglling Transition and the Younger Dryas
are used to synchronize the timing of the ice core records. (b) The stable isotope ratio (5'20) record from the GRIP (Greenland Icecore Project) core.
5'80 is a proxy for climatic temperature. The record shows the characteristic Northern Hemisphere pattern of a rapid rise at the Belling transition, a
decline into the Younger Dryas, a rapid jump out of the YD and a subsequent rise to Holocene temperature. (c) Antarctic ice core records: EPICA
and Dome C in inland East Antarctica, Vostok in central East Antarctica, Law Dome in coastal East Antarctic site, and Byrd in West Antarctica. GRIP,
Byrd and Vostok data, including original references, are available at IGBP PAGES/World Data Center-A for Paleoclimatology, NOAA/NGDC
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Atlantic Conveyer); a glacial mode, where the flow sinks to the
south of the sill; and a third mode in which the flow is essen-
tially cut off (see North Atlantic Deep Water and climate
change; Thermohaline Circulation). These three modes are rea-
sonably successful in describing two types of rapid change cli-
mate events seen in records from around the North Atlantic
Ocean: Dansgaard-Oeschger events (named after the ice core

paleoclimatologists Willi Dansgaard and Hans Oeschger) and
Heinrich events (named after the German paleoceanographer
Hartmut Heinrich). In Dansgaard-Oeschger events, cold glacial
conditions are interrupted by an abrupt (10—100 year) warm-
ing, which is followed by a slow cooling back to glacial condi-
tions over some 1,000 years. It is surmised that the glacial
mode of circulation, in which warm water sinks before
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reaching very far north, is abruptly enhanced, leading to an
interglacial mode of circulation and hence warmer climate in
the far north. Under glacial conditions, however, this mode is
not stable, so it gradually reverts to the glacial mode. Dans-
gaard-Oeschger events produce warming in the North and,
because of the enhanced transport of heat; cooling in the south
(the Atlantic Conveyer does not just carry warm tropical water
north but also water from the Southern Ocean). Heinrich events
operate in the opposite manner and enhance cooling in northern
mid-latitudes. Heinrich events presumably occur when surges
of the Laurentide Ice Sheet inject low-density freshwater into
the North Atlantic, reducing circulation from glacial levels
to the cutoff state. Heinrich events lead to the coldest condi-
tions in the northern records, but the Heinrich mode in which
Atlantic circulation is switched off is also unstable and circu-
lation reverts to a normal glacial mode after a few centuries.
Dansgaard-Oeschger and Heinrich events are observed
throughout the late glacial and the glacial/Holocene transition,
but not in the Holocene. The Belling Transition in the Northern
Hemisphere, the start of the Antarctic Cold Reversal at around
14,500 Bp, and the end of the Younger Dryas at 11,500 Bp are
the second to last and last Dansgaard-Oeschger events before
the warmer Holocene conditions led to the present-day stable
interglacial ocean circulation pattern.

A significant advance in our understanding of the climate
system came when air trapped in ice cores was used to syn-
chronize records from Greenland (representing the Northern
Hemisphere) and Antarctica (in the Southern Hemisphere).
The ice-core trapped-air synchronization method relies on the
fact that the atmosphere is well mixed on timescales of more
than a few years so that changes in the atmosphere can serve
as global time markers. The method is complicated, however,
because the air is not sampled when the snow is deposited on
the ice sheet surface, but is gradually trapped at a depth of
about 70 m when pores in between snow crystals are closed
by the weight of overlying snow. This produces two effects.
The first is that the trapped air is younger than the surrounding
ice (the ice that provides the proxy climate record) and the sec-
ond is that the trapped air does not represent a sample taken at
a single point in time. Typically, the age of the air is a few hun-
dred years younger in the Holocene and up to several thousand
years younger in glacial periods when snow accumulation rates
were much lower. The corresponding errors in the age are
likely to be around 100 and 1,000 years. Sites with higher
accumulation rates, where the ice is younger at depth, have cor-
respondingly smaller age uncertainties.

Using trapped air, Blunier and Brook (2001) showed that the
large millennial scale Dansgaard-Oeschger fluctuations seen in
Greenland records were synchronized with Antarctic records in
a distinct pattern; Antarctic temperature varied smoothly, warm-
ing for a few thousand years and then cooling for a similar period.
Greenland temperatures showed no increase while Antarctica
warmed, but exhibited a large temperature jump around the time
when the Antarctic went from warming to cooling (Figure A14).
A similar pattern occurs throughout the glacial period and
ends with the two events in the glacial-Holocene transition: the
Bolling Transition and the jump at the end of the Younger Dryas
(see Bolling-Allerad Interstadial; Younger Dryas).

Although the idea of one hemisphere driving the other in cli-
mate has now largely been discarded in favor of the concept
of a coupled feedback system, the timing and order of events
is important in determining cause and effect. Trapped air syn-
chronization using a high accumulation record from Law Dome

on the coast of East Antarctica has shown that, in the transi-
tion, the start of the ACR is not exactly synchronous with the
Bolling Transition but leads it by about 200 years (Figure A14
shows the sequence of events). Two hundred years is a relatively
short time and this figure is still subject to some uncertainty,
but the fact that the ACR occurs before the Northern
Hemisphere cooling makes it difficult to ascribe a simple North-
ern Hemisphere driver. A possible mechanism that might explain
the observed events comes from model simulations by Weaver
and others (2003). They find that injection of a large amount of
freshwater into the Southern Ocean by a surge of the Antarctic
Ice Sheet would enhance the flow of the Atlantic Conveyor.
The effect is similar but opposite in effect to the surges of the
Laurentide Ice Sheet that result in Heinrich events. Just as a surge
of the Laurentide Ice Sheet can slow or stop the Atlantic con-
veyer, a large amount of freshwater injected into the Southern
Ocean enhances the conveyer flow and hence the transport of
heat from the south to the north. The effect on climate would
be a cooling in the south at the same time or slightly preceding
a warming in the north.

Vincent I. Morgan
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ANTARCTIC GLACIATION HISTORY

The continent of Antarctica is currently 98% covered by two
connected continental-scale ice sheets plus smaller ice caps
and glaciers of the Antarctic Peninsula. The history and beha-
vior of the two large ice sheets, the East Antarctic Ice Sheet
(EAIS) and the West Antarctic Ice Sheet (WAIS) (Figure A15)
have had a major influence on Earth’s past climate. The waxing
and waning of Antarctica’s ice sheets are strongly tied to global
sea levels and climate change, ocean circulation patterns, Earth’s
albedo and life on the planet.

Antarctica’s glaciation history is partially a function of its sub-
ice topography. Underlying the EAIS are cratonic rocks and
mountain ranges that would be exposed subaerially if the ice sheet
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was removed (Figure A16) and that served as a foundation for ice
sheet inception. Exceptions include the Wilkes, Pensacola and
Aurora Subglacial Basins and the Amery Basin, which all lie
below sea level. In contrast, much of the bed beneath the WAIS lies
below sea level (Figure A16), reaching depths >2,000 m in the
Byrd Subglacial Basin and Bentley Subglacial Trench. The WAIS
occupies a rift-related basin that is bounded by the Transantarctic
Mountains (TAM) to the south and the mountain ranges of Marie

Figure A15 Antarctic place names along with ice shelves shown in
gray. WAIS, West Antarctic Ice Sheet; EAIS, East Antarctic Ice Sheet;
AP, Antarctic Peninsula; PB, Prydz Bay; TAM, Transantarctic Mountains;
CRP, Cape Roberts Project site; PIB, Pine Island Bay.

Byrd Land, Ellsworth Land and the Antarctic Peninsula to the
north. These mountain ranges have influenced regional atmo-
spheric circulation and also served as nucleation points for glacia-
tion. In these tectonically active regions, the isostatic changes to
the crust associated with ice sheet evolution is complicated by
the complex tectonic history. The uplift of the Transantarctic
Mountains, which reached their present height by ~34 Ma, played
a particularly important role in ice sheet development. Overall, the
fundamental differences in bed elevation between the EAIS and
WAIS translate into different histories and ice flow characteristics.

Another major factor that affected ice sheet development was
the opening of gateways, such as the Drake Passage and the
Tasmanian Seaway, which allowed thermal isolation of the
Antarctic continent after the breakup of Gondwana. Antarctica
moved into a polar position in the Cretaceous; however,
the complete opening of these rift-related gateways did not
occur until the early Cenozoic. Both gateways appear to have
opened near the Eocene-Oligocene boundary (34 Ma) (e.g.,
Lawver et al., 1992; Shipboard Scientific Party, 2000; Latimer
and Filippelli, 2002). These openings allowed the development
of the Antarctic Circumpolar Current (ACC), which prevents
the delivery of warm surface water to the Antarctic continent.
The details of the timing and influence of ACC onset on the
development of continental scale Antarctic ice are not well con-
strained (Barker and Thomas, 2003). Alternatively, DeConto
and Pollard (2003) argued that the opening of gateways was sec-
ondary to falling atmospheric CO, levels in causing Antarctic
ice sheet development. From model simulations, they suggest
that snowline lowering associated with falling CO, permitted
glacier growth.

Proxy records of ice volume changes can be derived from the
oxygen isotopic composition of deep-sea benthic foraminifera.
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Figure A16 Antarctic sub-ice topography and bathymetry. WB, Wilkes Basin; AB, Aurora Basin; PB, Pensacola Basin; AM, Amery Basin.

(Modified from Lythe et al., 2000.)
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Positive 6'*0 isotopic excursions can be interpreted as ice
volume increases and/or bottom water temperature decreases
(Figure A17). Assuming that the temperature effect on 'O
is accurately accounted for, the benthic foram oxygen isotopic
data indicate Antarctic ice sheet development at the Eocene-
Oligocene boundary (34 Ma) (Shackleton and Kennett, 1975;
Zachos et al., 2001). The isotopic data also indicate persistence
of this ice until about 26 Ma when the 6'*0 decreased > 1%o.
Zachos et al. (2001) interpreted part of this decrease as a reduc-
tion in Antarctic ice volume. The mid-Miocene increase in §'*0
is interpreted to represent the regrowth of the EAIS, followed
several million years later by development of the WAIS
(Figure A17). The lag in WAIS development is attributed to
the bed elevation differences between East and West Antarctica.
Since much of the bed beneath the WAIS is well below sea level
(>700 m) (Figure A16), the ice had to become thick enough to
overcome buoyancy effects in order to ground on the seafloor.
Southern Ocean records of ice-rafted debris (IRD) provide
some of the earliest sedimentological evidence of Antarctic
glaciation. Deep Sea Drilling Project (DSDP) and Ocean Dril-
ling Program (ODP) sites in the Southern Ocean show a wide
variety of dates for onset of ice rafting and range from the latest
Cretaceous to the Pliocene (Anderson, 1999). Minor occur-
rences of IRD are found at several sites around the continent

in the late Eocene and early Oligocene, and the majority of
sites show either minor or significant IRD content during the
Miocene. One limitation of IRD records is that ice sheet
volume cannot be determined; IRD only indicates that glaciers
were calving from Antarctica and the icebergs reached the
Southern Ocean.

Ice sheet evolution studies from the Antarctic continental
margin draw upon marine seismic surveys, drill cores, and
gravity cores. A number of DSDP and ODP cores have been
collected around the Antarctic margin as well as the Southern
Ocean, yielding volumes of data. Continental shelf sites that
have targeted Cenozoic records of Antarctic glaciation include
DSDP sites 270-273 in the Ross Sea, ODP sites 739742
and 1,166 in Prydz Bay, and sites 1,098—1,100, 1,102 and
1,103 from the western Antarctic Peninsula. Few cores have
been drilled on the continental shelves, in part because of the
poor recovery that is common from these sites. For instance,
ODP sites 1,100, 1,102 and 1,003 on the outer continental shelf
averaged <14% recovery when trying to core through diamict
(Shipboard Scientific Party, 1999).

The eastern Ross Sea DSDP sites contain Mid-Late Eocene
to Early Oligocene glacial and glacial marine sediment (Hayes
and Frakes, 1975; Hambrey, 1993). In these cores, a clear gla-
cial sedimentary signal appears in the late Oligocene to early
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Figure A17 Composite oxygen isostopic curve from benthic foraminifera showing interpretation of Antarctic ice sheet evolution.

(Modified from Zachos et al., 2001.)
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Miocene with extensive ice throughout the early Miocene.
More recently, cores drilled in the western Ross Sea for the
Cape Roberts Project (Figure A15) contain a nearly complete
record of Antarctic history from about 34 to 17 Ma and provide
an excellent regional record of ice sheet evolution. The cores
were drilled from a sea ice platform and around 1,500 m of
Cenozoic sediments were recovered from three closely spaced
sites. As in the eastern Ross Sea, these Oligocene sediments
on the flanks of the Transantarctic Mountains record a glacial
marine setting from 34 to 24 Ma, indicated by the presence
of ice-rafted debris. From 24 to 17 Ma, grounded ice became
more extensive under a cooler climate (Cape Roberts Science
Team, 1999). In total, the Cape Roberts cores provide evidence
of at least 22 cycles of glacial advance and retreat in the Oligo-
cene and early Miocene.

In the Leg 188 synthesis of Prydz Bay cores, Cooper and
O’Brien (2004) reported that glacial sediments first appeared
on the continental shelf near the Eocene-Oligocene boundary,
similar to the Ross Sea records. Prydz Bay Miocene sediments
record a transition from a meltwater-rich setting to an IRD-
dominated setting, reflecting a temperate to cold climate transi-
tion and buildup of ice in East Antarctica. Uplifted Miocene
glacial marine sediments of the Pagodroma Group are exposed
in the Prince Charles Mountains south of Prydz Bay (Hambrey
and McKelvey, 2000). These strata support observations from
the marine record, although the exact timing of the transition
from temperate to polar conditions is not well constrained.

Marine seismic surveys provide a regional context for core
data and are therefore valuable records of past ice sheet fluctua-
tions. Major ice sheet advances are indicated by widespread
erosional events, which produce strong seismic reflections that
truncate underlying strata and that have a distinctive prograda-
tional geometry. The number of such erosional surfaces on a
continental shelf represents a minimum number of ice sheet
advances because evidence for some advances may be erased
by subsequent ice sheet erosion of the shelf. Because of limited
core recovery on the shelves, many seismic records lack age
control on the glacial unconformities. The age of nearshore
unconformities has been linked to Southern Ocean IRD
records; however, increases in IRD abundance have been
ascribed to both ice sheet maxima and minima (Anderson,
1999), thus clouding the issue of the timing of glacial fluctua-
tions. Even considering these limitations, marine seismic
records provide clear evidence of numerous major ice sheet
fluctuations across the continental shelf since the Oligocene.

The Ross Sea has been extensively characterized by seismic
surveys and a recent compilation of eastern Ross Sea seismic
data is interpreted to show the presence of localized West
Antarctic ice caps in the Early Oligocene (De Santis et al.,
1995). Bart (2003) reported at least two episodes of Ross Sea
glaciation to the outer continental shelf during the early
mid-Miocene and suggested that it was a WAIS-dominated
expansion. This reconstruction requires the WAIS expansion to
precede the major EAIS regrowth after 14 Ma (Figure A17).
Bart (2003) discussed the contradictions with 'O Antarctic
ice sheet evolution, which suggest full WAIS development in
the late Miocene (Zachos et al., 2001). Bart (2003) argued that
possibly the bed of the WAIS was above sea level or that ocean
and atmospheric temperatures in West Antarctica were cooler
than previously thought. Marine seismic records around the
East Antarctic perimeter also show major erosional events begin-
ning in the Oligocene and continuing throughout the Miocene
(Anderson, 1999).

The Pliocene ice sheet configuration has been the subject of
vigorous debate and two contradictory reconstructions have
been proposed. One model suggests that the EAIS has
remained a stable continental-scale ice sheet since the Miocene
whereas the other reconstruction suggests that the size of the
EAIS was dramatically reduced from the late Miocene to
mid- Pliocene, allowing marine incursion into the Wilkes-
Pensacola Basins (Figure A16). Part of the debate stems from
alternative explanations for the presence of marine diatoms in
Sirius Formation glacial deposits that outcrop in the TAM at
elevations from 1,750 to 2,500 m. Webb et al. (1984) suggested
that these marine diatoms reflect airborne transport and subse-
quent deposition, and movement of sediment by glacial ice fol-
lowing a major deglaciation of East Antarctica. Others have
suggested that the marine diatoms were transported to the Sir-
ius Formation directly by eolian processes (e.g., Sugden et al.,
1993). Additionally, Sugden et al. (1995) reported the presence
of Miocene-age glacial ice in the East Antarctic Dry Valleys,
indicating stable polar conditions for at least the past 8 million
years. However, cosmogenic *He isotope data from depth pro-
files of till deposits in the region indicate high ablation rates,
which is inconsistent with the presence of Miocene ice (Ng
et al., 2005). The Pliocene climatic conditions and ice sheet
configuration remain unresolved.

The marine evidence for Pliocene ice sheet fluctuations is
less controversial but does not necessarily resolve the disparate
terrestrial reconstructions. Combining DSDP and ODP core
data with seismic data from the eastern Ross Sea, Antarctic
Peninsula, and Prydz Bay, Bart (2001) estimated that all
regions of Antarctica experienced one major ice sheet advance
during the early Pliocene (5-3.5 Ma) and that the Antarctic
Peninsula dataset shows at least six glacial erosional unconfor-
mities during this time. Using ice volume estimates from
Southern Ocean 6'®0 records and the seismic data, Bart
(2001) suggested that, at times, the Pliocene ice sheet volume
might have exceeded the Last Glacial Maximum (LGM) ice
volume.

Pleistocene ice sheet reconstructions benefit from the data
obtained from numerous ice cores that have been drilled in East
and West Antarctica. These cores provide a nearly continuous
record of environmental conditions both in the ice sheet interior
and near the margin. All long ice core records show clear
glacial-interglacial cycles, but details vary by site. For instance,
the Siple Dome core shows an abrupt 6 °C increase in tempera-
ture at 22 ka (Taylor et al., 2004). This rapid warming has not
been observed in other Antarctic ice cores. Climate records
from the Dome C ice core now extend back over 700,000 years
(Figure A18) (EPICA community members, 2004) and provide
vital information about Earth’s past greenhouse gas levels, as
well as local paleotemperature estimates. Preliminary isotopic
data from this record indicate that the variability in EAIS surface
elevation since the mid-Pleistocene is similar to the variability
over the past 40 kyr (EPICA community members, 2004).

Pre-LGM ice core records and glacial geological records
cannot yet be unambiguously linked because of problems with
chronology and lack of sediment cores that recover pre-LGM
deposits. There is some evidence of a smaller Pleistocene
WAIS in the Ross Sea. Scherer et al. (1998) reported evidence
for major WAIS size reduction based on the presence of
Quaternary diatoms in till collected from beneath Ice Stream
B (Whillans Ice Stream) in the Ross Sea sector of the WAIS.

The evolution of the Antarctic Ice Sheet during and since
the LGM has been studied extensively. The marine records
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Figure A18 Dome C ice core data. oD is a temperature proxy and the Dome C data (EDC) show strong similarity to the shorter Vostok record.

(Modified from EPICA community members, 2004.)

of the late Pleistocene have been accessed through piston cor-
ing, high-resolution seismic surveys and swath bathymetric
surveys of the seafloor. On land, raised beaches, lacustrine
sediments and moraines also provide important constraints on
ice sheet history. The detailed LGM ice sheet reconstruc-
tions provide important limits for modeling exercises whose
ultimate goal is predicting the fate of Antarctic ice under various
climatic conditions. The chronological resolution of most
continental margin records is limited by challenges with radio-
carbon dating and is substantially lower than the equivalent
deposits of the Northern Hemisphere. The ocean reservoir
correction is well-known for carbonates (1,200—1,300 years)
(Gordon and Harkness, 1992; Berkman and Forman, 1996);
however, little carbonate material is preserved in the shelf sedi-
ments. The alternative of dating the acid-insoluble bulk organic
fraction of marine sediments produces ages older than expected.
Andrews et al. (1999) discussed strategies to correct these dates.

The timing of ice sheet advance around the continent is not
well constrained for the LGM and therefore cannot provide infor-
mation on the synchronicity of the behavior of the WAIS and
EAIS. In the Ross Embayment, the LGM ice sheet grounded in
McMurdo Sound (south of Cape Roberts) and blocked the
mouths of the Dry Valleys after 26.9 '“C ka and remained in that
position until 12.7 **C ka (Denton and Marchant, 2000). Radio-
carbon dates from central Ross Sea till show a somewhat later
advance in this region, with ice reaching its maximum position
as late as ~14 C ka (Licht and Andrews, 2002). These data,
however, do not provide the spatial resolution needed to charac-
terize the WAIS and EAIS advances separately. The timing of'ice
advance across the Antarctic Peninsula, Weddell Sea and East
Antarctic continental shelves is effectively unknown.

Ice-sheet size reconstructions for the LGM are constrained by
terrestrial and marine geological records, which show that the
WALIS and EAIS did not achieve an equilibrium thickness or
position. Supporting evidence includes the observation that
grounded ice did not reach the continental shelf break in many
places around the perimeter, that ice of the East Antarctic interior

did not thicken substantially (Denton et al., 1989), and that ice
may have only remained at its furthest extent for 2—3 kyr. Numer-
ical models confirm that this is not an equilibrium position (e.g.,
Steig et al., 2001). Summaries of Antarctica’s LGM ice extent
and deglaciation can be found in Ingdlfsson et al. (1998) and
Bentley (1999) for terrestrial records, and Anderson et al.
(2002) for marine records. The largest area with sparse data on
ice extent and chronology is the Weddell Sea.

The characteristics of the LGM ice sheet, such as velocity,
thickness and flow directions, provide important information
on ice sheet dynamics. Marine geophysical studies of seafloor
morphology and geometry of the strata around the Antarctic mar-
gin have been used to identify the signature of paleo ice streams.
Evidence of past ice streams typically includes glacial lineations
developed in deformable till (Figure A19). These features range
in age from Miocene to LGM and have been reported for Prydz
Bay (e.g., O’Brien and Harris, 1996), the Ross Sea (e.g., Shipp
et al., 1999) and the Antarctic Peninsula (e.g., Canals et al.,
2000). Past ice flow paths have been constrained for the Ross
Embayment using till provenance. Recent studies have shown
that till from TAM outlet glaciers and from beneath West Antarc-
tic ice streams have unique isotopic and sand petrographic signa-
tures that can be identified in Ross Sea till (Farmer et al., 2006;
Licht et al., 2005). The central Ross Sea was identified as the
zone of convergent flow from the EAIS and WAIS, which
requires substantial reorganization of the West Antarctic ice
streams between the LGM and today.

The timing of deglaciation from the maximum grounded ice
extent was, in most places around the Antarctic margin, later than
the eustatic sea level minimum at 18 "*C ka, as reported by Fair-
banks (1989) and subsequently confirmed at additional sites.
Most records from Prydz Bay and the adjacent East Antarctic
margin show evidence of initial deglaciation between 11 and 10
C ka (summarized in Ingélfsson et al., 1998). Similarly, initial
ice sheet retreat from the Antarctic Peninsula LGM positions
occurred ~12—11 "Cka (e.g., Domack etal., 1991; Pudsey etal.,
1994). The oldest dates on raised marine deposits along the
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Figure A19 Glacial lineations in Marguerite Bay imaged with swath bathymetry. (Modified from Dowdeswell et al., 2004.)

Antarctic Peninsula, which indicate ice retreat onshore, range
from 8.4 to 6 "C ka (Ingolfsson et al., 1998). The timing of ice
sheet retreat is well constrained for the western Ross Sea, but
more uncertain for the central and eastern Ross Sea (e.g., Licht
and Andrews, 2002). Ice sheet retreat from the western Ross
Seabegan at ~12 ka (Domack etal., 1999), reached the Drygalski
Trough at ~9 ka, and Ross Island at ~7 ka (Licht et al., 1996).
The timing of ice sheet retreat from the western Ross Embayment
was also estimated from a postglacial rebound curve created for
the Scott Coast (west of Ross Island) (Hall and Denton, 1999).
Unloading of the crust from ice sheet retreat led to coastal uplift
of 8-31 m. Rapid uplift began at about 6.5 *C ka, indicating that
ice sheet retreated shortly before this time. The timing of ice sheet
retreat inferred from these coastal deposits agrees closely with the
marine record of ice sheet retreat from the McMurdo Sound
region (Licht et al., 1996). The Ross Embayment retreat chronol-
ogy provides no evidence of rapid or catastrophic deglaciation
(e.g., Conway et al., 1999). It is unclear whether the ice in the
Weddell Sea sector of the continent behaved in lockstep with
Ross Embayment ice because the deglaciation chronology is
effectively unknown (Anderson et al., 2002).

The sources of rapid rises in sea level (2—5 cm yr!') during
the latest Pleistocene, called meltwater pulse (mwp) 1A and 1B
(Fairbanks, 1989), have been controversial and Antarctica has
been implicated as a primary source for mwp-1A at ~12.5
4C ka (Clark et al., 1996). However, Antarctic deglaciation
chronologies show that much of the ice retreat occurred after
mwp-1A and that the ice volume reduction was too small to
account for the observed rise (Licht, 2004).

More recently an increase in mean annual surface air
temperature of 2.5°C has been measured at Faraday Station
on the Antarctic Peninsula since 1945. This warming, plus an
increase in ocean temperatures has been blamed for the recent
disintegration of ice shelves on the eastern side of the Antarctic
Peninsula (Rott et al., 1996) and in Pine Island Bay (Rignot,
1998). However, most of the continent is not warming and

if remains uncertain how Antarctic ice will respond to future
global change and rising sea level.

Kathy Licht
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Introduction

Sea ice results from the freezing of surface sea water. In the
Southern Ocean, sea ice surrounds the Antarctic continent and
it today covers 20 x 10° km? in winter and only 4 x 10° km?
in summer (Gloersen et al., 1992). This pronounced seasonal
cycle strongly affects the climate of the Southern Hemisphere
through its impacts on the energy and gas budget, atmospheric
circulation, the hydrological cycle, and biological productivity
(Figure A20). Sea ice also modulates the climate of remote
places through its impact on deep and intermediate oceanic cir-
culations. More details about sea ice formation, its seasonal
cycle and its importance in the climate and ocean systems
can be found in the entry on Arctic sea ice, this volume.

Sea ice is a very reactive component of the cryosphere. It
has experienced drastic changes through time. Whaling ship
records (de la Mare, 1997), satellite measurements (Cavalieri
et al., 2003), and ice core data (Curran et al., 2003) indicate
that Antarctic sea ice underwent a dramatic decrease in maxi-
mum extent since the 1950s. Such a reduction may accelerate
in the near future because of global warming, and this will in
turn have important feedbacks on future climate. However,
sea ice is still not well-computed in climate models because
of its complicated relationship with climate change over a large
range of timescales. One way to ameliorate our understanding
of such relationship is to reconstruct sea ice extent over long
time periods and certain key periods for which the global cli-
mate is reasonably well-known. These reconstructions, which
started in the early 1980s, are still very sparse in numbers
and coverage because of the scarcity of good sediment
sequences in the Southern Ocean.

Three long records from the Atlantic and Indian sectors of
the Southern Ocean are presented here to give an idea of sea
ice dynamics over the last two climatic cycles. A map of winter
and summer sea ice extent at the Last Glacial Maximum
(LGM) is also shown to illustrate sea ice distribution under a
very different climatic state from the present.

Long records

Long records of sea ice extent result almost exclusively from
the investigation of fossil diatom assemblages preserved in
deep-sea sediments. Diatoms are the most abundant photosyn-
thetic micro-algae in Southern Ocean surface waters. The cell
is surrounded by a test of biogenic silica that is generally well
preserved in sediments subsequent to the organism’s death.
Some diatom species thriving in Antarctic waters present a
strong affinity to sea ice (Horner, 1985) and are therefore most
useful to estimate sea ice cover in the past.

Fossil sea ice diatoms can be used qualitatively to estimate
past seasonal sea ice extent. Abundances greater than 3% of
Fragilariopsis curta and F. cylindrus denote a recurrent pre-
sence of seasonal winter sea ice while abundance greater than
3% of F. obliquecostata marks the returning presence of sum-
mer sea ice at the core location (Gersonde and Zielinski,
2000). Increasing abundances of these taxa indicate greater
sea ice cover. Fossil diatoms can also be used quantitatively,
based on a statistical treatment of 30 diatom species including
sea ice taxa and open ocean taxa (Crosta et al., 1998a). In this
statistical method, called the Modern Analog Technique or
MAT, open ocean taxa are essential in constraining the seasonal
sea ice edge. The MAT compares the fossil diatom assemblages
to a set of core-top diatom assemblages with known modern
surface conditions that are subsequently used to attribute an
estimate of sea ice duration in number of months per year to
the fossil sample.

Long records of Antarctic sea ice extent are very rare and
are restricted to the Atlantic and Indian sectors to date. Three
records from the east Indian sector (core SO136-111, black
curve in Figure A21), and the Atlantic sector (core TNO57-
13PC4, dark blue curve in Figure A21; and core PS1768-8,
light blue curve in Figure A21) are shown. Sea ice conditions
at the first two core locations were estimated by MAT (Hodell
et al., 2000; Shemesh et al., 2002; Crosta et al., 2004), while
winter sea ice conditions at the third core site were documented
by relative abundances of F. curta + cylindrus (Gersonde and
Zielinski, 2000).

The three records give a very coherent picture of sea
ice advance and retreat around Antarctica during the Late
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Quaternary, although the amplitude of sea ice changes are more  free during other warm periods such as Marine Isotopic Stages
important in the Atlantic sector (Figure A21) in relation to the 5 and 7 (MIS 5 and MIS 7 respectively). Winter sea ice extent
presence of the Weddell Gyre promoting northward ice trans-  during these periods was certainly very comparable to that of
port. Today the cores are a few degrees latitude northward of today. At interglacial-glacial transitions, sea ice advanced very
the winter sea ice edge (Figure A22), and were similarly ice rapidly to reach its full glacial extent within a few thousand
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years (Figure A21). The two longest records indicate that sea
ice conditions were certainly comparable during every glacial
stage of the last 220 kyspr. During glacial-interglacial transi-
tions, sea ice retreats back very rapidly to its modern position
within a few thousand years.

Sea ice advance and retreat are initiated by atmospheric and
oceanic temperature changes but, due to the very reactive
nature of sea ice, it reaches full glacial or full interglacial
condition before the completion of the temperature change
(Bianchi and Gersonde, 2002). Conversely, variations in sea
ice cover during full glacial conditions are linked to feedback
processes of wind stress and atmospheric temperatures.

Last glacial maximum

In the early 1980s, a tremendous effort was applied to reconstruct
global conditions of the Earth at the Last Glacial Maximum
(LGM), (CLIMAP, 1981). For the Southern Ocean, the recon-
struction was based on estimates of sea-surface temperatures
via a radiolarian-based transfer function and winter and summer
sea ice limits via a combination of micropaleontological and
lithological tracers. According to CLIMAP (1981), winter sea
ice edge was 5—10°latitude northward of its modern position,
overlying the modern Antarctic Polar Front (Figure A22), due
to colder air and sea-surface temperatures and more intense
winds. The winter sea ice cover at the LGM was therefore twice
that of the modern surface. Similarly, the LGM summer sea ice
edge was projected northward of its modern position, overlying
the modern winter sea ice margin (Figure A22). The summer
sea ice cover was thus 5—6 times greater than its modern coun-
terpart is. A permanently covered area of around 20 x 10° km?
was estimated, strongly affecting the Southern Hemisphere cli-
mate. For example, paleoclimatic models attribute a 70 ppm
impact on atmospheric CO, to the Southern Ocean, out of the
80 ppm drop observed on the glacial-interglacial timescale
when CLIMARP sea ice limits are introduced as boundary condi-
tions (Stephens and Keeling, 2000).

Soon after the CLIMAP (1981) report, summer sea ice
extent was found to actually represent spring sea ice extent
(Burckle et al., 1982). However, no proxy was calibrated
to document summer sea ice cover until the development of
diatom-based transfer functions in the late 1990s that crystal-
lized the relationships between diatoms and surface conditions
(Zielinski and Gersonde, 1997; Crosta et al., 1998a). Diatom
assemblages confirm a doubling of the winter sea ice cover at
the LGM mainly due to the progression of the compacted sea
ice (Burckle and Mortlock, 1998; Crosta et al., 1998b). Conver-
sely, diatom assemblages argue for a more restricted summer
sea ice cover than previously estimated (Figure A22). In the
Atlantic sector, off the Weddell Sea, the glacial summer sea
ice margin was certainly displaced northward to overlie the
modern Antarctic Polar Front (Armand and Leventer, 2003).
A similar situation probably prevailed in the western Pacific
off the Ross Sea. In the Indian and the eastern Pacific, how-
ever, glacial summer sea ice cover was more comparable to
modern conditions prevailing in these sectors. In the Northern
Hemisphere, similarly, LGM winter sea ice cover was greatly
expanded, while summer sea ice cover was comparable to
today (de Vernal and Hillaire-Marcel, 2000). Paleoclimatic mod-
els estimate a 5-30 ppm impact of Antarctic sea ice cover on the
glacial atmospheric CO, drop when sea ice extent and concen-
tration data in agreement with diatom-based reconstructions are
used as boundary conditions (Morales-Maqueda and Rahmstorf,

2002; Bopp et al., 2003). Although Antarctic sea ice, and more
globally the Southern Ocean, is certainly a key component in
regulating atmospheric CO, variations through albedo feedback,
and therefore climate changes, it alone cannot explain glacial-
interglacial changes in pCO, that are dependant upon feedbacks
involving several components of the internal climate system.

Conclusion

Despite its importance in global climate change, Antarctic sea
ice extent during the Late Quaternary has been weakly docu-
mented, in part because few proxies have been developed that
can document past sea ice conditions and, in part, because of
the lack of good sediment records. Early reconstructions of
sea ice extent focused on the Last Glacial Maximum. Such
reconstructions were still recently used in modeling. However,
the evolution of paleoclimate models requires long records of
sea ice cover to confront its dynamic response to climate
changes. Very few such records exist, but they all argue for
very rapid waxing and waning at climate transitions, leading
to Antarctic sea ice cover doubling or halving in a few thou-
sand years. Such variations in ice cover have deep impacts on
the global climate through the albedo, the hydrological and
wind systems, the deep and intermediate oceanic circulations,
the transfer of gas and energy at the ocean-atmosphere inter-
face, and the biological pump.

Xavier Crosta
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ARCHEAN ENVIRONMENTS

A primary research objective in the study of Archean rocks
(>2.5 Ga) has been to determine conditions on the surface of
the Earth during the first two billion years of its history. Recent
advances in isotope geochemistry and geochemical microanaly-
sis have allowed new insights into the earliest few hundred
million years of Earth’s history, and have pushed back the time
at which the first life could have emerged.

The earliest subdivision of the Archean Eon beginning with
Earth’s accretion at 4.56 Ga and extending to ca. 4.0-3.8 Ga,
has been called both the Priscoan (“previous time”) Era and
Hadean (“Hell-like”) Era. These divisions of geologic time
are based on the inherent bias of the rock record, making

distinctions in part based on whether or not rocks have survived.
The term “Hadean” is also based on the preconception that
Earth was so hot from formation and bombardment by meteor-
ites that the atmosphere was dominated by steam and rock deb-
ris, and solid material would have been pulverized or melted
(Cloud, 1972). Detrital zircon crystals (ZrSiO,4) from this per-
iod challenge this preconception (Compston and Pidgeon,
1986; Mojzsis et al., 2001; Peck et al., 2001; Wilde et al.,
2001; Valley et al., 2002; Cavosie et al., 2004, 2005), and pro-
vide evidence for proto-continental crust and low temperatures
at the surface of the Earth during the period 4.4-4.0 Ga.

4.57 to 4.45 Ga: the hot early earth

The most widely-cited age of the Earth is ca. 4.55 Ga as deter-
mined by Claire Patterson from lead isotopes in primitive
meteorites and terrestrial sediments (Patterson, 1956). This is
the age of condensation of solid material from the solar nebula
(since revised to 4.56—4.57 Ga), and dates the origin of the
material from which Earth began to accrete.

There are no recognized terrestrial samples from the first
150 Myr of Earth’s history, thus constraints on surface condi-
tions are inferred from isotopic data and the geologic history
of the Moon. The currently accepted model of Moon formation
calls for impact of the Earth with a planet-sized bolide, causing
separation of the Moon from Earth’s mantle (Canup and
Righter, 2000). This model explains the orbit of the Moon
and its geochemical similarity to Earth. The oldest Moon rocks
have ages ca. 4.49 Ga, constraining the age of the catastrophic
impact (Canup and Righter, 2000) and in agreement with W
isotopes, which suggest formation of the Moon within 30 Myr
of the Earth’s accretion (Halliday, 2000).

Heat from meteorite impacts, residual heat from the Earth’s
accretion and core formation, and high heat production from
radioactive elements likely made the surface unsuitable for
the formation of oceans and continents during the beginning
of Earth’s history. For example, estimates of heat production
from the early Earth’s store of radioactive elements are on the
order of 3—6 times that of today (Pollock, 1997). Conditions
on the surface may have been extreme enough to form magma
oceans until the waning of large impacts and the dissipation
of heat into space (cf. Jones and Palme, 2000). Dissipation of
heat could have resulted in rapid and turbulent mantle con-
vection well into the Archean (Pollock, 1997). The last large
terrestrial impact could have caused the resetting (and presum-
ably planet-scale mixing) of xenon and other isotope systems at
4.45 + 0.05 Ga (Zhang, 2002). It is possible that a slightly
older impact formed the Moon. No terrestrial materials appear
to have survived this last catastrophic event.

The cool early earth: evidence from 4.40 to 4.00 Ga
detrital zircons

In the early 1980s newly developed ion microprobe technology
was used to identify individual zircon crystals older than
4.0 Ga (Froude et al., 1983; Compston and Pidgeon, 1986).
These crystals were eroded from their original host rocks, trans-
ported by water ca. 3 Ga, and are now found in metasedimentary
rocks of the Narryer Gneiss Complex (Western Australia). The ori-
ginal >4.0 Ga igneous rocks are not known to have survived ero-
sion and recycling. These Zircon crystals provide the only direct
evidence for conditions at the surface of the Earth >4.0 Ga, as no
other samples of solid material are known from this time period.
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Recently, a crystal dated at 4.4 Ga was discovered (Wilde et al.,
2001), providing a glimpse of conditions within 160 Myr of the
Earth’s accretion.

Zircons from Western Australia are evidence for 4.4-4.0 Ga
rocks similar to modern continental crust. Mineral inclusions in
the 4.4 Ga zircon include SiO, (Peck et al., 2001; Wilde et al.,
2001; Cavosie et al., 2004), indicating crystallization from an
evolved, silica-saturated magma. Similar conditions have been
inferred for other Archean magmas based on inclusions from
other 4.2-4.0 Ga zircons (Maas et al., 1992). Trace element
compositions (including rare earth elements) of these zircons
are also elevated relative to the mantle, consistent with crystal-
lization from an evolved magma (Maas et al., 1992; Peck et al.,
2001). All of these lines of evidence suggest the existence of
igneous rocks similar to those of modern continental crust.

Isotopic analysis of these 4.4—4.0 Ga crystals has provided
new constraints on surface conditions of the Earth (Peck et al.,
2000, 2001; Mojzsis et al., 2001; Wilde et al., 2001; Cavosie et al.,
2005). Oxygen isotope ratios (**0/'°0) of these crystals are ele-
vated relative to the primitive ratios of the Earth’s mantle and the
Moon (Valley, 2003). Elevated oxygen isotope ratios in terrestrial
materials are most typically caused by low-temperature interac-
tion between rocks and water at the surface of the Earth (i.e.,
hydrothermal alteration or low-temperature mineral formation).
Magmas with elevated oxygen isotope ratios are formed by melt-
ing or assimilation of this material. The possible presence of
liquid water calls into question some widely assumed conditions
of the “hell-like” nature of the early Earth (Valley et al., 2002).

Emergence of continental crust

The first igneous rocks on Earth were most likely basaltic
or komatiitic, with similarities to modern oceanic crust (e.g.,
Taylor, 1992). Lack of preservation of this crust may be due to
melting and recycling back into the mantle. The timing and
development of continental crust is a fundamental question as
to surface conditions of the early Earth. The oldest recognized
continental crust is 4.03 Ga granitic gneiss preserved in the
Acasta Gneiss Complex, Northwest Territories, Canada. These
strongly deformed rocks constitute <20 km?* of the 4.0-2.6 Ga
Slave Craton. Other remnants of early (>3.8 Ga) crust are lim-
ited to a few thousand square kilometers in the Uivak gneisses
of Labrador, the Qianxi and Anshan Complexes in China, the
Napier Complex of Antarctica, and the Isaq Gneiss Complex
and Aasivik Terrane of southwestern Greenland (Figure A23).
Sedimentary rocks ca. 3.5-3.0 Ga in age contain some of the
oldest recognized terrestrial material: 4.4—3.2 Ga detrital zircons
in the Narryer Gneiss Complex, detrital zircons as old as 4.0 Ga
from the Wyoming Province, USA, and detrital zircons as old as
3.85 Ga from metasediments in the Qianxi complex (see
Nutman et al., 2001). The Archean rock record is more complete
for rocks ca. 3.5 Ga and younger.

The small amount of early Archean crust can either be inter-
preted as the surviving pieces of once extensive continental
crust or as a reflection of the low rate of continental crust pro-
duction in the early Archean. This dichotomy is reflected in
different crustal growth models developed over the last
30 years: some propose rapid generation of Archean crust
(most of which would be recycled), while others call for initi-
ally slow growth. Studies of middle Archean sediments support
this latter view (e.g., Nutman et al., 2001), as recycled early
Archean rocks constitute a minor component. This contrasts
with geochemical signatures from the Acasta Gneiss, the Itsaq

Figure A23 Preserved Archean crust (>2.5 Ga), (after Bowring and
Housh, 1995) and localities >3.8, mentioned in text.

Gneiss Complex, and >4.0 Ga detrital zircons that show deri-
vation from a mantle which had already produced crust earlier
in its history (>4.3 Ga; see Jacobsen, 2003 and references
therein). Taken with the continental affinities of the Jack Hills
detrital zircons, there is now ample evidence for continental
crust between 4.4 and 4.0 Ga. Most of this original crust was
eroded and/or recycled back into the mantle, perhaps aided
by meteorite bombardment of the early Earth.

Timing of meteorite bombardment

Meteorite bombardment of the Earth during the period 4.4—3.8 Ga
is known from the cratering record of other bodies in the
inner solar system, but the terrestrial record has been erased
by plate tectonics and erosion. On the Moon (where impact
events have been dated) the time-integrated flux of impacts
is estimated through crater density, addition of material to
lunar crust, and the extent of impact stirring (Arrhenius and
Lepland, 2000; Hartmann et al., 2000).

The terrestrial meteorite flux over time is controversial and
has not been uniquely determined. Presumably meteorite bom-
bardment would have been at its peak early in the Solar Sys-
tem’s history, during and preceding extraction of the moon at
ca. 4.5 Ga. The waning of impacts is not well constrained,
although many lunar samples of impact glass yield a group-
ing of ~3.9 Ga ages called the “late heavy bombardment”
(e.g., Cohen et al., 2000). If the rate of impacts has decreased
steadily through time, then the high rate of impacting at
3.9 Ga suggests even more impacts earlier.

However, recent dating of lunar impact glasses supports an
alternate hypothesis: that the cluster of 3.9 Ga ages represents
a renewal of impact intensity caused by deflection of materials
from the outer Solar System (Cohen et al., 2000). If the Earth
was subjected to a spike of meteorite bombardment ca. 3.9 Ga,
then the 4.4—4.0 Ga interval might have been relatively tranquil,
consistent with cooler surface temperatures inferred from zircons
crystallized during this period (see Valley et al., 2002).

The terrestrial record of bombardment is equivocal. There
are no reported descriptions of shock features in 4.4-3.8 Ga
zircons or rocks, as would be expected if they had been
involved in large impacts. Metasedimentary rocks from south-
western Greenland (3.8—3.7 Ga) do not contain impact-related
sedimentary structures (i.e., surge deposits, see Arrhenius and
Lepland, 2000), nor has measurable extraterrestrial iridium
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been found. However, evidence has been presented for an ele-
vated extraterrestrial tungsten isotope signature in Isua metase-
diments of Greenland (Schoenberg et al., 2002), similar to
evidence for extraterrestrial chromium isotopes associated with
~3.2 Ga South African beds of impact glass (Kyte et al., 2003).

The timing of the early bombardment of Earth is poorly
constrained and limited by the rocks available for study. How-
ever, indirect geologic and geochemical evidence for liquid
water during this period argues for at least transient periods
of quiescence during bombardment. It is possible that tranquil
periods allowed the precipitation of oceans between ~4.4 (the
first evidence for continental crust) and 3.9 Ga (the late heavy
bombardment).

Oceans

A critical parameter for evaluating surface conditions on Earth
is whether or not liquid water is a stable phase, a function of
both temperature and vapor pressure of the atmosphere. Supra-
crustal rocks in the Itsaq Gneiss Complex (the Isua and Akilia
Island localities) are the earliest known rocks deposited in
water: 3.8—3.7 Ga pillow lavas and chemical sediments (Myers
and Crowley, 2000). The age and ultimate origin of rocks of the
Akilia Island locality are controversial, but the Isua lithologies
are widely accepted as having formed under submarine condi-
tions (below wave base according to Fedo et al., 2001). The next
oldest unequivocal evidence for submarine deposition, although
indirect, is the abundance of metasediments <3.5 Ga world-
wide. Volcanogenic massive sulfide deposits are also common
in rocks <3.4 Ga and could have formed at a variety of ocean
depths (including deep water >1,000 m; Rasmussen, 2000).

There are critical gaps in the rock record from >3.8 Ga and
between 3.7 and 3.5 Ga, a period during which life is believed
to have originated. A proxy for the presence of water is the
geochemical signature of water-rock interaction associated with
Archean detrital zircons (Peck et al., 2001; Mojzsis et al., 2001;
Wilde et al., 2001; Valley et al., 2002; Cavosie et al., 2005).
The elevated oxygen isotope ratios in these 4.4—4.0 Ga zircons
are consistent with low-temperature exchange between rocks
and water. On the modern seafloor, hydrothermal alteration
< ca. 250 °C produces similar oxygen isotope ratios, but there
is more uncertainty as to the conditions of water-rock inter-
action during the Archean. Lower temperature estimates are
plausible if: (a) oxygen isotope ratios of the oceans have slowly
risen over time (e.g., Perry, 1967), (b) meteoric waters instead
of seawater were involved in Archean water-rock interaction,
or (¢) hydrothermal alteration was less efficient than today
(Valley et al., 2002). Steam and liquid water could have co-
existed at temperatures <250 °C, especially given the likeli-
hood of periodic meteorite impacts. However, steam alone is
an inefficient mechanism for exchange between water and
rocks and a steam atmosphere the size of modern oceans would
require temperatures outside of the oxygen isotope constraints
from the detrital zircons (Valley et al., 2002).

The oxygen isotope record from zircons records the compo-
sitions of magmas from 4.4 Ga to the present (Figure A24).
This record includes 4.4—4.0 and 3.6—-3.2 Ga detrital zircons,
and zircons in igneous rocks from <3.6 Ga. The Archean
zircons came from igneous rocks that had oxygen isotope ratios
ranging from mantle-like to elevated values, similar to Phaner-
ozoic rocks but with a more limited spread (Valley, 2003).
These similarities would not be expected if older rocks had
formed in the absence of water and only younger ones had
interacted with water (see also Campbell and Taylor, 1983).
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Figure A24 Oxygen isotope ratio of zircon through time (after Valley
et al., 2005). Oxygen isotope ratios >6%o are indicative of interaction
between liquid water and rocks at the surface of the Earth. Note
that the signature of a liquid hydrosphere extends to samples as old
as 4.4 Ga.

The constancy of isotope ratios suggests that surface temperatures
from 4.4 to 4.0 Ga were similar to those of the later Archean. The
increase in values starting at the Archean-Proterozoic boundary
marks an increased involvement of mature supracrustal rocks
(with a water-rock interaction signature) in the genesis of igneous
rocks, but it is not certain if this indicates increased rates of recy-
cling or more highly evolved compositions (Peck et al., 2000).

The temperature of Archean oceans has been controversial
because 3.8-2.5 Ga chemical sediments have low oxygen iso-
tope ratios compared to younger rocks (see Perry, 1967; Perry
and Lefticaru, 2003). This has been taken to indicate any (and
all combinations) of the following factors: (a) Archean ocean
water temperatures of up to 80°C, (b) lower oxygen isotope
ratios of Archean ocean water, and (c) later alteration of original
isotope ratios in ancient samples. The oxygen isotope ratio of
the ocean seems to have been buffered at or near present levels
since at least 3.6 Ga, as predicted by models and observed in
hydrothermally altered rocks (see Muehlenbachs, 1998). In
addition, careful sampling in ~3.5 Ga rocks has constrained
the influence of post-depositional alteration. Although the oxy-
gen isotope ratio of the ocean has certainly fluctuated within
a relatively small range and some chemical sediments may have
been altered, the overall evidence points towards ocean tempera-
tures up to ca. 40 °C higher than those today as late as ~3.5 Ga
(Knauth and Lowe, 2003; Perry and Lefticaru, 2003).

What was the thermal history of the hydrosphere during the
Archean? During the period of accretion and heaviest bombard-
ment of the Earth (>4.5 Ga) all water must have been vapor or
dissolved in silicate melts. Oxygen isotope evidence from 4.2
to 4.0 Ga zircons indicates a liquid or liquid-steam hydrosphere
<250°C. This is consistent with predictions of rapid cooling of
the surface of the Earth (1-10 Myr) shortly after accretion and
during waning bombardment (Pollack, 1997; Zahnle et al.,
1988; Sleep et al., 2001). Late heavy bombardment of Earth
at ~3.9 Ga could have vaporized Earth’s oceans, but beginning
at 3.6—3.8 Ga there is good geological evidence for a stable
hydrosphere. It has been suggested that in order for oceans to
remain liquid rather than freezing, the lower luminosity of the
Sun during the Archean may have been offset by high levels
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of greenhouse gases (Sagan and Chyba, 1997), or that oceans
may have been partially covered by ice and warmed by sub-
marine volcanism and periodic impacts (Bada et al., 1994).

Evidence and controversy for early life

The need to understand the timing of and conditions for the origin
of life is one of the principle motivations for assessing the early
Archean environment. The primary requirements for evolution
of'life are organic molecules, a source of energy, and liquid water.
Organic molecules could have been delivered to Earth by carbo-
naceous meteorites and comets, and energy was available from
the Sun and terrestrial volcanism. The precipitation of liquid
water from an early steam-rich atmosphere was thus the final
ingredient for an environment where life could have evolved dur-
ing the period 4.4-4.0 Ga, perhaps to be extinguished by large
bolide impacts or during the late heavy bombardment at 3.9
Ga. Theoretical limits of the habitability of the early Earth are
thoroughly discussed elsewhere (see Nisbet and Sleep, 2001),
but here we focus on evidence for early life from the rock record.

The earliest evidence for life is a distinctive carbon isotope
signature from metamorphosed sedimentary rocks of southwes-
tern Greenland. Low carbon isotope ratios (**C/'*C) in reduced
sedimentary carbon are commonly the result of isotope fractiona-
tion by biological pathways, and thus are taken as a “fingerprint”
of ancient life even in the absence of preserved fossils (Schi-
dlowski, 2001). While some studies have been controversial,
the best evidence for early life comes from southwest Greenland:
low carbon isotope ratios of graphite particles in clastic sedimen-
tary rocks from 3.8 to 3.7 Ga rocks at Isua (Rosing, 1999). These
rocks are preserved in low-strain zones, were clearly waterlain,
and the graphite may represent original organic detritus.

The earliest fossil evidence for life are ~3.5 Ga microscopic
structures in the Apex chert of Australia as well as numerous
occurrences of stromatolites (mounds produced by photosyn-
thetic microbes). These microstructures are interpreted as being
the remains of various Archean microbes (Schopf, 1993).
This claim of diversity of life has been challenged by Brasier
et al. (2002), based on morphology of the features as well as
a hydrothermal origin of the host-rock. However, the kero-
gen-like Raman spectra and low carbon isotope ratios are
strong evidence of biologic activity (Schopf et al., 2002).
Furthermore, abundant stromatolites are found in associated
rocks. The association of microfossils with seafloor hydrother-
mal systems has been recognized in rocks as old as 3.5 Ga
(Van Kranendonk, 2001), supporting the hypothesis that life
originally evolved near submarine vents or springs in early
Archean oceans (e.g., Nisbet and Sleep, 2001).

William H. Peck and John W. Valley
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ARCTIC SEA ICE

Introduction

Sea ice occupies a large part of the world ocean (about 7%) and
covers most of the Arctic Ocean (Figure A25), where it
averages about three meters in thickness. Sea ice undergoes
very large seasonal variations in its areal extent in response to
changes in solar insolation. In circumpolar regions of the
Northern Hemisphere, its coverage rises from approximately
7 to 15 million km? from summer to winter (see Figure A26).
Sea ice is an extremely important component of the climate

system because its reflectivity plays a role in the energy budget
at the Earth’s surface and because it forms a barrier between
the atmosphere and the ocean, thus reducing the exchange of
heat, moisture and gases. Moreover, a portion of the Arctic
sea ice is exported to the North Atlantic Ocean, where it
becomes a source of freshwater that can interfere with deep
water formation and thus with the thermohaline circulation pat-
tern. Recent data on Arctic sea ice derived from direct observa-
tions and satellite imagery indicate large interannual variations
and suggest a decreasing trend in both area and thickness dur-
ing the last decades of the twentieth century. Longer-term data
on a time scale ranging from 10* to 10° years available from
historical archives and from deep-sea sedimentary records
reveal large fluctuations in the average extent of sea ice during
the Quaternary, from more reduced to much more extended
covers than at present, generally as a result of hemispheric-
scale climate changes. For example, historical information indi-
cates that sea ice expanded in the subpolar North Atlantic from
the Medieval Warm Period to the Little Ice Age. At another
time scale, biological and sedimentary tracers of sea ice
demonstrate that it was significantly more widespread than at
present in both the North Atlantic and North Pacific during
the Last Glacial Maximum, whereas the middle Holocene
warm episode seems to have been marked by reduced sea ice
cover in the Arctic Ocean and circumpolar seas. The age of
initial formation of the sea ice cover in the Northern Hemi-
sphere during the late Cenozoic remains an open question,
but the development of quasi-permanent pack ice in the Arctic
Ocean probably occurred during the late Miocene.

Sea ice formation

Sea ice is a general term that comprises several types of ice ori-
ginating from the freezing of marine waters, which occurs at a
water temperature of about —1.8 °C, depending upon salt con-
tent. The term “sea ice” excludes icebergs, which are massive
pieces of floating freshwater ice that were calved from the front
of continental glaciers. The freezing process of marine water
differs from that of freshwater because it involves downward
migration of brines resulting from the segregation of sea salts
and ice crystals composed of almost pure water. It is a rela-
tively complex process from a thermodynamic viewpoint since
ice crystal formation induces an increase in the salt content of
the surrounding seawater, thus increasing the density and
decreasing the freezing point of this water.

Sea ice formation is a consequence of the cooling of marine
water in response to low air temperatures. It also depends upon
the structure of the water masses, since the vertical density gra-
dient actually determines the depth of the mixed surface layer,
which must cool before the surface can reach the freezing point
(e.g., Barry et al., 1993). A shallow stratification in the upper
water column and the presence of a low-salinity (thus, density)
surface water layer are important parameters for the formation
of sea ice. In the Arctic Ocean, a mixed layer with salinities
often below 30%o at the surface, overlies a generally warmer
and more saline (>34.5%0) water layer originating from the
Atlantic. The low salinity of the mixed layer in the Arctic
Ocean results from freshwater inputs, notably from Eurasian
rivers (Yenessei, Ob, Lena, Kolyma; ~1,700 km® yr~') and
the Mackenzie River (~260 km?® yr—') (Carmack, 1998).

In the Arctic Ocean, a large part of the sea ice formation
occurs over shallow continental shelves surrounding the basin
(Figure A25), notably in the Siberian and Laptev Seas, where
the shelf is particularly wide and sea surface salinity is
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Figure A25 Map of the Arctic Ocean and adjacent subpolar seas. The bathymetry is indicated by 200 and 1000 meter isolines. The Arctic
Ocean represents an area of approximately 9.5 x 10° km?2 About one third consists of shallow shelves that are roughly delimited by the 200-m
isobath. A large part of sea ice formation takes place on the shelves, notably in the East Siberian and Laptev Seas.

relatively low because of large freshwater discharges from Eur-
asian rivers. South of the Arctic Circle, in subarctic seas and
even in some mid-latitude epicontinental seas such as the Gulf
of St. Lawrence in Eastern Canada, sea ice also develops sea-
sonally at the result of a low saline, shallow (30—50 m depth)
mixed layer, which fosters low thermal inertia and rapid cool-
ing in winter.

New ice versus multiyear pack ice

When surface water reaches the freezing point, it first forms
frazil ice (floating needle-shaped ice crystals) that is trans-
formed gradually into grease ice (a slushy mixture of seawater
and frazil ice) and then into floating ice. Floating ice may con-
sist of small, circular meter-large pieces called pancake ice. It
may also develop into more or less continuous fields known
as pack ice, which can form a meter-thick layer of frozen ice
solidly.

Sea ice develops annually, during winter. A large part of it
melts during summer, but a large portion remains frozen. Sea
ice that survives at least one melt season is called multiyear
ice, and is distinguished from the new ice (annual sea ice and
first year ice). Multiyear pack ice is typically 3—5 m thick,
whereas annual ice rarely exceeds 2 m in thickness.

In general, the minimum extent of marine ice within the
annual cycle corresponds to the multiyear pack ice distribution,
and occurs in September. Annual ice that develops in winter

leads to a maximum coverage of about 15.0 x 10° km? in
March (Figure A26), when sea ice extends southward along
the East Coast of Canada and Eurasia.

The Arctic ice cap, summer pack ice, and ice motion

In the central Arctic Ocean, about 6 million km? are occupied
by multiyear pack ice that remains frozen all year long. This
massive Arctic pack ice is also known as the Arctic or polar
ice cap and slowly rotates as a unit. Surrounding the polar ice
cap, broken pieces of multiyear ice are separated by leads,
which are linear fields of open water or thin ice. These pieces
of multiyear ice form the summer pack ice, which never com-
pletely melts. In the Northern Hemisphere in summer, multi-
year sea ice, including both the Arctic pack ice and the
summer pack ice, covers a surface area of approximately
7.5 x 10° km? (see Figure A26).

A large part of the multiyear pack ice in the central Arctic
originates from sea ice production over the Eurasian Shelf;
from there it spreads northward toward the central Arctic
Ocean to contribute to the multiyear pack ice. Depending upon
the winds and surface currents, sea ice is in constant motion
within the Arctic basin, and is eventually exported into the
North Atlantic. The two main paths for pack ice drift are: (a)
the Beaufort Gyre, which is a clockwise movement centered
in the Canadian Basin, and (b) the Trans Polar Drift, which
deflects ice away from the Siberian coasts across the Arctic
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Figure A26 Map of maximum (March) and minimum (September) sea ice extent over the Northern Hemisphere. The main paths of sea ice
drift, the Beaufort Gyre (BG) and the Trans Polar Drift (TPD) are schematically shown by black arrows. The main surface currents carrying Arctic
sea ice melt waters toward the North Atlantic are illustrated by open-end arrows.

and toward the Atlantic Ocean (see Figure A26). The ice drift
velocity ranges generally from 1 to 10 cm s™', with lower
values in the Beaufort Gyre and higher values at the outlet of
the Trans Polar Drift in Fram Strait. The times required for
ice to make a revolution in the Beaufort Gyre and to traverse
the Trans Polar Drift have been estimated to be 5—10 years,
and about 3 years, respectively (e.g., Barry et al., 1993).

Biogenic productivity associated with sea ice

and polynyas

Sea ice itself is a habitat for a specific food web that includes
bacteria, viruses, and unicellular algae (notably diatoms) that
form filaments and colonies as well as small invertebrates cir-
culating within the brine network. The biomass in the pack
ice, however, is very sparse, and the planktonic productivity
below the permanent Arctic ice cap is extremely low because
of much-reduced light penetration restricting photosynthetic
activity and thus primary production. Higher production occurs
along ice-marginal zones, which include mostly the annual sea
ice that melts seasonally and also the summer ice pack. Many

unicellular algae species live within or beneath sea ice and
reach a very high productivity in the ice-marginal zones. Other
unicellular organisms adapted to complete their life cycle dur-
ing a short ice-free season also appear to have high productivity
in the ice-marginal zones, which can sustain large populations
of zooplankton and animals.

Within the ice-marginal zones, areas of open water surrounded
by sea ice, called polynyas, are maintained free of ice for at least
several months a year through several processes, including cur-
rents, upwelling and winds. Polynyas are often characterized by
ahuge biological production, with fishes, mammals (seals, whales,
polar bears, etc.) and birds. In the Arctic, there are several polynyas
ranging from several km? to 50,000 km?.

The importance of Arctic sea ice in the climate

and ocean systems

Sea ice and air temperature

Sea ice is a major component of the climate system, especially
because of its high albedo or reflectance (up to about 80%),
which reduces the fraction of incoming solar radiations
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Figure A27 Schematic illustration of the role of sea ice in the climate system.

absorbed at the ocean’s surface (Figure A27). The presence of
sea ice therefore has an intrinsic cooling effect and its large
coverage in high latitudes of both hemispheres modulates the
energy budget at the Earth’s surface.

Sea ice also plays a role in climate since it constitutes a
barrier that restricts the heat and gas exchanges between the
ocean and the atmosphere. As a consequence of sea ice, heat
gain in the ocean during summer is suppressed, and heat
release from the ocean to the atmosphere is also suppressed,
thus further contributing to the cooling of the air during winter.
In the last few decades, instrumental measurements in the Arc-
tic indeed show an inverse correlation between sea ice cover
and surface temperatures, with a spatial scope in temperature
anomalies usually extending beyond sea ice boundaries
(Comiso, 2002).

Beyond its cooling feedback effect, sea ice no doubt plays a
role in large-scale climate conditions and atmospheric circula-
tion pattern since it determines the surface pressure gradients.

Sea ice and thermohaline characteristics
of marine waters

Freeze and thaw processes accompanying the development of
seasonal sea ice determine the sea surface salinity, and there-
fore play a determinant role in the density and stratification
of water masses. When freezing, at the bottom of the newly
formed ice, seawater releases salt and brines, which sink and
increase the density of underlying waters. Sea ice itself consists
of almost fresh water and has a salinity ranging from 0 to 6%o.
Arctic sea ice therefore is a low saline water reservoir, corre-
sponding to a mean freshwater volume of about 17,300 km?
(Carmack, 2000). Annual sea ice melting in summer results
in a low-saline buoyant surface water layer overlying a much
denser water mass. As a consequence, the occurrence of seaso-
nal sea ice is generally accompanied by the development of a
strong stratification of water masses with a sharp gradient of
salinity and density between a shallow surface or mixed layer
and the sub-surface layer (or mesopelagic) layer.

Arctic sea ice and thermohaline circulation

A significant portion of Arctic sea ice drifts to be exported
southward into the North Atlantic Ocean. The main routes
for southward sea ice drift are determined by surface ocean

currents and follow the Trans Polar Drift and the eastern
continental margins of Greenland and eastern Canada
(Figure A26). The amount of fresh water exported from the
Arctic Ocean to the North Atlantic Ocean as a result of melting
of annual or summer multiyear sea ice is considerable, with a
volume of approximately 3,500 and 900 km® per year through
Fram Strait and the Canadian Arctic Archipelago, respectively
(Aagaard and Carmack, 1989). As a consequence, freshwater
fluxes from the Arctic sea ice reservoir may play a significant
role in the density of surface water in the northern North Atlantic
Ocean, and thus in stratification in its water column. Because
the main centers of convection and deep water formation in
the North Atlantic Ocean are located in the Greenland and Labra-
dor seas, the routes and intensity of Arctic sea ice export might
prove to be critical parameters for determining the strength
and pattern of the North Atlantic thermohaline circulation (e.g.,
Haak et al., 2003).

The instrumental record of Arctic sea ice variations

Instrumental data on Arctic sea ice have existed only for a few
decades. From the nineteenth century to the middle part of the
twentieth century, climatological archives and shipboard obser-
vations provide some indications on sea ice cover. After about
1953, an increasing volume of ship data, coupled with aircraft
observations permitted the development of regional charts of
sea ice extent and concentration. These charts combined with
satellite observations starting in 1972, were used to produce
comprehensive records of sea ice in the Northern Hemisphere
for the last century on multidecadal time scales.

The composite instrumental record established by Walsh and
Chapman (2000) suggests approximately constant year-to-year
sea ice conditions during the first half of the twentieth century.
It also indicates a decrease in the summer minimum sea ice
cover extent starting from the mid-century, whereas winter
sea ice remained unchanged until the 1970s, when the winter
maximum extent started to diminish. According to Walsh and
Chapman (2001), the observed decrease in both multiyear and
annual sea ice covers recorded accounts for about 10% of the
total coverage recorded by the beginning of the twentieth cen-
tury. Other estimates also suggest that the decline in Arctic sea
ice has been particularly significant during the last two decades
of the twentieth century, with regard to both its extent (up to
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14% according to Johannessen et al., 1999) and its thickness
(up to 1-2 m locally; Rothrock et al., 2000).

Recent changes in the coverage of Arctic sea ice seem to
be beyond dispute. However, the actual rate of decline in
sea ice cover is difficult to evaluate quantitatively because of
interannual-to-interdecadal variations (e.g., Mysak and Power,
1992; Yi et al., 1999; Comiso, 2002; Moritz et al., 2002) that
obscure the longer-term trend. Moreover, the changes in ice
cover extent have not been spatially uniform through space
from one region to another. According to recent compilations,
the largest decrease in sea ice cover has been recorded in
the Western Arctic, notably in the Chukchi and East Siberian
Seas (Comiso, 2002), whereas sea ice cover seems to be more
extensive in the western Labrador Sea (Hill, 1998).

The linkages between Arctic sea ice and climate
oscillations

Recent studies based on modeling or observations tend to illus-
trate linkages between high-frequency variations in Arctic sea
ice and the dominant Northern Hemisphere climate oscillations,
known as the Arctic (AO) and North Atlantic (NAO) oscillations
(Thompson and Wallace, 1998; Greatbatch, 2000). These lin-
kages are particularly apparent because the positive AO and
NAO patterns correlate together, especially in winter (Rogers
and McHugh, 2002), and correspond to intensified storm
tracks through the Nordic seas, enhanced latitudinal and moisture
heat fluxes toward high latitudes, and thus higher surface tem-
peratures and a lesser extent of sea ice in the Eurasian Arctic
(Dickson et al., 2000; Moritz et al., 2002). The positive AO-
NAO situation also appears to be associated with an enhanced
Trans Polar Drift resulting in a higher rate of Arctic sea ice export
through Fram Strait toward the North Atlantic (Dickson et al.,
2000; Moritz et al., 2002). Based on the record of the last 20
years of the twentieth century, the AO is considered to account
to a large extent for the recent warming of the Eurasian Arctic
together with a cooling over Labrador (Moritz et al., 2002).

In addition to linkages with AO-NAOQO, a coupling of sea ice
with the thermohaline circulation in the North Atlantic may be
cited. For example, particularly large freshwater outflow from
the Arctic through Fram Strait in the 1960s was the source
of a “great salinity anomaly” in the northern North Atlantic that
apparently caused disruption of North Atlantic deep water for-
mation through the early 1980s (Dickson et al., 1988).

The historical record of Arctic sea ice

Past records of sea ice extent in the northwestern North
Atlantic are available from the accounts of voyages by Irish

Sea ice occurrence at the coast of Iceland
in weeks/ year (20 year averages)

——

800 900

monk-explorers in remote waters and Vikings who established
settlements in Iceland and in southwest Greenland before the
end of the first millennium (Lamb, 1977). Until ap 1200, sea
ice was only occasionally reported to have caused difficulty
in sailing, and all historical data suggest minimum sea ice
extent around Iceland and off Greenland during the medieval
warm episode, which was characterized by conditions favor-
able for navigation across the North Atlantic and the develop-
ment of remote human settlements. Navigation reports and
other historical archives show that the spread of seasonal sea
ice became more and more extensive in the northern North
Atlantic after ap 1250 (Figure A28). During the decade from
AD 1340 to 1350, the increasing spread of Arctic sea ice around
Greenland even led to the abandonment of the old sailing
routes along the 65° N parallel, which caused the decline of
the Viking settlements in southern Greenland.

Sedimentary tracers of sea ice changes

Remains related directly or indirectly to sea ice are found in
marine sediments, permitting the reconstruction of past varia-
tions in the extent of sea ice cover or drift patterns.

Some of the proxies for sea ice are directly related to sedi-
mentary processes. These include grain size. The coarse material
(coarse silt and fine sand fractions) can be incorporated into sea
ice during formation on the shelf, and thus provide indirect evi-
dence for sea ice presence (e.g., Pfirman et al., 1990). The coarse
material is entrained and transported by sea ice before it is
released through melting at the sea ice margin (e.g., Hebbeln
and Wefer, 1991). They also include mineralogical or geochem-
ical analyses that permit the identification of source rocks for
the detrital particles incorporated into the ice on the shallow
shelves, thus allowing interpretations in terms of ice drift pat-
terns (e.g., Bischof and Darby, 1997; Darby, 2003).

Most other sea ice proxies currently used in paleoceanogra-
phy are related to biological activity, especially planktonic pro-
duction in the photic zone, which is severely constrained by sea
ice. Sea ice is indeed a determinant component of the ecosys-
tem inasmuch as it influences light penetration and photosynth-
esis. Thus, close relationships exist between the sea ice cover
and the phytoplanktonic populations. Sediments accumulated
below the permanent multiyear pack ice are often devoid of
biological remains whereas the sediments accumulated below
the ice-marginal zone may contain abundant microfossils.

Amongst the microfossils used as sea ice proxy, diatoms are
most useful because they include species specific to the ice-
marginal zone. Many studies conducted in the Arctic and
subarctic use diatom assemblages, which led to qualitative
reconstruction of changes in sea ice cover extent during the late
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Figure A28 Historical record of sea ice occurrence around Iceland (modified from Lamb, 1977).
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Quaternary in the northernmost Pacific (e.g., Sancetta, 1981,
1983), the Nordic seas (Kog et al., 1993), and the Russian Arc-
tic seas (e.g., Bauch and Polyakova, 2000). However, because
diatoms are composed of opal, which is susceptible to dissolu-
tion in marine waters unsaturated in dissolved silica, their pre-
servation in sediment is often very poor. Other proxies of sea
ice include the cysts of dinoflagellates, which yield relatively
diversified and abundant organic-walled microfossils in the
sea ice-marginal zone. The distribution of dinoflagellate cysts
appears to depend upon the duration of the ice-free season dur-
ing which the life cycle, including sexual reproduction and cyst
formation, must be completed. It permitted the development of
transfer functions for the quantitative reconstruction of changes
in sea ice cover as expressed in number of months per year
with sea ice cover (e.g., de Vernal and Hillaire-Marcel, 2000).
In addition to diatoms and dinoflagellate cysts, the occurrence
of a number of biological indicators, including coccoliths and
foraminifera, can be used as proxies for sea ice-free conditions,
at least seasonally. Biomarkers such as alkenones are also occa-
sionally used as indicators for ice-free conditions since they
rely on biogenic production of coccoliths.

Another indicator of past sea ice can be found in the
continental ice cores, which may contain marine brine com-
pounds as a result of sea ice free conditions. For example,
sea salt variations in ice cores from Devon Island and
Greenland have been interpreted as indices of sea ice cover
changes in the adjacent marine environment (e.g., Mayewski
and White, 2002).

The late Quaternary record of Arctic sea ice changes

Based on the above-mentioned proxies, there are time series
that report sea ice cover variations, qualitatively (presence or
absence) or quantitatively (e.g., in number of months per year;
Figure A29). However, these time series have a regional value,
and only very few data sets are available to develop scientifi-
cally reliable scenarios of Arctic sea ice cover during the geo-
logical past.

The interval that has been the most studied from this point of
view is the Last Glacial Maximum, dated around 21,000 yse.
Maps of sea ice extent were developed at the scales of the World
Ocean (CLIMAP, 1981), the circum-Antarctic oceans (Crosta
et al., 1998), and the North Atlantic (de Vernal et al., 2000).
These reconstructions of the LGM sea ice cover indicate that it
was much more extensive than at present, in both the southern
and northern hemispheres (see Figure A30). Climate modeling
experiments of the LGM tend to demonstrate that such an exten-
sive sea ice cover played a role as an important mechanism or
feedback loop in the cooling recorded globally during the ice
ages (e.g., Gildor and Tziperman, 2000; Hewitt et al., 2001).

Another interval in the recent geological past that has
received much attention with respect to Arctic sea ice is the
thermal optimum of the early- and mid-Holocene. Regional
data sets illustrate reduced extent of sea ice cover as compared
to present in the Nordic seas notably (Figure A31; Kog et al.,
1993). In the case of the early Holocene, climate modeling also
suggests that reduced sea ice may have played an amplifier role
in the Northern Hemisphere warming due to high insolation
(Smith et al., 2003).

The Cenozoic development of Arctic sea ice

The timing and processes at the origin of the sea ice cover
in the Arctic Ocean are not accurately known or perfectly
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Figure A29 Example of reconstructed sea ice cover records for the
last 20 kyr. The sea ice estimates (left) from a core collected in the
Labrador Sea are based on dinocyst assemblages (de Vernal et al. 2000).
They are compared to the GISP 2 isotopic record (right; cf. Grootes
and Stuiver, 1997) on Greenland, which provides an independent
record of climate.

understood. Nevertheless, the overall geological record sug-
gests that pack ice developed during the mid-Cenozoic, after
the Arctic Ocean had reached its polar, isolated position, and
a bipolar glacial mode was established in the climate system
(e.g., Clark, 1982; Bleil and Thiede, 1990).

During the Cretaceous and Paleocene, temperate conditions
prevailed in the Arctic regions, where an ice-free ocean no
doubt played a determinant role in poleward heat fluxes and
the relatively uniform climates from low to high latitudes.
The Arctic Ocean ice cover probably developed during the
mid-Cenozoic, concomitantly with the general decrease in
ocean temperatures, which is recorded worldwide on the basis
of isotopic or micropaleontological data. In the Arctic Ocean,
sea ice formation was likely fostered by salinity stratification
due to freshwater river flows from the Eurasian continent
combined with the isolation of the western Arctic from the
Pacific, thus restricting exchange with oceanic waters (e.g.,
Clark, 1982).

The oldest sedimentary or micropaleontological indications
of Arctic pack ice are Miocene in age. The development of a
permanent ice cover over the Arctic Ocean may possibly date
from the Late Miocene, but open ocean conditions have pre-
vailed episodically during the Pliocene and Pleistocene accord-
ing to microfossil data from Arctic cores (e.g., Clark, 1990).

In addition to sea ice cover in its strict sense, a floating ice
sheet of about 1 km in thickness may have covered vast areas
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Reconstructions of sea-ice cover during the last glacial maximum (ca. 21 kyr BP)
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Figure A30 Map showing the reconstructed extent of sea ice cover in the northern North Atlantic during the Last Glacial Maximum. The CLIMAP
estimates for the limits of sea ice are qualitatively based on indirect evidence, notably the occurrence of coccoliths and foraminifers. The
quantitative estimates of sea ice occurrence in number of months per year by de Vernal et al. (2000) rely on the best analogue transfer function

technique applied to dinoflagellate cyst assemblages.

Figure A31 Map showing the variations of the sea ice limits in the Nordic
seas since the Last Glacial Maximum based on diatom assemblages
(Kog et al. 1993). The full lines represent the limit of the pack ice, whereas
the dashed lines represent the position of the Arctic Front, which
corresponds to extreme limit of the annual sea ice. The time intervals are
expressed in thousand of calendar years (ka) before present.

of the Arctic Ocean during the early or mid-Pleistocene, as
indicated by submarine imagery of the bottom topography
showing iceberg scouring (Polyak et al., 2001).

Anne de Vernal
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ARID CLIMATES AND INDICATORS

The nature of aridity

Arid lands cover about a third of the Earth’s land surface and
occur in every continent including Antarctica (Goudie, 2002).
They are areas where there is a severe shortage of moisture,
predominantly because precipitation levels are low. In some
years they may even receive no rain at all. In some deserts,
aridity is in part also the result of high temperatures, which
means that evaporation rates are great (Mainguet, 1999).
Definitions of aridity relate to the water balance concept.
This is a relationship that exists between the input of water in
precipitation (P), the losses arising from evaporation and tran-
spiration (evapotranspiration) (£,), and any changes that may
occur in storage (soil moisture, groundwater, etc.). In arid
regions there is an overall deficit in water balance over a year,
and the size of that deficit determines the degree of aridity. The
actual amount of evapotranspiration (4E,) that occurs varies
according to whether there is available water to evaporate;
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climatologists have therefore devised the concept of potential
evapotranspiration (PE,). This is a measure of the evapotran-
spiration that would take place from a standardized surface
never short of water. The volume of PE, will vary according
to four climatic factors: radiation, humidity, temperature, and
wind. Thornthwaite (1948) developed a general aridity index
based on PE;:

When P = PE, throughout the year, the index is 0.

When P = 0 throughout the year, the index is —100.

When P greatly exceeds PE, throughout the year, the index
is + 100.

Areas with values below —40 are regarded as arid, those
with values between —20 and —40 as semi-arid, and those with
values between 0 and —20 as sub-humid (Meigs, 1953). The
arid category can be further subdivided into arid and extreme
arid, with extreme aridity being defined as the condition in
any locality where at least 12 consecutive months without
any rainfall have been recorded, and in which there is not a reg-
ular seasonal rhythm of rainfall.

Extremely arid areas, such as occur in the Atacama, Namib,
and the central and eastern Sahara, cover about 4% of the
Earth’s surface, arid about 15%, and semi-arid about 14.6%.
In addition, deserts can be classified on the basis of their proxi-
mity to the oceans. Coastal deserts, such as the Namib or the
Atacama have very different temperatures and humidity charac-
teristics from the deserts of continental interiors. They have
relatively modest diurnal and seasonal temperature ranges and
are subject to frequent fogs. They are also very dry. In addition
to the coastal and inland deserts of middle and low latitudes,
there are also the cold polar deserts. Precipitation in the Arctic
regions can be as low as 100 mm per annum and at Vostok in
Antarctica can be less than 50 mm.

The causes of aridity

Most of the world’s deserts derive their character from the fact
that they receive little rainfall. This is because they tend to occur
in zones where there is subsiding air, relative atmospheric stabi-
lity and divergent air flows at low altitudes, associated with the
presence of great high-pressure cells around latitude 30°. Such
areas are seldom subjected to precipitation-bearing disturbances
and depressions either from the Intertropical Convergence Zone
(ITCZ) of the tropics or from the belt of mid-latitude depressions
associated with the circumpolar westerlies. The trade winds that
blow across these zones are evaporating winds, and, because
of the trade-wind inversion, they tend to be areas of subsidence
and stability.

The subtropical highs are the major cause of aridity, though
deserts are not always continuous around the earth at 30° N.
For instance, the Asian monsoon gives large quantities of rain
over northern India, and elsewhere the high-pressure cells are
disrupted into a series of local cells, notably over the oceans,
where air moving clockwise around the equatorial side of
the cell brings moisture-laden air to the eastern margins of the
continents.

The global tendencies produced by the subtropical highs are
often reinforced by local factors. Of these, continentality is a
dominant one and plays a part in the location and characteris-
tics of the deserts in areas like central Asia. The rain-shadow
produced by great mountain ranges can create arid areas in
their lee, as in Patagonia, where the Andes play this role. Other
deserts are associated with the presence of cold currents off-
shore. In the case of the Namib and the Atacama, for example,
any winds that do blow onshore tend to do so across cold

currents produced by the movement of water from high lati-
tudes to low and are associated with zones of upwelling of cold
waters from the depths of the oceans. Such winds are stable
because they are cooled from beneath and have a relatively
small moisture-bearing capacity. They reinforce the stability
produced by the dominance of subsiding air in desert areas.

Indicators of aridity

Indicators of aridity can be grouped into three main categories:
geomorphological, sedimentological and biological (Table A2).
These indicators have demonstrated that arid conditions have
been both greater and less than today and have shown frequent
and substantial changes through time.

In present desert environments, indicators of higher levels
of precipitation (pluvials) in the past include: high lake levels
marked by ancient shorelines that are now dry, salty, closed
basins; expanses of fossil soils of humid type, including laterites
and other types indicative of very marked chemical changes
under conditions of humidity; great spreads of spring-deposited
tufa; river systems that are currently inactive and blocked
by dune fields; and animal and plant remains, together with
evidence of former human habitation, in areas now too dry for
people to survive.

The evidence for formerly drier conditions includes the pre-
sence of degraded, stable sand dunes in areas that are now too
wet for sand movement to occur.

Some of the more important indicators will now be consid-
ered in more detail (summarized in Table A2).

Table A2 Evidence for paleoenvironmental reconstruction in drylands

Evidence Inference

Geomorphological

Fossil dune systems
Breaching of dunes by rivers
Discordant dune trends

Lake shorelines

Past aridity

Increased humidity

Changed wind direction

Balance of hydrological inputs and

outputs
Old drainage lines Integrated hydrological network
Fluvial aggradation and siltation Desiccation

Colluvial deposition Reduced vegetation cover and
stream flushing
Increased hydrological activity

Paleotemperature

Karstic (e.g., cave) phenomena
Frost screes

Sedimentological

Lake floor sediments

Lee dune (lunette) stratigraphy
Spring deposits and tufas
Duricrusts and paleosols

Degree of salinity, etc.

Hydrological status of lake basin

Groundwater activity

Chemical weathering under humid
conditions

Dust and river sediments in ocean
cores

Loess profiles and paleosols

Biological and miscellaneous

Macro-plant remains, including
charcoal (e.g., in pack-rat
middens)

Pollen analysis of sediments

Faunal remains

Disjunct faunas

Isotopic composition of groundwater
and speleothems

Distribution of archeological sites

Drought and famine record

Amount of eolian and fluvial
transport
Aridity and stability

Vegetation cover

Vegetation cover

Biome

Biomes

Paleotemperature and recharge rates

Availability of water
Aridity
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Eolian sediments and landforms

The existence of large tracts of dunes provides unequivocal evi-
dence of aridity, so that the existence of heavily vegetated, deeply
weathered, gullied and degraded dunes indicates that there
has been a shift towards more humid conditions (Tchakerian,
1999). There is some dispute about the precise precipitation
thresholds that control major dune development. Undoubtedly
wind strength and the nature of the vegetation cover have to be
considered, but systems of palpably inactive dunes are today
widespread in areas of relatively high precipitation. Dunes may
also provide evidence for multiple periods of sand movement
because of the presence of paleosols in them. Furthermore, com-
parison of modern winds and potential sandflows with those indi-
cated by fixed dunes may suggest that there have been changes in
wind regimes and atmospheric circulation.

Dunes developed from lake basins by deposition of material
deflated from their beds on lee sides (lunettes) may indicate the
nature of changing hydrological conditions. Dunes composed
of clay pellets tend to form from desiccated saline surfaces,
and those with a predominance of quartzose and sand-size
material tend to form from lake beaches developed at times
of higher lake levels (Bowler, 1973).

The interrelationships of dunes and rivers may indicate the
alternating significance of eolian (dry) and fluvial (wet) condi-
tions, as is made evident by consideration of the courses of
some tropical rivers, which have in their histories been ponded
up or blocked by dunes.

Other eolian features that have paleoclimatic significance
are loess sheets. These are the product of deflation from rela-
tively unvegetated surfaces. Within loess profiles there may
be multiple paleosols that resulted from stabilization of land
surfaces. A detailed treatment of the significance of such fine-
grained eolian materials is provided by Pye and Sherwin
(1999). In recent years, luminescence techniques have greatly
facilitated the dating of aeolian sediments.

Paleolakes

The identification of high shorelines around closed lake basins
and the study of deposits from cores put down through lake
floors provide evidence for hydrological changes. These may
be related to estimates of former higher precipitation and/or
evaporation. There are problems in assessing the relative
importance of temperature and precipitation in determining
the water balance of a lake and some changes result from
non-climatic factors (e.g., anthropogenic activity, tectonic dis-
turbance, etc.). Nonetheless, correlations of dated shorelines
and deposits have done much to improve knowledge of the
extent and duration of humid phases in the Quaternary (Street
and Grove, 1979).

Changes in effective precipitation may be reflected in the
frequency and range of floods in desert rivers and in their load:
discharge ratios. In particular, in sensitive piedmont zones,
marked alternations may occur between planation and incision.

Although phases of fan aggradation and entrenchment may be
a response to changes in precipitation, they can also result from
tectonic changes, from changes in sediment supply resulting
from changes in the operation of such temperature-controlled
processes as frost-shattering, or from the inherent instability of
fan surfaces.

Less contentious are the remains of fluvial systems in areas
where flow is either very localized or non-existent under pre-
sent conditions. For example, large wadi systems, traced by

the presence of both paleochannels and associated coarse
gravel deposits, occur in hyper-arid areas such as the southeast-
ern Sahara (Pachur and Kropelin, 1987; Brookes, 2001).

Caves, karst, tufas and groundwaters

Solutional attack on limestones to produce karstic phenomena
(e.g., major cave systems) requires water, therefore such phe-
nomena may give some indication of past humidity. However,
of more significance is that caves are major sites for deposition.
Their speleothems often provide a record of environmental
change that can be studied by sedimentological and isotopic
means. Other sediments that may be preserved in cave systems
are roof spall deposits produced by particular weathering
processes.

Also of significance for environmental reconstruction are
limestone precipitates that occur on the margins of limestone
areas in the form of tufas (travertines). These may contain plant
and animal remains, paleosols, etc., which may yield environ-
mental information. The tufas themselves may be indicative
of formerly more active groundwater and fluvial systems
(Nicoll et al., 2001).

The isotopic dating of groundwater reserves has provided
information on when groundwater was being recharged and
when it was not. For example, Sonntag and collaborators
(1980) have indicated that limited groundwater recharge in the
Sahara occurred during the last glacial maximum (20,000—
14,000 Bp), confirming that this was a period of relative aridity.

Miscellaneous geomorphological indicators

Geomorphological indicators are often suggestive of significant
change in environmental conditions, but it is often difficult to
be precise about the degree of change involved, and to separate
the role of climate from other influences.

In some arid areas there are weathering crusts and paleosols
that exist outside what are thought to be their normal formative
climatic ranges, and their current state of breakdown may indi-
cate that they are out of equilibrium with the present climate.
Examples of this are the iron-rich or silica-rich duricrusts of
the southern margins of the Sahara and arid Central Australia.

Elsewhere, slope deposits provide evidence of changes in
precipitation. For example, slumping along the escarpment of
the plateaus of Colorado has been attributed to cooler and wet-
ter conditions, which caused shales to become saturated and
unstable. Ancient landslides are also widespread in the central
Sahara (Busche, 1998). Likewise, in southern and central
Africa, there are sheets of colluvium, which have infilled old
drainage lines, and which may have formed when steep slopes
behind the pediments on which the colluvium was deposited
were destabilized by vegetation sparsity under arid conditions,
providing more sediment supply than could be removed by
pediment and through flowing stream systems (Price-Williams
et al., 1982). The presence of extensive relict frost screes has
also been seen as having climatic significance, having been
produced under colder, but probably moist, conditions.

Faunal and floral remains

Pollen analysis provides evidence of past vegetation condi-
tions, from which past climatic circumstances may, with care,
be unraveled. Particular care has to be taken in assessing the
significance of any pollen type that is known to be produced
in large quantities and that can be preferentially transported and
deposited over large distances by wind or other mechanisms.
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Other evidence of past vegetation conditions is provided by
charcoal, which, with the help of scanning electron microscopy,
can enable the identification of woody plants, sometimes to the
species level.

Inferences of paleoclimate may also be drawn from faunal
remains and knowledge about their modern habitat preferences.
For example, the relative proportions of grazers and browsers
may indicate the importance of grassland or predominantly
bushy vegetation respectively (Klein, 1980). Caves may pre-
serve the remains of small rodents and insectivores, many of
which are the result of deposition of regurgitated pellet material
by birds such as owls. These can indicate environment both
through their species composition and through the size of
bones, which may be related to paleotemperature (Avery,
1982). In the southwestern USA there are some remarkable
deposits that were accumulated by pack rats — a rodent of the
genus Neotama. Their middens contain extensive plant debris,
and those sheltered in caves or overhangs may remain intact
for tens of thousands of years (Wells, 1976).

Historical and archaeological evidence

The changing distributions and fortunes of human groups have
been used to infer changes in the suitability of deserts for
human habitation. The absence of human habitation has been
used to infer increased aridity, while their existence in hyper-
arid areas has been used to infer the existence of more humid
conditions. Considerable care needs to be exercised in attribut-
ing the rise and fall of particular cultures to climatic stimuli of
this type, given the range of other factors that could be impor-
tant, but there are some instances where the evidence is rela-
tively unambiguous. For example, in the hyper-arid Libyan
Desert of Egypt, artefactual materials occur in areas that are
far too dry for human habitation today (Wendorf et al., 1976).
In historical times, attempts have been made to reconstruct
African climates on the basis of famine and drought chronolo-
gies, and geographical and climatic descriptions in travelers’
reports and diaries (Nicholson, 1996).

The evidence from the oceans

One of the most important developments in environmental
reconstruction over the past four decades has been the use of
deep-sea cores. Information derived from deep-sea cores covers
long time spans. Such information is also less fragmented by
past erosion and diagenesis than most terrestrial evidence.

Ocean floors off the world’s major deserts have been deposi-
tories for sediments derived by aeolian and fluvial inputs from
neighboring landmasses (Sirocko and Lange, 1991). These
sediments contain a range of information for environmental
reconstruction, and have the advantage that they may be sus-
ceptible to relatively accurate dating. They record the relative
importance of fluvial and aeolian inputs, the degree of weather-
ing of river-borne feldspars, the pollen and phytolith rain, the
salinity of the ocean or sea, the intensity of monsoonal winds
and of upwelling activity (Prell et al., 1980), and the tempera-
ture of offshore waters recorded by oxygen isotope ratios in
foraminiferal tests.

The age of deserts

Although in the late nineteenth century and the first half of the
twentieth century many deserts were regarded to be a result of
post-glacial progressive desiccation, it is now clear that many

of our present desert areas are of considerable antiquity. This
applies particularly in the case of the Namib and the Atacama
coastal deserts. The development of their climate was closely
related to plate tectonics and sea-floor spreading in that the
degree of aridity must have been controlled to a considerable
extent by the opening up of the seaways of the Southern Ocean,
the location of Antarctica with respect to the South Pole, and
the development of the cold offshore Benguela and Peruvian
Currents. Arid conditions appear to have existed in the Namib
for some tens of millions of years, as is made evident by such
remarkable phenomena as the Tertiary Tsondab Sandstone — a
lithified erg (Ward, 1988). Likewise, the Atacama appears to
have been predominantly arid since at least the late Eocene,
with hyper-aridity since the middle to late Miocene. The uplift
of the Andes during the Oligocene and early Miocene produced
a rain-shadow effect while the development of cold Antarctic
bottom waters 15—13 million years ago created another crucial
ingredient for aridity.

In India and Australia, the latitudinal shifts associated with
sea-floor spreading caused moist conditions during much of
the Tertiary, but they entered latitudes where conditions were
more conducive to aridity in late Tertiary times. Isotopic stu-
dies in the Siwalik Foothills of Pakistan illustrate increasing
aridity in the late Miocene. In China, Miocene uplift and a
transformation of the monsoonal circulation caused the devel-
opment of aridity. The eolian deposits (red clays and loess) of
China may have started to form around 7.2—8.5 million years
ago (Qiang et al., 2001). Indeed, it is possible that the uplift
of mountains and plateaus in Tibet and North America caused
a more general change in precipitation in the Late Miocene,
as is made evident by the great expansion of C4 grasses in
many parts of the world (Pagani et al., 1999).

With regard to the Sahara, sediment cores from the Atlantic
contain eolian material that indicates that a well-developed arid
area existed in North Africa in the early Miocene, around
20 million years ago (Diester-Haass and Schrader, 1979). It is
possible that uplift of the Tibetan Plateau played a role, by
creating a strong counter-clockwise spiral of winds that drove
hot, dry air out of the interior of Asia and across Arabia and
northern African (Ruddiman, 2001).

Pleistocene accentuation of aridity

Although deserts may have existed before the Pleistocene, there
is evidence that aridity was intensified in many regions in the late
Pliocene and Pleistocene. It appears to have become a prominent
feature of the Sahara in the late Cenozoic, partly because of the
cooling of the oceans and partly because the buildup of ice caps
created a steeper temperature gradient between the Equator and
the Poles. This in turn led to an increase in trade-wind velocities
and in their ability to mobilize dust and sand. DeMenocal (1995)
recognized a great acceleration in dust loadings in ocean cores
off the Sahara and Arabia after 2.8 Ma, and attributed these to
a decrease in sea surface temperatures associated with the initia-
tion of extensive Northern Hemisphere glaciation. Likewise,
loess deposition became more intense in China after around
2.5 Ma ago and eolian activity in the American High Plains dates
back beyond 1.4 million yBpr. The study of sediments from the
central parts of the North Pacific suggest that eolian processes
(dust deposition) became more important in the late Tertiary,
accelerating greatly between 7 and 3 Ma (Leinen and Heath,
1981). It was around 2.5 Ma ago that the most dramatic increase
in eolian sedimentation occurred — an increase that accompanied
the onset of Northern Hemisphere glaciation. In Arabia, humid
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conditions in the late Tertiary caused deep weathering and
fluvial incision of lava flows dated to 3.5 Ma. Such signs are
absent in early Pleistocene flows (Hotzl et al., 1978).

Environmental fluctuations within the Pleistocene

All deserts show the impact of Pleistocene climatic changes; no
deserts were immune. On the one hand, the deserts expanded
from time to time, covering areas that are now wooded and
forested. As a consequence, stabilized sand seas occur in areas
where rainfall levels are currently in excess of 800 mm. A large
tract of dead ergs occurs on the south side of the Sahara from
Senegal in the west to Sudan in the east, while in southern
Africa the Mega-Kalahari extended into Angola, Zambia,
Zimbabwe and the Congo Basin. Relict dunes are also present
in various parts of South America, including the Llanos in the
north and the Pampas in the south. The High Plains of America
also have extensive areas of stabilized dunes. In North West
India, the dunes of the Mega-Thar can be traced southwards
into Gujarat and eastwards towards Delhi, while in Australia
large linear dunes can be traced in the tropical north. Changes
in the extent of sand seas (e.g., Sarnthein, 1978) may partly
be the result of changes in precipitation, but it is also possible
that high glacial trade wind velocities played a role (Ruddiman,
1997). These may also have had a marked influence on defla-
tion and dust storm activity. There is clear evidence for
increased dust inputs into the oceans at the time of the Last
Glacial Maximum. Dust fluxes appear to have been 2—4 times
higher than at present (Grousset et al., 1998). Studies of wind-
transported materials (including diatoms deflated from desic-
cated lakes) have been made to plot wind strength changes over
extended periods (e.g., Shi et al., 2001).

Conversely, at other times, large freshwater lakes occupied
the Altiplano basins of South America, the many depressions
of the Basin and Range Province in the USA (notably Lahontan
and Bonneville), the Aral-Caspian of Central Asia, the Chad-
Bodélé Depression in the Sahara, the Dead Sea in the Middle
East and the Lake Eyre basin in Australia. Even in the hyper-
arid heart of the Sahara and the Libyan Deserts, there are lake
deposits, tufas, old drainage lines and other evidence of
enhanced hydrological activity (Rognon, 1963).

Although some of the evidence for pluvial conditions can be
explained by reduced rates of moisture loss under cooler condi-
tions, this is by no means an adequate or universal explanation,
not least for the many areas that were moist during interglacial
times. It appears that inputs of precipitation were substantially
increased. For example, studies of the Altiplano lakes in South
America suggest that rainfall may have been 400—600 mm in
areas that today receive just 200 mm (Clayton and Clapperton,
1997). Likewise, it has been estimated that, in the early Holo-
cene, parts of the Nubian Desert, which now effectively are
completely arid, received as much as 700 mm of rainfall
(Hoelzmann et al., 2001).

The frequency of climatic change

In addition to being severe, climatic changes in deserts were
frequent in the Quaternary. This is indicated by high-resolution
studies of ocean and lake cores and because of the increasing
availability of high-resolution luminescence dates for aeolian
sediments. The multiple glaciations and deglaciations of high
latitudes and the multiple climatic flickers within glacials and
interglacials all indicate the instability of Quaternary climates.
They were all associated with major changes in the oceans,

pressure systems and wind belts, which in turn impacted on
deserts. Lake level fluctuations in arid basins may indicate
short-lived fluctuations that correlate with Heinrich events
(Benson et al., 1998) and Dansgaard-Oeschger cycles (Lin
et al., 1998), while the Younger Dryas also seems to have its
counterparts in arid regions (e.g., Zhou et al., 2001). Dunes were
repeatedly reactivated and stabilized, both in the Pleistocene
and the Holocene, lakes rose and fell over short spans of time,
and pulses of dust were deposited in the world’s oceans. The
timing and correlation of these events is controversial, and there
are reasons why climatic tendencies would have differed between
temperate and tropical deserts and between northern and southern
hemispheres, but a coherent pattern is starting to emerge. Dry
conditions during and just after the Late Glacial Maximum and
humid conditions during part of the early to mid-Holocene appear
to have been characteristic of tropical deserts, though not of the
southwest USA (Street and Grove, 1979).

The climatic context of change

Pluvials were not in phase in all areas and in both hemispheres
(Spaulding, 1991). In a mid-latitude situation like the southwes-
tern United States, there was greatly increased effective moisture
at the time of the Last Glacial Maximum, as recognized by Smith
and Street-Perrott (1983). This was partly caused by decreased
rates of evaporation, but also by intensified zonal circulation
and equatorward displacement of mid-latitude westerlies and
associated rain-bearing depressions, particularly in winter.

Lower latitudes were much less influenced by the displaced
westerlies during the full glacial, and they experienced rela-
tively dry conditions at that time. They experienced major plu-
vials in early to mid-Holocene times (Grove and Goudie,
1971). Under warmer conditions monsoonal circulation was
intensified, and in the Northern Hemisphere the ITCZ would
have shifted northwards, bringing rainfall into areas like West
Africa, Ethiopia, Arabia and Northwest India. The basis for this
change may have been increased summer insolation associated
with the 23,000 year rhythm of orbital precession, for at around
9,000 yBp, Milankovitch-forcing led to Northern Hemisphere
summers with almost 8% more insolation than today (Kutzbach
and Street-Perrott, 1985). Higher insolation caused greater
heating of the land, stronger rising motion, more inflow of
moist air and more summer monsoonal rainfall. In contrast,
weaker insolation maxima around 35,000 and 60,000 years
ago would have created weaker monsoons (Ruddiman, 2001).

Changes in insolation recipts at 9,000 Bp can help to explain
the Northern Hemisphere low latitude pluvial, but they have less
direct relevance to the Southern Hemisphere (Tyson and Preston-
Whyte, 2000). Also important in determining the spatial and
temporal patterning of precipitation change are sea surface tem-
perature conditions associated with the build-up and disintegra-
tion of the great ice-sheets (Shi et al., 2000). For example, the
presence of a vigorous cold current off the Canary Islands and
Northwest Africa, related to glacial meltwater and iceberg dis-
charge into the North Atlantic, might account for arid conditions
in the Late Glacial Maximum at a time when the presence of
westerly winds might have been expected to produce moister
conditions (Rognon and Coudé-Gaussen, 1996). Also important
may have been the effects that changes in snow and ice cover
over Asia, including Tibet and the Himalayas, could have had
on the monsoon circulation (Zonneveld et al., 1997).

The Holocene may have experienced a series of abrupt and
relatively brief climatic episodes, which have caused, for exam-
ple, dune mobilization in the American High Plains (Arbogast,
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1996) and alternations of pluvials and intense arid phases in tro-
pical Africa. The Holocene in low latitudes was far from stable
and benign, and it is possible that a climatic deterioration around
4,000 years ago could be involved in the mysterious collapse
or eclipse of advanced civilization in Egypt, Mesopotamia,
and Northwest India (Dalfes et al., 1997). These events cannot
be readily accounted for by solar radiation changes, so other
mechanisms need to be considered, including changes in the
thermohaline circulation in the oceans, or in land surface condi-
tions (Gasse and van Campo, 1994).

What is apparent is that the mechanisms causing changes in
atmospheric circulation have been both numerous and com-
plex, and that there will have been lagged responses to change
(e.g., slow decay of ice-masses, etc.), it is also apparent that
there will have been differing hemispheric and regional
responses to change (deMenocal and Rind, 1993). For exam-
ple, Arabia and Northeast Africa may have been especially sen-
sitive to changes in North Atlantic sea surface temperatures,
while monsoonal Asia may have been especially affected by
snow and ice conditions in its high mountains and plateaux.

Andrew Goudie
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ASTRONOMICAL THEORY OF CLIMATE CHANGE

Abstract

The astronomical theory of paleoclimates aims to explain the
climatic variations occurring with quasi-periodicities lying
between tens and hundreds of thousands of years. Such varia-
tions are recorded in deep-sea sediments, in ice sheets, and in
continental archives. The origin of these quasi-cycles lies in
the astronomically driven changes in the latitudinal and
seasonal distributions of energy that the Earth receives from
the Sun. These changes are then amplified by feedback
mechanisms which characterize the natural behavior of the cli-
mate system like those involving the albedo-, the water vapor-,
and the vegetation-temperature relationships. Climate models
of different complexities are used to explain the chain of
processes which finally link the long-term variations of three

astronomical parameters to the long-term climatic variations
at time scale of tens to hundreds of thousands of years.

Past climates at astronomical time scales

Our Ice Age, which the Earth entered 2—-3 Ma ago is called the
Quaternary Ice Age and is composed of the Pleistocene and the
Holocene. Its last 1 Ma is characterized by multiple switches of
the global climate between glacials (with extensive ice sheets)
and interglacials (with a climate similar to or warmer than
today). These past climates are reconstructed from analysis of
proxy data taken from deep-sea cores, ice cores, and land records
(e.g., Alverson et al., 2003). Throughout this last 1 million years,
the glacial-interglacial cycles have occurred with a dominant
quasi-periodicity of 100 ka. The astronomical theory of paleocli-
mates aims to explain the recurrence of these cycles. The last one
goes from the Eemian interglacial, centered roughly 125 ka BP,
to the current Holocene interglacial which peaked 6 ka BP,
and also includes the Last Glacial Maximum (LGM) which
occurred 21 ka BP.

The LGM was documented in great detail by the Climate Long-
Range Investigation Mapping and Prediction group (CLIMAP,
1976; Schneider et al., 2000). In the Northern Hemisphere, the
LGM world differed strikingly from the present in the huge land-
based ice sheets, which reached approximately 2—3 km in thick-
ness. Sea level was lower by at least 115 m which represents
roughly 50 x 10° km? more ice than now. Aerosol loading was
higher than present and CO, levels were about 200 ppmv (much
less than the 280 ppmv of the Pre-Industrial Revolution and than
the 370 ppmv of AD 2000) but the global average surface air tem-
perature was only 5 °C below present (Petit et al., 1999).

In the glacial world, climate shifts occurred also over peri-
ods as short as a few decades to millennia (e.g., Heinrich,
Dansgaard-Oeschger-Bond events; Bard, 2002). During the
deglaciation, between the LGM and the onset of the Holocene,
at about 10 ka BP, climate underwent another series of abrupt
events with global impacts (e.g., the Belling-Allered-Dryas
oscillation). This kind of millennium-scale climatic variability
probably does not occur in direct response to the insolation
forcing.

The astronomical theory of paleoclimates, an historical
point of view

Over the last 1 million years the waxing and waning of ice
sheets occurred in a more or less regular way. In Figure A32,
one can recognize a saw tooth shape with a 100-ka quasi-cycle
which is far from being constant and over which shorter quasi-
cycles of roughly 41 and 21 ka are superimposed. These kinds
of broad climatic features can be explained by the astronomical
theory of paleoclimates (Berger, 1978). This astronomical the-
ory is the oldest explanation of the existence of glacial periods
found in the geological record of the Quaternary Ice Age.
Through the Milankovitch approach, it is currently the most
popular. In broad terms, proponents of this theory claim that
the changes in three Earth’s orbital and rotational parameters
have been sufficiently large as to induce significant changes
in the seasonal and latitudinal distributions of irradiation
received from the Sun and so, to force glacials and interglacials
to recur as seen in geological records.

Climatic variations at similar time scales also occurred dur-
ing non-Ice Age periods and can also be explained by the astro-
nomical theory (Shackleton et al., 1999).
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Figure A32 Long-term variations over the last 400 ka of the atmospheric CO, from Vostok (Petit et al., 1999), of the §'®0 recorded from the
oceanic core MD900963 (Bassinot et al., 1994), and of the Northern Hemisphere continental ice volume simulated by the LLN 2-D NH model

(Loutre, 2003).

Pioneers of the astronomical theory

Only a few years after the address delivered by L. Agassiz in
1837 (Agassiz, 1838) at the opening of the Helvetic Natural
History Society at Neuchatel, “Upon Glaciers, Moraines and
Erratic Blocks,” Adhémar (1842) published his book explain-
ing Agassiz’s hypothesis on the existence of ice ages on the
basis of the known precession of the equinoxes. An astronomer
in Paris, Urbain Le Verrier (1855), famed for discovering the
orbital anomalies of Uranus which led to the discovery of Nep-
tune, immediately calculated the planetary orbital changes of
the Earth over the last 10° years.

Within the next few decades, largely because of the discov-
ery of the repetitive aspect of global glaciation, for example
in the Vosges, in Wales, and in the American records of the
Illinoian deposits, glacial geology became strongly tied to
astronomy. In the mid ninteenth century, James Croll initiated
a series of important works that would continue to bear much
fruit into modern times. Three major astronomical factors were
recognized in his model: axial tilt, orbital eccentricity and pre-
cession (Croll, 1875). A specific characteristic of his model
essentially lies in his hypothesis that the critical season for
the initiation of a glacial is Northern Hemisphere winter. He
argued that a decrease in the amount of sunlight received dur-
ing the winter favors the accumulation of snow and that any
small initial increase in the size of the area covered by snow
would be amplified by the snowfields themselves (positive
feedback). After having determined which astronomical factors
control the amount of sunlight received during the winter, he
concluded that the precession of the equinoxes must play a
decisive role. He also showed that changes in the shape of
the orbit determine how effective the precessional wobble is
in changing the intensity of the seasons. Croll’s first theory
predicts that one hemisphere or the other will experience
an ice age whenever two conditions occur simultaneously: a
markedly elongate orbit and a winter solstice that occurs far
from the Sun. Later, Croll hypothesized that an ice age would
be more likely to occur during periods when the axis is closer
to vertical, for then the polar regions receive a smaller amount
of heat.

As time went on, many geologists in Europe and America
became more and more dissatisfied with Croll’s theory, finding
it at variance with new evidence about the last ice age.

Milankovitch era

It is only during the first decades of the twentieth century that
Spitaler (1921) rejected Croll’s theory. He adopted the opposite
view, first put forward by Murphy (1876), that a long, cool
summer and a short, mild winter are the most favorable. This
diminution of heat during the summer half year was later
recognized by Briickner, Képpen, and Wegener (Briickner et al.,
1925) as the decisive factor in glaciation. However, it is
Milankovitch who was the first to complete a full astronomical
theory of Pleistocene ice ages, computing the orbital elements
and the subsequent changes in the insolation and climate.

Milutin Milankovitch was a Yugoslavian engineer —
geophysist — astronomer who was born in Dalj in 1879 and died
in Beograd in 1958 (Milankovitch, 1995). He was a contemporary
of Alfred Wegener (1880—1930), with whom he became
acquainted through Vladimir Képpen (1846—1940), Wegener’s
father-in-law (Schwarzbach, 1985).

Milankovitch’s first book (written in French) dates from
1920, but his massive Special Publication of the Royal Serbian
Academy of Science was published in German in 1941. It was
translated into English in 1969, which edition was re-edited in
1998. His theory actually requires that the summer in northern
high latitudes must be cold enough to prevent the winter snow
from melting. This allows a positive value in the annual budget
of snow and ice, which initiates a positive feedback cooling of
the Earth through a further extension of the snow cover and a
subsequent increase of the surface albedo. On the assumption
of a perfectly transparent atmosphere and of the northern high
latitudes being the most sensitive to insolation changes, that
hypothesis requires a minimum in the Northern Hemisphere
summer insolation at high latitudes. This is why the essential
product of the Milankovitch theory is his curve showing how
the intensity of summer irradiation varied over the past
600,000 years at 65°N. It is on this curve that he identified
the four European ice ages reconstructed 15 years earlier by
Albrecht Penck and Eduard Briickner (Penck and Briickner,
1909).

Milankovitch debate

Until roughly 1970 the Milankovitch theory was largely
disputed because the discussions were based on fragmentary
geological sedimentary records and on inaccurate time scales



ASTRONOMICAL THEORY OF CLIMATE CHANGE 53

and because the climate was considered too resilient to react to
“such small changes” in the Milankovitch summer half-year
caloric insolation. Moreover, the accuracy of the astronomical
solution for the Earth’s orbit and rotation and of the related
insolation (namely in polar latitudes) had also to be verified.

The first criteria to test the astronomical theory used a
visual or statistical relationship between minima and maxima
of geological and insolation curves (e.g., Brouwer, 1950).
The Milankovitch summer radiation curve for 65° N was used
more frequently because of the more extensive nature of
Pleistocene glaciation in the Northern Hemisphere. These qua-
litative coincidences will, however, remain somewhat illusory
until the ambiguities stemming from a priori assumptions about
sensitive latitudes and response mechanisms are resolved. As
an attempt to solve this problem, many insolation values for
different seasons and latitudes were used up to the late 1970s
(e.g., Broecker, 1966; Kukla, 1972).

In the meantime, climatologists (Budyko, 1969; Sellers,
1970; Saltzman and Vernekar, 1971) started to analyze the pro-
blem theoretically, but they found that the climatic response to
orbital change was too small to account for the succession of
Pleistocene ice ages. However, these early numerical experi-
ments were also open to question because the models used
much too simple parameterizations of important physical
processes.

Milankovitch renaissance

In the late 1960s, judicious use of radioactive dating and other
techniques gradually clarified the details of the time scale and
better instrumental methods came on the scene for reconstruct-
ing past climatic variations (Shackleton and Opdyke, 1973). At
the same time, atmospheric general circulation models and
more realistic climate models became available (Alyea, 1972).

Owing to these improvements, Hays et al. (1976) showed
for the first time that quasi-periods of 100, 41, 23 and 19 ka
are significantly present in proxy records of the past climate.
Independently, these periods were being found in the long term
variations of the eccentricity, obliquity and climatic precession
using a new more accurate solution of the planetary system
(Berger, 1978). These results were definitely at the origin of a
revival of the astronomical theory of paleoclimates. New
results were going being initiated in all four main steps of
any astronomical theory, namely, (a) the computation of the
astronomical elements, (b) the computation of the appropriate
insolation parameters, (c) the development of suitable climate
models, and (d) the analysis of geological data in the time
and frequency domains (Imbrie et al., 1984) in order to inves-
tigate the physical mechanisms which are responsible for the
long-term climatic variations and to calibrate and validate the
climate models.

Long-term variations of the astronomical parameters

As here we are primarily interested by the glacial-interglacial
cycles, we will focus only on the long-term variations of
the energy received by the Earth from the Sun (here called
the insolation) at time scales of tens to hundreds of thousands
of years.

The incoming solar radiation changes from day to day due
to the annual revolution of the Earth around the Sun. But there
are other changes of interest related to the planetary system and
the Sun’s interior. In particular, the solar output (the so-called
solar constant) and the opacity of the interplanetary medium

are changing, but their effects remain difficult to prove at our
time scales. More directly related to our problem, the seasonal
and latitudinal distributions of insolation have long-term varia-
tions which are related to the orbit of the Earth around the Sun
and to the inclination of its axis of rotation. These involved
three well-defined astronomical parameters: the eccentricity, e
(a measure of the shape of the Earth’s orbit around the Sun),
the obliquity, ¢ (the tilt of the equator with respect to the plane
of the Earth’s orbit), and the climatic precession, esin @, a
measure of the Earth-Sun distance at the summer solstice (@,
the longitude of the perihelion, being a measure of the angular
distance between the perihelion and the vernal equinox that are
both in motion). The present-day value of e is 0.016. As a con-
sequence, although the Earth’s orbit is very close to a circle,
the Earth-Sun distance, and consequently the insolation, varies
by as much as 3.2 and 6.4% respectively over the course of
1 year. The obliquity, which defines our tropical latitudes and
polar circles, is presently 23°27'. The longitude of the perihe-
lion is 102°, which means that the Northern Hemisphere winter
occurs when the Earth is almost closest to the Sun.

Celestial mechanics allows precession, obliquity and eccen-
tricity to be expressed in trigonometrical form as quasi-periodic
functions of time:

esin @ = ZP; sin(oyt + 1;) (1)
e=¢ +XA;cos(yt + () 2)
e=e¢" +ZE;cos(Zit + ¢;) (3)

where the amplitudes P;, 4;, E;, the frequencies «;, 7;, 4; and
phases 7;, {;, ¢, have been recomputed by Berger in 1978.
They can be used over a few millions of years (Berger and
Loutre, 1992) but for more remote times numerical solutions
are necessary (Laskar, 1999).

These formulae show that ¢ and e vary quasi-periodically only
around the constant values ¢ (23.32°) and e” (0.0287). This
implies that, in the estimation of the order of magnitude of
the terms in insolation formulaec where ¢ and e occur, they
must be considered as a constant in a first approximation. More-
over, the amplitude of sin® is modulated by eccentricity in
the term esin @. The envelope of esin @ is therefore given
exactly by e, the frequencies of e originating strictly from
combinations of the frequencies of @; for example:
M=oy —ay, Jp=o03—0y, A3 =03 —0, A4=04— 0,
As = oq —op, and A¢ = a3 — oy (Berger and Loutre, 1990).
This leads to conclude that the periods characterizing the expan-
sion of e are non-linear combinations of the precessional periods
and, in particular, that the eccentricity periods close to 100,000
years originate from the precession periods close to 23,000
and 19,000 years.

Over the past 3 million years, the orbit varied between near
circularity (e = 0) and slight ellipticity (e = 0.07) with a quasi-
period of about 400 ka over which a period of about 100 ka is
superimposed. The tilt of the Earth’s axis varied between about
22° and 25° at a period of nearly 41 ka. As far as precession is
concerned, two phenomena must be considered. The first is the
axial precession. The second is related to the counterclockwise
absolute motion of the perihelion whose period, measured rela-
tive to the fixed stars, is about 100 ka (the same as for the
eccentricity). The two effects together result in what is known
as the climatic precession of the equinoxes. This motion is
mathematically described by @, the equinoxes and sol-
stices shifting slowly around the Earth’s orbit, relative to the
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perihelion, with a mean period of 21 ka. This period results
actually from the existence in equation (1) of four periods
which are close to 23 and 19 ka.

Figure A33 gives the long-term variations of these three
astronomical parameters over the past 200,000 years and into
the future for the next 100,000 years. It shows in particular that
the 100-ka period is not stable in time (Berger et al., 1998)
being remarkably shorter over the present time. It can also be
shown that the most important theoretical period of eccentri-
city, 400 ka, is weak before 1 Ma BP, but becomes particularly
strong over the next 400 ka, with the strength of the compo-
nents in the 100-ka band varying in opposite ways. It is worth
pointing out that this weakening of the 100-ka period started
about 900 ka ago when this period began to be very strong in
paleoclimate records. This implies that the 100 ka period found
in paleoclimatic records can not, by any means, be considered
to be linearly related to the eccentricity.

While today the Northern Hemisphere winter solstice
occurs near perihelion, at the end of the deglaciation, roughly
10 ka BP, it occurred near aphelion. Moreover, because the length
of'the seasons varies in time according to Kepler’s second law, the
solstices and equinoxes occur at different calendar dates during the
geological past and in the future. Presently in the Northern Hemi-
sphere, the longest seasons are spring (92.8 days) and summer
(93.6 days), while autumn (89.8 days) and winter (89 days) are
notably shorter. In AD 1250, spring and summer had the same
length (as did autumn and winter) because the winter solstice
was occurring at perihelion. About 4,500 years into the future,

the northern hemisphere spring and winter will have the same
short length and consequently summer and fall will be equally
long. But we are now approaching a minimum of e at the 400-ka
time scale and 27 ka from today, the Earth’s orbit will be circular.

Daily irradiation
Let us call daily insolation, # (in W m™?), the energy received
at the Earth’s surface over a unit area divided by 24 hours with-
out caring about the atmosphere. This value usually referred to
as “at the top of the atmosphere” can be calculated exactly. It
depends upon the solar constant, the distance from the Earth
to the Sun, 7, and the length of the day, L. For a given ecliptical
longitude — it means for more or less a given day — the long
term variations of » are a function of precession only and those
of L are a function of ¢ only. The mathematical expression of
W show clearly (Berger et al., 1993) that (a) it is principally
affected by variations in precession, although the obliquity
plays an important role at high latitudes, mainly in the winter
hemisphere; (b) at the equinoxes, insolation for each latitude
is only a function of precession; (c) at the solstices, both pre-
cession and obliquity influence insolation, although precession
is dominant at most latitudes. However, the total energy
received during one particular season at a given latitude is only
a function of ¢ as a consequence of Kepler’s second law.
These behaviors differ from those of the caloric insolations
introduced by Milankovitch. Indeed, he defined the caloric
seasons as being exactly half a year long to avoid the variations
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in length of the astronomical ones. The summer half-year com-
prises actually all the days receiving, each, more irradiation
than any of the winter half-year. The resulting caloric insola-
tions (i.e., the total irradiation received during a half-year calo-
ric season) are mainly a function of precession in low latitudes
and of obliquity at high latitudes. We must stress that this is far
from solving the difficulty of having to deal both with the total
energy received during one season and with its length. The
caloric seasons as defined by Milankovitch indeed raise two
problems: first, their beginnings change with time; second, it
is difficult to define them in the equatorial regions where the
seasonal march of insolation has two maxima and two minima.
Nevertheless the daily irradiation and the caloric insolations are
different approaches to the problem and they may be consid-
ered as complementary.

The geometry of the insolation problem allows one to
calculate the insolation changes due to changes in obliquity
and precession. Changes in incoming solar radiation due to
changes in tilt are the same in both hemispheres during the
same local season: an increase ofe leads to an increase of inso-
lation in the summer hemisphere and a decrease in the winter
hemisphere (Figure A34). As the strength of the effect is
small in the tropics and maximum at the poles, an obliquity
increase amplifies the seasonal cycle in the high latitudes of
both hemispheres simultaneously. The precession effect can
cause warm winters and cool summers in one hemisphere while
causing the opposite effect in the other hemisphere. As shown
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in Figure A34, going from a summer solstice occurring at aphe-
lion to occurring at perihelion increases the energy received on
Earth from the spring equinox to the fall equinox.

It must be stressed finally that the pattern of solar irradiation
at the top of the atmosphere differs significantly from the pat-
tern of radiation absorbed by the Earth’s surface, particularly
in high latitudes where the surface albedo is large (Tricot and
Berger, 1988). This remark must be kept in mind when using
directly the astronomical insolation for trying to explain the cli-
matic variations reconstructed from proxy data.

Astronomical impact on climate

In order to test the possible climatic influence of the long-term
variations of insolation, a climate model of intermediate complex-
ity has been built (Gallée et al., 1991). It has been used for many
different climatic situations covering the last 3 Ma. In particular,
an atmospheric CO, concentration decreasing linearly from
320 ppmv at 3 Ma BP (Late Pliocene) to 200 ppmv at the Last
Glacial Maximum was used to force this model in addition to
the insolation. Under such conditions, the model simulates the
entrance into our Ice Age, 2.75 Ma ago, the Late Pliocene — Early
Pleistocene 41-ka cycle, the emergence of the 100-ka cycle
around 850 ka BP and glacial-interglacial cycles over the last
600 ka (Berger et al., 1998). Sensitivity tests have also shown
the importance of all the feedbacks related to the planetary albedo,
water vapor, height and continentality of the inlandsis and the
isostatic response of the lithosphere. They also confirmed that,
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Figure A34 Changes in W m ™2 along the year of the daily insolation at 90° N, 60° N, the equator, 60° S and 90° S (1) for obliquity changing
from 25° to 22°: (a) summer solstice at aphelion; (b) summer solstice at perihelion and (2) for summer solstice changing from aphelion to
perihelion, with obliquity being kept at 23.445° (c). In all figures, e = 0.05.
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in our model, the astronomical forcing alone can generate glacial-
interglacial cycles, but only if the atmospheric CO,-concentration
is lower than 230 ppmv. On the contrary, if the astronomical for-
cing is kept constant, the CO, variations cannot reproduce the ice
volume variations characteristic of the glacial-interglacial cycles.
Using both the long term variations of insolation and of CO,
deduced from the Vostok ice cores (Petit et al., 1999) allows
one finally to reproduce the glacial-interglacial cycles of the last
400 ka, in broad agreement with the reconstructions of the ice
volume from proxy records. These simulations have also shown
that the Marine Isotopic Stage 11-400 ka ago — is a much better
analog of our Holocene than the Eemian, at least from the astro-
nomical point of view. This result has led to a tentative projection
of the future climate over the next tens of thousands of years.
Under natural conditions, our interglacial would last exception-
ally long (up to 50 ka AP) and man’s activities might create a
super-interglacial over the next millennia with a complete melting
of the Greenland ice sheet from 10 to 20 thousands years into the
future (Berger and Loutre, 2002).

Conclusions

It is now more and more accepted that the astronomically
induced insolation variations are the pace-maker of the climatic
variations over the Quaternary at time scale going from tens
to hundreds of thousands of years. The feedback mechanisms
related to the planetary albedo, greenhouse gases and ice
sheets, are all necessary for amplifying the astronomical signal
and to simulate glacial-interglacial cycles in agreement with
reconstructions obtained from proxy records. Modeling past
climatic variations, through the astronomical theory in particu-
lar, allows not only to better understand how the climate system
works, but also to attempt modeling our future climate. This is
why, in addition to acquiring proxy records for past climate
reconstructions, models of diverse complexities must be
constructed to test the reliability of the results described in
this paper.

André Berger
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ATMOSPHERIC CIRCULATION DURING THE LAST
GLACIAL MAXIMUM

Introduction

The Last Glacial Maximum (LGM) offers us an opportunity
to assess how the atmospheric circulation changes when in a
different climate regime, one characterized by much colder
temperatures (~5 °C, globally), and different effective topogra-
phy (i.e., the presence of large ice sheets on land at upper mid-
latitudes). Yet, there are many aspects of the circulation that are
known imperfectly. The evidence, to the extent that it exists, is
generally indirect, especially for wind changes. Moisture and
temperature changes are generally better known, and from
these we have an indication of how the circulation may have
been altered. Even with these parameters, however, there are
major uncertainties, in particular associated with temperature
changes in the tropics and subtropics.

An alternate line of evidence comes from General Circula-
tion Model (GCM) studies of this time period. Here too, how-
ever, there is uncertainty, associated both with the LGM
boundary conditions (e.g., sea surface temperatures [SSTs],
and ice sheet topography) and with the models themselves.
While model studies often give similar temperature change
results (when forced with the same boundary conditions), cir-
culation changes can differ, especially on the regional scale.

A third line of evidence comes from theoretical considera-
tions. Basic quasi-geostrophic theory as applied in the extratro-
pics suggests how the atmospheric circulation should respond
in a climate change situation, associated, for example, with
changes in the latitudinal temperature gradient. Of course, once
again, our understanding of the latitudinal temperature gradient
for the LGM is only as good as the paleoclimate evidence.

Given this state of affairs, a likely indication of some
aspects of the circulation of the LGM can be offered. As more
data is obtained, and model and theory improved, the assess-
ment should become more refined.

The following will discuss circulation with respect to its lati-
tudinal and altitude distribution in the extratropics and tropics.

The analysis will be reviewed with respect to the three tools
noted above: GCMs (which allow the most direct assess-
ments of circulation changes), observations, and theoretical
considerations.

GCM analysis of circulation changes

Various general circulation models have been run with specified
or calculated LGM boundary conditions, such as SSTs (a partial
list includes the simulations of Gates, 1976; Hansen et al., 1984;
Manabe and Broccoli, 1985; Rind and Peteet, 1985; Kutzbach
and Guetter, 1986; Rind, 1987; COHMAP, 1988; Hall et al.,
1996; Bonfils et al., 1998; Kageyama et al., 1999; Pinot
et al., 1999a; and Hewitt et al., 2003) The specified SSTs
were generally derived by the CLIMAP (Climate Long-Range
Investigation Mapping and Prediction, 1981) reconstruction,
although a few of the earlier analyses used colder tropical
SSTs than CLIMAP generated, and a few later simulations have
added arbitrary cooling to the CLIMAP tropical values (e.g.,
Toracinta et al., 2004). The calculated SSTs in models have been
derived either from analyses using a mixed layer or slab ocean
with specified ocean heat transports (e.g., Webb et al., 1997),
or with truly coupled dynamical atmosphere-ocean models
(e.g., Shin et al., 2003). The calculated SSTs have been almost
uniformly colder than the CLIMAP reconstructions in the
tropics. Controversy still exists over the proper tropical SST
values. The degree of tropical temperature change strongly
affects our understanding of LGM dynamics because of its
influence on latitudinal temperature gradients and low latitude
circulation.

Models have also used several different land ice sheet topo-
graphies, chiefly the Denton and Hughes (1981) reconstruction
that was part of the CLIMAP LGM reconstruction, but more
recently the topography set generated by Peltier (1994). The
latter estimate, produced by a model of glacial isostatic adjust-
ment, gives considerably lower (of order 1 km) ice sheet topo-
graphy estimates, and is not consistent with the dynamics of
ice sheet models (Clark et al., 2001). An alternative is to derive
the topography from an ice sheet model (e.g., Fastook and
Prentice (1994)), which restores the higher altitude (Toracinta
et al., 2004). This too makes a difference in LGM dynamics,
in particular by altering the magnitude by which the big ice
sheets over North America influence the flow field and atmo-
spheric waves.

Unfortunately, the uncertainties in important boundary con-
ditions that influence the depiction of the general circulation
in GCMs and atmospheric dynamics of the LGM can seriously
impact our understanding. This must be borne in mind in the
subsequent discussion. In particular, with calculated SSTs,
and greater tropical cooling, the shifts in storm generation in
the extratropics are more muted, and the Northern Hemisphere
Hadley Cell change is larger. With reduced height of the ice
sheets, the associated anticyclone is weaker (Ramstein and
Joussaume, 1999; Bromwich et al., 2004).

Extratropics

With the previous caveats in mind, we can now describe the
circulation in the LGM extratropics as depicted by GCMs.
The sea level pressure field featured big high-pressure sheets
over the Laurentide Ice Sheet region (primarily in winter) and
the Scandinavian Ice Sheet (primarily in summer); in some
models, storms were directed over the Laurentide Ice Sheet
in summer, providing precipitation for snow cover. The high
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pressure was generated by cooling over the ice sheet — a func-
tion of its height, in that with greater altitude of the land surface
there is less atmosphere above and hence less greenhouse gas
concentration (primarily water vapor) to reduce outward radia-
tive fluxes. The albedo of these ice sheets, a very uncertain
parameter, played a role in keeping the region cooler in sum-
mer, along with the difficulty of raising the surface air tempera-
ture above freezing, given the mass of snow and ice to melt.
Winds around these features provided a greater west wind
flow at the surface over the Arctic than currently exists, with
weaker westerly winds to the south, helping the eastern and cen-
tral United States to have a “more continental” climate (e.g.,
Kutzbach and Guetter, 1986). In a higher resolution model,
strong katabatic winds came off the Laurentide Ice Sheet. There
was a tendency towards some degree of warming south of the
ice sheets, due to subsidence or altered advection (Rind 1987;
Feltzer et al., 1996).

Storm systems and baroclinicity also underwent strong
shifts in locations. Currently baroclinicity is highest over
eastern Asia and North America. The presence of the cold
Laurentide Ice Sheet produced a strong temperature gradient
over North America that led to increased storm generation over
land. At the same time, the strong gradient between warm air to
the south, over the North Atlantic, and cold air in the vicinity
of the southward-displaced sea ice edge led to increased baro-
clinic generation extending to the eastern North Atlantic.
Hence, storms and storm tracks occurred across eastern North
America all the way to western Europe (Hall et al., 1996;
Kageyama et al., 1999; Bromwich et al., 2004). The stronger
latitudinal temperature gradient also intensified the jet stream
in its subtropical position, both coming across the Pacific and
extending from the eastern Atlantic across southern Europe;
hence, storms followed these altered paths. The main ocean
low-pressure systems were thus displaced southward from their
current locations. With a split flow in the jet stream (see
below), storms also increased to the north of the ice sheets,
along coastal Alaska and into the Arctic (Bromwich et al.,
2004).

As to the intensity of the storms, there is little consistent
indication of strengthening, despite the increased baroclinicity.
Nor is there any agreement on the nature of the change between
standing and transient wave energy. While the added topography
would suggest greater stationary wave energy, the increased
latitudinal temperature gradient aided transient energy genera-
tion. As these processes can work against one another, via pole-
ward transport of heat, different models favor one over the
other (e.g., in the study of Rind et al., 2001, standing wave
energy actually decreased despite the big ice sheets). Surface
winds also did not increase greatly in intensity — on the order
of 10% in some models (Crowley, 1988).

At higher levels, the position of the standing wave troughs,
which are currently over eastern North America, eastern Asia
and eastern Europe in winter, appeared to undergo no major
change, although there was amplification in some models
(e.g., Felzer et al., 1996). In addition to the southward shift
of the jet stream, some models produce a “split-jet” around
the Laurentide Ice Sheet, bringing Pacific air over the Arctic,
and intensifying flow south of the ice. There is no agreement
on this feature, however, which varies in intensity from model
to model and it is completely missing in some. Bromwich
et al. (2004) show that it can be affected by the model
resolution, as well as the presumed height of the ice sheet
topography.

While most model simulations did not specifically address
the vertical profiles of climate change, cooling undoubtedly
occurred throughout the troposphere, associated with colder
surface conditions, reduced atmospheric carbon dioxide, and
reduced water vapor (from reduced evaporation) (Hansen et al.,
1984; Rind et al., 2001). There was also a likely reduction in
high-level cloudiness, associated with decreased convection.
The most likely response of tropical and subtropical cooling
is that the temperature was reduced in the tropical upper tropo-
sphere even more than at the surface. In the extratropics, max-
imum cooling would have been at heights just above the ice
sheets. The resulting increased temperature gradient at low alti-
tudes, and decreased temperature gradient at high altitudes,
would likely have led to increasing west winds in the low-to-
middle troposphere at mid-latitudes, with decreased west winds
at higher levels. In the Northern Hemisphere polar regions, the
latitudinal temperature gradient was actually reversed — colder
conditions now occurred south of the Arctic Circle, so stronger
east winds were likely at the highest latitudes. In the North
Atlantic, the southward shift of the storm track in most models
resulted in a more negative North Atlantic Oscillation phase,
although in the study of Bromwich et al. (2004), the northern
branch of the split jet stream maintained a vigorous westerly
circulation (positive NAO phase). Considering all longitudes,
a more negative Arctic Oscillation (AO) phase would have
maximized at the surface, and diminished with altitude within
the troposphere.

The tropopause was likely at a lower altitude in the colder
climate, although its temperature change is uncertain. In at
least one study (Rind et al., 2001) its temperature was
unchanged. While the troposphere was cooling, the strato-
sphere was warming (due to reduced CO,). Total stratospheric
ozone would have increased due to the expanded stratosphere.
HO, and NO, would have decreased because of lower concen-
trations of methane, tropospheric water vapor and N,O,
further increasing ozone. However, the warmer stratosphere
would have favored less ozone photochemically, although this
effect was unlikely to have offset the other gains. The strato-
spheric polar vortex was likely weaker in the stratosphere
(again the negative AO phase) (Rind et al., 2001), due in part
to increased planetary wave activity propagating up from the
troposphere. Hence the stratospheric winds during winter
were likely weaker. Gravity wave drag, which acts to decele-
rate the stratospheric winds, could also have been greater if
the ice sheets had a sufficiently corrugated topography to gen-
erate them.

The summer time circulation had many current winter-like
features, although weaker in intensity, due to the presence of
the cold air masses produced by the ice sheets. In addition to
the higher pressure over eastern Canada and western Europe
in some models, the North American and North Atlantic
troughs were amplified (Broccoli and Manabe, 1987; Felzer
et al., 1996), with more storms over the North Atlantic, as the
land/ocean temperature contrast was altered with respect to
current conditions. As noted previously, a subset of models
produced storm tracks up onto the Laurentide Ice Sheet during
this season.

In the Southern Hemisphere, the consensus is that storms
shifted poleward due to greater temperature gradients at higher
latitudes, with a more equatorward extension of the sea ice
field; major increases occurred in particular in the Indian Ocean
sector. The “split-jet” seen in the Pacific therefore weakened or
disappeared altogether (Hall et al., 1996).
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Tropics/Subtropics

The major question concerning the LGM circulation in the tro-
pics is the extent to which the Hadley Cell changed, both in
terms of its magnitude and in terms of its latitudinal extent.
Models, usually using CLIMAP SSTs, generally indicate that
the July Hadley circulation, with rising air in the northern subtro-
pics and descending air in the Southern Hemisphere, decreased
in intensity. This was associated with cooler conditions over
land, particularly over Asia. The most obvious expression was
a weakened Indian monsoon, although a weaker monsoon in
North America has also been noted (Hall et al., 1996).

The features of the Hadley Cell change are affected by the
SST field used for the tropics and subtropics. Hall et al.
(1996) found that the Hadley Cell moved north of the equator
and strengthened in December to February, associated with
the warm subtropical Pacific SSTs in the CLIMAP reconstruc-
tion. Felzer et al. (1996) found that the Northern Hemisphere
portion of the Hadley Cell intensified in both seasons, with
the major decrease during June to August occurring in the
Southern Hemisphere component. Rind and Perlwitz (2004)
found that, when using the CLIMAP SSTs, the December-
February Hadley Cell intensified by some 10%, while the
June-August intensity was some 20% lower; when using
calculated (and colder) SSTs, the December-February change
was similar, but June-August intensified by close to 70%. This
latter result was due to a ~70% increase in the SST gradient
between 27° N and 27° S, and emphasizes how closely related
the Hadley Cell strength is to the SST gradient (also noted by
Toracinta et al., 2004, especially for the Indian monsoon
region). In these analyses, the poleward extent during Decem-
ber-February increased by some 5° of latitude, associated with
dynamical processes involving the ice sheets; Ramstein et al.
(1998) obtained a similar result.

Models have not yet been used to assess significant changes
in El Nifio-Southern Oscillation (ENSO) events during the
LGM. The specified SST reconstructions of CLIMAP led to
increased precipitation in the eastern tropical Pacific relative
to the west (Joussaume, 1999), implying a weakening of the
Walker circulation. With calculated SSTs there was little sys-
tematic change.

An additional factor concerns the possible occurrence of
hurricanes during the LGM. Hobgood and Cerveny (1988)
used output from a GCM that used the CLIMAP SSTs and
found that weak hurricanes were still possible, factoring in pos-
sible reductions in outgoing thermal radiation associated with
the colder climate. Full-fledged hurricanes would presumably
be less likely if colder SST values were to be employed.

Observational analysis of circulation changes

Given the uncertainties in the modeling results based on uncer-
tainties in the boundary conditions used to force the models,
can we use observations to imply what dynamical changes
occurred? While most observational parameters are directly
related to the paleodata (temperature, precipitation), we can
potentially infer circulation responses by observing the pattern
of these changes.

Extratropics

In the extratropics, wetter conditions in the southwestern U.S.
and drier conditions in the northwestern U.S. are consistent with
a southward shift of the jet stream and storm tracks. The model
responses tend to be much smaller than observations imply

(Bromwich et al., 2004), for reasons that are not apparent.
In addition, comparison of model and observed conditions
for the LGM in southern Europe indicate that the models
produced temperatures that were too high there, undoubtedly
influenced by the CLIMAP SSTs but also with computed SSTs
(Pinot et al., 1999b). This may imply circulation features that
are not properly simulated in models, in particular cold air
advection from regions further north; this suggests in turn a
more active polar front jet stream relative to the subtropical
jet (and hence cooler tropical temperatures, which would
weaken the subtropical jet). Additional feedbacks, such as those
associated with vegetation feedback, may also contribute (e.g.,
Levis et al., 1999).

Another intriguing feature was the CLIMAP reconstruction
showing little additional ice growth in Alaska, which would
be consistent with more southerly flow into the region, asso-
ciated with a southeastward displacement of the Aleutian
Low that has been seen in some models and the split-jet stream
influence on storm tracks (Bromwich et al., 2004). However,
Hall et al. (1996) found that drainage off the ice sheets actually
kept Alaska cold in their model simulation.

Observations imply stronger surface winds, on the order
of 20-40% (Crowley, 1988). This contrasts with a much
smaller increase in model-generated surface winds (and storm
intensities).

Tropics/Subtropics

At low latitudes, the Hadley Cell response is indicated by
changes in soil moisture in the tropics and subtropics. High
lake levels in northwestern Sahara, the Mediterranean region
and sites in the Middle East (Farrera et al., 1999) may imply
an increase in precipitation minus evaporation for this region
of the subtropics. Markgraf (1989) and Colinvaux (1991) find
similar subtropical moistening in southern and northern subtro-
pical regions of the Americas (see also Street-Perrott et al.,
1989), but changes of this nature are not uniformly recorded
throughout the subtropics. In the tropics themselves, from Cen-
tral America to western Africa, drier conditions prevailed, with
only eastern Africa becoming wetter. There is thus some indi-
cation that the Hadley Cell weakened, with less subsidence in
the subtropics and less rising air in the tropics, but the data is
not definitive. Models often reproduce the nature of the change
but not the magnitude, underestimating the extent of drying
with and without CLIMAP-specified SSTs (although colder
tropical/subtropical SSTs can lead to better qualitative agree-
ment (Toracinta et al., 2004)). No moisture records are avail-
able from the Indian subcontinent to ascertain the extent to
which reduced monsoons really occurred in this region (Farrera
et al., 1999). Chylek et al. (2001) suggested that enhancement
of dust source areas during past glacial periods implied a con-
traction of the Hadley Cell of some 3° of latitude.

Some reconstructed SSTs in the tropical Pacific suggest a
relaxation of tropical temperature gradients, weakened Hadley
and Walker circulation, southward shift of the Intertropical Con-
vergence Zone, and a persistent El Nifio-like pattern in the tropi-
cal Pacific (Koutavas et al., 2002). In contrast, Trend-Staid and
Prell (2002) concluded that SSTs in the western tropical Pacific
were relatively unaffected, while the eastern tropical Atlantic
cooled substantially. Hence, it is not possible to determine what
the circulation was like in this region; model simulations that use
a particular SST depiction will produce a Walker circulation
consistent with them (Joussaume, 1999).
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Theoretical considerations of circulation changes
Extratropics

The increased latitudinal temperature gradient driven by the
existence of cold ice sheets at upper mid-latitudes likely
increased the baroclinic generation of storms. Over the ice
sheets themselves, and in the downstream areas to the east,
large high-pressure systems, generated by radiative cooling
from the high-altitude ice surface, would have dominated the
circulation, with storms moving less poleward and more east-
ward at mid-latitudes. This would correspond, in effect, to the
negative phase of the Arctic Oscillation and the North Atlantic
Oscillation, although if the downstream trough in the North
Atlantic were to be sufficiently amplified, a more positive
phase would be possible (Bromwich et al., 2004). While the
existence of the added topography features associated with
the ice sheets would have seemed likely to generate greater
standing wave energy, in some studies this failed to materialize
as the increase in latitudinal temperature gradient resulted in a
large increase in transient wave energy, which dominated the
energy cycle change. This distinction would help determine
whether the paleorecord would feature a more longitudinally
uniform response of precipitation changes, or not.

The polar front jet stream was clearly further south, asso-
ciated with the ice sheets, and this jet may have split to the north
and south of the ice sheets, although different GCMs produce
somewhat different results (which in turn would affect the air
arriving at the Greenland Ice Sheet, and consequently
the interpretation of isotope changes within the ice cores). The
change in the subtropical jet is likewise somewhat uncertain.
With relatively warm subtropics, it may have increased in inten-
sity, while with the more likely cooler tropics and subtropics it
may well have diminished in general. The change in frequency
of El Nifios would also affect this result, at least periodically.

Given the greater baroclinicity, stronger storms would have
been expected, with substantial increases in surface winds at
mid-latitudes, especially at locations featuring the contrast
between the cold high-pressure cells off the ice sheets and
storms propagating across North America. The model results
indicating no marked strengthening of either storms or surface
winds are surprising; presumably other limiting factors come
into play (including perhaps the model resolution). In the vici-
nity of the big high pressure cells themselves, covering upper
mid-latitudes, surface winds would have been weaker.

Tropics/Subtropics

The Hadley Cell during December-February is quite sensitive
to the latitudinal gradient in SSTs. With the CLIMAP recon-
struction, there is a tendency for increased circulation north
of the equator and decreases to the south due to the warm sub-
tropical SSTs. On the other hand, that distribution is not parti-
cularly conducive to drying out the tropics, for the warm
subtropics provides plenty of moisture for tropical condensa-
tion, despite any reduced upwelling associated with the Hadley
Cell decrease. Colder conditions in both the tropics and subtro-
pics (but more so in the tropics) favor equatorial drying,
although the impact on the Hadley Cell would be less and wet-
ter conditions in the subtropics more problematical. None of
the models produced these effects even when calculating their
own SSTs. Hence, the extent to which the Hadley Cell was
actually reduced during the LGM is not well known, although
a reduction, associated with a decrease in the global hydrologic
cycle, is probable.

Concerning the change in the poleward extent of the Hadley
Cell, all else being equal, an increase in the equator to pole
temperature gradient would have led to an expansion of the
latitudinal extent (Held and Hou, 1980). However, a reduced
tropopause height and increase baroclinicity in the extratropics
would have affected the result.

Had the Hadley Cell intensity been reduced, the trade winds
would have been weaker, probably resulting in weaker El
Nino/La Nifa oscillations (although perhaps locking into a
more permanent El Niflo state). What actually happened to
the ENSO oscillation would have depended upon the tem-
perature of the upwelling water as well, in response to ocean
circulation changes (e.g., North Atlantic Deep Water and
Intermediate Water changes).

Other aspects of the tropical circulation also depend on the
actual SSTs. The occurrence of easterly waves is presumably
associated with active convection. If the tropical SSTs were actu-
ally considerably colder, convection also would likely have been
reduced. The tropical low-level jet, which may promote wave
formation via barotropic instability, depends on the temperature
gradient between the deep tropics and the warmer subtropics.
If the Hadley Cell weakened, and this gradient reduced, the
amplitude of the easterly jet would have been reduced as well.

Finally, the existence of hurricanes depends on the SSTs.
Hurricanes derive their energy primarily from the latent heat
release associated with moisture supplied by evaporation, lar-
gely in the subtropics. With substantial cooling in the subtro-
pics, this source would have been less available, and without
abundant convection the easterly waves that convert to hurri-
cane vortices would have been less prevalent. Hurricanes,
therefore, would likely have decreased.

Summary

Utilizing these three different approaches, can we reach any
consensus on how the circulation of the LGM compared to that
of the present day climate? The following is a summary of the
main points.

e Cold high pressure systems built over the ice sheets, espe-
cially over North America during winter.

e Increased baroclinicity generated storms over a broader
longitudinal area than currently.

e The jet stream probably shifted southward over North
America and the North Atlantic, perhaps elsewhere during
winter.

e Reduced Hadley Cell upwelling was likely over Asia in July.

e Hurricanes were likely weaker or non-existent.

More definitive results await a better understanding of LGM
tropical SSTs, ice sheet topography, and perhaps increased
model resolution.

David Rind
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ATMOSPHERIC EVOLUTION, EARTH

Today’s atmosphere plays a critical role in making Earth a
habitable planet. It warms the surface with a greenhouse effect,
and it blocks ultraviolet radiation that is harmful to life. The
properties depend strongly on the concentrations of gases and
aerosols in Earth’s atmosphere that are in turn determined by
a steady state balance between the amounts of gases, solids,
and liquids that are added to, removed from, and interconverted
by unidirectional chemical reactions. Terrestrial life has, in
turn, had an impact on the composition of today’s atmosphere.
Dry air includes approximately 78% molecular nitrogen and
21% molecular oxygen that largely reflect the role of biological
nitrogen fixation and oxygenic photosynthesis.

Many of the parameters that controlled atmospheric compo-
sition in the geologic past are the same as those that determine
it today. Solar radiation drives atmospheric chemical reactions
and sets the boundary conditions for Earth’s greenhouse.
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Biological activity and geological processes are responsible for
significant addition and removal of gases such as oxygen, nitro-
gen, and carbon dioxide from the atmosphere. In addition to
changes in the addition and removal of gases from the atmo-
sphere (sources and sinks), interactions between gases and other
elements of the Earth system (feedbacks) also impact atmo-
spheric composition. A distinction is often made between short
and long term controls on atmospheric composition. Short term
variations of atmospheric composition are attributed to factors
such as biological productivity and anthropogenic emissions.
Longer term changes in atmospheric composition have been
attributed to geological factors that change weathering sinks
and volcanic sources, evolutionary events such as the evolution
of oxygenic photosynthesis and the colonization of land by
plants, in addition to changes in solar radiation through time.

The question of the origin of Earth’s atmosphere is at its
heart a complex one. Earth’s primordial atmosphere is thought
to have been lost as a result of atmospheric escape processes
(Pepin, 1991), with this early atmosphere replaced by a second-
ary atmosphere whose origin was attributed initially to degas-
sing of Earth’s interior, but more recent thinking attributes
much of this secondary atmosphere to extraterrestrial sources
(Kasting and Catling, 2003). In the following discussion we
will trace the evolution of greenhouse gases and the evolution
of oxygen in this secondary atmosphere as well as one of the
fundamental feedbacks that has controlled atmospheric compo-
sition and the surface temperature conditions of the Earth
through time, known as the CO,-weathering feedback loop
(Walker et al., 1981).

Greenhouse gases in the precambrian atmosphere
(4400-543 million years ago)

Evidence for liquid water at the surface of the Earth is present
in the geologic record beginning 4.4 billion years ago (Mojzsis
et al., 2001; Wilde et al., 2001). These observations have been
interpreted to indicate that the concentrations of greenhouse
gases in Earth’s early atmosphere and throughout geologic his-
tory have been sufficient to maintain surface temperatures near
those dictated by the stability field of liquid water (0—100 °C).

The factors that determine Earth’s surface temperature
include incoming and outgoing radiation, planetary albedo,
and the greenhouse effect. The blackbody temperature for
Earth is presently 255 K and matches the balance of incoming
radiation from the Sun. The average surface temperature is con-
siderably higher (289 K), however, because infrared active
(greenhouse) gases in Earth’s atmosphere trap outgoing radia-
tion in the lower atmosphere. A large part of the greenhouse
effect in today’s atmosphere can be attributed to the role of
water and carbon dioxide. In many cases, greenhouse gases
occur only in trace concentrations (<1%) in today’s atmo-
sphere, but their strong absorption of infrared radiation makes
their impact on Earth’s surface temperature significant. In the
Earth’s early atmosphere, these gases also would have played
a role in the greenhouse effect.

Standard models for solar evolution (Gilliland, 1989) indi-
cate that the amount of radiation from the solar disk (solar
luminosity) changes over time. At the time that Earth formed,
4.6 billion years ago, the amount of solar radiation is thought
to have been as much as 25% lower than present-day values.
A number of modeling studies indicate that Earth’s climate
would not have supported the presence of liquid water without
higher concentrations of greenhouse gases in the early

atmosphere to compensate for reduced solar luminosity (Sagan
and Mullen, 1972).

Studies of the 2.7 billion year old Mount Roe paleosol have
used the presence of siderite (an iron carbonate mineral) and
greenalite (an iron-bearing phyllosilicate mineral) to place
upper limits on the concentration of CO, (100 times present
atmospheric levels, PAL) in the atmosphere at this time (Rye
et al.,, 1995). Energy balance models using these limits, and
constraints imposed by reduced solar luminosity at 2.7 billion
years ago, have been used to place limits on the amounts of a
second major greenhouse gas (in addition to carbon dioxide)
that would have been required to prevent global glaciations.
Methane is presently the best candidate for this second green-
house gas because it is not destroyed by the deep ultra-
violet radiation that is thought to have penetrated Earth’s
early atmosphere.

A recent study presents an alternative solution that does not
require enhanced greenhouse gas concentrations, but instead
relies on significant changes in Earth’s obliquity (tilt of the
rotational axis) to inhibit icehouse conditions (Jenkins, 2000).
According to this hypothesis, liquid water could have persisted
on Earth if obliquity remained high throughout much of Earth’s
history, and low latitude glaciations would be possible when
landmasses occupied equatorial positions. Evidence in the geo-
logic record of Paleoproterozoic rocks of 2.4-2.2 billion years
ago and Neoproterozoic rocks from between 750 and 500 million
years ago shows a series of widespread, low-latitude glaciations
(Hoffman et al., 1998; Bekker et al., 2001) and has been inter-
preted to reflect collapse of Earth’s early greenhouse states,
assuming an Earth with low obliquity,. The first series of these
events, termed “snowball Earth” events, consisted of at least
three glacial cycles and is thought to represent the collapse of
the Earth’s early carbon dioxide plus methane greenhouse as a
result of changes in the oxygen content of the Earth’s atmo-
sphere. The second series of events has been attributed to several
causes including a similar reduction in atmospheric methane con-
centrations (Pavlov et al., 2003) or a runaway carbon dioxide
sink that was associated with silicate mineral weathering reac-
tions that occurred because all continental landmasses were situ-
ated at the equator.

In contrast to the inferred collapse of Earth’s greenhouse that
accompanies snowball Earth events, there have been periods
when enhanced greenhouse states have been proposed. These
include warm periods 500—-400 and 150-55 million years
ago and extreme greenhouse events (hothouse events) that have
been suggested to have immediately followed Neoproterozoic
snowball Earth events. Carbon dioxide levels suggested for these
hothouse events are up to 350 times the present atmospheric level
and are thought to have built up as a result of limited carbon diox-
ide sinks due to weathering during the immediately preceding
snowball Earth episodes. These levels are, however, strongly
dependent on the model simulations of conditions that would
be required to overcome snowball-Earth conditions (Hoffman
et al., 1998).

Greenhouse gases in the phanerozoic atmosphere
(543 million years ago - present)

Estimates of atmospheric carbon dioxide in the past 543 million
years have been made using a variety of techniques (Royer et al.,
2001). Measurements of the carbon isotopic composition of
soil carbonates (pedogenic carbonates) and carbonate associated
with the iron oxy-hydroxide mineral goethite have been
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combined with physical models of soil-atmosphere carbon diox-
ide exchange to constrain atmospheric carbon dioxide concen-
trations at the time of soil carbonate formation (Cerling, 1991;
Yapp and Poths, 1992). A second technique uses measurements
of carbon isotope ratios in marine organic matter and marine
carbonate. These measurements are evaluated in the context
of biosynthetic isotope fractionations that depend on the part-
ial pressure of carbon dioxide in ocean water. Atmospheric
carbon dioxide is then determined from estimates of oceanic car-
bon dioxide content. Recently, measurements of the density of
stomatal openings observed in fossil leaves have been used to
constrain paleo-carbon dioxide levels. An empirical relationship
between stomatal density and atmospheric carbon dioxide con-
centrations was calibrated using modern plants and formed the
basis for these methods. A fourth method relies on the boron iso-
tope ratio of biogenic carbonate to determine the pH and pCO, of
paleo-seawater. Reconstructions of atmospheric carbon dioxide
made on the basis of these methods indicate that high levels of
carbon dioxide (>20 times PAL) occurred 500 million years
ago and decreased to near present-day values by about 300 mil-
lion years ago. Carbon dioxide levels rose again by about 200
million years ago to a peak at eight times PAL at 150 Ma. Since
150 Ma, atmospheric CO, concentrations have decreased to
values near present-day values. Smaller magnitude oscillations
in atmospheric carbon dioxide concentrations (from levels near
180 to 240 ppm) have been documented for glacial and intergla-
cial cycles over the last 430,000 years (Petit et al., 1999). Recent
changes in greenhouse gas concentrations as a result of human
activity have been documented and include introduction of
greenhouse gases for which there are few or no natural sources
(e.g., halocarbons) as well as significant increases in other green-
house gases (e.g., CO,, CHy, N>O, O3) (Houghton et al., 2001).

Oxygen in the precambrian atmosphere (4400-543
million years ago)

The abundance of molecular nitrogen and molecular oxygen in
Earth’s atmosphere is much higher than in the atmospheres of
Venus and Mars, our two nearest neighbors, and reflects the signif-
icant influence of biology on their sources and sinks (photosynth-
esis, respiration, and nitrogen fixation). Nitrogen in Earth’s early
atmosphere is thought to have existed predominantly as molecular
N, because of its stability compared with more reduced and oxi-
dized atmospheric nitrogen compounds such as NH3 and NO
(Kasting and Catling, 2003). Photochemistry involving oxygen
produces atomic oxygen that reacts to form oxidized species like
ozone (O3), hydrogen peroxide (H,0,), and the hydroxyl radical
(OH®). In the present atmosphere, these species are abundant
enough to determine the atmospheric lifetimes of reduced atmo-
spheric species such as methane and carbon monoxide. In Earth’s
early atmosphere, the concentrations of these oxidized species
may not have been high enough to determine the lifetimes of
reduced atmospheric species.

Early in Earth’s history, the abundance of oxygen is thought
to have been considerably lower than it is today, and at some
point in Earth’s history the atmosphere is thought to have been
reduced. The reduced state of the early atmosphere has been
inferred because the materials that accreted to form Earth con-
tained abundant hydrogen. Preston Cloud (1972) and Heinrich
D. Holland (1984) argued on the basis of evidence from paleo-
sols, iron formations, and the presence of detrital uraninite
(UO,) and pyrite (FeS,), that the oxidation of Earth’s atmo-
sphere occurred just after the Archean-Proterozoic boundary

between 2.5 and 2.2 billion years ago. Under low oxygen condi-
tions iron is leached from soils as Fe?*, in aqueous phase; how-
ever, in oxygen-rich conditions Fe*" remains in the soil as
hematite Fe,O3. Rye and Holland (1998) argue that Fe deple-
tions in soil profiles developed before 2.2 billion years ago indi-
cate reduced environments and are consistent with a low oxygen
atmosphere. Banded iron formations peak in frequency about 2.5
billion years ago and, except for a few occurrences, are largely
absent from the geologic record since 1.8 billion years ago.
The presence of these sedimentary rocks is thought to reflect a
change in ocean chemistry and oxidation state, namely the oxi-
dation of oceanic Fe?* (Canfield, 1998), and also to reflect a
change in atmospheric oxidation state. The observation of urani-
nite and pyrite of detrital origin in Archean sediments (older than
2.5 billion years) has been interpreted as an indication that oxi-
dative weathering was suppressed. In oxidized environments,
uraninite (UO,) oxidizes to UO3" which is soluble in water,
and pyrite (FeS,) oxidizes to Fe,O3 and SO} . The arguments
of Cloud and Holland have not been uncontested, and alternate
interpretations that do not hinge on changes in atmospheric oxi-
dation state have been suggested (Ohmoto et al., 1993). How-
ever, the arguments that call for a change in atmospheric
oxygen content between 2.0 and 2.5 billion years ago have been
largely accepted by the geological community.

Recent sulfur isotope measurements of sediments and meta-
morphosed sedimentary rocks have provided a new way to eval-
uate the abundance of oxygen in Earth’s early atmosphere and
the timing of atmospheric oxidation. A large anomalous sulfur
isotope signature is present in samples of sediments and meta-
morphosed sedimentary rocks that are older than 2.45 billion
years old, but not in younger rocks (Figure A35). This signature
can be represented by the quantity A**S, which is the parts per
thousand enrichment of the **S/**S of a sample relative to that
ofa reference that follows the terrestrial mass fractionation array.
The terrestrial mass fractionation array is a grand average of the
variations of **S/*2S, *S/*2S, and *°S/**S that are produced by
biological and geological chemical and physical processes. The
widespread and global nature of this signature in Archean rocks
has been interpreted to indicate that oxidative and reductive
cycling of sulfur similar to that operating today was suppressed.
Sulfur isotope signatures of this type are thought to be exclu-
sively of atmospheric origin. Pavlov and Kasting used a one-
dimensional model of atmospheric chemistry to determine
that the presence of this signature in the rock record also requires
efficient transfer of atmospheric sulfur and sulfate to Earth’s sur-
face. A second exit channel opens so that S—S,—S,—Sg chem-
istry can occur when oxygen levels drop below 107> of present
atmospheric oxygen levels (PAL), making the sulfur isotope evi-
dence the strongest argument in favor of a reduced Archean
atmosphere (Pavlov and Kasting, 2002). The timing of the transi-
tion near 2.45 billion years ago has been interpreted to reflect the
time when oxygen levels in the atmosphere first rose.

The rise in atmospheric oxygen that occurred ~2.45 billion
years ago is thought to have been a step function, or a series of
step functions, rather than a gradual rise in atmospheric oxygen
(Walker et al., 1983). Archean oxygen levels were thought to
have been maintained at levels <107'* PAL because oxygen
sink reactions associated with volcanic outgasing out-competed
source reactions. Once sources exceeded these sinks, oxygen
levels rose until the point at which the next sink reaction would
balance the sources. In the present atmosphere, these sink reac-
tions are related to the oxidative weathering of Fe-bearing
minerals on the continents. Intermediate oxygen sinks
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Figure A35 Schematic illustration of the evolution of atmospheric oxygen (dark line) with bounds provided by alternate interpretations (gray line)
(e.g., Ohmoto, 1993). Data points are sulfur isotope data, plotted as A>3S, that are used to infer the early evolution of oxygen and to divide the
history into stages | (large positive and negative A339), 11 (small positive A339), 11l (near zero A33S, and <40%o range for §345), and IV (near zero A%3S,
and >40%o range for 5>*S). The transition between stage | to stage Il is marked by the disappearance of large positive and negative A*3S and the
transition between stage Il and stage Ill is marked by the disappearance of small A*S that have been attributed to mass-independent chemistry
(Farquhar et al., 2000). The transition between stages Ill and IV is marked by a change in the range of 3*S/32S fractionations, described by Canfield

and Teske (1996).

associated with ocean chemistry involving dissolved species
such as Fe?" and sulfide can also act as sinks and stabilize oxy-
gen at intermediate levels (Walker et al., 1983). Arguments
about the timing of changes in ocean chemistry associated with
sulfide chemistry that are made on the basis of the magnitude
of sulfur isotope variations for **S/?S have been used to argue
that oxygen levels in the atmosphere rose to near present
levels sometime between 1 billion and 800 million years ago
(Canfield and Teske, 1996).

An unresolved question in studies of atmospheric evolution
is why the evidence for oxygenic photosynthesis predates geo-
chemical evidence for an oxidized atmosphere by more than
200 million years. It has been recognized that photosynthesis
produces both oxygen and reduced organic matter, and unless
the reduced material is removed, no net long-term oxidation
of the atmosphere or crust will occur. A number of hypotheses
have been presented to account for the removal of reduced mate-
rial from the atmosphere-crust-ocean system. These include
burial of reduced organic matter in sediments, cycling of reduced
material to the mantle, and loss of hydrogen to space. Catling
et al. (2001) have recently argued that photodissociation of
CH, in the upper atmosphere, followed by hydrogen escape,
was the main loss process for reduced material from the atmo-
sphere, and the reason that the atmosphere-ocean-crust system
became oxidized ~2.45 billion years ago. Others have argued
for changes in mantle redox state, changes in volcanic gases, or
that the lag represents the time that it took for photosynthetic
bacteria to flourish (Kasting and Siefert, 2002).

Oxygen in the phanerozoic atmosphere (543 million
years ago - present)

Berner (2001) and others have investigated the geological evo-
Iution of oxygen over the past 543 million years using a variety

of techniques that include building a model that is based on
carbon isotope and sulfur isotope variations in the geological
record. They reconstruct the mass balance of the amounts of
reduced and oxidized carbon and sulfur from their respective
isotopic records. This can be done because the most significant
carbon and sulfur isotope fractionations are introduced by oxi-
dation/reduction reactions — photosynthesis in the case of car-
bon isotopes and bacterial sulfate reduction in the case of
sulfur isotopes. From this information they have been able to
quantify two of the largest source and sink terms for atmo-
spheric oxygen, and in turn, to reconstruct the history of
atmospheric oxygen over the past 543 million years. The most
recent reconstructions of paleoatmospheric oxygen levels by
Berner and colleagues indicate that oxygen levels may have
been 25-50% PAL between 543 and 400 million years ago,
but rose to 175% PAL by about 300 million years ago during
the Permo-Carboniferous, a time when abundant organic rich
carbon (coal was buried), vertebrates invaded land, and giant
insects (dragonflies) lived. The high oxygen levels of the
Permo-Carboniferous reconstructions have not been universally
accepted (Lenton, 2001) because it is thought by some detrac-
tors that runaway fires would have obliterated forests, yet evi-
dence for trees and vegetation exists.

On shorter timescales, variations in oxygen levels are
thought to be strongly dependent on changes in bioproductiv-
ity. Variations in the isotopic composition of oxygen gas
trapped in ice cores have been used to reconstruct variability
of oxygen on orbital timescales associated with the ~20,000
year precession (wobble) of Earth’s orbit (Petit et al., 1999).
These variations are thought to reflect changes in biomass
and carbon burial that were caused by orbitally-induced
changes in solar insolation. Variations in the abundance and
isotopic composition of molecular oxygen have also been
found to vary on daily to yearly timescales as a result of
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variations in biological activity (Bender et al., 1998). These
variations point to the strong control of atmospheric oxygen
content by bioproductivity in the short term.

In spite of their critical role in determining the lifetime of
many trace atmospheric species, the abundances of species such
as ozone, hydrogen peroxide, and the hydroxyl radical are much
more difficult to constrain from the geological record. The abun-
dance of these gases is linked to oxygen content in the atmo-
sphere, but is also dependent on other factors. We have
discussed sulfur isotope evidence (mass-independent fractiona-
tions, see above) that can be used to place upper limits on the
concentrations of ozone during the first 2 billion years of Earth’s
history (Farquhar et al., 2001). More recent studies of the oxy-
gen isotopic composition of sulfate in the ice core record using
similar isotopic techniques (measurement of '°O, 7O, and '*0O)
suggest that changes in oxidation pathways for sulfate over Ant-
arctica have occurred over the course of the last glacial cycle
(Alexander et al., 2002). Measurements of ozone concentrations
made over the last 50 years have documented a decrease in stra-
tospheric ozone that is attributed to chemistry involving chlorine
and an increase in tropospheric ozone that is attributed to chem-
istry involving hydrocarbons (Houghton et al., 2001).

Our understanding of the evolution of Earth’s atmosphere is
only as good as the physical and chemical modeling studies
and interpretations of geological and geochemical evidence upon
which it has been constructed. Some of the tools used to study
atmospheric evolution have only recently been developed.
Future studies that provide new data and test underlying assump-
tions will undoubtedly refine and possibly provide unanticipated
changes in our understanding of atmospheric evolution.

James Farquhar
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Introduction

Today, Mars is a cold, dry global desert. However, there is con-
siderable evidence that Mars’ climate and its inventory of vola-
tiles (substances that tend to form gases or vapor) have changed
greatly during the planet’s history. The evidence comes from a
variety of sources, including the geomorphology and mineral-
ogy of the surface, the atmospheric composition, and the nature
of subsurface materials inferred from the analysis of Martian
meteorites reviewed by Kieffer et al. (1992) and Carr (2006).
In general, geochemical observations suggest that a once much
greater volatile inventory was mostly lost very early in Martian
history. We discuss below how isotopic data, in particular, sug-
gests that as much as 99% of the original nitrogen and carbon
atmospheric inventory of Mars was lost before about 3.8 Ga,
~0.9% has been lost since, and perhaps only ~0.1% remains.
The geomorphology suggests a period of early Martian history
when liquid water was present on the surface, although perhaps
only sporadically. This period is largely coincident with the
time before ~3.8 Ga when Mars was undergoing heavy bom-
bardment from asteroid and comet impacts. Taken as a whole,
the evidence suggests that Mars has likely been cold and dry
for much of the last 4 Gyr. During this time, the surface of
Mars has been altered by the effect of atmospheric sedimenta-
tion of dust and ice, and wind erosion. The climatic effects of
quasi-periodic “ice ages” driven by changes in orbital para-
meters have probably been an important influence. During such
times, polar ice, including both carbon dioxide and water ice,
has extended down to much lower latitudes than today.

In discussing how the atmosphere has evolved, we use
the geologic timescale for Mars. This timescale is divided up
into three periods of increasing age: the Amazonian, the
Hesperian, and the Noachian. Surfaces on Mars are cate-
gorized into these periods according to the density of super-
imposed impact craters. Older surfaces are those that have
accumulated more impact craters. A Noachian surface is
defined as one where an area of 10° km? has accumulated at
least 200 impact craters with diameters larger than 5 km and
25 craters larger than 16 km. Over the same area, a Hesperian
surface will have accumulated at least 67 larger impact craters
larger than 5 km and 400 craters larger than 2 km, but not
enough craters to be classified as Noachian. Amazonian sur-
faces have insufficient craters to be Hesperian. The absolute
ages corresponding to these cratering intensities are poorly
constrained. However, the impact cratering record of the
Moon has been radiometrically dated using samples returned
by the Apollo missions, and lunar cratering rates have been
extrapolated to Mars via models to estimate absolute ages of
cratered Martian surfaces. In this way, the Noachian is deter-
mined to end around 3.7 Ga, while the Hesperian-Amazonian
boundary is estimated to be around 2.9-3.3 Ga (Hartmann
and Neukum, 2001).

The present-day atmosphere and surface environment

The thin, present-day atmosphere of Mars exerts a spatial and
annual average surface pressure of only ~600 Pa compared
to Earth’s sea-level pressure of 10° Pa. According to mass spec-
trometry measurements made by the Viking probes in the
1970s, the atmosphere is well mixed up to 120 km altitude

and is principally composed of carbon dioxide (95.3% by
volume), with minor components of nitrogen (2.7%), argon
(1.6%) and trace gases (Table A3). Mars is about 50% farther
from the Sun than Earth, so on average the solar flux is 43%
less. Were the atmosphere to be absent, the mean global tem-
perature on Mars would be 210 K. However, the thin, dry
Martian atmosphere provides a modest greenhouse warming
of ~5-8 K, which raises the mean global temperature to
around 215-218 K. Temperatures and pressures are too low
for liquid water to be in equilibrium with the atmosphere, and
water persists at the surface only as vapor or ice. Water vapor
is seasonally and geographically variable but typically exerts
a partial pressure of only ~0.1 Pa. Consequently, the absolute
abundance of water vapor is ~10°-10* times less than in the
Earth’s atmosphere. Mars is also cold enough that the main
constituent of the atmosphere condenses at the poles each win-
ter, forming 1-2 m thick CO, ice deposits. During northern
summer, CO, ice entirely sublimates away from the north polar
cap to reveal underlying water ice. The southern cap is partially
covered year round with CO, ice, although water ice is known
to lie beneath. Measurements of the energy spectrum of neu-
trons emanating from Mars into space suggest that water ice
also exists in the shallow subsurface in certain areas. Cosmic
rays enter the subsurface and cause neutrons to be ejected with
a variety of energies that can be related to the distribution of
elements in the subsurface to a depth of ~1 meter. Hydrogen
serves as a proxy for water and hydrated minerals. At latitudes
greater than about 55° in each hemisphere, water ice is inferred
to exist within 1 m of the surface at an average mass abundance
of 50%. Hydrogen is also found to be relatively abundant
(2-10% by mass) in certain low-latitude locations, such as
Valles Marineris and Arabia Terra (Feldman et al., 2004). This
may indicate either buried relic ice from ancient climate
regimes or, more probably, hydrated minerals.

There is much interest in the possibility of life on Mars but
the contemporary surface environment that we just described is
hostile to life for several reasons. First, there is a lack of liquid
water, which is thermodynamically unstable. Second, Mars has
no ozone layer. Thus, ultraviolet (UV) light with wavelengths
down to about 200 nm (below which CO, absorbs) reaches

Table A3 Basic planetary parameters for Mars and current atmospheric
composition

Parameter Value on Mars

Mean surface pressure (bar) 0.006

Mean global surface temperature (K) 215-218

Mass relative to Earth’s mass of 0.107 =~ 1/9
5.97 x 10** kg

Mean radius relative to Earth’s mean 0.532 ~ 1/2

radius of 6371 km.
Composition of the atmosphere
(by volume) below 120 km

CO, 95.32%

N, 2.7%

Ar 1.6%

0, 0.13%

CO 0.08%

H,0 0.03% (varies)
NO ~ 100 ppm
Ne 2.5 ppm

Kr 0.3 ppm

Xe 0.08 ppm

05 0.04-0.2 ppm (varies)

Column dust content of the atmosphere 0.3-5 visible optical depth
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the surface and sterilizes the soil. Third, photochemistry in the
lower atmosphere produces peroxides, such as hydrogen perox-
ide (H,0,), that oxidize and destroy organic material in the
soil. As a result, most hopes for extant life on Mars reside in
the possibility that a primitive biota exists in the deep subsur-
face where geothermal heat might support aquifers. There is
also much speculation about past life on early Mars when the
ancient surface environment may have been less hostile.

Recently, methane (CH,) has been spectroscopically detected
in the Martian atmosphere at an average abundance of ~10 ppb
(Formisano et al., 2004). Currently, a range of methane values
have been reported and differences have yet to be reconciled.
Methane only has a lifetime in the atmosphere of a few hundred
years because photochemistry converts it to carbon dioxide and
water. To maintain 10 ppb requires significant sources to replen-
ish it, which at present are a matter of speculation. On Earth,
methane production is dominated by biology. Biogenic methane
production from subsurface life cannot be ruled out for Mars, but
abiotic production from geothermal activity and photochemical
reactions must be considered more probable at present if the
methane detection is real.

Geological and geochemical inferences of past
climates

Evidence for past liquid water from geomorphology

The present Martian climate contrasts sharply with a warmer,
wetter ancient climate that has been commonly inferred from
several types of eroded geological features seen on the Martian
surface (Carr, 1996).

Dendritic valley networks are observed in the Noachian high-
lands (Figure A36). Valleys are typically a few kilometers wide,
100-200 m deep, with flat floors and steep walls. They often
have some tributaries but generally with a much lower areal den-
sity than terrestrial river valleys. How the valleys were formed is
debatable, but majority opinion holds that the process was gra-
dual and required liquid water to flow at or near the surface.
Various erosive valley formation mechanisms have been sug-
gested, including runoff from rainfall, groundwater sapping
(i.e., subsurface flow of water accompanied by collapse of over-
lying ground), and discharge from hot springs. Low drainage
densities, rounded alcove-like termini, and relatively rectangular
U-shaped cross-sections (unlike V-shaped valleys commonly
seen on Earth) generally favor a sapping origin. However, valley
networks are not uniform. Some valley morphologies are more
consistent with formation from surface runoff and some valleys
that originate at crater rim crests are incompatible with forma-
tion from sapping. Certain valleys also are associated with distri-
butary fans. Figure A37 shows such a fan-like feature where the
general pattern of the channels and low topographic slopes pro-
vide strong circumstantial evidence for a delta, i.e., a deposit
made when a river or stream enters a body of water.

Noachian craters often have degraded rims and infilling,
which suggests a more erosive Noachian climate. Rates of
Noachian erosion, however, are still only comparable to those
in drier regions on Earth. On post-Noachian surfaces, estimated
erosion rates drop by a factor of about 10°. This strongly sug-
gests a causal link between the heavy bombardment and the
relatively higher ancient erosion rates. Some crater degradation
models suggest that the erosion was in part caused by fluvial
activity. However, the image data suggests that craters were
also degraded or obscured by impacts, eolian transport, and
mass wasting.

Figure A36 Nanedi Vallis (5.5° N, 48.4° W) imaged by the Mars Orbiter
Camera (MOC) on NASA's Mars Global Surveyor (MGS) spacecraft. At the
top of the image, the sinuous path of this valley is suggestive of river
meanders. In the upper third of the image, a central channel is
observed and large benches also indicate earlier river terraces. These
features suggest that this valley was formed by sustained fluid flow (the
inset in the figure shows a lower-resolution Viking Orbiter image for
regional context; portion of image MOC-8704, NASA/Malin Space
Science Systems).

Figure A37 A 14 km by 13.3 km mosaic of high-resolution images
taken by the camera on NASA’s MGS spacecraft. North is up and the
scene is illuminated by sunlight from the left. The picture shows a
remnant distributary fan in a 64 km diameter crater northeast of Holden
Crater. The floors of channels in the fan stand out in relief because of
differential erosion. Presumably the material deposited in valley floors
was more resistant to erosion than surrounding material (image
MOC2-543a, NASA/Malin Space Science Systems).
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Figure A38 A mosaic of Viking Orbiter images showing the 300 km long head of the channel Ravi Vallis. The source region for the channel
on the left is in an area of chaotic terrain. Ravi Vallis feeds into a system of channels that flow northward into Chryse Basin in the northern

lowlands of Mars (NASA/Lunar and Planetary Institute).

Outflow channels are a further type of feature generally
thought to have a fluvial origin (Baker, 2001). Such channels
are 20—100 km wide and can extend for thousands of kilo-
meters (Figure A38). The outflow channel interiors are gener-
ally not heavily cratered, and so the channels are inferred to
be less ancient than the valley networks. Because the source
of outflow channels often originates in chaotic terrain (areas
where the ground is collapsed and broken), the expulsion of
groundwater in floods is widely held to have been responsible
for channel genesis. Such floods could conceivably have
occurred in a cold environment similar to that of today, initiated
by geothermal heating of subsurface ice or hydrated salts
(Montgomery and Gillespie, 2005). Other workers have
emphasized that wind and ice may have widened outflow
channels over geologic time (Cutts and Blasius, 1981). Liquid
CO, has also been suggested as a possible agent of erosion.
However, CO, is unable to discharge as a liquid under pre-
sent Martian conditions (it would turn into vapor under any
plausible conditions) and also there is no well-defined
mechanism for recharging CO, “aquifers.” Outflow channels
drain into the northern lowlands on Mars, where possible
shoreline features have been identified, which some interpret
as the boundaries of a past ocean (Carr and Head, 2003).
The shoreline features remain controversial because high-
resolution images do not reveal distinctive geomorphology
(Malin and Edgett, 1999) and “shorelines” have also been
interpreted as tectonically-derived wrinkle ridges (Withers
and Neumann, 2001).

Other intriguing geological features on Mars include gullies
on the sidewalls of impact craters and valleys (Figure A39).
These features are geologically recent because they lack super-
imposed small craters and sometimes have debris that overlies
sand dunes. Such gullies are found preferentially on poleward-
facing slopes at latitudes higher than 30° in both hemispheres.
Longevity of ice is favored on such poleward-facing slopes.
Consequently, it is possible that snowpack or ice formed in past

Figure A39 Gully-like features on the sidewall of a crater near 33.3° S,
267.1° W. The arrow indicates a light-toned material, probably rich in
ice. This layer appears to be genetically associated with the gullies,
given that the tops of the gullies originate from the same level as the
top of the light-toned layer. The picture is about 2.8 km by 5.8 km, a
portion of MOC image M09-02875 (NASA/JPL/Malin Space Science
Systems).

orbital-driven climate regimes melted at its base, causing the
formation of the gullies (Figure A39) (Christensen, 2003).
However, the exact formation mechanism for gullies is cur-
rently uncertain.
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Evidence for past liquid water from surface geochemistry
and sedimentology

Although the surface of Mars is dominated by igneous rock
(Christensen et al., 2001), infrared spectroscopy from NASA’s
Mars Global Surveyor orbiter indicates spectral absorption
features consistent with the presence of coarse-grained crystal-
line hematite (Fe,Os3) in a few unique locations on Mars where
it outcrops from exhumed layered terrain. In 2004, NASA’s
Mars Exploration Rover B, or “Opportunity” rover, landed
in Meridiani Planum to examine the hematite there (Squyres
et al., 2006). The hematite is found in small spheres (with
>50% Fe,O3 as hematite) uniformly distributed in laminated
sulfate-rich sandstones. The sandstone is crumbling away due
to wind erosion, and the hematite spherules, which are more
resistant to erosion, are falling out. Hematite spherules or their
broken fragments litter the plains of Meridiani and represent
leftovers of several hundred thousand square kilometers of ero-
sion. The spherules are concretions that form when water car-
ries dissolved minerals through soft sediments or porous rock
and minerals precipitate radially or concentrically, incorporat-
ing or replacing surrounding sediment. Although the Meridiani
rocks are mostly wind-deposited sandstones, some upper sand-
stone beds show sinuous-crested ripples of a few centimeters
height characteristic of sand that was subject to flow in shallow
water. Overall, the geologic history in Meridiani Planum is
inferred to have gone through three stages: (a) Basalt was
altered by acid sulfate to produce sand grains consisting of sul-
fates and a residue of aluminum-rich amorphous silica. (b)
Grains were eroded and re-deposited as sandstone by the
wind. (c) Subsequently, groundwater penetrated the sandstone
and even pooled at the surface in some areas. The groundwater
produced hematite concretions and dissolved some soluble
components in the rock. Because only wind has subsequently
modified the sandstone, water has likely been scarce at
Meridiani for the past several billion years.

Sulfates are an important component of the Martian surface
according to many spacecraft observations. A companion rover
to Opportunity, named Spirit, found sulfate-rich rocks in the
Columbia Hills region, near Gusev Crater, while measurements
by NASA’s Mars Pathfinder and Viking landers showed that
sulfur is a substantial component of soil (~7-8% by mass)
and surface rocks. Hydrated sulfate deposits have also been
identified in numerous deposits, some the size of mountains,
in the Martian tropics from near-infrared spectra obtained by
the European Space Agency’s Mars Express spacecraft. Obser-
ved sulfate minerals include gypsum (CaSO42H,0) and
kieserite (MgSO4-H,0), while jarosite has been found by
Opportunity (jarosite is XFe;(SO4)>(OH)s, where “X” is a sin-
gly charged species such as Na“, K*, or hydronium (H;0")).
Anhydrous sulfates, such as anhydrite (CaSO,), may also be
present but would give no signature in the spectral region stu-
died by Mars Express. In general, the sulfates are thought to
have formed from alteration of basaltic rocks by sulfuric acid.

Mars Express has also discovered clays in a few locations in
the oldest exhumed Noachian terrain (Poulet et al., 2005).
These clays incorporate Fe** and Fe?*. Such clays generally
form when basaltic rocks are altered by water. Given that clays
often deposit in alkaline or near-neutral conditions, it has been
proposed that they formed in a different environment from the
acid sulfates found elsewhere. In addition, surface and orbital
measurements have found silica (SiO,) deposits, which is
expected from the aqueous alteration of basaltic minerals.

Climate implications

Because liquid water is widely thought to have been the erosive
agent that sculpted the ancient valley networks and produced
the various hydrated minerals described above, it is often
assumed that Mars must have had a persistently warmer and
wetter climate in the Noachian than it does today. However,
there are several problems with this hypothesis. First, the solar
luminosity was about 30% lower 4 Gyr ago compared to today,
which requires a very thick CO, atmosphere (up to ~5 bar sur-
face pressure) to generate enough greenhouse warming to
maintain a warm, wet climate at that time (Pollack et al.,
1987). Such thick atmospheres on Mars are not physically
plausible because at ~1 bar, CO, condenses into clouds and
the CO, ice particles rain out (Kasting, 1991). Although there
has been speculation that CO, ice clouds themselves could
act as a greenhouse blanket, recent models suggest that they
could not warm the surface above freezing because such
warming is self-limiting: by heating the air, the clouds cause
themselves to dissipate (Colaprete and Toon, 2003). Other
significant greenhouse gases such as CH4 and SO, are proble-
matic. Enough CH,4 could only be sustained if there were a glo-
bal microbial biosphere comparable to Earth’s. Volcanic SO,
would quickly dissolve and rain out if Mars had been warm
enough for a hydrological cycle. Moreover, the net effect of
sulfur dioxide on Earth and Venus is cooling through sulfate
aerosols that reflect sunlight. There is no geochemical evidence
that a thicker CO, atmosphere persisted long because under
warm, wet conditions atmospheric CO, would weather rocks
and make abundant carbonate sediments. No carbonate out-
crops have been observed spectroscopically at the 100 m scale,
despite a global search from spacecraft. Atmospheric dust par-
ticles contain a few percent carbonate but carbonate weathering
of dust may have occurred in the prevailing cold dry climate
and the total amount of carbonate may be small, depending
on the global average depth of dust. Upon reflection, it is not
surprising that carbonate outcrops are absent whereas sulfate
deposits are relatively widespread. In the presence of abundant
sulfuric acid, carbonate would be converted to sulfate with
release of CO, to the atmosphere where CO, would be subject
to various loss processes discussed below.

Atmospheric origin

Volatiles important to the origin of Mars’ atmosphere include
water, carbon and nitrogen. The depletion of noble gases on
Mars relative to solar abundance indicate that when Mars
formed it did not accrete gases directly from the solar nebula.
Instead, volatiles must have been acquired as solids. For exam-
ple, water would have been acquired as water ice or the water
of hydration bound in silicate minerals, and carbon would have
been acquired as solid hydrocarbons or perhaps carbonates.
Mars acquired volatiles either during planetary accretion or
during subsequent bombardment by impacting asteroids or
comets. Computer simulations of the formation of planets sug-
gest that Earth acquired much of its crustal and surface water
from large “planetary embryos” that grew in the asteroid belt
between the orbits of Mars and Jupiter before they were ejected
by the gravitational influence of Jupiter towards Earth or
outward from the Sun. Comets are ruled out as the source of
Earth’s oceans on isotopic and dynamical grounds (Zahnle,
1998). In contrast, to explain the smallness of Mars requires
that it suffered essentially no giant collisions from planetary
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embryos and that it grew through smaller asteroidal bodies that
accreted later. This means that Mars could have started out with
a much smaller fraction of the volatiles than the Earth (Lunine
et al., 2003). However, an alternative school of thought argues
that Mars and Earth acquired volatiles from local planetesimals
in a cold nebula, which would argue for a similar volatile frac-
tion on Earth and Mars (Drake and Righter, 2002).

Atmospheric loss: impact erosion, hydrodynamic escape,
sputtering, and surface sinks

Today, the Martian atmosphere has little carbon and nitrogen,
which suggests considerable atmospheric loss. The Earth is
estimated to have the equivalent of 60—90 bar of CO, locked
up in carbonate rocks, such that if it were all released, Earth’s
atmosphere would be similar to that of Venus. Mars, scaling
by its relative mass, presumably had an original inventory of
no more than 10 bar of CO,, if we conservatively assume that
Mars’ volatile fraction had been similar to Earth’s. However,
there is no evidence for a large CO, inventory today. With an
area of 88 km? and a thickness between 1 and 100 m, the resi-
dual southern cap contains no more than 0.6-60% as much
CO, as the atmosphere. The regolith on Mars contains an
unknown amount of adsorbed CO,, but probably <0.04 bar
(Kieffer and Zent, 1992). Martian meteorites contain <0.5%
carbonate salts by volume, which scaled to the crust provide
<0.25 bar CO, equivalent per kilometer depth. Thus, the cur-
rent CO, inventory of Mars is perhaps a few times 0.1 bar,
which, to the nearest order of magnitude, is ~0.1% of the ori-
ginal estimated inventory. This depletion is consistent with iso-
topic constraints discussed below. Similarly, the current
atmospheric N, inventory is merely 1.6 x 10~* bar, compared
to 0.78 bar and 3.3 bar N, in the atmospheres of Earth and
Venus, respectively. Nitrogen could perhaps exist on Mars as
nitrate minerals, but the lack of nitrates in Martian meteorites
and the absence of spectral evidence for nitrates on the surface
do not support such speculation.

Impact erosion

One efficient mechanism for atmospheric loss is impact ero-
sion. Impact erosion occurs when the hot vapor plume from a
large asteroid or comet impact imparts sufficient kinetic energy
as heat for atmospheric molecules to escape en masse. The
impact velocity must be large enough to create a plume that
expands faster than the planet’s escape velocity. Consequently,
Mars, with its small escape velocity, is much more prone to
atmospheric impact erosion than Earth or Venus. Modeling
based on the estimated cratering rate on early Mars suggests
that the early atmosphere was reduced in mass by a factor of
~100 (Figure A40) (Melosh and Vickery, 1989). Thus, if Mars
started with a 5 bar atmosphere after accretion, it would have
had a 0.05 bar atmosphere by ~3.8-3.5 Ga, when bombard-
ment had subsided, assuming that the CO, was in the
atmosphere and subject to escape rather than locked up as car-
bonates in the surface.

Hydrodynamic escape

Another atmospheric loss process that is thought to have oper-
ated very early in Martian history is hydrodynamic escape.
This escape mechanism applies to a hydrogen-rich primitive
atmosphere, which may have existed from 4.5 Ga to roughly
about 4.2 Ga. The source of hydrogen would have been volcan-
ism generated by a much more radioactive mantle than today.
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Figure A40 The effect of impact erosion on the surface atmospheric
pressure P(t) as a function of time, normalized to present surface
pressure, Py (from Melosh and Vickery, 1989).

During this early time, the upper atmosphere was heated by
high fluxes of extreme ultraviolet radiation (EUV) from the
young sun. (Although the young sun was fainter than today
overall, astronomical observations and theory show that young
stars have much greater output of EUV). Hydrodynamic escape
occurs when the typical thermal energy of hydrogen in the
upper atmosphere becomes comparable to the gravitational
binding energy. As a result, the atmosphere expands into the
surrounding vacuum of space. The same process currently hap-
pens to the solar atmosphere and results in the solar wind. By
analogy, hydrodynamic escape of a planetary atmosphere is
termed a planetary wind. The escape rate is so rapid that the
outward speed of the atmosphere at high altitudes reaches and
then exceeds the speed of sound. Heavy atoms get dragged
along when collisions with hydrogen push the heavy atoms
upward faster than gravity can pull them back. This leads to
loss of heavy gases and mass fractionation between different
isotopes of the same element. The noble gases on Mars display
isotopic patterns consistent with fractionation by early hydro-
dynamic hydrogen escape (see below). Consequently, bulk
gases, such as CO, and N, should have also been lost through
hydrodynamic escape.

Sputtering and nonthermal escape

A further atmospheric loss mechanism is sputtering, also
known as solar wind stripping of the atmosphere. Ions in the
upper atmosphere are “picked up” by magnetic fields generated
by the flow of the solar wind around the planet. The ions
undergo charge exchange, which is the process where a fast
ion passes its charge to a neutral atom through collision and
becomes a fast neutral atom. The large energy is then imparted
to surrounding particles through further collisions. Fast,
upward-directed particles generated in this process can escape.
Today Mars has no global dipole field, but solar wind stripping
would have been prevented by the presence of a substantial
global magnetic field on early Mars, which would have forced
the solar wind to flow around the planet at a greater distance,
without significant atmospheric interaction. Mars is known to
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have once had a global field because the planet has regions of
large remnant magnetization, where new volcanic rocks crys-
tallized in the presence of a magnetic field. Thus, sputtering
would have only been important after Mars lost its magnetic
field. The timing of the shut-off of the global magnetic field
is uncertain. However, there are clues. Unlike much of the
other ancient terrain, the Hellas impact basin and surrounding
areas lack any magnetic signature. This is most easily
explained if the Hellas impact, which is at least 4 Gyr old
(based on its size), occurred when Mars no longer possessed
a global magnetic field. Thus stripping of the atmosphere by
the solar wind would have occurred since about ~4 Ga, but
not before. Models suggest that solar wind stripping may have
removed up to 90% of the post-4 Ga atmosphere. Such atmo-
spheric losses are cumulative. For example, if impacts and
hydrodynamic escape removed 99% of the earliest atmosphere
and sputtering removed a further 90% of the remainder, the
total loss would be 99.9%.

Atmospheric escape is happening today by sputtering and
other means. Escape occurs from the base of the Martian exo-
sphere, which is at about 230 km altitude. In the exosphere,
the probability of collisions is so small that particles with suffi-
cient upward velocities escape from the planet. The most
important species that escape today are hydrogen, oxygen,
nitrogen, and carbon. Hydrogen and oxygen loss are coupled.
Water vapor photolysis in the lower atmosphere produces H,.
Above ~120 km altitude, hydrogen diffuses upwards and gets
converted to atomic hydrogen by photochemical reactions.
Atomic hydrogen possesses enough thermal energy to escape
to space, so the rate of escape is limited by slow diffusion thro-
ugh the upper atmosphere, and, in turn, by supply of hydrogen-
bearing species from the lower atmosphere. Although oxygen
produced from water vapor photolysis is too heavy to escape
to space through its thermal motion alone, another mechanism
exists for oxygen loss. Ionized oxygen molecules (O3) in the
ionosphere combine with electrons in “dissociative recombi-
nation.” Recombination dissociates the molecules into O atoms
with enough kinetic energy to escape (O3 + e~ — O + O). On
Mars, it has been hypothesized that the oxygen escape flux
adjusts itself so that it balances the hydrogen escape flux in
a 2:1 ratio, i.e., effectively, water escapes (McElroy and
Donahue, 1972). However, recent estimates of O escape
suggest that the H:O escape ratio is ~20:1, implying a surface
sink for oxygen (Lammer et al., 2003).

Isotopic ratios of D/H and '®0/'°O in the atmosphere and in
Martian meteorites provide weak constraints on the amount of
water that has escaped over Martian history. Upper bounds on
the estimates of water loss range up to 30—50 m of equivalent
global ocean (Krasnopolsky, 2002). These amounts are roughly

comparable to estimates of the inventory in the current polar
caps and regolith. Nitrogen and carbon are also able to escape
via dissociative recombination. Such loss mechanisms have
probably been important for the last 4 Gyr of Martian history
and can account for observed C and N isotopic ratios on Mars
(see below).

Surface sinks

A final possible atmospheric loss mechanism is to the surface.
In the presence of liquid water, CO, will dissolve to form carbo-
nic acid and react with the surface through chemical weathering.
Carbonic acid reacts with silicate minerals in igneous rocks
to release cations (such as Mg?*, Ca?', Fe**, K*, and Na"), bicar-
bonate (HCO3) and other anions, and silica. The ions so released
would be expected to precipitate in sediments producing abun-
dant carbonates such as siderite (FeCOs), calcite (CaCOs) and
magnesite (MgCO3). Weathering and deposition thus produce
overall reaction of the type CO, + CaSiO; = CaCO; + SiO..
The weathering lifetime of a massive CO, atmosphere is geologi-
cally so short (~1.5 x 107 years) that a recycling mechanism
such as thermal decomposition by volcanism must be hypothe-
sized to maintain the CO, (Pollack et al., 1987). A 1 bar CO,
atmosphere, if it were all eventually converted to calcite, would
generate a global layer of calcite about 200 m thick. But there
is no evidence from remote spectroscopy for even a single carbo-
nate outcrop. If Mars started out with abundant CO,, the most
likely loss appears to have been to space and not to the surface.
Noble gas constraints strongly support this idea.

Inferences from noble gases and the isotopic
composition of the atmosphere

The isotopic composition of the atmosphere of Mars was mea-
sured directly on the surface of Mars by mass spectrometers
on two Viking lander spacecraft in the 1970s. For noble gases,
more precise measurements have become available from gases
trapped within Martian meteorites (Table A4). Atmospheric
gases were incorporated into these meteorites when they were
melted under the shock of impact that ejected them from Mars.
The compositional and isotopic similarity of such meteorite
gases to the Viking measurements is convincing evidence that
such meteorites come from Mars. Isotopic measurements of
gases in the shergottite meteorite sub-class of Martian meteor-
ites have proved particularly valuable because the shergottites
originated from shallow depths on Mars so that they are not gen-
erally contaminated with gases that have emanated from the
Martian interior.

The isotopic composition of volatiles on Mars points to loss
of the early atmosphere. Both *°Ar/**Ar and '**Xe/'**Xe noble

Table A4 The isotopic composition of the atmosphere of Mars as measured by the Viking lander spacecraft and in trapped gas bubbles in Martian

shergottite meteorites (Owen, 1992; Bogard et al., 2001)

Isotopic ratio ~ Martian atmosphere (Viking)

Martian atmosphere (Shergottites)

Earth’s atmosphere =~ Martian isotope ratio relative to terrestrial

D/H ©+4) x 107* 6.9 x 1074
2¢/B3¢ 90 + 5 not reported
N/IN 170 + 15 >181
20Ne/?**Ne not measured ~10
160/1%0 490 + 25 ~490
YOAr/3°Ar 3000 & 500 18004100
36Ar/38Ar 554+ 15 <3.9
29Xe/PXe 2572 24-26

1.56 x 107* ~4.4-5
89 ~1

272 >0.6
9.8 ~1

489 ~1

296 ~6

53 <0.7
0.97 ~2.5
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gas ratios are considerably larger than terrestrial values
(Table A4). The “radiogenic isotopes,” *°Ar and '**Xe, result
from the decay of radioactive “°K and '*’I, respectively. In con-
trast, the “primordial isotopes,” **Ar and '**Xe, are not radioac-
tive decay products and were assimilated when Mars formed.
The relative enrichment of the radiogenic isotopes suggests that
the primordial isotopes were lost. “°K has a ~1.28 Gyr half-life,
while '*I has a half-life of only ~16 Myr, which suggests that
most of the **Xe was lost from Mars very early. A plausible
loss mechanism for the primordial isotopes is intense impact
erosion in the early Noachian.

Isotopic measurements also indicate that hydrogen, argon,
carbon, nitrogen and oxygen have escaped from Mars by gra-
dual processes that continue to operate today. As a result, the
light isotopes are depleted relative to the heavy ones; for exam-
ple, N relative to >N (Table A4). This isotopic fractionation
arises because above 120 km altitude, gases separate diffu-
sively according to mass and the heavier isotopes decrease in
abundance more rapidly than light isotopes. Consequently,
more light isotopes are available for removal at the base of
the exosphere. Thus, the atmosphere below becomes enriched
in heavy isotopes. This enrichment indicates a loss of
50-90% of the atmospheric species to space (Jakosky and
Jones, 1997; Jakosky and Phillips, 2001).

Hydrodynamic escape can reasonably account for the isoto-
pic fractionation of some of the noble gases found in the Mar-
tian atmosphere: argon, neon and xenon. Hydrodynamic escape
has been invoked to explain the Martian **Ar/**Ar ratio of
<3.9, which is isotopically heavy compared with a terrestrial
ratio of 5.32 and the average carbonaceous chondrite value of
~5.3 (thought to be representative of the material from which
Mars formed). However, if argon escapes and fractionates,
neon must also fractionate because it is lighter. Martian atmo-
spheric *°Ne/*Ne appears to be ~10, similar to the terrestrial
atmospheric ratio but smaller than a chondritic value, ~13.7.
If the original Martian ratios of **Ar/**Ar and *°Ne/*Ne were
5.35 and 13.7, respectively, hydrodynamic escape models pro-
duce a *Ne/**Ne ratio no greater than 9.5 + 1.3, similar to
observation. Interpretation of xenon isotopes is complicated
by virtue of its nine stable isotopes, several of which have been
affected by the decay of extinct radionuclides. However, frac-
tionation of non-radiogenic xenon isotopes can plausibly be
explained by mass fractionation during hydrodynamic escape
of hydrogen (Pepin, 1991). Xenon, in particular, is too heavy
to escape by means such as sputtering or thermal escape, so
early hydrodynamic escape would seem to be required.

Atmospheric loss has also left an imprint on the overall
abundance of volatiles. The stable and most abundant isotope

of krypton, *Kr, is probably the best volatile tracer of atmo-
spheric loss because it should not be subject to fractionation
by gradual atmospheric escape of the kind that occurs today
for hydrogen, nitrogen, carbon and oxygen. Thus, krypton
has probably been retained ever since the end of heavy bom-
bardment around 3.8 Ga. The ratio C/¥Kr is ~ 4 x 107 for
Earth and Venus but & (4.4-6) x 10° on Mars. This suggests
that the amount of CO, that Mars had when heavy bombard-
ment and impact erosion ended was 10 times greater (i.e., a
90% loss, consistent with isotopic fractionation of nitrogen).
Given that Mars has ~6 mbar CO, now, the atmosphere may
have had ~60 mbar CO, at around 3.8 Ga. In addition,
8Kr per kg on Mars is only about 1% of that on Earth. This
implies a factor of ~100 depletion (of both krypton and carbon)
due to early impact erosion before 3.8 Ga, which is consistent
with the predictions of impact erosion models. A primordial
inventory of >6 bar CO, would be inferred, consistent with in-
ferences about Mars’ original endowment of volatiles.

Taken together, we see that the isotopic and abundance evi-
dence suggests that Mars may have lost ~99% of its atmo-
spheric volatiles by the end of heavy bombardment and has
perhaps since lost a further ~90% of what remained at that
time. This conclusion is tempered by the knowledge that some
volatiles, like water, readily form solids in the subsurface,
which affords protection against loss to space.

Martian Milankovitch cycles, chaotic obliquity fluctuations,
and quasi-periodic climate change.

Mars has very large variations in its orbital elements
compared to the Earth (Table AS; Figure A41). Today, the eccen-
tricity of the Martian orbit is 0.093, about 5 times greater than
for the Earth, which means that Mars receives about 40% more
insolation at perihelion than aphelion. Mars’ rotation rate
and obliquity (the angle between its spin axis and the normal to
the orbital plane) are similar to Earth’s. Consequently, daily
and seasonal changes are analogous. Today, the obliquity of
Mars, 25.2°, is close to its mean value over the last 10 Myr
but obliquity has varied considerably during that time. More-
over, the spin dynamics are chaotic, with an exponential diver-
gence timescale of 3—4 million years, so that for timescales
longer than 107 years, the obliquity could have varied between
0° and 60°. The average obliquity for Mars over geologic time
was <40°, and sometimes the obliquity may have reached as
high as 80° (Laskar et al., 2004). In recent history, eccentricity
and obliquity have oscillated with a primary period of ~10°
years, modulated on timescales of 2.4 and 1.2 Myr, respec-
tively (Figure A41). In addition, the spin axis orientation
(which determines the season of perihelion) has precessed with
a 51,000-year period.

Table A5 The orbital elements of Mars and the Earth and their variability

Parameter Present mars Martian variability Present Earth Terrestrial variability

Range Cycle (vears) Range Cycle (vears)
Obliquity (°) 25.19 ~12-47" 120,000° 23.45 22-24 41,000
Eccentricity® 0.093 0-0.12 120,000¢ 0.017 0.01-0.04 100,000
Longitude of perihelion (°) 250 0-360 51,000 285 0-360 21,000

For times older than about 10 Ma, obliquity variations are chaotic and would have varied between 0 and 60° (Touma and Wisdom, 1993).
"The amplitude of obliquity oscillation is modulated with a ~1.2 Myr period envelope.
“Eccentricity, e, is defined by e = (1 — (b/ a)z)o‘s where « is the semi-major axis and b is the semi-minor axis of the ellipse traced by the planet’s orbit

around the Sun.

9The amplitude of eccentricity oscillation is modulated with a ~2.4 Myr period envelope.
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Of the three parameters (season of perihelion, eccentricity
and obliquity), obliquity exerts the largest influence on the cli-
mate because changes in obliquity alter the latitudinal distribu-
tion of sunlight. Indeed, above 54° obliquity, the poles receive
more annual average insolation than the equator. However, the
global annual mean surface temperature is calculated to drop at
high obliquity because of the increased extent of the bright sea-
sonal CO, ice caps. The larger caps would also cause the mean
annual surface pressure to be somewhat lower at high obliquity,
assuming that the amount of exchangeable CO, desorbed from
polar regolith is small. If the obliquity were 45° (with other
orbital parameters the same as today’s), the southern winter
cap would reach the equator of Mars during southern winter
(Haberle et al., 2003). Consequently, polar ice may have
reached the equator even in the last 10 Myr.

Probable evidence for orbital-driven climate change can be
found in geologic features on Mars. Both polar regions have
extensive layered terrain, which is ~10 Myr old based on the
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Figure A41 Simulated variations of Martian orbital elements over the
last 10 Myr (data courtesy of J. Armstrong).

lack of craters. The polar layered terrain consists of multiple
layers, each meters to tens of meters thick, with variable bright-
ness. One possible explanation for the origin of layered terrains
is that quasi-periodic oscillations in Mars’ orbital parameters
cause the climate to oscillate. In particular, the shuffling of
the climate regimes causes cyclic changes in ice and dust
deposition over time. For example, higher (or lower) eccentri-
city will mean more (or less) dust transport, modulated with
~10° year cyclicity. The short period obliquity and precession
cycles will also modulate deposition and erosion over 10° years.
The two spatial frequencies observed in the polar-layered ter-
rain may be related to these two temporal frequencies
(Figure A42).

A thin, patchy mantle of material, apparently consisting of
cemented dust, has also been observed within a 30—60° latitude
band in each hemisphere (Figure A43). The material is inter-
preted to be an atmospherically deposited ice-dust mixture

VO 560B60
10 km

79.1°N, 3408 W

Figure A42 Polar layered deposits. Top inset shows a picture of the
north polar cap. Left is a blow-up of the edge of the permanent north
polar cap in a Viking Orbiter image (VO 560B60). This image shows a
box, which is magnified further in the right-hand MOC image from the
MGS spacecraft (portion of image number SP2-46103 near 79.1° N,
340° W). The high-resolution image shows that the polar cap is made
up of many layers with thicknesses tens of meters in scale or less.
Layers that are ~100 m thick have many discrete layers within them
(images MOC2-70A-70B, NASA/JPL/Malin Space Science Systems).

Figure A43 Ice-dust mantling material located at 43.7° S, 239.6° W. The
material is being removed, typically on equator-facing slopes. In areas
where the material is completely removed, the surface is rough and
dissected at this scale (portion of MOC image FHA01450 NASA/JPL/
Malin Space Science Systems).
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Figure A44 A schematic overview of the history of Mars, showing three periods: the Noachian, Hesperian and Amazonian. The igneous
crystallization ages of Martian meteorites are shown, which indicate that Mars has been volcanically active throughout its history (N: nahklites;
C: Chassigny; S: shergottites). The oldest meteorite, ALH84001, has a crystallization age of about 4.5 Ga, but contains carbonate salts of 3.9 Ga
age. In the Noachian, the planet had a magnetic field and suffered heavy impact bombardment. Valley networks formed mainly in the
Noachian. Later, the large outflow channels formed. As Mars aged, the Sun’s brightness increased. Also the Martian atmosphere grew thinner,

mostly in the Noachian.

from which the ice has sublimated, leaving behind a loosely
cemented material. Such residue would be susceptible to wind
erosion, which would account for its patchy nature. Today,
near-surface ground ice is stable poleward of +60° latitude
(Feldman et al., 2004), whereas the two latitude bands where
the mantling material is observed correspond to places where
the stability of near-surface ice has occurred over the last few
million years due to orbital changes. Viscous flow features
and gullies, which are probably associated with ice from past
climate regimes, are also found within these same latitude
bands (Milliken et al., 2003). In addition, some geologic fea-
tures at low latitudes resemble dust-covered glaciers or rock
glaciers (Head et al., 2005).

Long-term atmospheric evolution: a synthesis
of evidence and theory

The history of the Martian atmosphere is clearly subject to dif-
ferent interpretations because of uncertainty about the climate
conditions under which various geological features were
formed. However, certain geochemical indicators, such as
inferences from the isotopic composition of the atmosphere,
are less ambiguous.

Taken together, geochemical data and models support the
view that most of the original CO, and nitrogen volatile inven-
tory was lost very early by impact erosion and hydrodynamic
escape. Models of impact erosion and the absolute abundance
of volatiles like nitrogen and krypton suggest that as much as
99% of the original inventory may have been lost by 3.8 Ga.
Before this time, however, large impacts would have provided
sufficient heat to decompose carbonates and vaporize subsurface
volatiles, such as water and CO, ice. Consequently, impacts
could have generated temporary (~10°-~10° years) warm, wet
climates (Segura et al., 2002). During such episodes, rainwater
would erode valley networks or recharge aquifers, producing
conditions that allowed groundwater flow and sapping. During
such warm episodes, SO, would be washed from the atmosphere
and react with the surface to make sulfates. Such a scenario

would explain the apparent coincidence between the end of
heavy bombardment and the large drop in erosion rates. It would
also explain why valley networks are largely confined to heavily
cratered Noachian terrains. During quiescent periods, and after
heavy bombardment, water and carbon dioxide would be lost
from the atmosphere to polar caps, to the subsurface, and to
space. The disappearance of the global dipole field some time
before 4.0 Ga allowed the solar wind to strip the upper atmo-
sphere of Mars. As a result of solar wind stripping, as well
as thermal and other nonthermal escape processes, another
50-90% of the Mars’ volatile inventory of carbon and nitrogen
was probably lost after 3.8 Ga. This is most clearly reflected
today in the ratios of the stable isotopes of nitrogen and argon.
In addition, the ratio of C/%Kr, when compared to Earth and
Venus, indicates loss of carbon that is consistent with calcula-
tions of escape to space. Outflow channels presumably formed
as a result of geothermal activity that melted ground ice (perhaps
accumulated near the equator during high obliquity or an ancient
time when the pole was at a different location (Schultz, 1985)).
Alternatively, hydrous salts were dewatered. However, the huge
size of outflow channels remains enigmatic. In recent epochs,
the variation of the orbital elements of Mars in Milankovitch-
type cycles has almost certainly caused ice to be stable at lower
latitudes than today. As the ice has retreated, it has left behind a
variety of telltale features including remnant loess from desic-
cated dust-ice mixtures, gullies, and perhaps remnant polar ter-
rain at low latitudes. However, none of these features require
an atmosphere that is substantially different from that of today
(Figure A44).

David C. Catling

Bibliography

Baker, V.R., 2001. Water and the martian landscape. Nature, 412, 228-236.

Bogard, D.D., Clayton, R.N., Marti, K., Owen, T., and Turner, G., 2001.
Martian volatiles: Isotopic composition, origin, and evolution. Space
Sci. Rev., 96, 425—-458.



ATMOSPHERIC EVOLUTION, VENUS 75

Carr, M.H., 1996. Water on Mars. New York, NY: Oxford University Press,
229pp.

Carr, M.H., 2006. The Surface of Mars. New York, NY: Cambridge
University Press, 323pp.

Carr, M.H., and Head, J.W., 2003. Oceans on Mars: An assessment of the
observational evidence and possible fate. J. Geophys. Res., 108, 8—1.

Christensen, P.R., 2003. Formation of recent martian gullies through melt-
ing of extensive water-rich snow deposits. Nature, 422, 45-48.

Christensen, P.R., et al., 2001. Mars global surveyor thermal emission spec-
trometer experiment: Investigation description and surface science
results. J. Geophys. Res., 106, 23823-23871.

Colaprete, A., and Toon, O.B., 2003. Carbon dioxide clouds in an early
dense Martian atmosphere. J. Geophys. Res., 108, 6—1.

Cutts, J.A., and Blasius, K.R., 1981. Origin of Martian outflow channels -
The eolian hypothesis. J. Geophys. Res., 86, 5075-5102.

Drake M.J., and Righter, K., 2002. Determining the composition of the
Earth. Nature, 416, 39-44.

Feldman, W.C., et al., 2004. The global distribution of near-surface hydro-
gen on Mars. J. Geophys. Res., 109, doi:10.1029/2003JE002160.

Formisano, V., Atreya, S., Encrenaz, T., Ignatiev, N., and Giuranna, M.,
2004. Detection of methane in the atmosphere of Mars. Science, 306,
1758-1761.

Haberle, R.M., Murphy, J.R., and Schaeffer, J., 2003. Orbital change
experiments with a Mars general circulation model. /carus, 161, 66—89.

Hartmann, W.K., and Neukum, G., 2001. Cratering chronology and the
evolution of Mars. Space Sci. Rev., 96, 165—194.

Head, J.W.,, et al., 2005. Tropical to mid-latitude snow and ice accumula-
tion, flow and glaciation on Mars. Nature, 434, 346-351.

Jakosky, B.M., and Jones, J.H., 1997. The history of Martian volatiles. Rev.
Geophys., 35, 1-16.

Jakosky, B.M., and Phillips, R.J., 2001. Mars’ volatile and climate history.
Nature, 412, 237-244.

Kasting, J.F., 1991. CO, condensation and the climate of early Mars.
Icarus, 94, 1-13.

Kieffer, H.-H., and Zent, A.-P., 1992. Quasi-periodic change on Mars. In
Kieffer, H.H., Jakosky, B.M., Snyder, C.W., and Matthews, M.S.
(eds.), Mars. Tucson, AZ: University of Arizona Press, pp. 1180-1218.

Kieffer, H.H., Jakosky, B.M., Snyder, C.W., and Matthews, M.S., (eds.),
1992. Mars. Tucson, AZ: University of Arizona Press.

Krasnopolsky, V.A., 2002. Mars’ upper atmosphere and ionosphere at low,
medium, and high solar activities: Implications for evolution of water.
J. Geophys. Res., 107, doi:10.1029/2001JE001809.

Lammer, H., et al., 2003. Loss of water from Mars: Implications for the
oxidation of the soil. Icarus, 165, 9-25.

Laskar, J., et al., 2004. Long term evolution and chaotic diffusion of the
insolation quantities of Mars. Icarus, 170, 343-364.

Lunine, J.I., Chambers, J., Morbidelli, A., and Leshin, L.A., 2003. The ori-
gin of water on Mars. Icarus, 165, 1-8.

Malin, M.C., and Edgett, K.S., 1999. Oceans or seas in the Martian north-
ern lowlands: High resolution imaging tests of proposed coastlines.
Geophys. Res. Lett., 26, 3049-3052.

McElroy, M.B., and Donahue, T.M., 1972. Stability of the Martian atmo-
sphere. Science, 177, 986—-988.

Melosh, H.J., and Vickery, A.M., 1989. Impact erosion of the primordial
atmosphere of Mars. Nature, 338, 487—489.

Milliken, R.E., Mustard, J.F., and Goldsby, D.L., 2003. Viscous flow fea-
tures on the surface of Mars: Observations from high-resolution Mars
Orbiter Camera (MOC) images. J. Geophys. Res., 108, 11-1.

Montgomery, D.R., and Gillespie, A., 2005. Formation of outflow
channels by catastrophic dewatering of evaporite deposits. Geology,
33, 625-628.

Owen, -T., 1992. The composition and early history of the atmosphere of
Mars. In Kieffer, H.H., Jakosky, B.M., Snyder, C.W., and Matthews,
M.S. (eds.), Mars. Tucson, AZ: University of Arizona Press, pp.
818-834.

Pepin, R.O., 1991. On the origin and evolution of terrestrial planet atmo-
spheres and meteoritic volatiles. Icarus, 92, 2—79.

Pollack, J.B., Kasting, J.F., Richardson, S.M., and Poliakoff, K., 1987. The
case for a wet, warm climate on early Mars. Icarus, 71, 203-224.
Poulet, F., et al., 2005. Phyllosilicates on Mars and implications for early

martian climate. Nature, 438, 623—-627.

Schultz, P.H., 1985. Polar wandering on Mars. Sci. Am., 253, 94—102.

Segura, T.L., Toon, O.B., Colaprete, A., and Zahnle, K., 2002. Environ-
mental effects of large impacts on Mars. Science, 298, 1977—1980.

Squyres, S.W., et al., 2006. Two years at Meridiani Planum: Results from
the opportunity Rover. Science, 313, 1403—1407.

Touma, J., and Wisdom, J., 1993. The chaotic obliquity of Mars. Science,
259, 1294-1297.

Withers, P., and Neumann, G.A., 2001. Enigmatic northern plains of Mars.
Nature, 410, 651.

Zahnle, K., 1998. Origins of Atmospheres’ In Woodward, C.E., Shull, J.M.,
and Thronson, H. (eds.), San Francisco CA. Astron. Soc. Pacific Conf.
Series, vol. 148, Origins. pp. 364-391.

Cross-references

Astronomical Theory of Climate Change
Atmospheric Evolution, Earth
Atmospheric Evolution, Venus

Faint Young Sun Paradox

Mars: Water and Past Climates

ATMOSPHERIC EVOLUTION, VENUS

Overview

Venus and Earth are generally regarded as sister planets
because Venus is the planet with mass, size, and mean density
closest to that of the Earth (see Table A6). Cosmochemical and
geochemical models also suggest that Venus’ bulk composition
is similar to that of the Earth (Lodders and Fegley, 1998; Tables
5.8 and 5.9). Despite these broad similarities, Venus’ atmo-
sphere is dramatically different from that of the Earth. These
differences are primarily due to Venus’ depletion in water
relative to the Earth. As discussed below, Venus may either
have formed “dry,” or may have formed “wet” and subse-
quently lost most of its water. A choice between these two
alternatives is impossible at present and there are arguments
for and against both models (Lewis and Prinn, 1984; Yung
and DeMore, 1999).

Atmospheric evolution on Venus has probably been differ-
ent than the evolution of the terrestrial atmosphere. However,
before discussing this somewhat speculative topic it makes
sense to review basic properties of Venus’ atmosphere, and to
compare its atmosphere to that of the Earth. This article is
based on Fegley (2004), Prinn and Fegley (1987), and Warneck
(1988). Readers seeking more information about Venus should
consult the following sources. The Encyclopedia of Planetary
Sciences (Shirley and Fairbridge, 1997) has several articles
about Venus’ atmosphere, geology, and geophysics. Brief
reviews are given by Fegley (2004) and Lodders and Fegley
(1998). Book-length treatments of results from Soviet missions
are given by Barsukov et al. (1992), of Pioneer Venus results
by Hunten et al. (1983), of Magellan results by Bougher et al.
(1997), and atmospheric chemistry on Venus and Mars by
Krasnopolsky (1986). Three recommended monographs about
different aspects of the chemistry and physics of planetary
atmospheres are Chamberlain and Hunten (1987), Lewis and
Prinn (1984), and Yung and DeMore (1999).

Venus’ present day atmosphere

Venus’ atmosphere is mainly CO, (96.5% by volume) and N,
(3.5%), with smaller amounts of noble gases (He, Ne, Ar, Kr,
Xe), and chemically reactive trace gases (SO,, H,O, CO,
OCS, H,S, HCI, SO, HF, and elemental sulfur vapor). The
average temperature and pressure at Venus’ surface are 740 K
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Table A6 Some properties of Venus and Earth (after Lodders and Fegley, 1998)

Property Venus Earth
Semi-major axis (10° km) 108.21 149.60
(A.U) 0.7233 1.00
Average radius (km) 6051.4 6371.0
Mass (10** kg) 4.8685 5.9736
Density (kg m °) 5,243 5,515
Volume (10" km?) 92.84 108.3

Lithospheric mass (10** kg)
Core mass (10%* kg)
Lithospheric volume (10'° km?)
Core volume (10" km3?

3.14 (64.5%)
1.73 (35.5%)
78.2 (84.2%)
14.6 (15.8%)

Escape velocity (km s™ ') 10.361
Sidereal orbital period (days) 224.70
Average length of day 116.75
Mean gravitational acceleration (m s 2) 8.870
Solar constant (W m™?) 2613.9
Geometric albedo 0.76
Absorbed solar energy (W m~2) 166
Mean surface temperature (K) 740
Black body temperature (K) 240
Mean surface pressure (bar) 95.6
Scale height at surface (km) 15.90

Atmospheric lapse rate at surface (K km"? 8.0
Dry adiabatic lapse rate at surface (K km™ ") 7.8
Atmospheric composition of dry gas

Atmospheric mean formula weight (g mol™") 43.45
Atmospheric mass (10'® kg) 495
Atmospheric water vapor® 0.003%

Cloud composition and coverage (%) H,S04 (100%)
Important greenhouse gases CO,, SO,, H,0

CO, (96.5%), N (3.5%), SO, (0.015%)

4.03 (67.5%)
1.94 (32.5%)
90.6 (83.7%)
17.7 (16.3%)
11.186
365.26

1.0

9.820

1367.6

0.30

243

288

250

1.0

8.42

6.5

9.8

N, (78.1%), O, (20.9%), Ar (0.93%), CO, (0.036%)
28.97

5.28

1-4%

H,0 (50%)
CO,, H,0, CHy4, N,O, CFCs®

*Tropospheric values. Water vapor is only a few ppmv in Earth’s stratosphere and above Venus’ clouds.

YCFC gases are chlorofluorocarbon gases such as CF,Cl,, CFCl3, and CF,.

and 95.6 bar, respectively, at the modal radius (6051.4 km).
The temperature gradient throughout Venus’ troposphere
(0—60 km altitude) is very close to the dry adiabatic gradient for
a mixture of CO, (96.5%) and N, (3.5%). A global cloud layer
composed of aqueous sulfuric acid droplets (H,SO4-2 H,0)
at ~45 to ~70 km altitude continuously shrouds Venus’ surface
from our view. The clouds also play a key role in Venus’ current
climate. They reflect about 75% of incident solar radiation
back to space. Thus Venus absorbs only ~66% as much solar
energy (160 W m~2) as Earth (243 W m2) even though the inci-
dent solar radiation is ~1.9 times larger than at Earth. In addition,
~70% of the sunlight absorbed by Venus is deposited in the
upper atmosphere and clouds, in sharp contrast with Earth,
where ~66% of solar energy is absorbed at the surface. A
cloud-free Venus would have a much different climate than
Venus does today.

The abundances of CO,, N, and the noble gases are ap-
parently constant throughout much of Venus’ atmosphere
(0—100 km). However, many trace gas abundances vary with
altitude, time, and location. These variations are due to photo-
chemical reactions (including photochemical oxidation of SO,
to aqueous sulfuric acid cloud droplets) that primarily occur
in the upper atmosphere and clouds, and to thermochemical
reactions that primarily occur in the hot, dense atmosphere
below the clouds. Surprisingly, the Pioneer Venus gas chroma-
tograph reported an altitude-dependent N, abundance below
the clouds in the 22-52 km region (see below). Microwave
spectroscopy from Earth, the Pioneer Venus, and Magellan
spacecraft indicates that H,SO,4 vapor is present below the

clouds with an abundance of about 12 parts per million by
volume (ppmv). Sulfur trioxide vapor, which has not yet been
observed, is expected to be present below the cloud layer in
equilibrium with H,SO4 gas and water vapor. Both H,SO4
and SO; have several infrared (IR) absorption bands in the
2-20 pm region and are potentially important greenhouse
gases, although at larger concentrations than probably exist
in Venus’ atmosphere today. Photochemical models pre-
dict potentially observable amounts of Cl, Cl,, ClO, and
O, in Venus’ upper atmosphere (Yung and DeMore, 1999).
Tables A6 and A7 summarize chemical and physical data about
Venus’ atmosphere.

The large abundance of CO, in Venus’ atmosphere is equiva-
lent to a global layer of calcium carbonate (CaCOs;) 0.88 km
thick. This is about twice Earth’s crustal carbon inventory, which
corresponds to a global CaCOj; layer 0.44 km thick. Volcanic out-
gassing is probably the major CO, source on Venus. The two
major CO, sinks are solar UV photolysis to CO and O, in the
upper atmosphere and carbonate formation on Venus’ surface.
The latter sink is exemplified by the Urey reaction

CO;(gas) + CaSiO;(wollastonite) = SiO, (silica)

+ CaCOj/(calcite) (1)
but other carbonates and carbonate-bearing minerals such
as scapolite may also be involved. (Scapolite is a solid
solution between marialite Nay[Al3SigO,4]Cl and meionite
Cay[AlSig0,4]CO;3. Sulfate and OH anions may also substitute
for the chloride and carbonate anions.)
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Several arguments suggest that Venus’ surface and interior
contain carbonates. Degassing of “°Ar on Venus is incomplete
and the atmosphere contains only 24 + 10% of the *°Ar from
radioactive decay (Kaula, 1999). The argon data imply that
degassing of CO, is also incomplete because argon is degassed
more easily than CO, (Ar is less soluble in silicate melts than is
CO,). Mass deficits in elemental analyses made by X-ray fluor-
escence (XRF) spectroscopy at the Venera 13, 14, and Vega 2
landing sites can be attributed to carbonates, as with the Viking
XRF data for Mars. Calculated carbonate abundances are about

4-10% CaCO; (Kargel et al., 1994). Geochemical interpreta-
tions of the elemental analyses suggest that Venus’ mantle con-
tains more CO, than the terrestrial mantle (Kargel et al., 1993).
Finally, some flow features in Magellan radar images may
result from carbonatite magmas that have water-like rheologies.

The N, abundance in Venus’ atmosphere is 3.5 £ 0.8% (see
Table A7). Consequently the CO, abundance is also uncertain
by £0.8%. The uncertainty reflects disagreements between
N, abundances measured by mass spectrometers on Pioneer
Venus and Venera 11-12 and gas chromatographs on the same

Table A7 Chemical composition of Venus' atmosphere®

Gas Abundance Source(s) Sink(s) Comments
CO, 96.5 + 0.8% Outgassing Solar UV photolysis, carbonate Major greenhouse gas 2.7, 4.3,
formation 15 um bands
N, 3.5+ 0.8% Outgassing NO, formation by lightning Altitude-dependent mixing ratio
needs confirmation
SO 0.01-1 ppmv Outgassing, and Photochemical oxidation to H,SO,4 Most abundant sulfur gas, important
(cloud top) oxidation of OCS cloud droplets, reaction with greenhouse gas 7.3, 8.7, 19.3 um
and H,S Ca-bearing minerals on Venus’ bands
surface to form anhydrite (CaSQOy),
reduction to OCS and H,S
150 & 30 ppmv
(22-42 km)
25-150 ppmv
(12-22 km)
H,O" 30 £+ 15 ppmv Outgassing, and Hydrogen escape to space, and Most abundant hydrogen gas,
(0—45 km) cometary impacts oxidation of ferrous iron minerals important greenhouse gas 0.9,
2.7, 6.3 pm bands
YOAr 31ff8 ppmv Outgassing (*’K decay) About 3—4 times less “°Ar than on
Earth (g/g basis)
3Ar 30ﬁ8 ppmv Outgassing (primordial) About 70 times more *°Ar than on
Earth (g/g basis)
coP 45 + 10 ppmv CO, photolysis, and Photochemical oxidation to CO, via 4.66 pm fundamental, potentially
(cloud top) outgassing catalytic cycles. Also consumed by important greenhouse gas,
thermochemical reactions with involved in Venus atmospheric
sulfur gases and ferric iron minerals sulfur cycle
30 £+ 18 ppmv (42 km)
28 + 7 ppmv (36-42 km)
20 £ 3 ppmv (22 km)
17 = 1 ppmv (12 km)
“He® 0.6—12 ppmv Outgassing (U, Th Escape to space
decay)
Ne 7 £ 3 ppmv Outgassing (primordial) About 20 times more Ne than on
Earth (g/g basis)
BAr 5.5 ppmv Outgassing (primordial)
ocs® 4.4 £+ 1 ppmv (33 km) Outgassing, sulfide Conversion to SO, 4.8, 11.6, 19.1 um bands
weathering
H,S° 3 £ 2 ppmv (<20 km) Outgassing, sulfide Conversion to SO, 3.8, 4.2, 8.5 um bands
weathering
HDO" 1.3 £ 0.2 ppmv Outgassing Hydrogen escape to space
(sub-cloud)
HClI 0.6 = 0.12 ppmv (cloud Outgassing Formation of Cl-bearing minerals 3.46 pm fundamental
top)
0.5 P}pmv (35—45 km)
8Ky 25113 ppbv Outgassing (primordial)
SoP 20 + 10 ppbv (cloud top) Photochemistry Photochemistry
St g 20 ppbv (<50 km) Sulfide weathering, Conversion to SO,
outgassing
HF 55_5 ppbv (cloud top) Outgassing Formation of F-bearing minerals 2.52 pm fundamental
4.5 ppbv (35-45 km)
132%e <10 ppbv Outgassing (primordial)
129X e <9.5 ppbv Outgassing ('*°I decay)

Modified from Fegley (2004).
?Abundance by volume, ppm = parts per million by volume, ppb = parts per billion by volume.
The abundances of these gases are altitude-dependent.
“The He abundance has only been measured above the homopause where diffusive separation occurs. This value is 12t§4 ppm by volume (von Zahn et al.,
1983). The value listed above is a model-dependent extrapolation below the homopause.
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spacecraft. Volcanic outgassing is probably the major N, source
on Venus and the formation of nitrogen oxides (NO,) by light-
ning may be a N, sink. The chemical lifetime of N, in Venus’
atmosphere is possibly very long (~10° years). In any case,
the apparent dependence of the N, abundance on altitude is
hard to understand and new measurements are required to
resolve this issue.

Sulfur dioxide is the major sulfur gas in Venus’ atmosphere,
the third most abundant gas overall, and one of the three most
important greenhouse gases. It is intimately involved in the for-
mation of the global sulfuric acid clouds, the energy budget
and greenhouse effect in Venus’ lower atmosphere, and
atmosphere-lithosphere interactions such as volcanism and
chemical weathering. /n situ and Earth-based measurements
of the SO, abundance in Venus’ lower atmosphere give an
average abundance of about 150 ppmv (22—-42 km), which
decreases at higher and lower altitudes (Krasnopolsky, 1986;
Bézard et al., 1993). At higher altitudes photochemical oxida-
tion converts SO, into aqueous sulfuric acid cloud droplets
and efficiently removes it from Venus’ upper atmosphere,
which contains about 15,000 times less SO, (10 ppbv above
the clouds vs. 150 ppmv below them). At lower altitudes gas
phase thermochemistry reduces SO, to OCS. On a longer time-
scale of ~1.9 million years, thermochemical reactions with
CaO-bearing minerals on Venus’ surface convert SO, into
anhydrite (CaSQy)

SO, (gas) + CaCO;(calcite) = CO(gas)
+ CaSOy (anhydrite) (2)

irreversibly removing SO, and the sulfuric acid clouds formed
from it. The SO, lost from the atmosphere must be replenished
by volcanism to maintain the global cloud cover. We return
to this topic when we discuss volcanic outgassing and climate
change.

Water vapor has an average abundance of about 30 ppmv
below Venus’ clouds. It is even less abundant above the clouds
where only a few parts per million of water vapor are observed.
Water reacts with HSO,4 to form hydronium (H3;0") and bisul-
fate (HSO, ) ions. Thus the concentration of “free” H,O in con-
centrated sulfuric acid is very small. As a result, the H,O
partial pressure over the cloud droplets is less than that over
water ice at the same temperature. The atmospheric H,O abun-
dance varies spatially and temporally (above and below the
clouds). Although a trace gas, H,O is the major hydrogen reser-
voir in Venus’ atmosphere and is one of the three most impor-
tant greenhouse gases. It is also involved in gas-solid reactions
that regulate, or buffer, atmospheric HCI and HF. These reac-
tions apparently equilibrate rapidly because HCl and HF con-
centrations above the clouds are the same, within error, as
those below the clouds measured about 20 years later. Over a
much longer time scale (10°-10° years), water loss via H
escape to space and oxidation of ferrous iron minerals in
Venus’ lithosphere regulate the oxidation state of Venus’ atmo-
sphere and surface. Volcanism and possibly cometary impacts
replenish atmospheric water vapor. The H,O abundance in
Venus’ atmosphere is equivalent to a global layer of water
one cm thick. However, liquid water is unstable on Venus’
hot surface. We consider the isotopic composition of Venusian
water when we discuss atmospheric evolution.

The strong infrared nightglow of O, at 1.27 pum and the
Herzberg I nightglow at 400—800 nm show that molecular
oxygen is a trace species in the 100—130 km region of Venus’

upper atmosphere (Krasnopolsky, 1986). The spectroscopic
upper limit for O, in Venus’ lower atmosphere below ~100 km
is less than 0.3 ppmv. For comparison, the Martian atmosphere
contains 1300 ppmv O,, which is also produced by solar UV
photolysis of CO,. The extremely small O, abundance on Venus
shows that the catalytic recombination of O + CO produced
by solar UV photolysis of CO, is very efficient because the O,
abundance is at least 4,300 times smaller than on Mars although
the solar flux is about four times larger than on Mars. Yung and
DeMore (1999) describe the CO, photochemical cycles on Mars
and Venus.

Comparisons to Earth’s atmosphere

Earth is an interesting and informative contrast to Venus. Oxy-
gen makes up about 21% of dry air in Earth’s atmosphere, with
the balance being mainly N, (78%), Ar (9340 ppmv), and CO,
(387 ppmv). The average surface temperature and pressure at
sea level are 288 K and one atmosphere. The temperature gra-
dient in the terrestrial troposphere (0—12 km) is an average of
the dry and wet adiabatic gradients. Earth is about 50% covered
by water clouds at any time. The H,O abundance in the tropo-
sphere ranges from 1 to 4% and is highest near the equator and
lowest near the poles. The H,O concentration in tropospheric
air decreases with altitude and roughly corresponds to 50%
relative humidity at any level. The stratosphere contains much
less water than the troposphere, about 2—7 ppmv. This is about
the same as expected (5 ppmv) from the vapor pressure over
water ice at 195 K, the temperature of the tropical tropopause.
Some stratospheric water is mixed upward through the tropical
tropopause while the rest is produced from CH, oxidation by
OH radicals. Most of the water at Earth’s surface is in the
oceans, which are equivalent to a global layer about 2.7 km
thick. There is about 270,000 times as much observable water
on Earth as on Venus.

In contrast to Venus (and Mars), CO, is a trace gas in
Earth’s atmosphere with an abundance of ~387 ppmv. About
25% of this is anthropogenic and biological sources account
for most of the rest. Volcanism is only a minor source of CO,
in Earth’s atmosphere. Most of the carbon at Earth’s surface is
in the crust (6 x 10" kg), with carbonates making up 80%
of this and organic carbon the remainder. Earth’s crustal carbon
reservoir is much larger than the oceanic (3.8 x 10'® kg),
biospheric (3.7 x 10" kg), or atmospheric (7.6 x 10" kg)
reservoirs.

Several of the reactive trace gases observed in Venus’ atmo-
sphere are also present in Earth’s atmosphere, but at much
lower abundances. The sources and sinks of these reactive trace
gases are also generally different on Venus and Earth. For
example, SO, has an abundance <1 ppmv in the terrestrial tro-
posphere and is mainly due to anthropogenic emissions and to
a lesser extent volcanic outgassing. Carbonyl sulfide is present
at about 0.5 ppbv in Earth’s troposphere (versus ~4400 ppbv
on Venus) and is mainly due to biogenic emissions (instead of
volcanic outgassing and sulfide chemical weathering on Venus).
Most of the sulfur at the surface of the Earth is in sedimentary
deposits of gypsum CaSO,4-2H,0 (28%) and pyrite FeS,
(57%), or as sulfate dissolved in the oceans (15%). Hydrogen
chloride (~1 ppbv) and HF (~0.03 ppbv) are virtually absent
from Earth’s troposphere. Methyl chloride (CH;Cl) present
at ~0.5 ppbv and the chlorofluorocarbon (CFC) gases are the
major Cl and F gases. The two major CFC gases are CF,Cl,
(~0.4 ppbv) and CFCl; (~0.2 ppbv). Methyl chloride results
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from biogenic emissions but the CFC gases are produced indust-
rially and have no natural sources. The atmospheric inventories
of F and Cl are negligible in comparison to the oceanic and
crustal inventories. About 75% of all Cl at Earth’s surface is
CI~ dissolved in the oceans and essentially all F is found in the
crust (Lodders and Fegley, 1997). However, the crustal (or ocea-
nic) inventories of S, Cl, and F on Earth are much larger than the
atmospheric inventories of these elements on Venus. Assuming
that Venus and Earth have a similar bulk chemical composition,
this suggests that significant amounts of S, Cl, and F remain in
Venus’ lithosphere instead of being completely degassed into
its atmosphere.

The Earth’s atmosphere contains over 10,000 times more O,
than Venus’ atmosphere and ~15,000 times more O, than the
Martian atmosphere. Photosynthesis is the major source of O,
in the terrestrial atmosphere and accounts for the large dispari-
ties between O, on Earth and on Venus and Mars.

The major differences between Venus’ atmosphere and the
terrestrial atmosphere are as follows:

1. Venus’ atmosphere contains large amounts of C, S, Cl, and
F relative to the atmospheric inventories on Earth. The high
temperatures on Venus promote the outgassing of these
rock-forming elements into its atmosphere.

2. The large amounts of CO, and SO, driven into Venus’
atmosphere maintain a super-greenhouse effect and a sur-
face temperature over 3 times higher than the blackbody
temperature.

3. Venus’ atmosphere is much drier than Earth’s atmosphere.
However the tiny amount of atmospheric water vapor on
Venus also helps to maintain the super-greenhouse.

4. Venus’ atmosphere contains only trace amounts of O,,
which is the second most abundant gas on Earth because
of the presence of life.

As mentioned earlier, Venus’ lack of water is primarily respon-
sible for all these differences.

Origin of Venus' volatile inventory

The Sun and all the planets in our solar system formed about
4.56 billion years ago from a cloud of gas and dust known as
the solar nebula. The elemental abundances in the solar nebula
were the same as those in the Sun when it formed and are known
as solar system abundances (Lodders, 2003). Figure A45
shows a comparison of the abundances of chemically reactive
volatile elements (e.g., H, C, N, S, Cl, F) and chemically
inert volatile elements (Ne, Ar, Kr, Xe) on Venus and Earth rela-
tive to their solar system abundances. The volatile elements H,
C, and N are plotted as H,O, CO,, and N, in Figure A45, which
are the major gases of these elements in the atmospheres of
Venus and Earth. They are depleted relative to their solar system
abundances because Venus and Earth captured only part of the
solar system abundance of each volatile during their formation.
However, the chemically reactive volatiles are not as depleted
as the noble gases. For example, Venus contains about 10~ of
the Ne solar system abundance but has about 10~ of the N solar
system abundance. Nitrogen and neon have similar atomic
weights (14.007 vs. 20.183) and have similar solar system abun-
dances (1.95 x 10° atoms vs. 2.15 x 10° atoms). However,
nitrogen forms minerals such as osbornite (TiN), sinoite (Si,N,.
0), and carlsbergite (CrN), while neon is inert and does not.
Likewise Earth contains about 2 x 107° of the argon solar sys-
tem abundance and about 7 x 107> of the sulfur solar system

abundance. Sulfur and argon also have similar atomic weights
(32.06 vs. 36.32 for primordial argon) and similar solar sys-
tem abundances (4.45 x 10° atoms vs. 1.02 x 10° atoms).
Sulfur occurs in troilite (FeS) and other minerals, but argon
does not form minerals. The larger depletions of noble gases
and the smaller depletions of chemically reactive volatiles sug-
gest that the atmospheres of Earth (e.g., Brown, 1949) and
Venus primarily formed from volatile-bearing solids that out-
gassed during and after planetary accretion. The occurrence
of volatile-bearing minerals in chondritic meteorites, which
are relatively unaltered samples of nebular material, supports
this argument.

Two observations suggest that Venus and Earth may have
captured some nebular gas during their formation. Recent work
on hafnium-tungsten (Hf—W) dating of meteorites indicates
rapid accretion and early core formation for the terrestrial pla-
nets within the first 30 million years of solar system history
(Yin et al., 2002; Kleine et al., 2002). In Cameron’s (1995)
model of the solar nebula, the loss of nebular gas, which is
the last stage of nebular evolution, takes 3—30 million years.
A possible implication of the Hf—W dating is that the terrestrial
planets accreted in the presence of residual nebular gas and
captured some of it. However, the nebular lifetime is uncertain
and the recent Hf—W results are somewhat controversial. The
second observation is that *He is currently degassing from the
Earth’s mantle. This discovery led to a large amount of work
on the isotopic composition of other noble gases released from
Earth’s mantle. There is some evidence for degassing of Ne
with solar isotopic ratios (primordial Ne), but there is little or
no evidence for degassing of primordial Ar, Kr, or Xe from
Earth’s mantle (Ozima and Podosek, 2002). Pepin and Porcelli
(2002) discuss the origin of noble gases on Venus, Earth, and
Mars in some detail.

Dry versus wet accretion of Venus

Figure A45 graphically shows Venus’ depletion in water rela-
tive to the Earth (about a factor of 270,000). As mentioned ear-
lier, Venus may have formed “dry,” or may have formed “wet”
and subsequently lost most of its water. An initially “dry”
Venus is predicted by the equilibrium condensation model. This
model predicts the chemical composition of gas and grains in the
solar nebula as a function of temperature and pressure, which
vary as a function of radial distance from the Sun. The equili-
brium condensation model predicts that Venus formed “dry”
and that Earth formed “wet” because hydrous minerals were
unstable where Venus formed but stable where Earth formed.
Venus’ meager water inventory is the result of cometary impacts
over time (Lewis, 1974). The equilibrium condensation model
explains the density difference between Venus and Earth, first
order trends in planetary bulk compositions, and many chemical
and mineralogical features of chondritic meteorites (Lewis and
Prinn, 1984; Kerridge and Matthews, 1988).

However, persuasive arguments can be made against an
initially “dry” Venus. Dynamical models of planetary accretion
predict significant overlap of accretion zones for Venus and
Earth (Weidenschilling, 1976). The overlap would lead to simi-
lar water inventories on the two planets. A second argument is
that hydrous mineral formation is probably impossibly slow at
the cooler temperatures where hydrous minerals are thermody-
namically stable in the solar nebula (Fegley, 2000). This would
lead to both planets accreting “dry” rock with water being sup-
plied by subsequent impacts of icy planetesimals and comets
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Figure A45 Depletions of chemically reactive volatiles and noble gases on Venus and Earth relative to their solar system abundances.

that are gravitationally scattered into the inner solar system by
the outer planets.

We now consider the alternative that Venus formed “wet”
and subsequently lost most of its water. Chondritic meteorites
are often used as analogs for the types of material accreted by
the terrestrial planets during their formation. Water contents
of chondritic meteorites range from 9.5 to 10.8% (by mass)
in the volatile-rich CM and CI carbonaceous chondrites, to
0.3—1.1% in the ordinary (H, L, LL) chondrites (Lodders and
Fegley, 1998; Tables 16.10 and 16.11). For comparison, Earth’s
hydrosphere corresponds to a water content of about 0.03%.
As discussed elsewhere (Lodders and Fegley, 1997), Venus,
Earth, and Mars each apparently formed from a mixture of
chondritic material. In this case, formation of either an initially
“moist” or “wet” Venus seems unavoidable. For example, the
four-component meteorite model of Morgan and Anders
(1980) predicts 0.03% water in Venus, which is comparable
to Earth’s inventory.

The deuterium (D) to hydrogen (H) atomic ratio in Venusian
water is 0.025 4 0.005, which is about 160 + 32 times larger
than the terrestrial D/H ratio of 1.558 x 10~ in standard mean
ocean water (SMOW). The high D/H ratio strongly suggests
Venus originally had more H,O (equivalent to 4—530 meters
of liquid water) and lost most of it over time (Donahue et al.,
1997). This interpretation assumes that Venusian water started
with a D/H ratio like that of terrestrial ocean water. However,
some chondritic meteorites, comets, and interplanetary dust
particles have D/H ratios ranging up to 50 times the terrestrial
value (Irvine et al., 2000; Table III). It is possible that Venus
formed with a higher D/H ratio than the Earth. If so, Venus

may have had less water than if it formed with an Earth-like
D/H ratio.

Even though the high D/H ratio is a good indicator, it is only
indirect proof that Venus was initially “wet.” However, if Venus
once had water, hydrous minerals, such as amphiboles, should
have formed. Amphiboles are common on Earth and are found
in metamorphic and igneous rocks. Experimental studies show
that tremolite, one of the most common amphiboles, decomposes
very slowly at Venus surface temperatures. Extrapolation of
laboratory data shows that 50% decomposition of pm-size grains
takes 2.7 billion years, and complete decomposition about 10
times longer. These data indicate tremolite and other amphiboles
that formed on Venus during a wetter era in the past could still
exist on Venus today and provide evidence that Venus was wet
(Johnson and Fegley, 2003).

Venus’ accretionary atmosphere

The terrestrial planets probably formed by the accretion of
smaller planetesimals (Wetherill, 1980). Impact devolatilization
of sufficiently large planetesimals probably generated accre-
tionary atmospheres containing N5, CO,, H,0, and other vola-
tiles once Venus (or Earth) reached about 10% of their present
mass (Ahrens, 1993). Such accretionary atmospheres are called
“steam” atmospheres, although H,O is not necessarily the most
abundant gas. Significant amounts of H,, generated by the

water gas reaction
H,O+ CO =CO;, + H, (3)

or by the oxidation of Fe metal
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Fe + H,0 = "Fe0” + H, (4)

to FeO-bearing minerals, may have been present in the “steam”
atmospheres. Carbon, nitrogen, and sulfur gases such as CO,,
CO, CHy, N,, NH3, SO,, H,S, and OCS were probably also
present in the “steam” atmospheres, with relative abundances
dependent upon temperature, pressure, and oxidation state at
a given time during planetary formation.

Matsui and Abe (1986) modeled the formation and proper-
ties of “steam” atmospheres on Venus and Earth. They found
that accretion of planetesimals containing ~0.1% water, similar
to that in some ordinary chondrites, led to development of a
massive “steam” atmosphere on Venus. The greenhouse effect
of this atmosphere trapped so much heat that Venus melted
(at ~1500 K) once it reached about 40% of its current radius.
The mass of Venus’ “steam” atmosphere reached about 10*! kg
(P~ 100 bar), comparable to that of Earth’s present hydrosphere,
and was controlled by the solubility of water in molten silicate
magma. However, Matsui and Abe’s (1986) conclusions are
somewhat model dependent, and the existence and fate of a
“steam” atmosphere on Venus remain unclear (Pollack, 1991).

After Venus had formed, its “steam” atmosphere may have
rained out to form hot oceans or all the water may have
remained in the atmosphere if the surface temperature remained
above the critical point of water (647 K). Some of the water
dissolved in the silicate magma may have crystallized as
kaersutite, hornblende, or other igneous amphiboles. But, whether
or not Venus ever had a “steam” atmosphere, the evolution of
Venus’ water inventory is closely connected to the origin of the
runaway greenhouse.

Origin of the runaway greenhouse and water loss

Models by Ingersoll (1969) and Rasool and deBergh (1970)
qualitatively showed that Venus has a runaway greenhouse
effect while Earth does not because Venus formed closer to
the Sun. Once some H,O or CO, was in Venus’ atmosphere,
greenhouse warming led to sufficiently high surface tempera-
tures to vaporize water and thermally decompose carbonates.
Rasool and deBergh (1970) also suggest that reaction (1) and
its analogs may have regulated the increasing CO, pressure
as a function of temperature.

In both models, UV sunlight decomposed H,O to its consti-
tuent elements with hydrogen loss to space. The hydrogen loss
rates on Venus and Earth today (and presumably in the past) are
controlled by the total H-atom mixing ratio (fzy) at the homo-
pause (above which diffusive separation of gases occurs)

Jsu = fu + 2fin + 2fino + fict + fur (5)

Venus’ hydrogen loss rate is currently ~107 H cm™ s™!, which
could remove a global water layer only 21 cm thick over the
age of the solar system. Loss rates ~10° times larger are
required to remove an ocean’s worth of water in a geologically
short time. These occur during hydrodynamic escape, which
could have been driven by the significantly higher extreme
UV flux that is expected to have been produced from the early
Sun. A hydrodynamic flux of ~10"> H cm™? s™' could remove
~470 meters of water from Venus in 100 million years and pro-
duce the elevated D/H ratio observed on Venus today (e.g.,
Donahue et al., 1997).

However, astrophysical models predict that the early Sun’s
visible solar flux was about 25-30% less than today. Because

of the lower solar flux, the runaway greenhouse (and water
loss) may have happened some time after Venus formed, rather
than right away (Pollack, 1991). Hydrodynamic escape of
hydrogen is not viable once the solar extreme UV flux has
declined. Instead, hydrogen loss occurs ~100 times slower
via other non-thermal processes that remove much less water
from Venus over time (~47 meters per 10° years). An initially
“moist” Venus may be more likely than an initially “wet”
Venus.

Huge amounts of residual O, are left after losing an ocean’s
worth of hydrogen. For example, the loss of 2.7 km of water
from Venus, equivalent to Earth’s oceans, would leave behind
1.1 x 10?' kg of O,, about 35 times the total amount of O, pro-
duced by photosynthesis on Earth over time. Loss of 470
meters of water leaves behind 1.9 x 10%° kg of O,, about
6 times Earth’s total photosynthetic oxygen. The disposal of
so much oxygen is a formidable problem. One possibility is
oxygen loss to space. This occurs on Venus today at a rate that
would leave behind ~30% of the oxygen in water. However,
if oxygen was not lost to space, all of it had to be consumed
by chemical reactions.

On Earth about 96% of all O, produced over time was
consumed by oxidation of reduced carbon, iron, and sulfur
compounds and only 4% resides in the atmosphere. Cur-
rently, the major O, sinks on Earth are oxidation of organic
carbon to CO, (1.6 x 10" kg yr '), ferrous to ferric iron
(4.7 x 10" kg yr"), and sulfides to sulfate (6.2 x 10" kg
yr~"), summing to 2.69 x 10" kg O, yr' (Warneck, 1988).
Oxidation of reduced carbon accreted by Venus plausibly hap-
pened during impact devolatilization. This leaves oxidation of
reduced iron and sulfur in Venus’ lithosphere as possible O,
sinks. The XRF elemental analyses of Venus’ surface found
iron (8-9% “Fe0”) and sulfur (0.9-4.7% SOs), whose abun-
dances are conventionally reported as oxides although their
chemical form is unknown. The sulfur content of Venus’ litho-
sphere is probably closer to that in Earth’s mantle (0.04%)
or oceanic crust (0.1%) than that found on the surface because
reaction (2) adds sulfur by chemical weathering. If Venus’
lithosphere initially contained 10% “FeO,” which is oxidized
to hematite (Fe,O3) or magnetite (Fe30,4), 1.9 x 10 kg of
O, would have to react with 0.5-0.8% of the lithosphere
to be consumed. Removal of all this O, over 100 million
years while water is lost requires a volcanic eruption rate of
~140 km® yr' to expose this much lithosphere to the
atmosphere. For comparison, Earth’s volcanism rate is ~20
km® yr~', and the estimated rate on Venus is 1 km® yr~' (see
below). A 100 million year removal rate also corresponds to
a sink of ~1.9 x 10" kg O, yr~', which is ~7 times larger than
the current O, loss rate on Earth. It is difficult to see how so
much O, could be lost so rapidly on Venus or how so much
lithosphere could be exposed so rapidly. It again seems that
an initially “moist” Venus is more plausible than an initially
“wet” Venus.

Volcanic outgassing and climate change

As mentioned earlier, CO,, SO,, and H,O are the three most
important greenhouse gases in Venus’ atmosphere. All three
gases are common constituents of terrestrial volcanic gases
and volcanism is a probable source for all three gases on
Venus. Furthermore, all three gases are probably involved in
atmosphere-lithosphere reactions on Venus. These and other
arguments suggest that atmospheric chemistry and physics,
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climate, and volcanism are closely linked on Venus (e.g.,
Bullock and Grinspoon, 2001).

The relative abundances of SO,, OCS, H,S, and eclemental
sulfur vapor (dominantly S,) in Venusian volcanic gases are
unknown. Sulfur dioxide is generally the major sulfur com-
pound in basaltic volcanic gases on Earth, followed by H,S,
OCS, and elemental sulfur vapor. Venusian basalts probably
erupt at higher or similar temperatures as terrestrial basalts. If
Venusian volcanic gases are as oxidized as (or more oxidized
than) terrestrial volcanic gases, SO, should be the major sulfur
gas. More oxidized gases may also contain up to ~200 ppmv
SO, which may provide an observational test for water loss
and O, consumption on Venus. The large CO, and very low
H,0 abundances in Venus’ atmosphere imply that S, and
OCS should be more abundant than H,S in Venusian volcanic
gases. For comparison, SO, and S, are the two major species
in volcanic gases on Io, which has apparently lost all or most
of its hydrogen and carbon.

As discussed earlier, reaction (2) would remove all SO, (and
thus the sulfuric acid clouds) from Venus’ atmosphere in
~1.9 million years in the absence of a volcanic source. Sulfur
dioxide undergoes similar reactions with other calcium-bearing
silicate minerals such as anorthite, diopside, and wollastonite,
forming anhydrite (CaSO,) by reactions analogous to equation
2. The measured Ca/S ratios are greater than unity at the
Venera 13, 14, and Vega 2 sites. These ratios are larger than
one, which is the expected value if all Ca were combined with
S in anhydrite. Thus, loss of atmospheric SO, via chemical
weathering of Ca-bearing minerals on Venus’ surface is prob-
ably an ongoing process.

Maintenance of atmospheric SO, at current levels requires
eruption of ~1 km? yr! of lava with the average composition
of the Venera 13, 14, and Vega 2 landing sites. This volcanism
rate is the same as the average rate of subaerial volcanism
on Earth and is about 5% of the total volcanism rate of
~20 km® yr'. The required sulfur eruption rate to maintain
SO, on Venus at steady state is ~2.8 x 10'° kg yr'. This is
similar to the SO, emission rates of 9 x 10° kg yr~' (subaerial),
1.9 x 10" kg yr ! (submarine), and 2.8 x 10' kg yr' (total)
from terrestrial volcanism (Charlson et al., 1992).

Volcanism on Earth and on Io is episodic. By analogy,
Venusian volcanism should be episodic, which may be one rea-
son why active volcanism has not yet been seen on Venus.
However, a volcanic source for SO, is required at present.
What may happen if the volcanic source and anhydrite sink
for SO, are not balanced? If less SO, is erupted than is lost
by anhydrite formation, less SO, will be left in the atmosphere,
less H,SO,4 will be produced, and fewer clouds will form. Tem-
peratures in Venus’ atmosphere and at the surface may decrease
because SO, as well as other volcanic volatiles such as CO,
and H,O are greenhouse gases, all of which are needed for
the Venusian supergreenhouse state. As temperatures drop,
the carbonates magnesite (MgCO3;) and dolomite (CaMg
(CO3),) may become stable and consume atmospheric CO, as
they form. Conversely, if more SO, is erupted than is lost by
anhydrite formation, more SO, will be added to the atmo-
sphere, more H,SO, will be produced, and more clouds will
form. In this case, atmospheric and surface temperatures may
rise as more greenhouse gases enter the atmosphere. Minerals
now stable at 740 K on Venus’ surface may decompose as
temperatures increase, releasing more volatiles into the atmo-
sphere (e.g., HCI, HF, elemental sulfur vapor). Some of these
effects, which could operate in the future and may have done

so in the past, have been studied in climate models that incor-
porate variations of SO, and H,O abundances on the clouds
and temperatures on Venus (e.g., Bullock and Grinspoon,
2001). In particular, large temperature changes are predicted
to result from the putative global resurfacing of Venus
500 £ 200 million years ago.

Bruce Fegley, Jr.
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BANDED IRON FORMATIONS AND THE EARLY
ATMOSPHERE

IRON FORMATIONS, a class of chemical sediments comparable
to evaporites or phosphorites, occur on all continental cratons
and represent the largest repositories of iron ever precipitated
from Earth’s hydrosphere (Trendall and Morris, 1983; Clout
and Simonson, 2005). Iron formations reveal much about the
composition of the atmosphere because of the redox sensitivity
of iron in solution, and because of the dramatic change in the
way iron was deposited through geologic time. The first-order
observations are that Precambrian iron-rich sediments (known
as iron formations) are generally cherty, thinly laminated (or
banded), and widespread, whereas Phanerozoic iron-rich sedi-
ments (known as IRONSTONES) generally lack chert and are
richer in aluminum (reflecting clastic contamination), not lami-
nated, and smaller in areal extent. In order to make correct infer-
ences about temporal changes in Earth’s atmosphere, iron
formations must first be understood as chemical sediments.

Sedimentary characteristics of iron formations

Many iron formations have well-preserved sedimentary features,
which permit them to be subdivided into banded and granular
varieties. BANDED IRON FORMATIONS (BIFs) are by far the
more abundant of the two. The present minerals in the least-
altered BIFs are remarkably fine-grained and uniform, and
although recrystallized, it is likely they have been largely derived
from the primary precipitates. Layers rich in iron and chert
generally alternate on a scale of millimeters to centimeters
(Figure Bla), and many BIFs exhibit cyclic alternations of iron-
rich and iron-poor minerals or of BIF and fine shaly or volcani-
clastic strata (Trendall and Blockley, 1970; Ewers and Morris,
1981; Beukes, 1984). Based on these characteristics, BIF miner-
als (or their precursors) are inferred to have formed in the water
column and precipitated to the seafloor below storm wave base
in waters that were not in direct connection with the atmosphere.

In contrast to BIFs, GRANULAR IRON FORMATIONS
(GIFs) consist largely of well-sorted sand-size clasts referred
to as “granules” that were transported in high-energy environ-
ments where ocean waters mixed much more freely with atmo-
spheric gases. Most of the clasts appear to be reworked
fragments of BIF precursor muds (Figure B1b) but some GIFs
are also rich in concentrically laminated ooids that grew on the
seafloor. GIFs have dune-scale cross-bedding that is more irre-
gular than the banding of BIFs and shows complex paleocurrent
patterns typical of shallow marine sands (Ojakangas, 1983;
Simonson, 1985). Flat pebble conglomerates and stromatolites
are locally abundant. GIFs also contain an abundance of inter-
granular cement that consists largely of void-filling chalcedony
and drusy quartz (Simonson, 1987) and were emplaced so
rapidly that some GIFs show virtually no compaction. The pre-
sence of gelatinous silica also led to the formation of intra- and
intergranular syneresis cracks (Gross, 1972; Beukes, 1984).
Early silica cementation helped to preserve primary iron-rich
phases with minimal alteration, as well as some of the best early
Precambrian microbiotas (Walter and Hofmann, 1983).

Mineralogically, iron formations consist of one or more
iron-rich minerals admixed with quartz-rich layers interpreted
as recrystallized cherts (Maliva et al., 2005). The main iron
minerals fall into four groups that James (1954) defined as
the “facies” of iron formation. His groups were oxide, silicate,
carbonate, and sulfide, but most iron formations are hybrid
mixtures with iron minerals from two or even three of these
groups. In unaltered iron formations lacking clastic contamina-
tion, the dominant iron minerals are magnetite and hematite in
the oxide facies; greenalite in the silicate facies; siderite, anker-
ite or ferroan dolomite in the carbonate facies; and pyrite in the
sulfide facies. Detailed petrographic and isotopic studies of
finely-laminated BIFs and GIFs rich in early cement suggest
that chert, greenalite, siderite and hematite (or more poorly-
ordered precursors of similar composition) are the minerals
most likely to have formed as primary precipitates. All other
phases are viewed as diagenetic or metamorphic overprints
(Klein, 1983; Kaufman et al., 1990).
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Temporal variation in stratigraphic and environmental
patterns

Pure GIF (i.e., high-energy iron formation) rarely occurs in
layers thicker than a few meters as it is usually interbedded
with BIF on a scale of meters to tens of meters. In contrast,
BIFs (i.e., low-energy iron formation) commonly contain no
discernible GIF and range up to hundreds of meters in thick-
ness. The lateral dimensions of iron formation likewise vary
dramatically from thin layers sandwiched between other lithol-
ogies (e.g., volcaniclastic turbidites) to units hundreds of
meters thick of nearly pure iron formation persisting laterally
for hundreds of kilometers with little change (Trendall and
Blockley, 1970; Beukes, 1983; Fralick and Barrett, 1995).

Figure B1 Sawn surfaces of iron formation samples. (a) Drill core of
Dales Gorge banded iron formation (BIF, Hamersley Basin) consisting
mainly of iron oxides (silver to dark) and hematitic chert (reddish). (b)
Hand sample of granular iron formation from Sokoman Formation (GIF,
New Quebec Orogen) consisting of unusually large intraclasts of
hematitic chert and iron oxides; intergranular pores are filled with
transparent chalcedonic cement.

The key to interpreting atmospheric evolution is to under-
stand why the size, composition, and context of iron formations
changed through time. Characterizing iron formations on their
genetic associations as well as their sedimentary characteristics
(i.e., BIF vs. GIF), Gross (1965, 1983) encapsulated the most
important temporal changes by subdividing iron formations
into two main categories. The category he called Algoma-type
iron formation is a common component of Archean greenstone
belts which range in age from ca. 2.7 Ga (billion years old)
back to the oldest supracrustal rocks on Earth (Figure B2).
By definition, Algoma-type iron formations are small and inti-
mately associated with volcanic rocks. In addition, virtually all
Algoma-type iron formations are BIFs (rather than GIFs),
include significant thicknesses of all four of James’ mineral
facies, and are closely associated with deeper-water deposits
consisting of volcanic rock, shale, and turbidites. The other
category he called Superior-type iron formation, and these
are much more massive accumulations of iron and silica that
dominate the Neoarchean and Paleoproterozoic eras (about
2.7-1.8Ga). Not only are Superior-type iron formations
younger than most Algoma-type BIFs, they were deposited
during marine transgressions on continental margins and there-
fore are thicker, laterally extensive, and generally associated
with carbonate and siliciclastic strata (Simonson and Hassler,
1996). BIFs are the main constituent of many Superior-type
iron formations, but many also contain substantial thicknesses
of GIF. Moreover, Superior-type BIFs (like the Algoma-type
iron formations) show the full spectrum of James’ facies,
whereas cherty Superior-type GIFs are rich in iron oxides and
to a lesser extent iron silicates. Iron carbonates are scarce in
GIFs with one notable exception, the Griquatown Iron Forma-
tion of South Africa (Beukes, 1984), which is one of the oldest
of all Superior-type iron formations. In addition, BIF-rich
Superior-type iron formations are associated with deep water
shale and turbidites, whereas those with abundant GIFs are
associated with shallow water deposits such as stromatolitic
dolomites and quartzarenites (Simonson, 1985; Simonson and
Hassler, 1996).

The distinction between Algoma- and Superior-type iron
formations involves more than just a simple changeover at
one point in time. For example, Algoma-type iron formations
are not restricted to the Archean. Smaller iron-bearing volcano-
genic deposits that meet the definition of Algoma-type BIFs
persist into the later part of the Precambrian, and arguably
even into the Phanerozoic. Moreover, Superior-type iron for-
mations appear to be distributed unevenly in time between
2.7 and 1.8 Ga (Figure B2), possibly coinciding with discrete
mantle plume events, which released voluminous iron through
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hydrothermal activity (Isley and Abbott, 1999). It also appears
that no BIFs were deposited during Earth’s earliest glacial per-
iod (between 2.2 and 2.4 Ga) when continental glaciers and
extensive sea ice covered the planet on at least three separate
occasions. The deposition of large Superior-type iron forma-
tions ceased entirely around 1.8 Ga (Klein and Beukes, 1992;
Simonson, 2003).

After a billion year hiatus, a remarkable, albeit brief, episode
of global sedimentary iron accumulation took place in the Neo-
proterozoic. Iron-rich rocks that look much like BIF and meet
the strict definition of iron formation were deposited in intimate
association with glaciogenic sediments on several continents
(Young, 1988; Derry et al., 1992). These late Precambrian iron
formations tend to be richer in iron and have a simple mineral-
ogy dominated by hematite, although both fine laminations
similar to BIF and clastic textures similar to GIF are present
locally (Klein and Ladeira, 2004). They also carry the geo-
chemical signatures of a hydrothermal origin (Young, 1988;
Klein and Beukes, 1993).

Implications for atmospheric history

The waxing and waning of iron formations early in Earth’s
long history must be linked to co-evolution of the atmosphere,
hydrosphere, biosphere, and lithosphere. The sedimentary char-
acteristics summarized above make it clear that iron formations
were primary precipitates deposited mostly in open marine set-
tings (Beukes, 1983; Ojakangas, 1983; Simonson, 1985).
Cloud (1973) first suggested that dissolved ferrous iron was
ubiquitous in the early ocean and that iron formations formed
where photosynthesizing microbes produced free oxygen, caus-
ing iron oxides to precipitate. This hypothesis was elegant for
its time, but it cannot explain the diversity of iron minerals in
iron formations, nor the fact that contemporaneous carbonate
sediments are depleted in iron relative to Phanerozoic carbo-
nates (Veizer et al., 1990, 1992). To accommodate these obser-
vations, new theories evolved.

Most researchers now believe that large-scale hydrothermal
activity and a stratified world ocean were important factors in
the deposition of large iron formations (Klein and Beukes,
1992; Isley and Abbott, 1999). All iron formations record geo-
chemical signatures of hydrothermal sources, and iron-rich
plumes were probably capable of traveling from deep-sea
sources to distant depocenters, provided that the early oceans
were stratified (Isley, 1995). The need for a stratified water col-
umn mainly stems from the fact that, even though normal mar-
ine surface waters were clearly not well oxygenated in the early
Precambrian, they were still too oxic to carry much dissolved
ferrous iron (Trendall, 2002). Given a world ocean with a sur-
face layer lacking dissolved iron, a deep reservoir of ferrous
iron, and high concentrations of silica throughout, precipitating
iron oxides and silicates such as hematite and greenalite (or sui-
table precursors) along a chemocline between the water masses
presents no problem. Petrographic and isotopic observations
also require primary precipitation of siderite (Kaufman et al.,
1990; Kaufman, 1996). We attribute the siderite to a rain of cal-
cium carbonate from shallow water environments that was dis-
solved as it encountered deeper and more acidic hydrothermal
solutions rich in ferrous iron, as sideritic carbonate is notably
less soluble than its calcium-rich counterpart (Kaufman,
1999). Exsolution or uptake of CO, (and iron)-rich hydro-
thermal solutions along a chemocline between reduced and
oxidized water masses would have had a similar effect. Anom-
alously high variability in the isotopic composition of iron in

iron formations has been attributed to microbial involvement
in their precipitation (Beard et al., 1999), but inorganic causes
have also been proposed (Rouxel et al., 2005). This scenario
of precipitate raining down from a chemocline explains why
iron formations occurred in many different tectonic settings,
associated with diverse rock types (Gross, 1983; Fralick and
Barrett, 1995), and how iron accumulated essentially undiluted
by other types of clastic and/or chemical sediment.

The transition from small Algoma-type to large Superior-
type iron formations in the Neoarchean is generally attributed
to the first appearance of extensive continental shelf environ-
ments rather than atmospheric evolution. Superior-type iron
formations appeared at the same time and in the same basins
as the first laterally extensive stable shelf deposits, e.g., plat-
form carbonates (Grotzinger, 1994). The areal expansion of
continental shelves offered larger, more uniform repositories
than volcanic terrains, and presumably reflected a Neoarchean
surge in the growth of continental crust and associated rise in
sea levels (Lowe, 1992; Groves et al., 2005). “Cratonization”
of shields was a highly diachronous process (Eriksson and
Donaldson, 1986), which could account for the deposition of
large iron formations on different continents at different times.

In contrast, the abrupt disappearance of iron formations
around 1.8 billion years ago is generally attributed to a rise
in the oxygen content of the atmosphere (e.g., figure 6 in
Canfield, 2005). The key to terminating iron formations was to
reduce the mobility of dissolved iron in the deep ocean.
Although attributed to oxygenation, the first dramatic rise in
atmospheric oxygen appears to have taken place much earlier,
at around 2.4 Ga (Canfield, 2005). This event is generally asso-
ciated with early Paleoproterozoic glaciation and the first
strongly positive carbon isotope excursion recorded in marine
carbonates (Bekker et al., 2001). Such excursions are indicative
of the burial of a higher proportion of reduced carbon, so oxi-
dants (like O,) could have built up in the atmosphere at the time.
Notably, the last of the Paleoproterozoic 6'*C excursions took
place some 200—-300 million years before iron formation deposi-
tion ended around 1.8 Ga. Given the lack of an oxidative signal,
some now favor an alternative model of BIF cessation invoking
increased levels of dissolved sulfide to limit iron solubility in the
deep mid-Proterozoic ocean (Anbar and Knoll, 2002; Arnold
et al., 2004). Whatever the change was, it clearly prevented the
deep ocean from storing and transporting dissolved iron over
long distances, thereby severing the connection between sea-
floor hydrothermal systems and continental shelf environments
and putting a stop to the deposition of iron formations.

The temporal changes in Superior-type iron formations may
also reflect changes in Earth’s atmosphere. Most notably, the
fact that the last Superior-type iron formations, the ones formed
just before their abrupt disappearance around 1.8 Ga, show the
greatest abundance of both GIF (Figure B2) and oxide minerals
may reflect increasing concentrations of oxygen in the ocean’s
surface layer. Moreover, large iron formations occurred before
and after, but not during, the 200 million year interval of Paleo-
proterozoic glaciation. Such variations are likely to record
Neoarchean to Paleoproterozoic oscillations in both hydrother-
mal inputs and atmospheric oxygenation. These may have been
coupled in the world ocean through the photosynthetic produc-
tion of oxygen, which is stimulated by the availability of solu-
ble iron, a known biolimiting nutrient (Coale et al., 1996). The
recurrence of iron formation and iron-cemented glacial diamic-
tites near the end of the Proterozoic suggests a brief return
of localized oceanic anoxia, similarly associated with tectonic
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rifting and hydrothermal delivery of iron to the oceans
(Asmerom et al., 1991). Insofar as long-term nutrient-driven
cycles of primary productivity may have drawn down green-
house gases (Kaufman et al., 1997), the Neoproterozoic return
of BIFs may have contributed to the widespread low latitude
“snowball Earth” glaciations (Hoffman et al., 1998).

Bruce M. Simonson and Alan J. Kaufman
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BASAL ICE

Basal ice is the ice close to the base of a glacier or ice sheet that
has been affected by processes operating at the glacier bed
(Hubbard and Sharp, 1989; Knight, 1997). Most of the ice in
glaciers and ice sheets is formed by the accumulation of snow
at the glacier surface, but basal ice is created, or substantially
modified, by processes at the bed. Basal ice provides informa-
tion about processes that operate in the inaccessible subglacial
zone, it influences glacier dynamics, it contributes directly to
glacier sedimentation, and it represents a barrier to the down-
ward extension of the climate record to the bottom of deep
ice cores. The presence of debris in the basal ice, and the pro-
cesses by which it is entrained and released, are crucial to
processes of glacial erosion and deposition. The basal layer is
fundamental to realistically formulated models of ice sheet
behavior and of the development of glacial landscapes.

Basal ice may be several tens of meters thick and comprises
a variety of facies of ice and debris. Ice may be entrained from
beneath the glacier, or may be derived from the glacier surface
but modified by thermal, strain, and hydraulic conditions close
to the bed. The characteristics of the basal ice vary widely
between sites because of varying glaciological controls on
basal ice formation and survival. The chemistry, physical struc-
ture, and debris content of the basal ice are different from the
englacial ice above because of its interaction with the bed,
and the high debris content of the basal ice affects its rheologi-
cal properties and its geomorphic potential. Two key issues
in the description and interpretation of the basal layer are the
processes by which the ice is formed and the processes by
which rock debris from the bed is entrained into the ice. Pro-
cesses by which basal ice can be formed can be divided into:
(a) formation and accretion of new ice at the base of the glacier
and (b) metamorphic alteration of existing ice close to the
bed. Entrainment of debris at the bed occurs by a variety of
processes including regelation, congelation, flow of water
through the vein system, shearing, and folding. The basal layer
is accessible via boreholes drilled through the glacier to the bed
in subglacial cavities and locations where it is exposed at the

glacier margin. Debris from the basal ice is a major source of
material for glacial sedimentation, and the characteristics of
the basal ice, and hence former subglacial conditions, can be
reconstructed from the characteristics of basal ice debris in gla-
cial deposits (Knight et al., 2000).

Peter G. Knight
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BEACHROCK

Occurrence and sedimentology

Beachrock comprises sediments deposited in the intertidal zone
on the beach face, beach berm, upper shoreface, and on tidal
flats that have been cemented in situ to form an indurated sedi-
mentary rock. Beachrock outcrops are ubiquitous along modern
tropical and subtropical shorelines bounded by 35° N and 35° S
(Scoffin and Stoddart, 1983) (Figure B3). Beachrock forms
pavements and can comprise sand to shingle size clasts forming
a sandstone or conglomerate, but predominantly comprises carbo-
nate sands. The physical sedimentology of beachrock is similar to
that for cay sandstone that forms in the supratidal zone (Kuenen,
1950), submerged dune calcarenite and emerged reef rock (Hop-
ley, 1986), although the characteristic cements of each of these
rock types are distinguishable. The internal stratigraphy of beach
and upper shoreface deposits is preserved during the formation
of beachrock, and is often recognized by seaward dipping planar
beds outcropping on the beach. Beachrock is generally friable to
brittle and the outer surface is case hardened (Scoffin and Stoddart,
1983). It is subject to mechanical, biological and chemical erosion
following exhumation.

Beachrock cementation: mineralogy and origin

Beach sand grain or shingle clasts are cemented by aragonite or
magnesium-calcite in a marine-phreatic environment. Depend-
ing upon location, beach sands or shingle are cemented within
an intertidal sediment package, through physicochemical preci-
pitation of calcium carbonate (Ginsberg, 1953), microbial
activity (Webb et al., 1999), or a combination of both. The phy-
sicochemical precipitation of carbonate cement results from the
evaporation of seawater and seaward-flowing groundwaters
within the beach deposits, and by CO, degassing of this water
through wave agitation and tidal pumping (Hanor, 1978;
Meyers, 1986), particularly on windward beaches (Gischler
and Lomando, 1997). The form of the cement is characteristic
of the diagenetic environment and includes: (a) isopachous
fringes of needle cement (usually aragonite), (b) micritic, peloi-
dal and bladed cement (often magnesium-calcite; Gischler and
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Figure B3 Late Holocene beachrock outcrop on south coast Upolu Island, Samoa, following beach erosion (photograph, lan D. Goodwin).

Lomando, 1997) in marine-phreatic (below the water table)
environments where water fills the pore spaces between grains,
and (c) microcrystalline rinds, laminated crusts, and needle
fiber cements in meteoric-vadose (above the water table) envir-
onments where the pore spaces are filled with cement (Gischler
and Lomando, 1997).

Beachrock as an indicator of former sea level

Emerged or submerged beachrock has been used in many
studies as an indicator of former sea level (Hopley, 1986;
Pirazzoli, 1996). Specific examples are the Bahamas (Kindler
and Bain, 1993), South Africa (Cooper, 1991), and Bangladesh
(Chowdhury et al., 1995). However, the application of bea-
chrock outcrops as an indicator of former sea level requires cau-
tion (Hopley, 1986). The water level control on the upper level
of cementation must be identified with respect to Mean High
Water Spring Tide and Highest Astronomical Tide. The mineral-
ogy, form and fabric of the cements must be determined and the
diagenetic environment identified as marine-phreatic. The bea-
chrock stratigraphy should be horizontal and dipping seaward.
The stratigraphic relationships to overlying dune calcarentites
and to coral reef below the beachrock support the reconstruction
of former sea level. Dating the age of beachrock deposition has
been problematic, although modern radiometric techniques
using micro-samples such as accelerator mass spectrometry or
thermal ionizing mass spectrometry allow the dating of cements
or microfossils embedded within the beachrock. Whilst the use of
beachrock as a sea level indicator has not been routine in studies,
its ubiquitous nature is important in paleoenvironmental recon-
structions. Since beachrock forms within the phreatic zone of
beach deposits, its exposure on the surface of modern beaches
is indicative of recent beach erosion on many of the Earth’s
tropical and subtropical beaches.

JTan D. Goodwin
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BEETLES AS QUATERNARY AND LATE TERTIARY
CLIMATE INDICATORS

Insect remains are particularly abundant in freshwater sedi-
ments that have remained waterlogged since their deposition.
Most of the remains are of beetles (Coleoptera) because of their



BEETLES AS QUATERNARY AND LATE TERTIARY CLIMATE INDICATORS 91

robust exoskeletons, but many other orders of insect are also
preserved. Beetle species from the Quaternary and late Tertiary
can be shown to be identical to their present day representa-
tives. Most past assemblages of beetles can be shown to resem-
ble modern communities closely. It can therefore be safely
assumed that physiological stability accompanied their demon-
strable morphological constancy. Thus, paleoecological and
paleoclimatic inferences can be made on the basis of the past
presence of particular beetle species. Many beetle species have
changed their geographical ranges by thousands of kilometers
even within the limited timespan of the last glacial/interglacial
cycle. For instance the most abundant dung beetle in the British
Isles during the middle Weichselian (Wisconsin) glaciation is
now restricted to the high plateau of Tibet.

Quantification of climatic (particularly thermal) parameters
may be made from these range changes. In the past, climatic
interpretations were based on the overlap of the modern geo-
graphical ranges of species or the fit of the distributional mar-
gins to some isotherm, thereby inferring the paleoclimate
(Coope, 1959). This method has problems that arise from the
vagaries of space and time that determine geographical distri-
butions; a species may not fulfill its total range potential for
reasons other than climate.

To avoid these geographical problems, the distribution of a
species can be plotted on a climate-space chart, where the mean
temperature of the warmest month (TMax) is plotted on the x-axis
and the difference between the mean temperature of the warmest
and coldest months (TRange) on the y-axis. These figures are
measured in meteorological stations. These coordinates subsume
most of the important thermal constraints that determine the gross
distribution of a beetle species. Assuming a simple sinusoidal
relationship between the mean monthly temperatures, it is then
a simple matter to infer the mean temperature of the coldest
month (TMin) or any other mean monthly temperature. In this
way, a ragged geographical distribution map frequently con-
denses into a compact grouping (Coope, 1986) and new occur-
rences of a species often fall within the body of the group.
When plotted in terms of geographical space, new records often
involve repeated redrawing of the distribution maps. Once a tem-
perature envelope has been constructed for each species, it is
much more stable and can be stored electronically in a database.
As 0f 2003, the database included 436 species.

In order to obtain figures that are independent of those derived
from the plant data, only carnivorous or scavenging species were
used in these paleoclimatic calculations. Quantitative climatic
estimates were made by overlapping the thermal envelopes for
each species in a fossil assemblage and determining values from
the coordinates of the area of greatest of mutual overlap (usually
100%). This method has been termed the mutual climatic range
(MCR) method (Atkinson et al., 1987). In order to check the
effectiveness of this method, present day beetle assemblages from
a geographically widespread area of Eurasia were treated in the
same way as fossil assemblages and the reconstructed thermal
regime was compared with that measured at nearby meteorologi-
cal stations. The correspondence between the MCR estimates and
the measured values were generally very close but there was a
slight tendency for MCR to over-estimate both summer and win-
ter temperatures at “cold” sites. An equation has been devised
that may be applied to the raw MCR data to correct this minor
deviation (Coope et al., 1998).

Quantitative estimates of the thermal paleoclimate of both
glacials and interglacials using the MCR method on sub-fossil
beetle assemblages have now become standard practice in

Britain. The results are not always compatible with the tradi-
tional paleoclimatic interpretation of the paleobotanical (chiefly
pollen analytical) records. Thus, the climates of treeless intersta-
dials can at times be shown to be temperate and oceanic, rather
than indicative of tundra coldness (Coope et al., 1997; Coope,
2000). During the late glacial period, the climate of Britain
warmed to present-day levels at the beginning of the Bolling-
Allered Interstadial before there was any response from the
trees. The beetles show that this climatic warming from glacial
to interglacial conditions took place within the timespan of one
human lifetime. The Younger Dryas cold period saw a return to
fully glacial conditions. During “cold” periods, the climate of
the British Isles was often of Siberian continentality with mean
July temperatures at or below 10 °C and mean January/February
temperatures at or below —15 °C. (Coope, 2002).

Recently the MCR method has been applied to Quaternary
beetle assemblages from North America (Elias, 2000). There
the record has been extended back to the latest Miocene faunas,
where the presence of extant beetle species has permitted valid
paleoclimatic interpretations to be made (Elias and Matthews,
2002).

G. Russell Coope
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BERYLLIUM-10

Beryllium is a lithophile element concentrated in the residual
phases of magmatic systems. Due to its special properties as
a metal (stiffness, light weight, dimensional stability), it is used
in high-tech applications. Several radioactive isotopes exist
beside the stable isotope of mass 9. However, only "Be and
'“Be have half-lives longer than a few seconds (Table B1).

'°Be production

'Be is produced almost exclusively by the interaction of galac-
tic cosmic rays with the atmosphere and other matter on the
Earth’s surface. In the atmosphere, neutron-induced spallation
reactions with nitrogen contribute 75% of the total mean global
production rate of 0.018 atoms cm™ s~' (Masarik and Beer,
1999). The production rate is variable in space and time. The
magnetic fields originating from the Sun and Earth reduce the
intensity of the galactic cosmic rays approaching the atmo-
sphere from space.

At the Earth’s surface, oxygen is the main target element in
matter from which '“Be is produced. The production rate is
lower than in the atmosphere due to the attenuation of cosmic
rays crossing the atmosphere. It decreases exponentially with
increasing depth.

Temporal variability of '’Be production can be caused by:

1. Supernova explosions within our galaxy that are in close
proximity to Earth and enhance the galactic cosmic ray flux.

2. Solar wind streaming out of the Sun’s coronal holes and
affecting the propagation of cosmic ray particles through
the heliosphere. High solar activity means strong shielding
and low production rate. This effect is latitude dependent
(Figure B4).

3. The geomagnetic field preventing cosmic ray particles with
too low a rigidity (momentum per charge) entering the
Earth’s atmosphere.

Figure B5 shows the dependence of the mean global '’Be pro-
duction rate (in relative units) on solar activity, expressed by
the solar activity parameter @, and on the geomagnetic dipole
field, expressed in units relative to the present field. The range
between low production (high solar activity, strong magnetic
field) and high production (low solar activity, no geomagnetic
field) is almost one order of magnitude.

Other production mechanisms beside spallation, such as
neutron activation of °Be, are not important and in most cases
can be neglected.

The °Be system

After it is produced in the atmosphere, '’Be becomes attached
to aerosols and follows their pathways. Within 1-2 years, '“Be
is removed from the atmosphere, mainly by wet precipitation.
After deposition, several different processes are responsible
for further transport and dispersion of '"Be (McHargue and
Damon, 1991). Figure B6 shows a schematic overview of the

Table B1 Half-lives of "Be and '°Be

T2 Product
"Be 534d Li
19B¢ 1.51 4 0.06 My 18

main reservoirs and the corresponding '"Be fluxes. The given
numbers are still preliminary and to be used with caution.

Some reservoirs have residence times of many centuries or
millennia. If '°Be is stored in a reservoir in a stratigraphically
undisturbed manner, this reservoir can be considered to be an
archive. Provided a time scale is available, archives become
the basis for the reconstruction of the history of production
and transport of '"Be. In contrast to '*C, which is homoge-
neously mixed with '2C within the carbon cycle, '°Be and °Be
are only partly mixed and therefore the isotopic '°Be/’Be ratio
is only of limited value.

Applications

The range of applications of '’Be depends strongly on the sen-
sitivity of the analytical measuring technique. '°Be was first
detected by decay counting in a deep-sea sediment (Arnold,
1956). Due to the long half-life of '°Be, decay counting is
not very sensitive. The development of accelerator mass
spectrometry (AMS) increased the detection limit by about 6
orders of magnitude, which opened up a large variety of new
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Figure B4 Dependence of the '°Be production rate on latitude and
solar activity.
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Figure B5 Dependence of the '°Be production rate on solar activity (®)
and magnetic field strength.
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Figure B6 The '°Be system. The inventories of the reservoirs are given in moles and the fluxes between the reservoirs in moles per year. (Modified

after McHargue and Damon, 1991).

applications (Lal, 2000). The applications can be divided into
three categories, related to production, transport and dating:

Production

All the applications in this category are based on the fact that
changes in cosmic ray intensity or in the energy spectrum lead
to changes in the production rate of '°Be. So far, no significant
fluctuations in the galactic cosmic rays outside the heliosphere
have been detected. However, a supernova explosion in our
galaxy could significantly increase the cosmic ray intensity.

The solar modulation effect offers the unique opportunity to
trace solar activity back in time over many millennia and dis-
cover cycles and periods of reduced (e.g., Maunder Minimum)
or enhanced activity. Satellite-based measurements show that
solar irradiance (solar constant) and solar activity are related.
This opens up the possibility of using a '’Be record to estimate
the effect of solar variability on the climate and establishing a
long-term solar forcing function (Beer et al., 2000).

Using the known relationship between '"Be production rate
and the geomagnetic field (Figure BS), the field intensity can
be reconstructed. Results from ice cores clearly show magnetic
excursions such as the Laschamp event 40,000 years ago. '°Be
records from sediments can also be used but are more difficult
to interpret.

Transport

All the different processes shown in Figure B6 can potentially
be studied using '’Be as a tracer. A short summary of some
typical applications is given in the following.

Mixing within the atmosphere and exchange between strato-
sphere and troposphere occurs on short time scales of weeks to
1-2 years that can be investigated by using the '°Be/"Be ratio.

""Be deposited on land becomes adsorbed to particles
depending on the pH. In arid areas such as deserts, some of
the fine dust particles are picked up and transported over long
distances to other areas, forming loess deposits. Their accumu-
lation rate can be derived from the total '°Be flux, composed of
the eolian and the local atmospheric components. In humid
areas, soil erosion removes some of the deposited '“Be. The
erosion rate can be derived by analyzing either the total inven-
tory of '°Be or the '“Be depth profile. '’Be transport in aquatic
systems occurs in either soluble form or bound to organic mat-
ter with too low a density to sediment. The insoluble part of
"“Be entering the oceans is finally scavenged into the sedi-
ments. The sediment is transported slowly with the oceanic
plates, and at the continental margin a small part may become
subducted and incorporated into the magma of a volcano.

Dating

An important aspect of '°Be and other radionuclides is dating.
There are different ways to use '°Be as a dating tool: (a) charac-
teristic features such as peaks caused by geomagnetic excursions
(e.g., Laschamp event, 40,000 Bp) or periods of reduced solar
activity can be used as time markers to synchronize different
records; (b) The decreasing concentration of '°Be with increasing
depth in a sediment can be attributed to the radioactive decay,
which reveals an age scale; (c) A rock or mineral (e.g., quartz)
that is shielded by ice, water or other matter basically contains
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no '"Be. If the shielding is removed and the rock is exposed to
cosmic rays, '’Be production occurs. From this known produc-
tion rate and the measured '°Be concentration, the exposure time
can be calculated, assuming a certain erosion rate of the rock sur-
face. Combining several different cosmogenic radionuclides
enables determination of both the exposure age and the erosion
rate (Bierman, 1994).

Jurg Beer
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BINGE-PURGE CYCLES OF ICE SHEET DYNAMICS

Background

Binge-purge cycles of ice sheets are based on a hypothesis
that ice sheets may exhibit short periods of enhanced ice flow
(the purge phase) followed by longer spells of much slower
flow (the binge phase). This behavior is thought to be con-
trolled by internal ice sheet dynamics and, hence, may occur
under stable environmental conditions. The main application
of this hypothesis has been to the Laurentide Ice Sheet, which
lay across much of North America during the last ice age (e.g.,
Siegert, 2001).

Binge-purge cycles and the Laurentide ice sheet

Marine sedimentological investigations have revealed a series of
ice rafted debris deposits across the North Atlantic, correspond-
ing to the 7,000 year periodic production of huge volumes of
icebergs, named Heinrich layers (Heinrich, 1988; Bond et al.,
1992). The cause of Heinrich layers is still debated. However,
a commonly held view is that they were formed by periodic
unstable flow of the Laurentide Ice Sheet during the last glacia-
tion; the so-called “binge-purge” theory (MacAyeal, 1993a, b).
The explanation of this theory is as follows (Figure B7). From
a relatively stable configuration, the ice sheet slowly builds
up over an essentially frozen base (the binge phase). Heat sup-
plied to the ice sheet base is, initially, from geothermal sources,
which have a background value of around 50 mW m™2 The
ice sheet becomes larger and subglacial temperatures rise as a
consequence of: (a) extra insulation from the cold air on the

ice surface and (b) extra heating induced by the deformation of
ice, which is proportional to ice thickness to the power 4. The
heat supplied through ice deformation to the ice base enhances
that from the Earth such that the total heat received at the ice
sheet base is significantly greater than the background geother-
mal value (up to twice as much). Eventually the basal tempera-
tures reach the pressure melting value that initiates rapid basal
motion (the purge phase). As the ice base becomes wet, sub-
glacial sliding and the deformation of subglacial sediments can
occur, which may contribute even more heat, from friction, to
the ice base. For the Laurentide Ice Sheet, during the purge,
ice is lost through iceberg calving, and the ice sheet thins as a
consequence. Much of the ice is drained through a single outlet,
the Hudson Strait, which becomes the focal point for iceberg
release to the North Atlantic. The drainage of so much ice
depletes the reserves in the parent ice sheet and it becomes thin-
ner. As it does so, heat is lost from the ice sheet base (i.e., the
insulating effect of the ice cover is reduced) and, eventually
the ice becomes refrozen to the base, at which time the flux of
ice to the ice margin is decreased. The end of the purge phase
results in the reduction of ice passing into the Hudson Strait
and the shutdown of iceberg calving. Once enhanced ice veloci-
ties have been curtailed, the cycle of binge-purge is completed,
and re-growth occurs as the first stage of the purge phase.

Modeling binge-purge cycles in ice sheets

The binge-purge of an ice sheet (with implication to the
Laurentide Ice Sheet) was modeled by MacAyeal (1993a, b)
by considering heat conduction within and beneath an ice sheet
and initial thermal conditions in accord with atmospheric tem-
perature. The results of the numerical analysis showed that
binge-purge oscillations had a cycle of around 7,260 years
duration, a remarkably similar periodicity to that measured
from IRD in the North Atlantic. The purge (surging) phase
was predicted to last for only a short time (around 700 years).

While MacAyeal’s model was original, it lacked a detailed
analysis of the interplay between ice dynamics and the ther-
mal regime. To solve this, Payne (1995) and Payne and
Donglemans (1997) showed how the build-up and decay of
ice sheets strongly controls the subglacial thermal regime.
Under relatively stable external forcing conditions, an ice sheet
may oscillate between periods of ice growth, when the ice is
cold-based, and ice decay caused by the attainment of warm-
based thermal conditions and the consequent initiation of rapid
basal motion. By utilizing a thermo-coupled time-dependent
ice sheet model, Payne (1995) highlighted the importance of
basal sliding to the oscillatory behavior of ice sheets. In his
model, Payne showed how the accumulation rate of ice gov-
erned the periodicity of ice sheet oscillations. For low accumu-
lation rates, such as those experienced over the Laurentide
Ice Sheet, periods of between 6,000 and 7,000 years were
predicted, in support of MacAyeal’s earlier work.

Binge-purge cycles and iceberg rafted debris

One problem associated with the notion of binge-purge oscilla-
tions being responsible for Heinrich layers is the method of
entrainment of material within the ice sheet during the surge
phase, when most icebergs are produced. The problem is that
a surge-type situation will involve the ice sheet being effec-
tively decoupled from the glacier bed, which may not allow
the take-up of material into the basal ice layers. However, Alley
and MacAyeal (1994) established a method that allows both



BINGE-PURGE CYCLES OF ICE SHEET DYNAMICS 95

BINGE

Ice motion via internal

T T deformation. lce accumulation
greater than ice flux hence
ice sheet thickens.

BINGE/PURGE
TRANSITION
| ¥ " Basal sliding begins
________ —-——__f 7| 7| tocontribute to
Former ice 1~~4| ice motion.
surface T

PURGE

Former ice ~

surface Ice motion due to

internal deformation
(N and basal sliding.

>l

PURGE/BINGE
TRANSITION
T‘“u,_ Ice sheet thins so much that in no
Py iy longer insulates the bed from
F?sLTfZL: a ‘T~ cold surface temperature,
~~.__shence the bed becomes

T-H

d

Figure B7 Binge-purge cycles of an ice sheet. (a) The binge phase. Ice
sheet growth occurs as a result of ice accumulation exceeding the flux
of ice to the margin. Basal temperatures are cold as the only heat
supply is from geothermal sources. (b) The binge/purge transition. As
ice sheet growth continues, the base of the ice sheet warms due to
enhanced heating from ice deformation and extra insulation from the
ice above, until a critical threshold is reached at which point the base
becomes wet. (c) The purge phase. Once the subglacial conditions are
warm, basal sliding takes place (and this supplies more heat to the ice

entrainment and surging to take place, which results in the pro-
duction of sediment-laden icebergs. The model assumes that
the start of the purge phase involves enough frictional heat to
melt the ice base, lubricating the sediments and causing them
to deform. As this happens, however, the ice stream begins to
thin, which results in colder temperatures at the ice base and
so water and sediment freeze onto the base of the ice stream.
Beneath the refrozen basal ice the sediment is still warm and
water-saturated, however, and so the ice stream remains active
and fast flowing. When all the water-soaked sediment has fro-
zen onto the ice stream base it becomes “cold-based” and the
purge phase ends. This soft-bed model produces, in theory, a
volume of sediment within the ice sheet that is larger than
required to account for the Heinrich layers. However, a hard-
bed model would produce far less. So, the presence of both
hard and soft bed conditions would seem to make the model
fit the measurements. Although this model remains unproven,
Alley and MacAyeal (1994) suggest a number of good reasons
as to why alternative entrainment mechanisms are less likely.
For example, if the process of sediment entrainment was
through ice-tectonics such as folding and cavitation, a rate of
uptake of material far in excess of that calculated and measured
in modern ice sheets and glaciers would be required to form the
Heinrich layers. Further, a pressure-induced basal freezing pro-
cess results in 2 orders of magnitude less sediment than is
required. Therefore, the soft-bed freezing model appears a
likely mechanism to explain the incorporation of material into
the ice sheet during the latter period of the binge-purge cycle.

Dowdeswell et al. (1995) revealed that the thickness dis-
tributions of Heinrich layers one and two (at 14.5 ka and
21.1 ka) are similar. This similarity suggests that the volume
and size of icebergs responsible for their formation, the propor-
tion of sediment within these icebergs and the ocean currents
were similar on both occasions. In addition, Dowdeswell et al.
(1999) showed that there appeared to be a lack of correlation
between Heinrich events and IRD features from the Fennoscan-
dian Ice Sheet. This suggests that the cause of Heinrich events
was particular to the Laurentide Ice Sheet, which reduces the
likelihood of a climate-induced mechanism that would affect
all ice sheets in the Northern Hemisphere. Thus, there seems
to be a balance of sedimentary data in support of the oscillatory
binge-purge internal ice sheet dynamics mechanism for Hein-
rich layers. Indeed, MacAyeal (1993a) demonstrated through
numerical modeling that climate-induced changes would not
result in periodic ice sheet variations as temperature perturba-
tions are attenuated with depth in an ice sheet.

Binge-purge cycles and climate change

Although MacAyeal (1993a) showed it unlikely that Heinrich
layers are caused by climate change, he also predicted that
the product of the Laurentide Ice Sheet binge-purge cycle,
namely a huge release of icebergs to the North Atlantic, would
have forced climate change. MacAyeal (1993b) calculated that
an ice sheet with a surface area of 10,000,000 km?> would

base), which leads to more ice transported to the margin than is
replaced by falling snow and, hence, the ice sheet thins. (d) The purge/
binge transition. As the ice sheet thins, the insulation effect of the ice
diminishes and the base becomes cold. Once freezing conditions are
reintroduced, sliding is no longer possible and the purge phase ends.
As the accumulation of ice is once again greater than the flux of ice, the
ice sheet begins to thicken and the binge phase begins again.
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produce about 1,250,000 km* of icebergs. As these icebergs
melted, the freshwater produced may have been large enough
to slow the thermohaline-driven ocean-circulation. Thus, heat
transport northward from the mid-Atlantic would have been
reduced, lowering ocean and air temperatures in the North
Atlantic and surrounding regions.

The interplay between ice dynamics and ice-sheet thermal
regime, as hypothesized for the Laurentide Ice Sheet, is rele-
vant to contemporary ice masses. In particular, the possibility
that ice sheets can undergo rapid change as a consequence of
their interior dynamics rather than through external forcing
has caused some to speculate about the stability of the West
Antarctic Ice Sheet.

Martin J. Siegert
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BOLIDE IMPACTS AND CLIMATE

The coincidence of a large asteroid or comet (bolide)
impact with the mass extinction of life that occurred at the
Cretaceous/Tertiary (K/T) boundary (65 million years ago)
suggests that the extinctions were caused by climatic and envir-
onmental changes triggered by the impact event (Alvarez et al.,
1980; Toon et al., 1997). A number of possible mechanisms of
impact-induced climatic change have been proposed, including
the direct effects of: atmospheric dust produced by the impact;

soot from wildfires triggered by the initial blast and by ejecta
re-entering the atmosphere; water vapor injected into the upper
atmosphere by oceanic impacts; the creation of NO and HNO3
acid rain; sulfuric acid aerosols derived from anhydrite depos-
its in the target rocks; and carbon dioxide released from lime-
stone in the target. Indirect effects on climate could come
from major perturbations of the global carbon and sulfur cycles
generated by the mass extinctions, and related ecological per-
turbations (Rampino, 1995; Toon et al., 1997).

Effects of a global dust cloud

Alvarez et al. (1980) originally suggested that the large amount
of fine ejecta distributed worldwide by the K/T boundary
impact would have created a dense global atmospheric dust
cloud. They proposed that the darkness and short-term surface
cooling beneath such a cloud led to cessation of photosynthesis
and frigid conditions (impact winter), resulting in the observed
mass extinctions. Calculations and experiments suggest that
even a few months of such darkness would have been suffi-
cient to produce the severe extinction seen among photosyn-
thetic plankton at the K/T boundary. This would have led to
a collapse of marine and terrestrial food chains.

The energy release of a 10 km diameter asteroid (such as the
object that hit the Earth 65 million years ago) traveling at about
20 km s~ is estimated to be equivalent to the explosion of
10® Mt of TNT. In such an impact, it is estimated that more
than 10" g of excavated rock and vaporized asteroid could be
lofted to high altitude. Most of the ejecta would be in the form
of relatively large particles (0.1-1 mm in diameter) with an
atmospheric residence time of a few hours to a few days. Toon
et al. (1997) calculated that a mass equal to about 30% of
the bolide mass (0.1% of the pulverized ejecta) reaches the
stratosphere as sub-micron dust with a residence time of a
few months. For a 10'® g impactor, this atmospheric dust load,
roughly equal to about 3 x 10'® g, would produce a very high
atmospheric optical depth of up to 10°-10*, and consequent
reduced atmospheric transmission of solar radiation. Impacts
with energies greater than 5 x 10° Mt would lower light levels
below those required for photosynthesis, and impacts larger
than 107 Mt could lead to light levels well below those needed
for human vision (Figure BS).

Study of the climatic effects of a dense impact dust cloud
using a one-dimensional model of aerosol physics and a one-
dimensional radiative/convective climate model suggested that
light levels would have remained too low for visibility for up to
6 months, and too low for photosynthesis for up to 1 year after
the impact. Calculations of surface cooling showed decreases
in continental temperatures to below freezing for up to 2 years,
whereas ocean-surface temperatures fell only a few degrees C
(Figure B9; Toon et al., 1997).

Possible changes in atmospheric thermal structure were also
investigated. In normal conditions, solar energy is absorbed by
the ground, and the infrared emission back to space comes lar-
gely from the upper troposphere. At times of heavy dust load-
ing, however, both the level of solar energy deposition and the
infrared emission level of the atmosphere are controlled by the
dust, and both lie within the stratosphere. Earth’s surface no
longer receives any solar radiation, and has a net energy deficit.
Under these conditions, one-dimensional models predict land-
surface temperature decreases of about 30°C in the first 1-2
months after impact of a 10 km diameter body (Figure B9).

Covey et al. (1994) utilized a more sophisticated three-
dimensional global climate model (GCM) to study the effects
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Figure B9 Estimates of the global cooling resulting from the fine dust
produced by the impact of a 10 km diameter asteroid using the 1-D
radiative convective model (open squares) of Toon et al. (1997) and the
3-D Global Climate Model (filled diamonds) of Covey et al. (1994).

of an impact-induced global dust cloud on climate. For a dust-
loading equivalent to an optical depth (1) of 10* (decaying to
T = 1 after 400 days) after a 10 km diameter impact (in May
of the model year), land-surface temperatures fell below freez-
ing in less than a week (decreases of about 15 °C), with partial
recovery as summer approached in the Northern Hemisphere
(Figure B9). Significant cooling was maintained for a year
despite the gradual removal of the dust. Land-surface cooling
was somewhat mitigated by the heat capacity of the oceans,
and by atmospheric circulation patterns (created by the dust
cloud) that transported additional heat from the oceans to land
areas. In this simulation, however, fixed sea-surface tempera-
tures somewhat exaggerated the oceanic heat reservoir.

GCM studies also suggest an almost complete collapse of the
global hydrologic cycle after the modeled impact, with world-
wide drought. The GCM model results indicated that impacts
of smaller objects (approximately 1 km diameter asteroids or
10° Mt impacts) could cause less severe, but still quite significant
drops in temperature (about 5°C) over the continents within
20 days of impact. Such rapid and severe decreases in tempera-
tures could have devastated global vegetation.

By contrast, Pope (2002) proposed that most of the globally
distributed ejecta from the K/T event were deposited as con-
densation droplets from the impact vapor plume. He estimated
that less than 10'* kg of the distal ejecta was sub-micrometer
dust. This smaller amount of dust would be insufficient by
2 or 3 orders of magnitude to cause a shutdown of photosynth-
esis, and would have had much smaller climatic effects (but see
Kring and Durda, 2002).

Effects of injection of water vapor into the atmosphere

In the case of an oceanic impact, water would probably com-
prise a significant fraction of the ejecta lofted to high altitudes.
For a 10 km impactor hitting the ocean, it is estimated that the
expansion of the impact-related steam bubble would drive a
plume of mixed impactor vapor, debris, and water vapor more
than a hundred kilometers above Earth’s surface. Condensation
of the cloud of water vapor and meteoroid vapor could produce
a combination of dust and ice particles in the upper atmosphere.
McKay and Thomas (1982) considered the consequences of
enhanced water vapor concentrations on the middle atmosphere
(50—-100 km) chemistry and heat budget. They estimated that
the increased mixing ratio of hydrogen would have caused a
decrease in ozone concentration above 60 km. The ozone reduc-
tion would lead to a lowering of the average height of the meso-
pause, and lowering of average temperature. These conditions
were predicted to produce a long-lived (possibly 10°—10° years)
global layer of mesospheric ice clouds.

An increase in global albedo of up to several percent was
predicted, but the net climatic effect (cooling or warming)
would depend upon how much infrared radiation from below
is also trapped by the clouds. This is a function of the mean
size of the ice crystals in the clouds. The size of the dust
and ice grains produced in the atmosphere is also critical to
the mean lifetime of the dust and ice clouds — if the grains
are large, rapid fallout would occur, and long-term darkness
and climatic effects would be less likely. A measure of the
initial grain-size distribution of material in the K/T boundary
fallout layer would help in constraining these effects.

The water vapor would have locally supersaturated the
stratosphere, and thus much of the vapor might have rapidly
re-condensed and precipitated out of the atmosphere. If the
coagulation time of the water vapor was similar to that of
the dust as calculated by Toon et al. (1997), then most of the
water would have left the atmosphere within weeks to months.
However, during this time, an enhanced greenhouse effect and
reduction of stratospheric ozone could have caused sudden glo-
bal heating. A permanent increase in stratospheric water vapor
by a factor of 25 would lead to an 8 °C increase in average
global surface temperatures.

Effects of the formation of NO, and acid rain

The shock waves from the K/T impact and the transfer of
energy from the fine ejecta to the atmosphere (~40% of the
energy transferred to the atmosphere) would have heated the
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global atmosphere. Calculations suggest that, for a large 107—
10® Mt impact, this could have produced an immediate heat
pulse with a global average temperature increase of >15°C,
and ocean-surface temperature increases of about 5°C (Toon
et al., 1997).

The high-temperature shock waves produced by the passage
of the impactor through the atmosphere and interaction of the
high velocity plume of ejecta with the atmosphere could have
created large amounts of NO (Toon et al., 1997), estimated to be
as high as 3 x 10" mol of NO, corresponding to >0.2% NO
by volume. This amount of NOy is enough to poison plants
and animals, but it could have also produced destructive nitric
acid rain with a pH of about 1. About 3 x 10'* mol of HNO;
could lower the pH of ocean surface water sufficiently to dis-
solve calcite.

The large amount of fixed nitrogen deposited on Earth’s sur-
face after an impact might have denitrified to produce N,O and
NO. Smog reactions, involving the oxidation of CH, produced
by anaerobically decaying organic matter, might then have led
to significant amounts of ozone in the troposphere. Production
of N,O (along with CO,, HNO3; and CH,) could have resulted
in an enhanced greenhouse effect over the approximately
150-year lifetime of N,O in the atmosphere. The N,O could
have also interacted with the stratospheric ozone layer, deplet-
ing it within a decade.

In other studies, a much smaller total NO production (about
10" mol) from a 10 km diameter impactor (10% Mt) was calcu-
lated. In these models, most of the global NO production came
not from the initial shock wave or plume, but from the dis-
persed ejecta re-entering Earth’s atmosphere.

According to some calculations, larger yields of NO would
accompany only relatively rare grazing impacts. Oblique impact
of a 10 km object with a velocity of 20 km s™', impacting at 10°
to the horizontal, could ricochet many 0.1-1 km fragments at
hypervelocity, producing a global swarm of Tunguska-scale
events. Nitrate production from such a swarm could greatly exceed
that of a single vertical impactor. Energy partitioned to the target
apparently increases for impact angles between 45° and 15°,
increasing the ability of the impact to vaporize potentially volatile
targets.

Effects of global wildfires

The immediate creation of a large, heated mass of low-density
air with peak temperatures of more than 20,000 K at the impact
site and the intense heat emitted globally by impact ejecta
re-entering the atmosphere are calculated to ignite com-
bustible material and to create widespread wildfires (Melosh
et al.,, 1990). Vegetation killed by the lack of sunlight and
the abrupt cooling would have provided abundant fuel for the
wildfires.

Large amounts of soot were discovered at the K/T boundary
(estimated at >5 x 10'® g worldwide), which supports the burn-
ing of a significant fraction of the terrestrial biomass (Wolbach
et al., 1988). This amount of soot in the atmosphere would
have yielded a soot optical depth of about 10°, capable of caus-
ing climatic effects similar to those of the fine dust produced by
the impact. The soot produced by the fires would have added to
the opacity of the atmosphere, exacerbating the scenario of
darkness and cooling following an impact.

Calculations suggest that such forest fires could have pro-
duced more than 10" g of CO,, 10" g of CO, 10'7 g of CHy,
and 10" g of N,0, in addition to reactive hydrocarbons and

oxides of nitrogen (NO + NO;). This might have led to an
intense photochemical smog, and a short-term increase in the
greenhouse effect estimated to produce a global warming of
roughly 10°C (Toon et al., 1997).

Effects of impacts on targets containing carbonates
or sulfates

The target material of the impact can be important in terms of
climatic impact. For example, impact of a 10 km diameter
asteroid into thick carbonate deposits (like those at the Chicxu-
lub Crater) might have released 10°~10* Gigatons (10'? tons) of
CO, that could have increased atmospheric carbon dioxide
levels by factors of 2—10. This increase in CO, could have
caused a rise in global temperatures of about 2—-8°C, for
10*-10° years after the impact.

The K/T impact site at Chicxulub was also underlain by
thick Cretaceous evaporites including anhydrite (CaSO,), and
some K/T impact glasses are rich in calcium and contain up
to 1 wt% SOs. Estimates of the increase in atmospheric SO,
derived from degassing of deposits of anhydrite at the impact
site range from about 10'7—10" g (independent of the sulfur
released by the asteroid itself; Pierazzo et al., 1998). This can
be compared with the 10" g of SO, produced by the 1991
Pinatubo eruption or the 10" g of SO, released by the Toba
eruption (73,000 years ago), the largest volcanic eruption of
the last few hundred thousand years. The formation of sulfuric
acid aerosols from the large release of SO, by the Chicxulub
impact would have sufficed to cause significant reduction of
sunlight and global cooling after the dissipation of the short-
lived dust/soot cloud. Estimates of cooling range from 5 to
31°C for as long as a decade, and even longer if ocean-
temperature feedbacks come into play. The sulfuric acid fallout
could have equaled or exceeded that proposed for the nitric
acid produced by the impact.

Climatic changes from perturbations
of biogeochemical cycles

The K/T boundary is marked by a major perturbation of the
global carbon cycle, including severe reduction in pelagic car-
bonate deposition, decrease in biomass and oceanic productiv-
ity, and changes in organic carbon deposition (Kasting et al.,
1986; Caldeira and Rampino, 1993). The primary source of
alkalinity (excess positive charge) to the oceans is dissolved
Ca and Mg derived from the chemical weathering of carbonate
and silicate rocks. The two major sinks for alkalinity and
carbon in the oceans are the deposition of shallow-water carbo-
nate sediments, and the accumulation of deep-water carbonates
derived from the calcareous tests of pelagic plankton.

A major disruption of the pelagic alkalinity and carbon sinks
may have occurred in the aftermath of the mass extinction, with
reduction in populations of calcareous plankton at the K/T
boundary. The reduction of ocean primary productivity — the
so-called “Strangelove Ocean” interval — lasted perhaps as long
as 500,000 years (Caldeira and Rampino, 1993).

Kasting et al. (1986) performed model calculations with a
two-box ocean model of the carbon-cycle perturbations that
might accompany a large impact. They investigated the sugges-
tion that an impact event would cause ocean surface waters to
become under-saturated with respect to calcium carbonate,
and hence lead to the extinction of calcareous organisms. This
situation could also delay the recovery of calcareous plankton
during the Strangelove Ocean period.
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Global darkening could have killed off most of the existing
phytoplankton within several weeks to months, while deposi-
tion of atmospheric NO, created in the impact would have
lowered the pH of ocean surface waters and released CO,
into the atmosphere. However, model results indicated that
mixing would have limited acidification of ocean surface
waters to about 20 years or less. Kasting et al. (1986) also looked
at the direct input of atmospheric CO, from a comet or from
oxidation of terrestrial and marine organic matter. The net
results might have been a greenhouse effect raising tempera-
tures by several degrees, and perhaps a surface ocean uninhabi-
table by calcareous organisms for a couple of decades, but
the model runs also suggested that the surface waters would not
have remained corrosive for long, and thus could not have led
to the Strangelove Ocean conditions of decreased carbonate
productivity.

DMS reduction and climatic warming

Marine phytoplankton release dimethyl sulfide (DMS) gas,
which oxidizes to form sulfuric acid aerosol that is the precur-
sor for cloud condensation nuclei (CCN) over the oceans. The
extinction of most marine calcareous phytoplankton at the K/T
boundary would have drastically reduced output of DMS, and
thus CCN and marine cloud coverage. Reduction of global
cloud albedo would have led to a rapid warming of the global
climate.

Rampino and Volk (1988) used model results that showed
the effect of variations in CCN number density upon cloud
albedo and climate. For a DMS reduction of ~80%, global
temperature was predicted to rise by more than 6 °C, and by
nearly 10°C when the DMS was reduced by 90%. Even a
50% reduction in DMS should have produced a significant
global warming of 3—4 °C. The thermal mass and mixing struc-
ture of the ocean could have delayed the full surface warming
by several 1,000 years.

Climate changes at the K/T boundary

Since many of the theoretical studies of impact processes pre-
dict significant climatic changes, it is worthwhile to ask if
any clear evidence of such climate changes can be discerned
in paleoclimatic data from the K/T boundary. For most paleo-
climatic records, a brief “impact winter” would be impossible
to resolve with present techniques. Paleobotanical evidence
from western North America, however, has been interpreted
by Wolfe (1991) as indicating a brief summer freeze (a tem-
perature decrease of 25-30°C for less than 2 months). Leaf
studies from the same area suggested a marked longer-term
increase in temperature of 10°C that persisted for 500,000—1
million years after the impact (Wolfe, 1990).

Paleotemperatures based on oxygen-isotope studies suggest a
very brief cooling at the K/T boundary, followed by a warming
that lasted at least a few 1,000 years. Several analyses suggest a
possible dramatic warming of ocean surface waters by as much
as 10—12°C and bottom waters by 5°C. By contrast, some
oxygen-isotope studies have reported “cold snaps” in the aftermath
of the K/T impact event with 4-5°C regional coolings lasting
from 5,000 to 10,000 years. These apparent climatic fluctuations
following the K-T extinction event suggest that the paleotempera-
ture data are unreliable, or that there was a basic instability in the
post-impact climate regime (Rampino, 1995).

Galeotti et al. (2004) presented records of dinoflagellate
cysts and benthic foraminifera across the K/T boundary at

El Kef, Tunisia. These records show a brief 20,000-40,000
year expansion of species from the Boreal Bio Province into
the warmer western Tethys. This could have been caused by the
formation of a large volume of cold surface waters during
the K/T impact winter that later sank into the deeper ocean.
Ocean-atmosphere modeling experiments provide support for
such a prolonged cooling phase from the formation of a mass
of cold sinking water.

Climate changes at times of other impacts

Little information exists as to climatic changes related to
other known and well-dated Phanerozoic impacts (Rampino
and Haggety, 1994), although these were all smaller in size
than the Chicxulub event. The late Eocene Chesapeake Bay
(90 km diameter) and Popigai (100 km diameter) impact craters
(~35.7 million years ago) are probably related to a comet
shower that lasted about 2.5 million years (Farley et al,
1998). This interval is marked by stepwise extinction of plank-
tonic foraminifera (Hut et al., 1987), and a shift in species
assemblage of calcareous nannoplankton (Monechi et al.,
2000). In the well-studied Massignano Section in Italy, the iri-
dium anomaly and shocked quartz most likely associated with
the Popigai impact seem to be followed by a warming episode
and a subsequent slight cooling episode that occurred about
60,000 years after the impact event (Coccioni et al., 2000).
The relatively long duration of the environmental perturbation
that followed the impact event(s) suggests feedback mechan-
isms that sustained the initial impact induced changes. The
impacts may have accelerated global cooling (Vonhof et al.,
2000). The major cooling and period of ice growth in the
earliest Oligocene, however, followed the impacts/comet
shower by about 2 million years.

Very little additional data exists as to the effects of impacts
on climate. A possible impact shower in the Late Devonian
that produced several layers of glassy microtektites (in Belgium
and China) may be associated with a global climate cooling
(ses Rampino, 1995), but a cause-and-effect relationship is
not clear.

Michael R. Rampino
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