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Preface 

The subjects of relativity, gravitation, and cosmology are frequently 
discussed areas of modern physics among the broad audience. Numer­
ous popular books on these subjects are available for the general reader 
with no background in physics. At the same time a number of textboo~ 
and monographs for advanced graduate students and young researchers in 
the area is available as well. 

However, intermediate books, allowing senior undergraduate students 
or junior PhD students to enter this exciting area of physics in a smooth and 
pedagogical way, are quite rare. It is generally assumed that new concepts 
of both physics and mathematics involved in the subject are too complex 
to allow a simple and pedagogical introduction. 

The only way to master the subject seems to be a hard and time­
consuming effort to put together the intelligible pieces of advanced text­
books into an understandable set of notes, as experienced by ourselves and 
many of our colleagues as well. This approach has the advantage of making 
young students with the capability and perseverance to go through such a 
learning process very well trained for future research tasks. However, at the 
same time, it severely limits the number of people who everreally master the 
subject. 

This book is an attempt to bridge the gap between a regular university 
curriculum, consisting typically of courses in calculus and general physics, 
and the more advanced books in tensor calculus, relativity, and cosmology. 
The book has evolved from a set of lecture notes originally compiled by 
one of the authors, M. Dalarsson, but has been improved and completed 
with a few exciting new topics over the past 10 years. 

It is the intention of the book to give to the readers a high level of detail 
in derivations of all equations and results. The more lengthy and tedious 
algebraic manipulations are in general outlined in such detail that they can 
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vi Preface 

be followed by an interested senior undergraduate student or a junior PhD 
student with very little or no risk of ever getting lost. 

It is our experience that a common showstopper for a young university 
student trying to master a subject are phrases in the literature claiming that 
something can be derived from something else by some "straightforward 
although somewhat tedious algebra." If a student cannot readily reproduce 
such a "straightforward" algebra, which most often is the case, the usual 
reaction under the time pressure of the studies is to accept the claim as 
a fact. And from that point, throughout the rest of the course, the deeper 
understanding of the subject is lost. 

There are a number of advanced books on relativity, gravitation, and 
cosmology, and we have benefited from some of those as well as from 
unpublished notes produced by some of our distinguished colleagues. Some 
of these sources ru:e listed in the bibliography at the end of the book, as well 
as a few other books that may be recommended as suitable further reading. 
However, in an introductory book such as this one, it is possible neither 
to include an extensive list of all original references and major textbooks 
and ~onographs on the subject nor to mention all the people who have 
contnbuted to our understanding of this exciting subject. 

We hope that our readers will find that we have, at least partly, fulfilled 
the objective of bridging the gap between the regular university curriculum 
an~ the mO.re ad~anced literature on this exciting subject, and that they will 
enJoy reading thIS book as much as we did writing it. 

M. Dalarsson and N. Dalarsson 
Stockholm, Sweden, January 2003 
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.. Chapter 1 

Introduction 

The tensor calculus is a mathematical discipline of relatively recent origin. 
It is fair to say that, with few exceptions, the tensor calculus was developed 
during th~ twentieth century. It is also an area of mathematics that was 
developed for an immediate practical use in the theory of relativity, with 
which it is strongly interrelated. Later, however, the tensor calculus has 
proven to be useful in other areas of physics and engineering such as clas­
sical mechanics of particles and continuous media, differential geometry, 
electrodynamics, quantum mechanics, solid-state physics, and quantum 
field theory. Recently, it has been used even in electric circuit theory and 
some other purely engineering disciplines. 

In the early twentieth century, at the same time when the tensor calculus 
was developed, a number of major breakthroughs in modern science were 
made. In 1905 the special theory of relativity was formulated, then in 
1915 the general theory of relativity was developed, and in 1925 quantum 
mechanics took its present form. In the years to come quantum mechanics 
and the special theory of relativity were combined to develop the relativistic 
quantum field theory, which gives at least a partial explanation of the three 
fundamental forces of nature (strong, electromagnetic, and weak). 

The remaining known fundamental force of nature, the force of gravity, 
is different from the other three fundamental forces. Although very weak 
on the small scale, gravity dominates the other three forces over cosmic dis­
tances. This dominance, due to gravity being a long-range force that cannot 
be screened, makes it the only available foundation for any cosmology. The 
other three fundamental forces are explained through particle interactions 
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2 Chapter 1 Introduction 

in the flat space-time of special relativity. However, gravity does not allow 
for such an explanation. In order to explain gravity, Einstein had to con­
nect it with the geometry of space-time and formulate a relativistic theory 
of gravitation. For a long time, general relativity was separate from the 
other parts of physics, partly because of the mathematical framework of 
the theory (tensor calculus), which was not extensively used in any other 
discipline during that time. 

The tensor calculus today is used in a number of other disciplines as 
well, and its extension to other areas of physics and engineering is a result 
of the simplification of the mathematical notation and in particular the 
possibility of natural extension of the equations to the relativistic case. 

Today, physics and astronomy have joined forces to form the discipline 
called relativistic astrophysics. The major advances in cosmology, includ­
ing the first attempts to formulate quantum cosmology, also increase the 
importance of general relativity. Finally, a number of attempts have been 
made to unify gravity with the other three fundamental forces of nature, 
thus introducing the tensor calculus and Riemannian geometry to the new 
exciting areas of physics such as the theory of superstrings. 

In the first two parts of the book a pedagogical introduction to the tensor 
calculus is covered. Thereafter, an introduction to the special and general 
theories of relativity is presented. Finally an introduction to the modern 
theory of cosmology is discussed. 

Part I 

Tensor Algebra 



~ Chapter 2 

Notation and Systems 
of Numbers 

[[IJ Introduction and Basic Concepts 
In order to get acquainted with the basic notation and concepts of the tensor 
calculus, it is convenient to use some well known concepts from linear 
algebra. The collection of N elements of a column matrix is often denoted 
by subscripts as XI,X2, ... ,XN. Using a lower index i = 1,2, ... ,N, we 
can introduce the following short-hand notation: 

Xj (i = 1,2, ... ,N). (2.1) 

Sometimes, the same collection of N elements is denoted by corresponding 
superscripts as x l , x2 , ... , ~. Using here an upper index i = 1,2, ... , N, 
we can also introduce the following short-hand notation: 

Xi (i = 1,2, . .. ,N). (2.2) 

In general the choice of a lower or an upper index to denote the collection 
of N elements of a column matrix is fully arbitrary. However, it will be 
shown later that in the tensor calculus lower and upper indices are used to 
denote mathematical objects of different natures. Both types of indices are 
therefore essential for the development of tensor calculus as a mathematical 
discipline. In the definition (2.2) it should be noted that i is an upper index 
and not a power of x. Whenever there is a risk of confusion of an upper 
index· and a power, such as when we want to write a square of xi, we will 
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6 Chapter 2 Notation and Systems of Numbers 

use parentheses as follows: 

xi . xi = (Xi)2 (i = 1,2, ... ,N). (2.3) 

A collection of numbers, defined by just one (upper or lower) index, will be 
called a first-order system or a simple system. The individual elements of 
such a system will be called the elements or coordinates of the system. 
The introduction of the lower and upper indices provides a device to 
highlight the different nature of different first-order systems with equal 
numbers of elements. Consider, for example, the following linear form: 

ax+by+cz. (2.4) 

Introducing the labels ai = {a, b, c} and xi = {x,y,z}, the expression (2.4) 
can be written as 

3 

alx
1 + a2x2 + a3x3 = L aixi, 

i=l 

(2.5) 

indicating the different nature of the two first-order systems. In order to 
emphasize the advantage of the proposed notation, let us consider a bilinear 
form created using two first-order systems xi and i (i = 1,2,3). 

allxlyl + al2x1i + al3x1y3 + a21x2yl + a22x2i + a23x2l 

3 3 
31 32 33 "" .. + a31x Y + a32x y + a33x Y = L." L." aijxlyl 

i=l j=l 

(2.6) 

Here we see that the short-hand notation on the right-hand side ofEq. (2.6) 
is quite compact. The system of parameters of the bilinear form 

ag (i,j = 1,2,3), (2.7) 

is labeled by two lower indices. This system has nine elements and they 
can be represented by the following 3 x 3 square matrix: 

[:~~ :~~ :~~]. (2.8) 
a31 a32 a33 

A system of quantities determined by two indices is called a second-order 
system. 

Depending on whether the indices of a second-order system are upper 
or lower, there are three types of second-order systems: 

aij (i,j = 1,2, ... , N). (2.9) 

( 
r 

I 
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A second~order system in N dimensions has N 2 elements. In a similar way 
we can define the third-order systems, which may be of one of four different 
types: 

aijk (i,j=I,2, ... ,N). (2.10) 

The most general system of order K is denoted by 

ailh ... ,iK (i],i2, ... ,iK = 1,2, ... ,N), (2.11) 

and, depending on the position of the indices, it may be of one of several 
different types. The Kth-order system in N dimensions has N K elements. 

12.21 SymmetriC and Antisymmetric Systems 
Let us consider a second-order system in three dimensions 

aij (i,j = 1,2,3). (2.12) 

The system (2.12) is called a symmetric system with respect to the two 
lower indices if the elements of the system satisfy the equality 

aij = aji (i,j = 1,2,3). (2.13) 

Similarly, the system (2.12) is called an antisymmetric system with respect 
to the two lower indices if the elements of the system satisfy the equality 

aij = -aji (i,j = 1,2,3). (2.14) 

The equality (2.14) indicates that an antisymmetric second-order system in 
three dimensions has only three independent components and that all the 
diagonal elements are equal to zero: 

aJJ = 0 (J = 1,2,3). (2.15) 

Thus it is possible to represent an antisymmetric second-order system in 
three dimensions by the following 3 x 3 matrix: 

[-~12 a~2 :~~] . (2.16) 
-al3 -a23 0 

In general, a system of an arbitrary order and type will be symmetric 
with respect to two of its indices (both upper or both lower), if the 
corresponding elements remain unchanged upon interchange of these two 
indices. The system will be totally symmetric with respect to all upper 
(lower) indices, if an interchange of any two upper (lower) indices leaves 
the corresponding system elements unchanged. Elements of a totally 
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symmetric third-order system with all three lower indices satisfy the 

equality 

(2.17) 

Analogously to the above, a system of an arbitrary order and type will be 
antisymmetric with respect to the two of the indices (both upper or both 
lower), if the corresponding elements change signs upon interchange of 
these two indices. The system will be totally antisymmetric with respect to 
all upper (lower) indices, if an interchange of any two upper (lower) indices 
changes signs of the corresponding system elements. Elements of a totally 
anti symmetric third-order system with all three lower indices satisfy the 
equality 

(2.18) 

2.31 Operations with Systems 
Under certain conditions, it is possible to perform a number of algebraic 
operations with systems. The definition of these operations depends on the 
order and type of the systems. 

2.3.1 Addition and Subtraction of Systems 

The addition and subtraction of systems can be performed only with 
systems of the same order and same type. The addition (subtraction) of 
systems is performed in such a way that each element of one system is 
added (subtracted) to (from) the corresponding element of the other system 
(the one with the same indices in the same order). For example, the systems 

A~ and B~ can be added since they are of the same order and of the same 
type. The sum of these two systems is given by 

vij -Aij +Bij 
km - km lan' (2.19) 

and it is a system of the same order and type as the two original systems. 
This definition is easily extended to addition and subtraction of an arbitrary 
number of systems. 

2.3.2 Direct Product of Systems 

A system obtained by multiplying each element of one system by each 
element of another system, regardless of their order and type, is called 

Section 2.3 Operations with Systems 9 

a direct product or just a product of th~se tw~ systems. Thus, for example, 
a product of two first-order systems at and b l is a second-order system 

(2.20) 

(2.21) 

In general, the set of upper (lower) indices of a system, create~ as.a product 
of several other systems, is a collection of all upper (lower) mdlces of all 
of the constituent systems. For example, we have 

(2.22) 

2.3.3 Contraction of Systems 

This operation is applicable to systems with at least one ~air of indices of 
opposite type, i.e., at least one upper index and one lower mdex. The actual 
pair of indices of opposite type is then made equal to each other and a s~ 
over that common index is performed. Thus, for example, by contractIon 

of a third-order system at, we obtain 

N 
. ~ ij i1 i2 + iN (2 23) d = ~ aJ = al + a2 +... aN . . 

j=l 

The contraction of a system of order k gives a system of order k - 2, 
which is easily seen from the example (2.23). The contraction of a mixed 
second-order system bJ gives a zeroth-order system 

N 
~. I 2 N 

b = ~ bj = bi + b2 + ... + bN , (2.24) 

j=l 

which is equal to the trace of the matrix [bJ]. 

2.3.4 Composition of Systems 

The composition of systems is a complex operation consisting of.a p:oduct 
of two systems and a contraction with respect to at least one of the mdlces of 
opposite type from each of the systems. The product of the two first -or~er 
systems d' and bj is a mixed second-order system d'bj. By contractlon 
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of this system, we obtain the composition of the systems ak and bj in 
the form 

N 

". I 2 N C = ~ al bj = a bI + a b2 + ... + iT· bN· (2.25) 

j=I 

For N = 3, the result (2.25) can be written in the following matrix form: 

N 

'L db} = [a1 

j=l 

2.41 Summation Convention 

(2.26) 

At the very beginning of the development of the general theory of relativity, 
in order to simplify derivations of various results and expressions in the 
tensor calculus, the summation convention over the repeated indices was 
introduced. According to this convention, when the same index in an 
expression appears twice, it is understood that the summation over that 
index is performed and no summation sign is needed. Thus, for example, 
we may write 

N 

L ajxj = ajx} , 
j=I 

N N 

LLa}kxj~ = a}kxj~, 
j=I k=I 

N N 

"" 'k 'k ~~DjkaJ =Djkal . 
j=I k=l 

(2.27) 

(2.28) 

(2.29) 

The repeated indices, over which a summation is understood, are usu­
ally called dummy indices. When using the summation convention, the 
following rules should be kept in mind: 

1. It is required to know exactly which range of values all indices can 
take. If nothing else is specified, it is assumed that all indices in one 
expression or equation cover the same range of integers. 

Section 2,5 Unit Symmetric and Antisymmetrlc Systems 11 

2. When it is required to represent any of the three diagonal elements a ~ , 
a~ or a~, in order to avoid confusion with the summation convention, 
a~(M = 1,2,3) could be usedinsteadofa:, (m = 1,2,3). In such a 
case the capital letters are only used for this purpose and are otherwise 
not used as indices. 

3. In order to avoid confusion, whenever there are two or more pairs 
of dummy indices in the same expression, they should always be 
denoted by different letters and never by the same letters. 

12.51 Unit Symmetric and Antisymmetric 
Systems 

The unit symmetric system, called the o-symbol, is the symmetric second­
order system, defined as follows: 

0, = . i {I, for i =j 
J 0, fori=j=.j 

(2.30) 

Thus the o-symbol oj for (i,j = 1, 2, 3) is a system of nine elements such 
that the diagonal elements, with indices i andj equal to each other, are equal 
to unity while the off-diagonal elements are equal to zero. The matrix of 
this system is the following: 

[
1 0 0] [oj] = 0 1 0 . 
001 

(2.31) 

The a-symbol is often called the substitution operator, since by composition 
with the o-symbol it is possible to change the index label of any system. 
For example, it is possible to write 

(2.32) 

The validity of the result (2.32) is obvious from the definition of the 
o-symbol (2.30). Since o~ = 1 for M = 1, 2,3, the trace of the o-symbol 
in three dimensions is given by 

(2.33) 

The use of the o-symbol may be illustrated by the following example. If a 
system of three independent coordinates is given by xi = {x,y,z}, these 
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coordinates, by definition, satisfy 

axi {I, fori=j} 
axj = 0, for i =/=j . (2.34) 

The equation (2.35) can be simplified using the a-symbol as follows: 

axi _ ~i 
a:xj - Uj' (2.35) 

Another important system is the unit antisymmetric system, that is, the 
totally anti symmetric third-order system in three dimensions, called the 
e-system. It is denoted by eijk or eijk and is defined for (i,j, k = 1,2,3) in 
the following way: 

{ 

+ 1, if ijk is an even permutation of 123 

eijk = -1, if ijk is an odd permutation of 123 

0, ifi =j, i = k,j = k oei =j = k 

Let us now write down al13! = 6 permutations of 123 in order: 

(123) 
(132) 
(312) 
(321) 
(231) 
(213) 

zeroth permutation 
first permutation 
second permutation 
third permutation 
fourth permutation 
fifth permutation 

(2.36) 

(2.37) 

The three cyclic permutations (123), (312), and (231) are even permuta­
tions and the corresponding e-symbol elements are given by 

(2.38) 

Similarly, for the odd permutations the e-symbol elements are given by 

(2.39) 

and all other elements of the e-symbol are equal to zero. This indicates that 
the e-symbol has only six nonzero elements out of a total of 27 elements. 
Since the e-system in three dimensions is a third-order system, it is not pos­
sible to represent it by a two-dimensional matrix, but a three-dimensional 
<;cherne is required. However, for better visibility a following schematic 
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representation is also possible: 

jk 11 12 I 13 21 ' 22 23 31 32 33 
i= 1 0 o I 0 0 0 1 0 -1 0 
i=2 0 0, -1 0 0 0 1 0 0 

(2.40) 

i=3 0 1 1 0 -1 0 0 0 0 0 

The most general Nth-order e-symbol is defined as follows: 

ili2 ... 
i
N _ {+1' ~1~2"'~Nanevenpermuta~ionof12 ... N 

e - -1, IIl2 ... IN an odd permutatlon of 12 ... N 

0, any pair of indices equal to each other 

(2.41) 

Using the e-symbols it is possible to write down the expression for the 
determinant of a matrix raj], for (i,j = 1,2,3), as follows: 

(2.42) 

In order to verify that the expression (2.42) is indeed equal to the determi­
nant of the matrix raj], we use the expression for the determinant of a 3 x 3 
matrix as follows: 

(2.43) 

(2.44) 

From the definition of the e-symbol (2.36) we see that the result (2.44) can 
be written in the form 

(2.45) 

which is identical to (2.42). 
The determinant of a matrix raj], in a general case when (i,j = 

1,2, ... ,N), has the form 

(2.46) 

The definition (2.46) clearly indicates the advantage of the system notation, 
since the expression for the determinant of an N x N matrix in the expanded 
form, even for relatively small values of N, is quite complex. 



~ Chapter 3 

Vector Spaces 

[[f] Introduction and Basic Concepts 
In general, a mathematical space is a set of mathematical objects with 
an associated structure. This structure can be specified by a number of 
operations on the objects of the set. These operations must satisfy certain 
general rules, called the axioms of the mathematical space. 

In order to specify the operations and axioms used to define a vector 
space, it is first important to introduce some general concepts. The set 
of values (a l ,a2, ... ,aN) of some N variables (xl ,x2, ... ,~) is called 
a point. A set of all such points for all possible real values of the given 
N variables is called a real N-dimensional space. A vector in such a space 
is an ordered pair of points, such that it is specified which point is the first 
point (the origin of the vector) and which point is the last point (end of 
the vector). For example, if the point P(a l , a2 , ... , aN) is the origin of the 
vector and the point Q(b1,b2 , ••• ,~) is the end of the vector, then the 
vector PQ is the vector of displacement from the point P to the point Q. 
The system of values 

c l = b l _ aI, c2 = b2 - a2 , ... , ~ = ~ - ~, (3.1) 

or in a more compact notation 

ci=bi_ai (i=1,2, ... ,N), (3.2) 

is called the system of coordinates of the vector PQ in the 
N-dimensional space. 

15 
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The vector PQ in the N-dimensional space is thus fully determined 
then we know all of the N coordinates of the point of origin P, i.e., 

ai (i = 1,2, ... ,N), (3.3) 

Iud all of the coordinates of the vector PQ, given by (3.2). However, in 
many cases only the coordinates (3.2) are used to specify a vector, and 

(

't is assumed that they can be measured from an arbitrary point in the 
-dimensional space ~ as an ~ ori~in. Such a vector is c~lled ~ free ~ector. 

arbitrary vector PQ = C wIll therefore usually be Identified WIth the 
system of coordinates 

I c i (i = 1,2, ... ,N). (3.4) 

If we adopt a common point of origin for all vectors, defined in the 
"-dimensional space, then the position of every point in that space is 
.etermined by its position vector with respect to the adopted common 

point of origin. 

I The point with coordinates (0,0, ... ,0) is called the origin of coordi­
ates. It is customary to adopt it as the common point of origin for all vectors 

in an N-dimensional space, although it is not mandatory. The equality of 

rwo vectors a and b requ~: ~e e~:lity of all of their components 

a -b (l-1,2, ... ,N). (3.5) 

I 
f.J Definition of a Vector Space 

'A general N-dimensional space in which the operation of addition 
(subtraction) is defined by the equation 

I . ci=ai±bi (i=1,2, ... ,N), (3.6) 

and the operation of scalar multiplication is defined by the equation 

I ai = Abi (i = 1,2, ... ,N), (3.7) 

I 
for an arbitrary scalar A, is called the vector space in N dimensions. The 
two vector operations satisfy the following axioms: 

I 
1. The commutativity of addition: 

a
i + bi = bi + ai (i = 1,2, ... ,N) (3.8) 
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2. The associativity of addition: 

(3.9) 

3. The existence of a null-vector Oi such that 

ai+Oi =Oi+ai (i= 1,2, ... ,N) (3.10) 

4. The distribution laws for scalar multiplication: 

(3.11) 

(A + v)ai = Aai + vai (i = 1,2, ... ,N) (3.12) 

5. The associativity of scalar multiplication: 

(Av)ai =A(vai) (i= 1,2, ... ,N) (3.13) 

6. The existence of a unit-scalar 1 which satisfies 

1ai =ai (i= 1,2, ... ,N). (3.14) 

The foregoing definition of the N-dimensional vector space implies 
certain properties of objects in it. The colinear or pp-allel vectors in the 
N-dimensional vector space are the vectors a and b which are linearly 
dependent, i.e., such that 

ai = Abi (i = 1,2, .. . ,N). 

A straight line in the vector space is defined b.y the equation 

xi = a i + Abi (i = 1,2, ... ,N), 

(3.15) 

(3.16) 

where A is the variable parameter. The vector a determines one point on 
the straight line, while the vector b determines the set of coefficients of the 
direction of the straight line. A plane in the vector space is defined by the 
equation 

Xi = a i + Abi + vci (i = 1,2, ... ,N), (3.17) 

where A and v are variable parameters. The vector a determines one point 
on the plane, while the vectors b and c are the direction vectors of the plane. 
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~ The Euclidean Metric Space 

If the distance between two arbitrary points P(a l ,a2 , ... ,aN) 
Q(bl

, b2
, ..• , i!V) of a vector space is defined by the equation I. 

I 
I 

and 

such a vector space is called the Euclidean metric space. In the case 
of two infinitesimally close points p(yl, i, ... , /') and Q(yl + dyl , 
i + dy2, ... , /' + d/,), the distance ds is given by 

(3.19) 

(3.20) 

I The expression (3.20) is called the square of the line elementds or the metric 
of the Euclidean metric space. The Euclidean metric space is a special case 
of the general vector space. Thus the operations of addition (subtraction) 

I and scalar multiplication, satisfying the axioms (3.8)-(3.14), are defined 
in the Euclidean metric space. However, in a metric space there is another 
operation w~th vect?rs called the scalar product, defined as a composition I of vectors aJ and bJ, i.e., 

OkjakiJ = alb l + a2b2 + ... + aNbN. (3.21) 

I The Euclidean metric space in N dimensions is usually denoted by EN. 

P The Riemannian Spaces 

In the previous section, we have concluded that in a Euclidean metric space I EN, the metric is defined by 

ds
2 = okjdldyj (k,j = 1,2, ... ,N), (3.22) 

I where f are Descartes rectangular coordinates. If, instead of the Descartes 
coordinates yk, we introduce N arbitrary generalized coordinates xk by 
means of the equations ' 

I yk = l(x l ,x2, ... ,?) (k = 1,2, ... ,N), (3.23) 

Section 3.4 The Riemannian Spaces 

then, due to the relations 

dl = ayk dxm (k,m = 1,2, ... ,N), 
axm 

the metric can be written as follows: 

2 al m ayj n ayk ayj Lffi n 
ds = Ok·-dx -dx = Ok·--ax dx . 

J axm axn J axm axn 

If we introduce a notation 

the metric can be written in the form 

ds2 = gmndxmdxn (m, n = 1,2, ... ,N). 

19 

(3.24) 

(3.25) 

(3.26) 

(3.27) 

From (3.26) it is clear that gmn, in general, is not equal to the a-symbol 
and that (3.27) cannot be reduced to the sum of squares of differentials 
of N coordinates. Thus (3.27) is a general homogeneous quadratic form. 
Let us now, as an example, consider the usual three-dimensional Descartes 
system of coordinates l = {x, y, z} and the system of spherical coordinates 
xk = {r, (), cp}, defined by the equations 

yl = xl sinx2 cosx3 

l = xl sinx2 sinx3 

l = xl cosx2. 

(3.28) 

The components of the system gmn in spherical coordinates are obtained 
using the definition (3.26) as follows: 

(
ayl)2 (ay2)2 (ay3)2 

gll = axl + axl + axl 
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Similar considerations show that 

I gmn = 0 for m i= n. (3.30) 

Thus the metric (3.27) becomes I. di = (dxl )2 + (xl)2(dx2)2 + (xl sinx2)2(dx3)2, (3.31) 

or using the usual notation for the spherical coordinates 

I di = dr2 + r 2d£P + r2 sin2 f)dcp2, (3.32) 

which is the well-known expression for the metric in spherical coordinates. 

I 
The expression (3.31) or (~.32) i~ a homogeneous qua~atic form and 

it is not a sum of squares of dlfferenl1als of the three coordinates. 
In general a space of N dimensions, in which a metric is defined with 

respect to the Descartes system of rectangular coordinates (3.22), does 

I not cease to be a Euclidean metric space when the metric is expressed 
with respect to some other generalized system of coordinates (3.27) and 
is no longer a sum of squares of differentials of N coordinates. The space 

I remains the same Euclidean metric space and only the system of coordinates 
is changed. 

Let us now consider a case when the Descartes coordinates I(k = 

11,2, ... ,N) can be expressed in terms of a number M (M < N) of arbitrary 
variables x!l(a = 1,2, ... ,M): 

1= l(xl ,x2 , ... ,xM) (k = 1,2, ... ,N). (3.33) 

lIn such a way we define an M -dimensional subspace, denoted by RM, 
embedded in the original N-dimensional Euclidean metric space EN. The 
metric of the Euclidean metric space has the form 

I ds2 = okjdldyj (k,j = 1,2, ... ,N), (3.34) 

and because of the relation 

I 
I

the metric of the sqbspace RM can be written in the form 

ds2 = gafJdxadxfJ (a, f3 = 1,2, ... ,M), 

IWhere 

(3.35) 

(3.36) 

(3.37) 

l In (3.37) and below the Greek indices run from 1 to M while the Latin 
indices run from 1 to N. 
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Thus the square of the distance between two infinitesimally close points 
in the subspace RM is defined by the homogeneous quadratic differential 
form (3.36). Let us now consider the M-dimensional subspace RM inde­
pendently of the original N-dimensional Euclidean metric space EN, in 
which it is embedded. Now we would like to know whether it is possible 
to find M independent variables and use them as coordinates, such that 
the metric form (3.36) can be written as the sum of squares of differen­
tials of these coordinates. If this is possible, the M -dimensional space RM 
is in its own right a Euclidean metric space. If this is not possible the 
M-dimensional space RM is called the Riemannian space. 

Let us, for example, consider the points on a sphere of a unit radius in 
the three-dimensional Euclidean metric space E3, defined by the Descartes 
rectangular coordinates yi = {x,y, z}. The metric has the usual form 

2 k' ds = 8kjdy dyl (k,j = 1,2,3). (3.38) 

Let us now define a two-dimensional subspace R2 of the Euclidean metric 
space E3, in which the position of the points on the unit sphere is specified 
by the polar angles xa {f),cp}. The relations (3.33) in this case have 
the form 

l = sinxl cosx2 

i = sin xl sinx2 

y3 = cosxI. 

(3.39) 

The components of the system gafJ are obtained using the definition (3.37) 
as follows: 

( 
ayl ) 2 (ay2 ) 2 (ay3 ) 2 

gl1 = axl + axl + axl . 

= (cosx l cosx2)2 + (cosx I sinx2)2 + (-sinxI)2 = 1 

(
ayI)2 (ay2)2 (ay3)2 

g22 = ax2 + ax2 + ax2 

= (-sinxl sinx2)2 + (sin xl cosx2)2 = (sinxI)2 

gI2 = g2I = O. 

Thus we obtain the metric of the subspace R2 in the form 

(3.40) 

(3.41) 
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or 

I (3.42) 

It turns out that it is not possible to find two real variables {u, v} such that 

I the metric (3.42) can be written in the form 

. ~=~+~. O~ 

I 
Thus the surface of the unit sphere, as a two-dimensional subspace Rz of the 
original Euclidean metric space E3, does not have the internal Euclidean 
metric. In other words, there are no Euclidean coordinates on the surface 
of the unit sphere. 

I It can, therefore, be concluded that in a Euclidean metric space there are 
some subspaces with a non-Euclidean metric. Such subspaces are called the 
Riemannian spaces. In principle, the metric geometry can be generalized 

I by defining the metric of a space in advance by choosing the functions 
gmn in an arbitrary way, with only requirements that the system gmn be 
symmetric and doubly differentiable. The metric does not even have to be 

I positively defined. 
Thus a space, with a metric which is not positively defined but in which 

the components of the system gmn are constants, is sometimes called a 
pseudo-Euclidean space. Analogously, a space which is not positively I defined and in which the components of the system gmn are arbitrary 
functions of coordinates is sometimes called a pseudo-Riemannian space. 

I 
I 
I 
I 
I 
I 

~ Chapter 4 

Definitions of Tensors 

@J] Transformations of Variables 
Tensors, as mathematical objects, were originally introduced for an 
immediate practical use in the theory of relativity. The main subject of 
the theory of relativity is the behavior of physical quantities and the 
laws of nature with respect to the transformations from one system of 
coordinates to another. It was therefore important to introduce a new class 
of mathematical objects that are defined by their transformation laws with 
respect to the transformations from one system of coordinates to another. 
Such mathematical objects are called tensors. The systems that we call 
tensors have linear and homogeneous transformation laws with respect to 
the transformations of coordinates. In order to define the main types of 
tensors, let us consider an arbitrary transformation of variables xk into 
some new variables z" , defined by 

i=i(x1,x2, .•• ,x!") (k=I,2, ... ,N). (4.1) 

From (4.1) we may write 

di = az" dxm (k,m = 1,2, ... ,N). axm (4.2) 

The differentials of the coordinates dz i are linear and homogeneous 
functions of the differentials of the old coordinates m:m. The differentials 
of coordinates are by definition treated as the components of a special type 
of tensors, called contravariant vectors. 

23 
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Let G be a zeroth-order system. The system of N quantities aGjaxi is 

1 transfonned according to the transfonnation law 

aG axm aG 
azk = azkaxm (k,m=I,2, ... ,N). (4.3) 

I. The components aGjazk are linear and homogeneous functions of the 
components aGjaxm. The components of the system aGjaxm are by 

I 
defini~ion treated as the components of a special type of tensors, called 
covarzant vectors. 

~ Contravariant Vectors 
Generally speaking, any system of quantities, defined with respect to the 
systems of coordinates {xk} and {zk} by N quantitiesAk andAk respectively, 1 which is transfonned according to the transfonnation law 

- k azk 
m 

A =-A (k,m=I,2, ... ,N) (4.4) 
axm 

1 is called a contravariant vector. The contravariant vectors are always 
denoted by one upper index. 

b Covariant Vectors 

On the other hand, any system of quantities, defined with respect to the 1 systems of coordinates {xk} and {zk} by N quantities Bk andBb respectively, 
which is transfonned according to the transfonnation law 

1 (4.5) 

is called a covariant vector. The covariant vectors are always denoted by 
lone lower index. 

141 Invariants (Scalars) 
Let us now fonn a zeroth-order system by composition of one contravariant 
and one covariant vector 

1 . F = AmBm (m = 1,2, ... ,N), (4.6) 

WIth respect to a system of coordinates {xk}. Then, with respect to a new 
system of coordinates {zk} this system has the value 

I - -k- azk axn azk axn 
F =A Bk = -Am-Bn = --AmBn, (4.7) 

axm azk axm azk 
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where the upper bar over the quantities ft, Ak, and Bk denotes that they are 
defined with respect to the new coordinates {i}. 

On the other hand, by definition of the 8-symbol, we have 

(k,m,n = 1,2, .. . ,N), (4.8) 

and the result (4.7) becomes 

(4.9) 

or 

(4.10) 

The result (4.10) shows that the quantity F has the same value in all systems 
of coordinates. Such a quantity is, therefore, called an invariant or a scalar. 
A composition of one contravariant and one covariant vector is therefore 
called the scalar product since it behaves as a scalar with respect to an 
arbitrary transfonnation of coordinates. 

14.51 Contravariant Tensors 

Let us consider a system of N 2 products of components of two contravariant 
vectors Bm and Dn, denoted by 

(4.11) 

with respect to a system of coordinates {xk}. In some other system of 
coordinates {zk} this system will have values in accordance with (4.4), i.e., 

. k . k 
- 'k - . - k at az m n at az Amn A'=BJD=--BD=-- . 

axm axn axm axn (4.l2) 

In analogy with (4.12), any second-order system, defined with respec~ ~o 
the systems of coordinates {xk} and {i} by N 2 quantities Amn and A'k, 
respectively, that is transfonned according to the transfonnation law 

(4.13) 

is called a second-order contravariant tensor. The second-order contra­
variant tensors are always denoted by two upper ipdices. 
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A third-order contravariant tensor is a system of N 3 quantities, denoted t y Amnp, which is transfonned according to the transfonnation law 
. . k 

- ··k al at az All = ___ Amnp. (4.14) 

L axm axnaxP 

alogously with the definitions (4.13) and (4.14), it is possible to define 
contravariant tensors of arbitrary order. By convention, any contravariant 

lensor is denoted by a number of upper indices only. 

~ Covariant Tensors 

~system defined with respect to the systems of coordinates {xk} and {l} 
by N 2 quantities Amn and Ajk, respectively, that is transfonned according 10 the transfonnation law 

- axm axn 
Ajk = ad azkAmn (4.15) 

Is called a second-order covariant tensor. Second-order covariant tensors 
are always denoted by two lower indices. 

I 
A thir~-o~der covariant tensor i.s a system of N 3 quantities, denoted by 

mnp, which IS transfonned accordmg to the transfonnation law 

- axm axn axp 

Aijk = azi azj azkAmnp. (4.16) 

InalOgOUSIY with the definitions (4.15) and (4.16), it is possible to define 
covariant tensors of an arbitrary order. By convention, any covariant tensor I denoted by a Rumber of lower indices only. 

il Mixed Tensors 

It us consider a system, defined with respect to the systems of coordi­
nates {xk} and {Zk} by N4 quantities A';sn and Atz' respectively, which is 
tSfonned according to the tr~sfo~ation law 

-ij azl at axp ar 
Akz = axm axn azk azzA';:. (4.17) 

Ie systemA~ is called afourth-order mixed tensor, i.e., a second-order 
contravariant and second-order covariant tensor. The indices m, n are 

I ntravariant indices and indices p, s are covariant indices. In analogy 
·th (4.17) it is possible to define mixed tensors with arbitrary numbers 
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of contravariant and covariant indices. There are two more types of 
fourth-order mixed tensors 

Amnp 
s . (4.18) 

Using the transfonnation law (4.17) it is easy to construct the transfonnation 
laws for arbitrary mixed tensors. The contravariant and covariant tensors 
can, of course, be treated as special cases of mixed tensors. 

14.81 Symmetry Properties of Tensors 
A second-order covariant tensor Ajk is called a symmetric tensor if its 
components satisfy the equality 

Ajk = Akj (j,k = 1,2, ... ,N), (4.19) 

and the tensor Ajk is called an antisymmetric tensor if its components satisfy 
the equality 

Ajk = -Akj (j, k = 1,2, ... ,N). (4.20) 

Analogously, a second-order contravariant tensor Ajk is called a symmetric 
tensor if its components satisfy the equality 

iVk = Akj (j,k = 1,2, ... ,N), (4.21) 

and the tensor iVk is called an antisymmetric tensor if its components satisfy 
the equality 

iVk = _Akj (j,k = 1,2, .. . ,N). (4.22) 

It is important to note that the symmetry properties of tensors are 
independent of the coordinate system in which the tensor components are 
defined. In other words, a tensor that is symmetric (anti symmetric) with 
respect to one coordinate system remains symmetric (antisymmetric) with 
respect to any other coordinate system. 

In order to show that it is the case, let us assume that an arbitrary 
second-order contravariant tensor, defined with respect to the coordinate 
system {xk} by N 2 components Amn, satisfies the equality 

Amn =Anm (m,n = 1,2, ... ,N), (4.23) 

which means that it is a symmetric tensor in the coordinate system 
{xk}. In some other coordinate system {zk}, this tensor is given by the 

, : 

i 
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I 
I 
I 
I 
I 
I 

components 

(4.24) 

However, by means of an interchange of the dummy indices m *+ n, which 
is just a change of notation that does not affect the result of summation, 
and using (4.23) we obtain 

. k k j 
pjk = at ~Anm = ~~Amn =AkJ 

axn axm axm axn ' 
(4.25) 

which shows that the tensor Aik in the new coordinate system {i} is indeed 
symmetric as well. 

In general, if a tensor of an arbitrary order and type is symmetric (or 
antisymmetric) upon interchange of one pair of its indices (both lower or 
both upper indices) in one system of coordinates {xk }, it remains symmetric 
(or antisymmetric) upon interchange of the corresponding pair of indices 
in any other system of coordinates {Zk}. In other words, the symmetry 
properties of tensors are independent of the coordinate system, in which 
the tensor components are defined. 

Symmetric and Antisymmetric Parts 
of Tensors fID 

I Let us consider a second-order covariant tensor Amn. This tensor can 
always be written as a sum of one symmetric and one anti symmetric tensor 
as follows: ' 

I 
I 
I 

or 

Amn = A(mn) + A[mnj. 

The symmetric tensor defined by the expression 

1 
A(mn) = 2" (Amn + Anm) 

(4.26) 

(4.27) 

(4.28) 

I 
is called the symmetric part of the tensor A mn , while the anti symmetric 
tensor defined by the expression 

1 
A[mn] = 2"(Amn - Anm) 

I is called the antisymmetric part of the tensor Amn. 

(4.29) 
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Analogously to (4.27), it is possible to use an arbitrary non-symmetric 
third-order covariant tensor Amnp to create a totally symmetric and totally 
anti symmetric part as follows: 

(4.30) 

1 
A [mnpj = -(Amnp - Ampn + Apmn - Apnm + Anpm - Anmp) 

3! 
(4.31) 

From (4.30) and (4.31) it is easily seen that any interchange of indices m, n, 
and p leaves A(mnp) unchanged, while it reverses the sign of A[mnp]. The 
expressions (4.30) and (4.31) can be rewritten in a more compact form by 
introducing a special label for the permutations of the indices m, n, and p, 
as follQws: 

1f/m,n,p) (j = 0, 1,2,3,4,5). (4.32) 

The components of the system (4.32) are the 3! permutations of the three 
indices m, n, and p, which can be listed as follows: 

1fo(m, n,p) = mnp 

1fl(m,n,p) = mpn 

1f2(m,n,p) = pmn 

1f3(m,n,p) = pnm 

1f4(m, n,p) = npm 

1fs(m, n,p) = nmp. 

(4.33) 

Using (4.32) and (4.33), the expressions (4.30) and (4.31) can be rewritten 
in the following more compact form: 

(4.34) 

(4.35) 

valid for the third-order covariant tensor Amnp. 

The expressions (4.34) and (4.35) are easily generalized to the case 
of the Nth-order nonsymmetric tensor, where the totally symmetric and 
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totally anti symmetric parts are given by 

I 
I 
I 

1 N!-J 

A(·· .) = - "A (.. .) 
1]IZ .. ·IN N! ~ lrj lJlZ···1N 

j=o 

1 N!-J . 

A[i]iz ... iNl = N! L (-l)lAlrj{i]iz ... iN)· 

j=O 

Tensor Character of Systems 

(4.36) 

(4.37) 

Eometimes we do not readily know the transformation laws for all sys­
ems encou~tered in di~erent expressions. In order to be able to determine 
hether a glVen system IS a tensor or not, we need some criteria for determi­

nation of the tensor character of systems. These criteria can be based on 

t e following statement: 
If an expression A k Bk is invariant with respect to the coordinate trans­

formations and we know that Ak transforms as a contravariant vector (or 
lIhat Bk tr~sforms as a covariant vector), then we know that the system Bk 
Is a covanant vector (or that the system Ak is a contravariant vector). 

In order to prove the foregoing statement, let us begin with the 
Issumption that the expressi~~ Ak Bk :s an invariant, i.e., 

A'Bj -A Bk = O. (4.38) . 
I we then know that Ai is a contravariant vector, we know that it 

ansforms as 

I ,4J' = az
j 

Ak 
axk . 

Substituting (4.39) into (4.38) we obtain 

I ad k- k k(ad- ) 
axkA Bj - A Bk = A axkBj - Bk = O. 

(4.39) 

(4.40) 

I s the equality (4.40) is valid for an arbitrary contravariant vector Ak, 
ehave 

I (4.41) 
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or 

(4.42) 

The expression (4.42),is the transformation law for a covariant vector Bb 
and it shows that Bk is indeed a covariant vector. In the same way it can 
be shown that, if the expression AmnBm IY' is invariant with respect to the 
coordinate transformations and we know that Bm and Dn are two different 
contravariant vectors, then Amn is the second-order covariant tensor. This 
is valid even if, as a special case, the expression AmnBm Bn is an invariant 
for an arbitrary contravariant vector Bk, provided that it is known that Amn 
also satisfies the condition of symmetry 

Amn =Anm (m,n = 1,2, ... ,N). (4.43) 

These conditions can be generalized to tensors of an arbitrary order and 
used as the criteria for determination of the tensor character of systems. 

As an example of these rules, let us consider a mixed second-order 
system aj. Let us take the numbers aj as the coordinates of a second-order 
mixed tensor with respect to an arbitrary coordinate system {xk }, which 
is always possible. The question is whether they will keep their values, 
i.e., whether they will remain the coordinates of a a-symbol, after the 
transformation to some new coordinate system {i}. Thus we may write 

-' azi a~ a1-am __ 
j - n axm ad' (4.44) 

or, since {zk} is a system of mutually independent coordinates, we have 

-i azi axm azi i 
a· = --. = -. = a·. (4.45) 
1 axm azl a~ 1 

The result (4.45) shows that the a-symbol is indeed a second-order mixed 
tensor, which has the same coordinates in all coordinate systems. 
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~ Chapter 5 

Relative Tensors 

[§JJ Introduction and Definitions 
The tensors defined in the previous chapter are sometimes also called 
the absolute tensors, since there are systems of quantities which, upon 
the transformations of coordinates, transform according to the similar but 
somewhat more general laws. Such systems are called relative tensors or 
pseudotensors. Thus a fifth-order system, three times contravariant and 
twice covariant, 

A~I~Zi3 (. . . .. 1 2 N) JVz 11, l2, l3,jl,j2 = , , ... , (5.1) 

is defined as a relative tensor or pseudotensor ofweightM, if it transforms 
according to the transformation law 

A111Zl3 _ _ Amlmzm3 _________ _ _. . . I axr 1M azil aziz azi3 axnl a~2 
h.iz - azs nlnZ axml axm2 axm3 aziI ad2· 

(5.2) 

In (5.2) we may introduce a notation 

Ll = I ax
r 

I 
azs 

(5.3) 

for the Jacobian of transformation of the original coordinates {.xk} into the 
new coordinates {i}. In analogy with the definition (5.2), it is possible to 
define the relative tensors of an arbitrary weight, order, and type. The 
concept of relative tensors includes the absolute tensors, defined in the 
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previous chapter, as a special case. The absolute tensors can be treated as 

1 relative tensors of weight zero. 
In particular, the relative tensors of weight M = + 1 are called the 

tensor densities, while the relative tensors of weight M = -1 are called 1 the tensor capacities. 

~ Unit Antisymmetric Tensors 

~ an important example of relative tensors, we consider the e-symbol in 
three dimensions with three upper indices, i.e., 

I eijk (i,j,k = 1,2,3). (5.4) 

If we assume that eijk is a relative tensor of an unknown weight M, then it 
tansforms according to the transformation law 

-rst I ax
n 

1M 1'J"k az
r 

az
s 

al e = - e -.-.-. (5.S) 
azm ax l ax] axk 

L the other hand, by definition of the Jacobian of the transformation b, 
wehave 

I ax' ax' ax' 
az' az2 az3 

axi axj axk 
b = I Jxn 1= ax2 ax2 ax2 

az' az2 az3 -e'"k--- (S.6) azm - IJ az1 az2 az3 . 

I ax3 ax3 ax3 

az' az2 az3 

The Jacobian of the inverse transformation is given by 

I (5.7) 

t et us now, for the moment, consider the following system: 

Arst = eijka':a~akt 
I ] (5.8) 

l or an arbitrary mixed system a';:. In the expanded form this system 
ooks like 

Arst _ r.-S t r S t + r S t r s t r S t r s t (S 9) - a1 u2a3 - a 1 a3a2 a3a1 a2 - a3a2a1 + a2a3a1 - a2a1 a3· . 

lrom (S.9), we see that the systemArst is a fully anti symmetric system with 
respect to its three indices, in the space of three dimensions. However, 

IfI1 arbitrary third-order antisymmetric system in three dimensions has 
_n1y one independent component, i.e., A 123, whereas the other five 
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nonzero components are determined by the conditions of full anti symmetry. 
Thus we may write 

(5.10) 

In other words, any fully antisymmetric third-order system in three dimen­
sions is proportional to the corresponding e-symbol. Using (5.8) and (5.10) 
we obtain 

Using (5.11) we may write 

or using (5.7) 

ijk azr azs al _ rst ijk az1 az2 az3 

e ax; axj axk - e e axi axj axk ' 

eijk az~ az~ al = erst b -1. 
axl a.xJ axk 

Substituting (5.13) into (S.5) we obtain 

erst = b M erst b -1. 

(5.11) 

(5.12) 

(5.13) 

(5.14) 

From (S.14) we see that if we choose M = +1, the components of the 
system erst remain unchanged upon the coordinate transformations. Thus 
the system eijk is a third-order relative contravariant tensor with the weight 
M = +1 (tensor density). The transformation law of the unit anti symmetric 
system eijk is therefore given by 

erst = I axn I eijk az~ ar al = beijk az~ a~~. 
azm ax l a.xJ axk ax l ax} axk 

(5.1S) 

In a similar way, we can consider the e-s:ymbol with three lower indices 
in three dimensions 

eijk (i,j, k = 1,2,3). (5.16) 

Again, if we assume that eijk is a relative tensor of an unknown weight M, 
then it transforms according to the transformation law 

I 
axn 1M axi axj axk 

erst = azm eijk azr azs azt . (5.17) 

Using an analog of Equation (S.l1) in the form 

(5.18) 
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we obtain 

I axi ax} axk axi ax} axk 
eijk azr azs Bzt = ersteijk azl az2 az3 ' (S.19) 

I or 

I (S.20) 

Substituting (S.20) into (5.17) we obtain 

I (S.21) 

From (S.21) we see that if we choose M = -1, the components of the 

I system erst remain unchanged upon the coordinate transformations. Thus 
the system eijk is a third-order relative contravariant tensor with the 
weight M = -1 (tensor capacity). The transformation law of the unit 

I 
I 
I 
I 

anti symmetric system eijk is therefore given by 

(5.22) 

In general, the transformation law of an arbitrary tensor is defined by 

1. Order-the number of indices 

2. Type-the position and order of indices 

3. Weight-the exponent of the Jacobian of transformation. 

Vector Product in Three Dimensions 

I 
Let us consid~r two -:ectors of the same type, e.g., two contravariant vectors 
denoted by AI and BI, in a three-dimensional space (i = 1,2,3). Using the 
relative tensor eijk. we can define a first-order system 

I 
. k 

Cj = eijkA'B (i,j,k = 1,2,3), (S.23) 

which is a first-order covariant relative vector with the weight M = -1, 

I s~ce it is defined as a composition of one relative tensor of weight M = -1 
Wlth two absolute vectors. The expression (S.23) can be expanded into 

Section 5.3 Vector Product in Three Dimensions 

three equations: 

Cl = A2B3 _A3B2 

C2 =A3Bl _A1B3 

C3 =A1B2 _A2Bl. 

The transformation law for the vector Ci is given by 

- -1 axp 

Cj=~ Cp -., 
Bz! 

where the Jacobian of the transformation is given by 
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(5.24) 

(5.25) 

(5.26) 

In a similar way we may define a relative contravariant vector C i of the 
weight M = + 1, starting with two absolute covariant vectors Aj and Bj as 
well as the relative tensor eijk, i.e., 

. 'k 
C I = ell AjBk (i,j, k = 1,2,3). 

The expression (5.27) can be expanded into three equations: 

Cl = A2B3 - A3B2 

C2 = A3Bl - AlB3 

C3 =AlB2 -A2Bl. 

The transformation law for the vector C i is given by 

(S.27) 

(S.28) 

(5.29) 

The product (S.23) or (5.27) is called the vector product of two contravariant 
or two covariant vectors in three dimensions, respectively. This definition 
includes the usual definition of the vector product of two vectors (assumed 
to be the position vectors) given by their Descartes rectangular coordinates: 

123 
C = A x B = Al A2 A3 (S.30) 

BI B2 B3 

In the definition (S .30), 1,2, and 3 are the unit vectors of the three mutually 
orthogonal axes of the Descartes coordinate system. It should be noted 
that, in the Descartes coordinate system, the contravariant and covariant 
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I coordinates of the vector product have the same numerical values, i.e., 

(5.31) 

Mixed Product in Three Dimensions ~ 
I The mixed product of three contravariant vectors AI, B j, and cj is formed 

by a composition of the vector product 

I 
I 
I 
I 
I 
I 
I 
I 
I 
I 

Dj = ejkmBkCm (j, k, m = 1,2,3) 

with the vector AI. It has the form 

V =}) Dj = ejkmN skcm (j, k, m = 1,2,3), 

or, in the Descartes coordinate system, 

Al A2 A 3 

V = BI B2 B3 

C I C2 C3 

(5.32) 

(5.33) 

(5.34) 

From the definition (5.33) it is evident that the zeroth-order system V 
is a relative invariant of the weight M = -1, or the scalar capacity, 
since it is composed of three absolute contravariant vectors and the tensor 
capacity ejkm. The transformation law for this system is 

(5.35) 

In a similar way, the mixed product of three covariant vectors Aj, Bj, 
and Cj is formed by composition of the vector product 

with the vector Aj , and it has the form 

G = AjDj = e jkm AjBkCm (j, k, m = 1,2,3), 

or, in the Descartes orthogonal coordinates, 

(5.36) 

(5.37) 

(5.38) 

From the definition (5.37) it is evident that the zeroth-order system G is a 
relative invariant of the weight M = + 1, or the scalar density, since it is 
composed of three absolute covariant vectors and the tensor density e jkm . 

Section 5.5 Orthogonal Coordinate Transformations 

The transformation law for this system is 

G=!::.G. 
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(5.39) 

Unlike absolute scalars, the systems V and G, as relative scalars, in 
general change with respect to the transformations of coordinates. The 
behavior of these systems with respect to a special class of the orthog­
onal transformations of Descartes coordinates will be discussed in the next 
section. 

15.51 Orthogonal Coordinate Transformations 
In order to highlight some important properties of the vector products 
and mixed products in three dimensions, we will consider the orthog­
onal transformations of Descartes coordinates rotation, translation, and 
inversion. 

5.5.1 Rotations of Descartes Coordinates 

Let us observe two qesc~es coordinate systems K and K' with a common 
z-axis, denoted by 3 = 3', perpendicular to the plane of the paper. The 
system K' is obtained as a result of a rotation in the positive sense of the 
system K about a common 3-axis for some angle e, as shown in Figure 1. 

The relation between the coordinates of a position vector of a given 
fixed point P, with respect to the coordinate systems K' and K, is given by 

(5.40) 

or 

Zk = A~xj (. k I 2 3) J J, = " . (5.41) 

The transformation (5.41) is a linear transformation with the Jacobian 

(5.42) 

Thus the Euclidean metric, given by the analog of Equation (3.18) in three 
dimensions, is invariant with respect to the rotations of the Descartes 
coordinates. This can easily be shown by using the distance between 
the point p(xl ,x2,x3 ) from the origin 0(0,0,0), which in the coordinate 
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1 

Figure 1. Rotations of Descartes coordinate systems 

system K is given by 

S = (xl)2 + (x2)2 + (x3)2 . [ ]
1/2 

(5.43) 

In the coordinate system K' the distance between these points is given by 

S' = (zl)2 + (Z2)2 + (Z3)2 . [ ]
1/2 

(5.44) 

Substituting (5.40) into (5.44) we obtain 

[ 
2 3 2]1/2 

S' = (xl cose +x2 sine)2 + (_xl sine +x2 cose) + (x ) 

(5.45) 

or 

s' =S. (5.46) 

Thus the distance between the points in the Descartes coordinate system is 
invariant with respect to the rotation of coordinates about the 3-axis. The 
metric form of the space is also invariant with respect to the rotation of 
coordinates about the 3-axis, i.e., we have 

(5.47) 

It is easily shown that the foregoing results are valid for arbitrary rotations 
of coordinates in the Descartes coordinate systems. 
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5.5.2 Translations of Descartes Coordinates 

Let us consider two Descartes coordinate systems K and K' in three 
dimensions, where the coordinates in the system K' are denoted by {i} 
and the coordinates in the system K are denoted by {xk}. The translation 
of the coordinates is given by the equation 

i=xk+ak (k=I,2,3), (5.48) 

where ak is some constant translation vector. The Jacobian Ll of this 
transformation is given by 

(5.49) 

Thus the metric form of the three-dimensional space in Descartes coordi­
nates is invariant with respect to the translation of the coordinate systems, 
since we have 

di=dxk (k=1,2,3). (5.50) 

From (5.50) we have 
2 . k . , k 2 

ds' = DjkdZ1 dz = Djkdx1 ax- = ds (j,k = 1,2,3), (5.51) 

which proves the invariance of the metric form with respect to the 
coordinate translations. 

5.5.3 Inversions of Descartes Coordinates 

Let us again consider two Descartes coordinate systems K and K' in three 
dimensions, where the coordinates in the system K' are denoted by {i} 
and the coordinates in the system K are denoted by {xk}. The inversion of 
the coordinates is given by the equation 

(k = 1,2,3). (5.52) 

It can be shown that the inversion of Descartes coordinates cannot be 
achieved by means of any rotation of the original coordinate system K. 
The metric form is invariant with respect to the inversion, since we have 

2 . ·.k . k . k 2 
ds' = Djkdzldz = Djkd(-x1)d(-x ) = Djkdx1dx = ds . (5.53) 

The Jacobian of this transformation is equal to 

(5.54) 
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5.5.4 Axial Vectors and Pseudoscalars in Descartes Coordinates 

Thus, as a conclusion of this section, we note that rotation, translation, and 
inversion constitute a group of orthogonal transformations which leave 
the metric form invariant. Furthermore, the transformation laws of rela­
tive vectors and scalars (e.g., vector products and mixed products in three 
dimensions), with respect to rotations and translations of coordinates, are 
the same as those for the absolute vectors and scalars. However, rela­
tive vectors and scalars (e.g., vector products and mixed products in three 
dimensions) do not transform like absolute vectors and scalars, with respect 
to the inversion of coordinates. 

As we have concluded before, the transformation law of an absolute 
contravariant vector in three dimensions is given by 

_. ad k 
Ai = --A (j,k = 1,2,3), 

axk 
(5.55) 

with respect to the coordinate transformations from {xk} to {te}. An 
example of this type of vector is the polar vector of the position of a certain 
point in a three-dimensional space. However, the vector product of tW? 
absolute covariant vectors Aj and Bj is a relative contravariant vector C1, 
which transforms according to the transformation law 

- . ad k (5 56) Cl = D,.-C (j,k = 1,2,3). . 
axk 

Substituting (5.42) or (5.49), into (5.56), we see that the vector product 
is transformed in the same way as the absolute vectors (5.55), with respect 
to rotations and translations. On the other hand, the vector product reverses 
sign with respect to the inversion of coordinates and does not transform as 
the polar vectors. This difference between the vector product, as the relative 
vector, and the polar vectors, being the absolute vectors, was noted in 
the three-dimensional vector algebra before the development of the tensor 
calculus. In the three-dimensional vector algebra, the vector product is 
called the axial vector, as opposed to the position vector which is called 
the polar vector. From the tensor point of view this difference is easily 
understood, since it relates to the definition of the position vector as an 
absolute vector and the vector product as a relative vector. 

The mixed product in three dimensions, as a relative scalar, is invariant 
with respect to rotation and translation but it reverses sign with respect to 
inversion. In the three-dimensional vector algebra these scalars are usually 
called pseudoscalars. 

~ Chapter 6 

The Metric Tensor 

[[I] Introduction and Definitions 
As we have seen in the previous chapters, in the Euclidean metric space it 
is possible to reduce the metric form to a sum of squares of the differentials 
of the coordinates, i.e., we may write 

ds
2 = Ojk dyj dl (J, k = 1,2, ... , N). (6.1) 

If, instead of the Descartes orthogonal coordinates {yk}, we introduce the 
arbitrary generalized coordinates {xk} by means of the equations 

l = l(x1,x2
, .•• ,:x'V) (k = 1,2, ... ,N), (6.2) 

we may write 

d k = a/ dxm (k 1 2 N) Y axm ,m = , , ... , , (6.3) 

and the metric form can be written as follows: 

ds
2 = gmn dxm dxn (m, n = 1,2, ... , N), (6.4) 

where 

ayj a/ 
gmn = Ojk aXm oxn (6.5) 

is a symmetric second-order system. The square of the infinitesimal line 
element ds is by definition an invariant in all coordinate systems and dxm 

is an absolute vector. Thus, using the criteria for the tensor character of 
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systems and the fact that gmn is a symmetric system, we conclude that gmn 

I is an absolute second-order covariant tensor. This tensor is called the metric 
tensor. The determinant of the matrix associated with the metric tensor is 

I giv~by 
g = Ig~1 = I~jk::' ~~I = 18jkll::'II:~1 = I:~ 12 (6.6) 

I where the multiplication rule for determinants has been used. 
Thus the determinant of the metric tensor is equal to the square of 

the Jacobian of the transformation from the given Descartes coordinates I to the arbitrary generalized coordinates. Assuming that the Jacobian of 
the transformation from the given Descartes coordinates to the arbitrary 
generalized coordinates is a nonzero real number, the determinant of the 

I metric tensor is always a positive quantity, i.e., we have g > o. 

I 
As an example, using the results (3.29), the matrix form of the metric 

tensor in the system of spherical coordinates xk = {r, () , cp} is given by 

(6.7) [gmn] = [00
1 

(S)2 ~] , 
o (xl sin x2)2 

I and the determinant of the metric tensor is given by 

I 
1 

g= 0 
o 

(6.8) 

I As a system, the determinant g is a relative scalar invariant of the weight 
M = 2, which is easily shown as follows: 

I 

I 
I 

(6.9) 

(6.10) 

which proves that the determinant g is indeed a relative scalar invariant of 
the weight M = 2. From (6.10) we see that -Jg is a relative scalar invariant 
of the weight M = 1, i.e., 

(6.11) 
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Let us use Gmn to denote the cofactor of the element gmn in the determinant 
Igmn I· Then according to the determinant calculation rules, we have 

(6.12) 

The adjunct matrix to the matrix [gmn], which is denoted by adj [gmn], is 
by definition the transposed matrix of the cofactors, i.e., [Gmnf = [Gnm ]. 
The matrix, inverse to the matrix [gmn], is therefore given by 

. adj [gmn] [Gmnf 
mv[gmn] = = ---. 

g g 
(6.13) 

By definition, a product of a matrix with its own inverse is equal to a unit 
matrix. Thus we may write 

or, using the system notation, 

(Gkn)T Gnk k 
gmn--- = gmn- = 8m. 

g g 

Introducing the notation 

the expression (6.15) becomes 

Gnk 
gnk __ 

- g , 

(6.14) 

(6.15) 

(6.16) 

(6.17) 

From (6.17), we see that the system gnk is a second-order contra­
variant tensor, which is usually called the contravariant metric tensor. 
Analogously to the covariant metric tensor,'the contravariant metric tensor 
is also a symmetric tensor, i.e., we have 

(6.18) 

Using (6.17) and the multiplication rules for the determinants we find 

(6.19) 

or 

I

nk I 1 1 
g = Igmnl = g. (6.20) 
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1 
The 'determinant ~f the contravari~t I?etri~ tensor is a. relative scalar 
invariant of the weight M = -2, which IS easIly shown usmg (6.10), 

.; = ~Ll-2, (6.21) 
g g I 

or 

I (6.22) 

Since the antisymmetric unit system eiliz ... iN is a relative contravariant 

I tensor of the weight M ~. + ~ , it is .possible to form an absolute contravariant 
antisymmetric tensor SIIIZ ... IN, usmg .;g, as follows: . " 

_ J. f (r \1<) 
.., 1 \ :. :._ri - , 

SIJlZ ... IN = _eIJlZ ... W. 

.;g';;,'" _ '\ ( , . 1. t) 
I' ).:. 

(6.23) 

I 
On the other hand, since the antisymmetric unit system ejl iz ... iN is a relative 

I covariant tensor of the weight M = -1, it is p~ssible to form an absolute 
unit covariant antisymmetric tensor ciliz ... iN' usmg .;g, as follows: 

C'.. • - Inge" . (624) ColJIZ •.. IN - v /5 IIlZ···IN· • 

I The absolute tensors defined by (6.23) and (6.24) are called the Ricci 
antisymmetric tensors in the space of N dimensions. 

I 
1.21 Associated Vectors and Tensors 

In a metric space, the contravariant and covariant tensors can be trans­
formed to each other using the metric tensors gmn and gmn. In general 
the upper indices can be lowered and the lower indices can be m~de 

I to be upper indices, using the metric tensors. For example, a covanant 
vector 

I 
Am = gmnAn , (6.25) 

derived from a contravariant vector An using the metric tensor gmn, is called 
the associated vector to the contravariant vector An. In the same way, a I contravariant vector 

(6.26) 

I derived from a given covariant vector An using the metric tensor ~, is 
called the associated vector to the vector An. 
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For the associated vectors, the following rules are valid: 

1. The association relation of two vectors is reciprocal. If a vector 
Am = gmnAn is associated to the vector An, then the associated 
vector to the vector Am is the vector An. This can be shown as 
follows: 

(6.27) 

2. The absolute square of a contravariant vector Am or a covariant 
vector Am is the scalar (inner) product of a vector and its associated 
vector, i.e., 

(6.28) 

3. From the preceding rule it is evident that the absolute squares of the 
associated vectors are equal to each other . 

4. The scalar product of the vectors Ak and Bk is equal to the scalar 
product of the vectors Am and Bm, and it is invariant with respect to 
an arbitrary coordinate transformation. This can be shown as follows: 

(6.29) 

These rules allow us to consider the vectors Am and Am as the covariant 
and contravariant coordinates of the same vector, which we may denote by 
A. From (6.29) we see that, in the metric space, it is possible to define the 
scalar product of two vectors A and B regardless of their type, i.e., 

........ k m m n 
A . B = A Bk = AmB = gmnA B . (6.30) 

The analogous rules apply to the tensors of an arbitrary order and type. 
By composition with the metric tensors gmn and ~n, the upper indices are 
lowered and the lower indices are turned to the upper indices, respectively. 
All tensors, created from each other by composition with one or more metric 
tensors, are called associated tensors. Thus, for an arbitrary second-order 
covariant tensor amn we can create three associated second-order tensors 
amn , a,/:, and a~, as follows: 

amn = gmk gnj akj 

a': = gmkakn (6.31) 

n nk am = g amk· 

It should be noted that the tensors a':! and a::', associated to the tensor 
amm as defined in (6.31), are in general not equal to each other. They are 
equal to each other only when the covariant tensor amn is symmetric, i.e., 
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E
When amn = anm . If we apply (6.3.1) to the metri~ tensor ~tself, we first 
. e that the definition of the assocIated contravanant metrIc tensor turns 
o identity: 

I mn mk nj . - mk ~n - mn (6 32) 
g = g g ~kJ - g Uk ~ g . . .' 

Secondly, since the metric tensor IS a symmetrIc tensor, there IS a umque 

r· ed metric tensor equal to the corresponding 8-symbol, 

g':: = gmkgkn = 8'::, (6.33) r agreement with the Equation (6.l7). 

FJ Arc Length of Curves: Unit Vectors 
Let us consider a Riemannian metric space in N dimensions, described by a 

rystem of N generalized coordinates {xi} .. Ifth~se ~oordin~tes are functions 
[f an arbitrary parameter t, then a curve III thIS Riemanman space may be 
specified by N parameter equations 

I ~=~(t) (k=I,2, ... ,N). (6.34) 

The square of an infinitesimal arc length element of the curve between the 

rOints xk and xk + dxk is given by 

ds2 = gmn dxm dxn (m, n = 1,2, ... ,N). (6.35) 

IThe infinitesimal arc length element itself is given by 

ds = Jgmndxmdxn (m,n = 1,2, ... ,N), (6.36) 

land its derivative with respect to the parameter is given by 

ds J dxmdxn 
- = gmn-- (m,n = 1,2, ... ,N). (6.37) 

I & & & 

The arc length of a curve from some reference point, with a parameter 
value of to, to some arbitrary point, with a parameter value of t, is then I equal to 

I 1t J dxmdxn 
set) = gmn--dt. 

to dt dt 
(6.38) 

Section 6.4 Angles between Vectors 

From (6.35) we see that we may write 

dxm dxn 

gmn ds -;t; = gmn AmAn = AmAm = i. i = 1, 

where Am is a vector defined by the expression 

Am=~ ds (m = 1,2, ... ,N). 
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(6.39) 

(6.40) 

From (6.39) we see that vector Am has the absolute square equal to unity. 
Thus the absolute value of the vector Am, denoted by IA I is also equal 
to unity: 

IAI = Ji . i = 1. (6.41) 

A vector with the absolute value equal to unity is called a unit vector. The 
vector Am is a unit contravariant vector. As xm are the coordinates of a point 
on a given curve and s is the length of the arc of that curve, the vector Am 
is the tangent unit vector to this curve. 

/6.4/ Angles between Vectors 

Let us now consider two polar unit vectors Am and fJ.,m with a common 
origin and with the end points A and B, as shown in Figure 2. 

From Figure 2 we see that . 

Em=fJ.,m_Am (m=I,2, ... ,N). (6.42) 

B 

o A 

Figure 2. The angle e between unit vectors Am and J1.m 
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I 
· Using the cosine theorem, the absolute square of the vector Em can be 

written in the form 

I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 

IEI2 = IJLI2 + IAI2 - 21JLIIAI cose = 2 - 2cose = 2(1 - cos e). 
(6.43) 

On the other hand, by definition, the absolute square of the vector Em has 
the form 

(6.44) 

or 

(6.45) 

Since A and JL are unit vectors, we have 

(6.46) 

and the result (6.45) becomes 

IEI2 = 2(1 - gmnAmJLn). (6.47) 

Comparing the results (6.43) and (6.47) we find that the cosine of an angle 
between two unit vectors is given by the expression 

cos e = gmnA m JL n. (6.48) 

If we have two arbitrary contravariant vectors Am and Bm, then they define 
two directions with unit vectors 

Bn 

JLm =-
B 

(6.49) 

The angle between these two directions is, according to (6.48), given by 

AmBn 
cose = gmn AB . (6.50) 

From (6.50) we also see that the orthogonality condition for two contra­
variant vectors Am and Bn has the form 

gmnAmBn = 0 (m,n = 1,2, ... ,N). (6.51) 

The angle formed by two curves at their intersection is an angle between 
their tangent unit vectors at the intersection point. For two curves given by 
the parameter equations xm = l/Im(t) and xn = cpn(t), the angle formed by 
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these curves at their intersection point is given by 

dl/lm dcpn 
gmn----

cose = dt dt 
I dl/lm dl/ln I dcpm dcpn ' 

V gmn dt dt V gmn dt dt 
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(6.52) 

where gmn, dl/lm fdt, and dcpm fdt are all calculated at the intersection point 
of the two curves. From (6.51) we see that the orthogonality condition for 
the two curves at their intersection point is given by 

gmnl/lmcpn = 0 (m, n = 1,2, ... ,N). (6.53) 

le.sl Schwarz Inequality 

Let us consider two arbitrary contravariant vectors, denoted by Am and Bm, 
and let us form a linear combination of these two vectors as follows: 

(6.54) 

where a is an arbitrary real absolute scalar parameter. The linear combina­
tion C

m itself is also a contravariant vector. The absolute square of the 
vector Cm is given by the positive definite form 

ICl2 = gmnCmCn 

ICl2 = gmn(Am + aBm) (An + aBn) 

ICl2 = gmnAmAn + 2agmnAmBn +a2gmnBmBn 

ICl2 = IAI2 + 2agmnAmBn +.a2 1B12 . 

(6.55) 

For the quadratic form (6.55) to be nonnegative for all values of the 
parameter a, the following inequality must be satisfied: 

(6.56) 

Using the notation A = IAI and B = IBI, the inequality (6.56) gives 

(6.57) 

The inequality (6.57) is known as the Schwarz inequality and it is of 
importance in a number of branches of mathematics and physics. 
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In this section we consider an important special case when the 
three-dimensional Euclidean metric space is defined by some set of orthog­
onal curvilinear coordinates {xk} (k = 1,2,3). For such a system of 
curvilinear coordinates, in every point of space the following conditions 
are satisfied: 

(6.58) 

Thus, we may write 

gmn = h10mn (m, n, M = 1,2, 3), (6.59) 

where hM = hM(xk) are some functions of coordinates {xk}. In this case 
the metric of the space can be written in the form 

ds2 = (hIdx I )2 + (h2dx2)2 + (h3dx3)2, (6.60) 

and the matrix of the metric tensor is a diagonal 3 x 3 matrix 

(6.61) 

Let us now, as an example, consider the vector of generalized velocities in 
this coordinate system. The contravariant coordinates of the velocity vector 
are given by 

dxm 

vm = -, (6.62) 
dt 

where dxm are the coordinates of a contravariant polar vector in any system 
of coordinates and dt is an absolute scalar parameter. Using (6.61) we can 
calculate the covariant coordinates of the velocity vector as follows: 

(6.63) 

As the generalized coordinates do not neccessarily have the dimen­
sion of length (e.g., they can be the angular coordinates), the fundons 
hM = hM(xk) are not neccessarily dimensionless (e.g., they may have the 
dimension oflength). From (6.63) it follows that the dimensions of the con­
travariant and covariant coordinates of the velocity vector are not the same, 
and they are not the same as the expected dimension of the velocity 
vector (i.e., length/time). The coordinates of the velocity vector that do 
have the dimension of velocity (i.e., length/time) are called the physical 
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coordinates of the velocity vector. The physical coordinates can, in the 
special case under consideration, be obtained from the contravariant or 
covariant coordinates using the formulae 

m 1 
v(m) = hMV = -Vm . 

hM 
(6.64) 

As an illustration, let us consider the velocity vector in the spherical 
coordinates, where 

(6.65) 

and 

hI = 1, h2 = r, h3 = rsine. (6.66) 

The contravariant coordinates of the velocity vector in the spherical 
coordinate system are given by 

I dr 2 de 3 dcp 
v = dt' v = dt' v = dt (6.67) 

The associated covariant coordinates of the velocity vector in the spherical 
coordinate system are given by 

VI = dr, V2 = r2 de, V3 = r2 sin2 e drp (6.68) 
dt dt dt 

From the results (6.67) and (6.68) we see that neither all the contravariant 
nor the covariant coordinates of the velocity vector have the dimension of 
velocity (i.e., length/time). 

The physical coordinates of the velocity vector in the spherical coordi­
nate system, i.e., the projections of the velocity vector to the directions 
of the curvilinear axes in a given space point, according to the definition 
(6.64) have the form 

dr 
v(1) = dt' 

de 
V(2) = r-, 

dt 

. . drp 
V(3) = rsme-. 

dt 
(6.69) 

In a similar way, we can construct the physical coordinates of an arbitrary 
vector with respect to an arbitrary orthogonal system of coordinates in 
three dimensions. This approach can also be extended to an arbitrary 
N-dimensional space, but it is most commonly used in three or sometimes 
four dimensions. 
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~ Chapter 7 

Tensors as Linear Operators 

Second-order tensors can be described as linear operators acting on vectors 
in metric spaces. An operator in the N-dimensional metric space is defined 
by the way it acts on different vectors in the space. For example, in 
the expression 

(7.1) 

the tensor Or:: represents a linear operator, which in a unique way relates a 
vector Bm to the original vector Am. This operator is called a linear operator 
since it satisfies the conditions of linearity and homogeneity, i.e., 

or;:(An + en) = or;: An + or;: en 
Or;:({3An

) = {30r;:An
, 

(7.2) 

where An and Bn are arbitrary contravariant vectors and {3 is an arbitrary 
absolute scalar. 

Eigenvectors of an operator 0': are· defined as those vectors sn that 
retain the direction and only change the absolute value as a result of the 
action of the operator 0':. In other words, for the eigenvectors sn, we have 

Or;: Sn = ASm (m, n = 1, 2, ... ,N), (7.3) 

or 

(Or;: - A8;:')Sn = 0 (m, n = 1,2, ... ,N). (7.4) 
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The system of homogeneous linear Equations (7.4) has a non-trivial 
solution for sn only if its determinant is equal to zero, i.e., 

(7.5) 

The N solutions for the parameter A of the algebraic Equation (7.5) are 
called the eigenvalues of the operator 0'::. The Equation (7.5) is sometimes 
called the secular equation. 

As an example of the concepts we have just defined, let us consider 
a tensor 0'::, defined in a three-dimensional metric space by the matrix 

[
I 0 5] 

[0'::] = 0 -2 0 . 
501 

(7.6) 

Substituting (7.6) into (7.5) we obtain the equation for the parameter A in 
the form 

I-A 
o 
5 

o 
-2-.1,. 

o 

5 
o =0. 

I-A 

By expanding the determinant in (7.7) we obtain 

(l - .1,.)[(-2 - .1,.)(1 - A)] + 5[ -5( -2 - A)] 

(7.7) 

= (1 - .1,.)[(.1,. + 2)(.1,. - 1)] + 25(.1,. + 2)] (7.8) 

= (A + 2)[25 - (A - 1)2] = o. 

The solutions of the Equation (7.8) for the parameter A are the following: 

.1,.+2 =0 ~ .1,.=-2 

25 - (A - 1)2 = 0 ~ A = 1 ± 5. 

Thus the three eigenvalues of the operator 0':: are equal to 

As = -2, Ap = -4, AQ = +6. 

(7.9) 

(7.10) 

The corresponding eigenvectors sn, pn, and Qn are obtained from the 
matrix equations 

(7.11) 
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[~ 
0 

m~:] ~ -4 [~:l -2 
0 

(7.12) 

[~ 
0 

~][~] ~ +6 [~:l -2 
0 

(7.13) 

By solving the matrix Equations (7.11)-(7.13), we obtain the normalized 
(unit) eigenvectors of the operator 0':: as follows: 

(7.14) 

(7.15) 

(7.16) 

It is easy to show by direct substitution that the eigenvectors (7.14)-(7.16) 
satisfy the above matrix Equations (7.11)-(7.13), respectively. It should 
also be noted that the eigenvectors sn, pn and Qn, which correspond to 
different eigenvalues, are orthogonal to each other. In other words, it 
is easy to show by direct calculation that these eigenvectors satisfy the 
orthogonality conditions 

(7.17) 

where the notation MT is used for a transposed matrix of an arbitrary 
matrix M. Furthermore, the three eigenvectors are normalized so that their 
absolute values are equal to unity. In other words, they are unit vectors of 
the three independent directions. Thus, it can be shown by direct calculation 
that the eigenvectors satisfy the normalization conditions 

(7.18) 

The set of normalized eigenvectors orthogonal to each other is called the 
set of orthonormal eigenvectors. 

In general, the eigenvectors of an operator 0'::, corresponding to the 
different eigenvalues, are mutually orthogonal if the tensor 0"'" = gnk Ok 
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is symmetric. This can be shown by using the definitions 

cr,:Sn = AsSm 

or 

or;:r = Appm 

cr,:snPm = gnkomJ'Snpm = omJ'SkPm = AsSmpm 

cr,:pnSm = gnkomkpnSm = omkPkSm = AppmSm· 

(7.19) 

(7.20) 

Using the symmetry of the tensor omk, i.e., the equality omk= Okm, we 
can interchange the dummy indices m -# k to see that the left-hand sides 
of both of the Equations (7.20) are equal to each other. Furthermore, we 
note the equality smPm = pmSm. With these properties, we can subtract 
the second equation from the first equation in (7.20) to obtain 

(7.21) 

From the result (7.21) we see that whenever the two eigenvalues are not 
equal to each other, i.e., whenever AS =I=- Ap, the two corresponding 
eigenvectors are indeed orthogonal to each other: 

(7.22) 

The eigenvectors of an operator are in general determined up to an arbi­
trary mUltiplication constant. However, in most cases it is convenient to 
have normalized eigenvectors of an operator, i.e., to use unit vectors as 
eigenvectors. Thus we require, as a convention, that the eigenvectors should 
satisfy the normalization conditions 

(7.23) 

This implies that the eigenvectors of an operator Or;: in the three­
dimensional metric space (e.g., sm, pm, and Qm above) define three 
mutually orthogonal directions, provided that the corresponding eigen­
values are not equal to each other, i.e., AS =I=- Ap =I=- AQ. These three 
directions are sometimes called the main directions of a second-order 
tensor 0':. 

If the roots of the secular Equation (7.5) are not distinct, we have a degen­
eracy. In the three-dimensional case, if two roots are equal to each other, the 
second-order tensor has only one main direction and a plane perpendicular 
to it, where all directions are main directions of the tensor. If all three eigen­
values of a second-order tensor are equal to each other, such a tensor does 
not distinguish any particular directions in the three-dimensional metric 
space. In other words, all directions in the three-dimensional metric space 
are the main directions of such a tensor. 

Part II 

Tensor Analysis 
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~ Chapter 8 

Tensor Derivatives 

[[IJ Differentials of Tensors 

In the curvilinear coordinates the differential of a covariant vector Am, 
denoted by dAm, is not a vector. It is easily shown using the transformation 
law of covariant vectors (4.5). If a covariant vector is defined with respect 
to the systems of coordinates {xk} and {Zk} by N coordinates Am and Am, 
respectively, then it transforms according to the transformation law 

- aJ!! 
Am = -An (m,n = 1,2, ... ,N). azm 

Using (8.1) we obtain 

dAm = -dAn+d - An, - axn (3xn) 
azm 3zm 

or 

(8.1) 

(8.2) 

(8.3) 

The result (8.3) clearly shows that dAn does not transform as a vector, 
except in a special case when 

(8.4) 

i.e., in the case of a linear orthogonal transformation of Descartes 
coordinates into some new Descartes coordinates. As the differential of 
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62 Chapter 8 Tensor Derivatives 

a covariant vector 

aAm dxn dAm = axn (m,n = 1,2, ... ,N) (8.5) 

is a system that is not a covariant vector, while the system dxn is a covariant 
vector, the second-order system aAm/axn is not a tensor. The observation 
that the differential dAm is not a vector is related to the definition of the 
differential, i.e., 

dAm = Am(xk + di) - Am (xk) (k,m = 1,2, ... ,N). (8.6) 

By definition (8.6), dAm is a difference between two covariant vectors with 
the origins in different, infinitesimally close points of the metric space. On 
the other hand, the multiplier in the transformation law (8.1) is of the form 

i1xn n k 
azm =fm(x ), (8.7) 

and it is in general a function of coordinates. The multiplier (8.7) is different 
in different points of the metric space, except in the special case of linear 
transformations. It is therefore evident that vectors, in general, transform 
differently in different points of the metric space, and consequently the 
differential (8.6) cannot transform as a covariant vector. In order to con­
struct a differential of a covariant vector in curvilinear coordinates, which 
is a covariant vector itself, it is required that both vectors on the right-hand 
side of (8.6) be situated in the same point of the metric space. This can 
be achieved by moving one of the infinitesimally close vectors entering 
the right-hand side ofthe Equation (8.6) to the same point where the other 
vector is situated. 

The operation of moving one of the infinitesimally close vectors to the 
point where the other vector is situated must be rerformed in such a way that 
in the Descartes coordinates. the resulting difference is reduced to the ordi­
nary differential dAm. Since dAm is a difference of the components of the 
two infinitesimally close vectors, the components of a vector to be moved 
to the point where the other vector is situated must remain unchanged. This 
can only be achieved by a parallel displacement of the vector between the 
two infinitesimally close points, using the Descartes coordinates. 

Let us therefore consider an arbitrary contravariant vector with the 
coordinates Am at a point of the metric space with coordinates xm. The 
coordinates of this contravariant vector at the point of the metric space 
with coordinates xm + dxm are denoted by Am + dAm. An infinitesimal 
translation of the vector Am to the point of the metric space with coordinates 
xm + dxm generates a translated vector denoted by Am at the point of 
the metric space with coordinates xm + dxm. Thus the differential of the 
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contravariant vector Am can be written in the form 

dAm = Am(xk + dxk) _ Am(xk) 

dAm = Am(xk +dxk) _Am(~ +dxk) 

+Am(xk + dxk) _ Am (xk) .~ €; 

dAm = DAm(xk + dxk) + Mm. 
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(8.8) 

In Equation (8.8) we have introduced a differential DAm between the two 
vectors Am(xk + dxk) and Amexk + dxk) situated at the same pOintxk + dxk 

of the metric space, which itself behaves as a contravariant vector with 
respect to the coordinate transformations, as follows: 

(8.9) 

Furthermore, in Equation (S.8)we have introduced an increment 8Am , due 
to the parallel translation of the vector Am to the point of the metric space 
with coordinates xm +~, as follows: 

(S.lO) 

As 8Am is a difference between the translated vector Am at the pointxk +dxk 

and the nontranslated vector Am at the infinitesimally close point xk, the 
system <SAm is not a vector. The difference 8A m vanishes in the Descartes 
coordinates and DAm reduces to dAm, as required. 

In order to calculate the increment 8Am , we note that it is a function of 
the coordinates of the contravariant tensor Am themselves. This functional 
dependence must be linear, since a sum of two vectors must transform 
according to the same transformation law as each of the vectors. Further­
more, it also has to be a linear function of the coordinate differentials. Thus, 
we may write 

8Am = _rm. And,xP (S.l1) np , 

where r~ is a system of functions of coordinates, which are usually called 
the Christoffel symbols of the second kind. Composition with the metric 
tensor gives the Christoffel symbols of the first kind, as follows: 

(8.12) 

The system r~ is dependent on the coordinate system and in Descartes 
coordinates all of its components vanish, i.e., r~ = O. It is therefore clear 
that r~ is not a tensor, since a tensor that is equal to zero in one coordinate 
system must remain equal to zero in any other coordinate system. In a 
Riemannian space it is not possible to find a coordinate system to satisfy 
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I the condition 

rk =0 (k,n,p= 1,2, ... ,N) np (8.13) 
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in the entire metric space. 

8.1.1 Differentials of Contravariant Vectors 

Substituting the result (8.11) into the definition (8.8), we obtain the result 
for the differential of a contravariant vector Am, as follows: 

aAm 
DAm = dAm - (lAm = -dxP + rm Andxp (8.14) axp np , 

or 

(8.15) 

8.1.2 Differentials of Covariant Vectors 

In order to derive an expression analogous to the result (8.15) for covariant 
vectors, let us consider an absolute covariant vector Am and an absolute 
contravariant vector Bm. The composition of these two vectors gives an 
absolute scalar AmBm. As the scalars are invariant with respect to the parallel 
translation, we can write 

(8.16) 

or 

(8.17) 

where we have made an interchange of the dummy indices m ** n on the 
right-hand side of Equation (8.17), such that it can be rewritten as 

(8.18) 

As the equality (8.18) is valid for an arbitrary contravariant vector Bm, we 
have 

(8.19) 

On the other hand, analogously to the case of the contravariant vectors, we 
may write 

D'A aAm LJJ n ndxp 
'Nom = dAm - (lAm = --u.,t. - r mp A , 

axp 
(8.20) 
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or 

DA = (aAm _ rn A ) dxP = DAm dxp. 
m axp mp- -n DxP 

(8.21) 

18.21 Covariant Derivatives 
8.2.1 Covariant Derivatives of Vectors 

From Equation (8.15), we conclude that in the tensor analysis the differen­
tial of a contravariant vector dAm, which does not have a tensor character, 
is replaced by the tensor differential DAm. Comparing the results (8.5) 
and (8.15), we see that, following the same approach, we need to replace 
the partial derivative of a contravariant vector with respect to a coordinate, 
which does not have a tensor character either, by the covariant derivative 
of a contravariant vector with respect to a coordinate, as follows: 

aAm DAm 
-- -+--axP DxP ' 

(8.22) 

where the covariant derivative of a contravariant vector is defined by 
(8.15), as follows: 

DAm aAm 
__ - __ +rmAn 
DxP - axp np' 

(8.23) 

In the Descartes coordinates, where r~ 0, the covariant derivative 
reduces to the corresponding partial derivative. 

From the result (8.21), we see thatthe covariant derivative of a covariant 
vector is defined by the expression 

DAm aAm n ----r A DxP - axp mp n· 
(8.24) 

The results (8.23) and (8.24) show that the covariant differentiation of both 
contravariant and covariant vectors gives the corresponding second-order 
tensors. In general, by covariant differentiation we preserve the tensor 
character of an arbitrary tensor, but we increase its order by one. It 
should be noted that for both contravariant and covariant vectors the 
order is increased by one additional covariant index. Because this opera­
tion always increases the number of covariant indices of an arbitrary 
tensor by one, the corresponding derivative has been named the covariant 
derivative. 
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8.2.2 Covariant Derivatives of Tensors 

Let us consider a special case of a second-order contravariant tensor, 
obtained as a product of two contravariant vectors Am and Bm , denoted 
by c mn = AmBn. By parallel translation, we obtain 

o(AmBn) = AmoBn + BnOAm. (8.25) 

Using the definition (8.11), this expression becomes 

o(AmBn) = -AmrZpBkdxp - Bnri;Akdxp 

o(AmBn) = _(r~mBk + r~~kBn) dxf' 

oCmn = -(rZpcmk + rl;ckn ) dx
p

. 

(8.26) 

Because of the linear character of the operation of parallel translation, the 
result (8.26) is also valid for an arbitrary contravariant tensor cmn . As the 
differential of a contravariant tensor Cmn is by definition given by 

(8.27) 

substituting frQm (8.26), we obtain 

DCmn = __ + rn Cmk + rm Ckn dxp. (
8c

mn 
) 

8xP kp kp (8.28) 

From (8.28), the covariant derivative of a second-order contravariant tensor 
emn is defined as 

Dcmn 8cmn 
__ = __ + rn Cmk + rm ekn . (8.29) 
DxP 8xP kp kp 

The same approach can be used for a second-order covariant tensor Cmn = 
AmBn, where we may write 

o(AmBn) = BnOAm + AmoBn 

o(AmBn) = +Bnr~~kdxp +Amr~pBkdxp 

o (AmBn) = (r~~kBn + r~~mBk ) dxf' 
(8.30) 

oCmn = (r~pckn + r~pCmk) dxf'. 

Again, because of the linear character of the operation of parallel transla­
tion, the result (8.30) is also valid for an arbitrary covariant tensor Cmn . As 
the differential of a covariant tensor Cmn is by definition given by 

DCmn = dCmn - OCmn' (8.31) 
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substituting from (8.30), we obtain 

DCmn = (8~; - r~pCkn - r~pCmk) dxf'. (8.32) 

From (8.32), the covariant derivative of a second-order covariant tensor 
Cmn is 

(8.33) 

By simple consideration of Equations (8.29) and (8.33), it is easy to define 
the covariant derivative of a mixed second-order tensor C::Z as 

DC::Z ac::z m k k m 
DxP = 8xP + rkpcn - rnpck · (8.34) 

Analogously to the definitions (8.29), (8.33), and (8.34), it is possible to 
define covariant derivatives of tensors of an arbitrary order and type. As an 
example, let us write down the covariant derivative of a mixed third-order 
tensor C;;;.: 

DC;;;' 8C;;;' rm Cs rS Cm rs Cm 
DxP = 8xP + sp nk - np sk - pk ns· (8.35) 

The example (8.35) clearly represents the general method for construction 
of the covariant derivatives of arbitrary tensors. 

18.31 Properties of Covariant Derivatives 
There are a number of important rules and special cases that apply to 
covariant differentiation. These rules and special cases are frequently used 
in tensor calculations, and the most important ones are listed next. 

1. The covariant derivation is a linear operation and the following 
linearity condition is fulfilled: 

D DAm DBm 
-(aAm + f3Bm) = a- + f3-. (8.36) 
DxP DxP DxP 

2. The covariant derivative of a product of two tensors is defined in the 
same way as the usual derivative of a product of two functions. As 
an example, for the product AmCmn , we may write 

D m DAm mDCmn 
-(A Cmn ) = --Cmn +A --. 
DxP DxP DxP 

(8.37) 
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3. The covariant derivative of the metric tensor is equal to zero. In order 
to prove this proposition, let us observe that for a covariant vector 
DAm, in the same way as for any other vector, we have 

DAm = gmnDAn. 

On the other hand, using Am = gmnAn, we may write 

DAm = D(gmnAn) = gmnDAn + AnDgmn . 

(8.38) 

(8.39) 

As An is an arbitrary vector, by comparison of Equations (8.38) 
and (8.39) we immediately conclude that 

Dgmn = 0 =} Dgmn = o. (8.40) 

In other words, with respect to the operation of covariant differen­
tiation, the metric tensor can be treated as a constant, regardless of 
the coordinate dependence of its components. 

4. The covariant derivative of the o-symbol is equal to zero. In order to 
prove this proposition, we use the earlier results 

Dgnk = 0, Dgmk = o. (8.41) 

Using (6.17) and (8.41), we may write 

Dor;: = D(~kgnk) = gmkDgnk + gnkDgmk = O. (8.42) 

Using (8.34), it is also possible to prove this proposition by direct 
calculation: 

Do': _ aor;: rm ok _ rk om = rm _ rm = O. 
Dx!' - ax!' + kp n np k np np (8.43) 

5. The covariant derivative of an invariant scalar function is equal to its 
ordinary partial derivative, and we may write 

D¢ a¢ 
---- (8.44) 
DxP axp 

The partial derivative of a scalar function is therefore transformed 
as a regular covariant vector. In order to prove this proposition, 
let us observe a scalar ¢ = AmBm, where Am is some absolute 
contravariant vector and Bm is some absolute covariant vector. The 
covariant derivative of the scalar function ¢ is given by 

D¢ D m DAm mDBm 
- = -(A Bm) = --Bm +A --, 
Dx!' DxP DxP DxP 

(8.45) 
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or 

(8.46) 

By interchanging the dummy indices k ~ m, we see that the second 
term on the right-hand side of Equation (8.46) is cancelled by the 
fourth term, and we obtain 

D¢ aAm m aBm a a¢ 
Dx!' = axp Bm + A ax!' = axp (AmBm) = axp ' (8.47) 

which proves the proposition (8.44). 

/8.4j Absolute Derivatives of Tensors 

Let us assume that a curve e in the N-dimensional metric space is given 
by means of N parameter equations 

xm = xm(s) (m = 1,2, ... ,N), (8.48) 

where s is some scalar parameter. Let us now consider a covariant vector 
Am defined along the curve e as a function of the parameter s. 

The absolute derivative of the vector Am with respect to the parameter 
s is defined using (8.21) as follows: 

or 

DAm = (aAm _ rn ) dxP 

ds ax!' m~n ds' 

DAm 

ds DxP ds 

(8.49) 

(8.50) 

In the same way we define the absolute derivative of a contravariant vector 
Am, as follows: 

ds Dxp ds 
--=---- (8.51) 

The definitions of the absolute derivatives (8.50) and (8.51), for covariant 
and contravariant vectors, respectively, are easily generalized to the case 
of an arbitrary tensor. For example, the absolute derivative of a tensor em 
is given by nk 

(8.52) 
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';"here the covariant derivative of the tensor C;;k is given by Equation (8.35), 

i.e., 

DC;;k _ aC;;k + rm CS _ r s Cm _ r s Cm. (8.53) -- - -- sp nk np sk pk ns 
DxP axp 

The properties of the absolute derivative are the ~arn~ as th~ properties of 
the covariant derivative and will not be repeated ill this section. 

~ Chapter 9 

Christoffel Symbols 

[[IJ Properties of Christoffel Symbols 
In order to define various tensor derivatives in the previous chapter, we 
have introduced a system r~, called the Christoffel symbol of the second 
kind. The objective of this chapter is to specify this system and outline its 
most important properties. 

Let us first prove that the Christoffel symbols are symmetric with respect 
to their lower indices. In order to prove this statement we note that if Am is 
an arbitrary covariant vector, then the quantity 

(9.1) 

is a second-order covariant tensor. Let us now assume that the vector Am 
can be given by the expression 

D¢ a¢ 
A ----

m - Dxm - axm' (9.2) 

where ¢ is some arbitrary scalar. Then the expression (9.1) can be written 
in the fonn 

DAm DAp aAm k aAp k 
---=--r Ak--+r Ab DxP Dxm axp my' axm pm (9.3) 
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DAm DAYa
2

4> _ a
2

4> + (rk _ rk ) ~ (9.4) 
DxP - Dxm axPaxm axmaxp pm mp axk' 

I The first and second term in Equation (9.4) cancel each other and we obtain 

(9.5) 

I 
As' the left-hand side of Equation (9.5) is a second-order covariant tensor, I we conclude that the right-h(an~ side: E)q::tion (9.5), i.e., 

rpm - r mp axk ' (9.6) 

I is also a second-order covariant tensor. However, we know by definition of 
the Christoffel symbols that they are identically equal to zero in all points 
of the Euclidean metric space described by the Descartes coordinates. Thus 

I the second-order covariant tensor (9.6) is identically equal to zero in the 
Descartes coordinates. But a tensor that is identically equal to zero in one 
coordinate system must be equal to zero in any other coordinate system. 

I Thus we conclude that 

DAm _ DAp = (rk _ rk ) ~ = O. (9.7) 

I 
I 
I 
I 
I 
I 

DxP Dxm pm mp axk 

As the vector Am, given by 

D4> IN 
A ----m - Dxm - axm' 

(9.8) 

is an arbitrary covariant vector and 4> is an arbitrary scalar function, we 
conclude from Equation (9.7) that 

k rk rpm = mp (k,m,p = 1,2, ... ,N), (9.9) 

and the Christoffel symbols of the second kind are indeed symmetric with 
respectto their lower indices. From (9.9) it is evident that, for the Christoffel 
symbols of the first kind, we have 

rn,pm = rn,mp (m,n,p = 1,2, ... ,N). (9.10) 

Let us now derive the transformation law of Christoffel symbols with 
respect to the transformations of coordinates. If a contravariant vector 
is defined with respect to the systems of coordinates {xk} and {i} by 
N coordinates Am and Am, respectively, then it transforms according to 

Section 9.1 Properties of Christoffel Symbols 

the transformation law 

Using (9.11) we may write 

aA
m 

a (az
m

.) axk a (azm 
.) 

azp = azp a:J Ai = azp axk axi A} , 

or, after calculating the derivative in the parentheses, 

aAm axk azm aAj axk a2zm . 
-=--·-+---Ai 
azp azp ax} axk (JzP axkaxj . 
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(9.11) 

(9.12) 

(9.13) 

The tra~sform~tio.n law (9.13) is just a direct confirmation of the fact that 
the P~lal. denva~ve of a contravariant vector is not a tensor, as we have 
sho~n .1Odlrectly 10 the previous chapter. On the other hand, the covariant 
denvattve of the contravariant vector is a mixed second-order tensor and it 
transforms according to the transformation law 

DAm axk azm DAj 

DzP = azp (Jx j Dxk' (9.14) 

Here we recall the definitions of covariant derivatives of contravariant 
vectors (8.23), in the coordinate system {i}, 

DAm aAm __ 
-- - +rmAn DzP - azp np" , 

and in the coordinate system {xk }, i.e., 

DAj _ aAi j I 

Dxk - axk + rlkA . 

Substituting (9.15) and (9.16) into (9.14), we obtain 

(JAm - m -n axk azm aAj (Jxk azm . 
-+r~ =---+- r}AI 
azp n azp axj axk azp axj lk . 

Substituting (9.13) into (9.17) we obtain 

axk a~ aAj (Jxk a2zm . _ _ 
--. - + ---A) + rm An 
azp aX} axk azp axkaxj np" 

axk azm aAj axk a~ . 
=--.-+--r} Al 

azp ax} axk azp axj lk . 

(9.15) 

(9.16) 

(9.17) 

(9.18) 
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I 
The first term on the left-hand side cancels the first term on the right-hand 
side in Equation (9.18), and by using 

1 

a n 
An-~AI 

- axi ' 
(9.19) 

(9.20) 

As Equation (9.20) is valid for ~ .arbitr
l
ary contra:ari~t vector AI: ~is 

1 tensor can be omitted. After olll1ttmg A and mull1plymg the remammg 
equation by 

1 
we finally obtain 

1 

azp ax] 

axk azm' 
(9.21) 

(9.22) 

Equation (9.22) is the required transformation law for the Christ?ffel sym-

1 boIs, and it shows that the system rik behaves as a tensor only with respect 
to the linear transformations of Descartes coordinate systems, when we 

1 
1 

have 

(9.23) 

In general, as we have concluded before, the Christoffel symbol is not a 
tensor. 

19.2\ Relation to the Metric Tensor 
For practical calculation of the Christoffel symbol we need to find ~ts 

I relation to the metric tensor. In order to find this rel~tiot:l, we start WIth 
the identity (14'l} 

I or 

I 

Ir 
Dgmn agmn k rk Y'o 
-- = -- - rmpgkn - npgmk - , 

dxP axp 

agmn 
oxP = r n,mp + r m.np· 

(9.24) 

(9.25) 

Section 9.2 Relation to the Metric Tensor 

The permutations of indices in Equation (9.25) give the equation 

ogpm 
oxn = r m,pn + rp,mn = 0, 

and, with reversed signs, the equation 

ognp 
- oxm = -rp,nm - rn,pm = O. 
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(9.26) 

(9.27) 

By adding together Equations (9.25), (9.26), and (9.27) and using the 
symmetry property (9.10), we obtain 

r _ ! (ogmn ogpm ognp) 
m,np - 2 oxP + oxn - oxm . (9.28) 

The result (9.28) is a definition of the Christoffel symbol of the first kind as 
a function of the metric tensor. The Christoffel symbol of the second kind 
is then given by 

rm = gmkr =! mk (Ogkn + ogpk _ ognp) (9.29) 
np k,np 2 g oxP oxn oxk . 

The result (9.29) is a definition of the Christoffel symbol of the second 
kind as a function of the metric tensor. Using the definition (9.29), we 
can calculate the contracted Christoffel symbol of the second kind rm as 
follows: nm' 

rm =! (gmk ogkn + mk ogmk _ mk ognm) (9.30) 
nm 2 oxm g oxn g (Jxk . 

Because of the symmetry of the metric tensor and the symmetry of the 
Christoffel symbol with respect to the interchange of its lower indices, the 
first term in the parentheses of Equation (9.30) cancels the third term, and 
we obtain 

rm -! mk (Jgink (9.31) 
nm - 2 g oxn · 

The determinant of the metric tensor is given by the expression (6.12) as 
follows: 

(9.32) 

where Gmk is a cofactor of the determinant igmni that corresponds to 
the element gmn· The differential of the determinant g is, in view of 
Equation (9.32), equal to 

(Jg 
dg = -a -dgmk = Gmkdgmk, (9.33) 

gmk 
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Using now the definition of the contravariant metric tensor (6.16), i.e., 

in Equation (9.33), we obtain 

Substitutulg (9.35) into the result (9.31), we obtain 

rm = ~~ aln~ 
nm 2g axn axn 

If we now recall the result (6.17) in the form 

mk ~m 
g gnk = Un' 

we may contract it to obtain 

mk ~m N g gmk = Um = (k,m= 1,2, ... ,N). 

Thus by differentiation with respect to the coordinate xn, we have 

~ mk _ mkagmk ag
mk 

_ 0 
axn (g gmk) - g axn + gmk axn - , 

or 

(9.34) 

(9.35) 

(9.36) 

(9.37) 

(9.38) 

(9.39) 

(9.40) 

Thus there is an alternative expression for the contracted Christoffel symbol 
of the second kind obtained by substituting (9.40) into (9.31): 

m 1 agmk 

rnm = -"2gmk axn . (9.41) 

It is also of interest to calculate the quantity gknrk:z, since it frequently 
appears in various calculations in the tensor analysis. This quantity is, by 
definition, given by 

knrm _ kn mlr _ ~ kn ml (ag1k + agnl _ agkn ) 
g kn - g g l,kn - 2 g g axn axk axl . (9.42) 

Using the symmetry of the metric tensor and interchanging the dummy 
indices k B- n, we see that the first two terms in the parentheses of 
Equation (9.42) are equal to each other. Thus we may rewrite (9.42) 

Section 9.2 Relation to the Metric Tensor n 
as follows: 

lnrm = kn~l (agkl _ ~ agkn ) 
kn g axn 2 axl . (9.43) 

The first term on the right-hand side of Equation (9.43) can be rewritten as 
follows: 

gkngml agkl _ kn a (ml) kn a~l 
axn - g axn g gkl - g gkl axn 

a agml a mn = gkn_(om) _ On_ =_---L 
aXn k 1 aXn OXn . (9.44) 

Combining the results (9.31) and (9.36), we may write 

~ln agkn _ ~~ _ a Iny'g 
2 oxl - 2goxl - aT' (9.45) 

and the second term on the right-hand side of Equation (9.43) becomes 

_~ ml kn0gkn __ mlalny'g _ mn I oy'g 
2 g gal - g I - - g - -. (9.46) 

x ax y'g axn 

Substituting (9.44) and (9.46) into (9.43) we obtain 

gknrk:z = _ (ogmn + gmn_l_ ay'g) 
axn y'g oxn 

= -- Jg-g- +gmn--.! (9.47) I ( 0 mn ay'g) 
y'g oxn axn ' 

and using the rule for the derivative of the product y'gg"ffl, we finally obtain 
the expression for the quantity gknr~ as follows: 

kn m 1 a ( g r
kn 

= ___ Jggmn). 
,,;g oxn . 

(9.48) 
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~ Chapter 10 

Differential Operators 

[IQJJ The Hamiltonian V-Operator 
In the ordinary three-dimensional Euclidean metric space the Hamiltonian 
V -operator is defined by the expression 

a 
Vm = am = - (m = 1,2,3). (10.1) axm 

However, by acting with this operator on an arbitrary vector or tensor 
we obtain a system that does not have the tensor character, as shown 
by, e.g., Equation (9.13). In an arbitrary N-dimensional generalized 
curvilinear coordinate system, instead of V m, we therefore use the covariant 
Hamiltonian operator Dm, defined by 

D 
Dm = Dxm (m = 1,2, ... ,N). (10.2) 

Using the operator Dm , we define the operators called gradient, divergence, 
curl, and Laplacian in the following four sections. 

110.21 Gradient of Scalars 
The gradient of a scalar function ¢ is a covariant vector with its covariant 
coordinates defined as follows: 

D¢ 3¢ D A. __ -_ 
m,+, - Dxm - 3xm· (10.3) 
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The contravariant coordinates of the gradient of a scalar </> are obtained as 
follows: 

nm = mn D</> = mn o</> 
v </> g Dxn g axn· (10.4) 

In the orthogonal curvilinear coordinates, with the metric form given 
by (6.60), i.e., 

(l0.5) 

the physical coordinates of the gradient of a scalar </> are given by 

1 1 a</> 
D(m)</> = hM Dm</> = hM oxm (m, M = 1,2,3). (10.6) 

The definition (10.6) gives the correct physical coordinates of the gradient 
in the well-known cases of cylindrical and spherical coordinate systems. As 
an illustration, let us consider the spherical coordinates where, using (6.65) 
and (6.66), we may write 

xI=r, x2 =(), 
hI = 1, h2 = r, 

x3 = cp 
h3 = rsine. 

(10.7) 

The gradient of a scalar function </> is then, according to (10.6), given by 

a</>~ 1 a</>~ 1 a</>~ (108) 
grad </> = -;;-er + - ae eo + -·-e -a ecp, . ur r rsm cp 

where er , eo, and ecp are the unit vectors in spherical coordinates. 

1110.31 Divergence of Vectors and Tensors' 
The divergence of an arbitrary contravariant vector Am is a scalar obtained 
by the composition of the covariant Hamiltonian operator Dm with that I contravariant vector Am, i.e., 

I 
I 

m oAm m n 
DmA = -- + r nmA . 

axm 

Using here the result (9.36), we may write 

m aAm oln.y'g n 
DmA =-+--A. 

axm axn 

(10.9) 

(10.10) 

Section 10.3 Divergence of Vectors and Tensors 
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Since n is a dummy index in the second term on the right-hand side of 
Equation 00.10), it can be changed to m. Thus we may write 

D Am _ aAm 1 a.y'g m 
m ---+---A 

axm .y'g axm 

DmAm = - h-- + _V_cAm . 1 ( aA
m 

a Ig ) 
.y'g axm axm (10.11) 

F!nally, the expression for the divergence of the contravariant vector Am is 
gIVen by 

(10.12) 

If a vector is defined by its covariant coordinates Am, then the divergence 
of such a vector is written in the form 

DmAm = gmnDnAm = Dn(gmnAm), (10.13) 

w?ere we have used the property that the metric tensor behaves as a scalar 
WbItth. respect to covariant differentiation. In such a case, using (10.12), we 
o am 

(10.14) 

Analogousl~ to the case of a contravariant vector (10.12), it is possible to 
?e~ne the dIVergen~e of an arbitrary tensor with respect to one of its upper 
mdIces. Thus, the dIVergence of the tensor T;ln is defined by 

D rmn __ 1 a ( r,:;Tmn) 
m p - .y'g axm V g p . (10.15) 

In the orthogonal curvilinear coordinates, with the metric form given 
b~ (10.5), we have yIg = hIh2h3, and the physical coordinates of the 
divergence of a contravariant vector Am are given by 

m = --- hlh2h3--D Am 1 a ( A(m) ) 
hlh2h3 axm hM' (10.16) 

where the physical coordinates of the contravariant vector Am are given by 

A(m)=hMA
m 

(m,M=I,2,3). (10.17) 

~e defini~on (10.16) gives the correct physical expressions for the 
dIvergence III th.e wel1-~own cases of cylindrical and spherical coordinate 
systems. As an IllustratIOn, let us again consider the spherical coordinates 



I 
I 
I 

I 
I 
I 
I 
I 
I 
I 
I 
I 

82 Chapter 10 Differential Operators 

defined by (10.7). The physical expression for the divergence of the vector 
A in the spherical coordinates is given by 

~ 1 a (2) 1 0 . 1 OAcp 
div A = 2"- r Ar + -.-- (smeAe) + -.--. 

r or rsme ae rsme ae 
(10.18) 

Curl of Vectors 
In an arbitrary N-dimensional metric space the curl of a vector function Am 
is a second-order covariant tensor F mn, defined by the expression 

Fmn = DmAn - DnAm (m,n = 1,2, ... ,N). (10.19) 

In the special case of a three-dimensional metric space, it is possible to 
construct a contravariant vector Ck related to the tensor (10.19) using 
the three-dimensional totally anti symmetric Ricci tensor [,;kmn, defined 
according to the general definition (6.23) as follows: 

[,;kmn = _1_ekmn (k,m,n = 1,2,3). 
-18 

(10.20) 

Thus the curl in the three-dimensional metric space is defined by 

k 1 kmn kmn 1 kmn C = -[,; Fmn = [,; DmAn = -e DmAn. 
2 -18 

(10.21) 

In the orthogonal curvilinear coordinates, with the metric form given . 
by (10.5), we have -18 = h}h2h3, and the physical coordinates of the curl 
of a covariant vector An are given by 

(10.22) 

where the physical coordinates of the covariant vector An are given by 

An 
ACn) = - (n,N = 1,2,3). 

hN 
(10.23) 

As the expression (10.22) is somewhat more complex and generally not 
readily understood, we expand it for the three components of the curl in 

Section 10.5 LaplaCian of Scalars and Tensors 
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three dimensions: 

curl(l) A = _1_ (O(h3A(3) _ O(h2AC2)) 
h2h3 ox2 ox3 

curl(2) A = _1_ (a(hIACl) _ o (h3AC3) ) 
hIh3 ox3 oxI (10.24) 

curl(3) A = _1_ (O(h2AC2) _ O(hIA(1)) 
hIh2 axl ox2 ' 

The expressions (10.24) are usually structured into a determinant defined 
as follows: 

~ 1 hI! h22 h33 
curIA =-- iI iI iI 

hIh2h3 ax! ax2 ilx3 

hIACl) h2A(2) h3A (3) 

(10.25) 

The definition (10.25) gives the correct physical expressions for the 
components of the curl of a vector function in the well-known cases of 
cylindrical and spherical coordinate systems. As an illustration we can 
write down this d~terminant for the spherical coordinates defined by (10.7). 
Thus we may wnte 

or 

er r ee 
~ 1 a a 

curl A = --- -ar ae 
r2 sine 

Ar rAe 

rsin e ecp 
a 

acp 
r sine Acp 

curl A = -. - - (sm e A ) - - e ~ 1 [a. aAe] ~ 
rsme oe 'I' ocp r 

(10.26) 

+ - ---- - - rA e _ r ... 1 [ 1 oAr 0 ] ~. 1 [ a oA ] 
r sinO ocp or ( '1') e + r or (rAe) - aa ecp. 

(10.27) 

110.51 Laplacian of Scalars and Tensors 
!he Laplacian of a scalar function in the three-dimensional vector analysis 
IS defined by the expression 

b..¢ = div (grad ¢). (10.28) 
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In the tensor analysis this expression becomes 

(10.29) 

From (10.29) we see that the Laplacian of the scalar function </> is a 
divergence of a vector given by its covariant coordinates 

o</> 
Dn</>=-· 

oxn 
(10.30) 

Using here the definition (10.14) of the divergence of a vector defined by 
its covariant coordinates, we may write 

1 0 ( mn o</» 
~</> = y'g oxm Jgg oxn . (10.31) 

In the orthogonal curvilinear coordinates, with the metric form given 
by (10.5), we have y'g = hlh2h3 and the Laplacian of the scalar function </> 
becomes 

(10.32) 

where 

(10.33) 

Substituting (10.33) into (10.32) we obtain 

I [0 (h2h3 o</» 
~</> = hlh2h3 oxl --,;;- oxl 

+~ (hlh3 ~) + ~ (hlh2 ~)J . 
ox2 h2 ox2 ox3 h3 ox3 (10.34) 

The definition (10.34) gives the correct physical expressions for the 
Laplacian in the well-known cases of cylindrical and spherical coordinate 
systems. As an illustration, in the spherical coordinates defined by (10.7), 
the expression for the Laplacian becomes 

~ = ~~ ( r2o</» + _1_~ (sine
O

</» + ~ a
2

</>. 
</> r2 ar or r2 sin e ae oe r2 sm2 e acp2 

(10.35) 
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110.61 Integral Theorems for Tensor Fields 
In the three-dimensional vector analysis there are two important integral 
theorems, called the Stokes theorem and the Gauss theorem. These 
theorems remain valid in the tensor analysis and their formulation is 
generalized in such a way that they can be applied to integrals in arbitrary 
N-dimensional metric spaces. These theorems in the tensor notation will 
be discussed in the rest of this section. 

10.6.1 Stokes Theorem 

In the usual three-dimensional vector notation the Stokes theorem is 
defined as 

i A . dr = Is curl A . dB. (10.36) 

The integral on the right-hand side of Equation (10.36) is a surface integral 
over a surface S bound by a closed contour C. The integral on the left-hand 
side of Equation (10.36) is a line integral round the closed contour C running 
along the boundaries of the surface S. In the tensor notation the formulation 
of the Stokes theorem has the following form: 

i Amdxm = ~ Is F mndS
mn

, (10.37) 

whereFmn is the curl tensor of the vector Am, defined by Equation (10.19), 
i.e., 

(10.38) 

On the other hand, 

(10.39) 

is the contravariant tensor of an infinitesimal element of the surface S. 
From the definition (10.37) we see that the Stokes theorem in tensor 

notation is valid for arbitrary generalized metric spaces. Let us now 
prove that Equation (10.37) is equivalent to Equation (10.36) in the 
three-dimensional metric space. We first note that in the three-dimensional 
space we have 

(10.40) 

From (10.40) we see that the integrals on the left-hand sides of Equa­
tions (10.36) and (10.37) are indeed equivalent to each other. In order to 
prove that the right-hand sides of Equations (10.36) and (10.37) are also 
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equivalent to each other, it is convenient to introduce a three-dimensional 
covariant surface vector as follows: 

1 mn 1r.:; mn 
dSk = -8kmndx dx = -vgekmndx dx . 

2 2 
(10.41) 

In the Descartes coordinates, where ,.,;g = 1, the components of this vector 
are given by 

(10.42) 

Furthermore, analogously to (10.21), it is convenient to introduce the con­
travariant curl vector, denoted by Ck and related to the tensor F mn by the 
expression 

k 1 k'l k'l 1 k'l (~)k C = 28 :j Fjl = 8 :j DjAI = ,.,;ge" DjAI = curIA . 

Using (10.43) we may write 

curl A . is = (curIA)k dSk = ~ekjlekmnDjAldxmdxn. 

On the other hand, the e-symbols satisfy the identity 

ekj1ekmn = 8~8~ - 818~. 

Substituting (10.45) into (10.44) we obtain 

curl A . is = ~ (8~8~ - 8~8~) DjAldxmdxn 

~ ~ 1 
curl A . dS = 2 (DmAn - DnAm) dxm dxn 

~ ~ 1 
curl A . dS = 2FmndSmn . 

(10.43) 

(10.44) 

(10.45) 

(10.46) 

From (10.46) we see that the integrals on the right-hand sides of 
Equations (10.36) and (10.37) are also equivalent to each other in the 
three-dimensional metric space. 

10.6.2 Gauss Theorem 

In the usual three-dimensional vector notation the Gauss theorem is defined 
by means of the equation 

is A . is = in div A dQ. (10.47) 

The integral on the right-hand side of Equation (10.47) is a volume integral 
over a volume Q bound by a closed surface S. The integral on the left-hand 
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side of Equation (10.47) is a surface' 
enclosing the volume Q. The volume ertegral ov~r the cl~sed surface S 
the weight M = -1 If th I eme~t dQ IS a relative scalar with 

. e vo ume element IS defined w'th 
systems of coordinates {.xk} and {Zk} b dQ and - m 1 res~ct to the 
according to the Jacobi theorem it tr ~ dQ ,respectively, then 

anSLorms as follows: 

dQ = I !:: I dQ = ~ -ldQ. (10.48) 

:ner~fore, in the tensor formulation of the Gauss 
mvanant volume element JgdQ to obtain theorem, we use the 

J AmdS - { D Am r.:;drl fs m - 1n m V g ~,. (10.49) 

The tensor formulation of the G . 
arbitrary generalized metric s ace auss th~orem (10.48) IS valid for 
and (10 48)' th D P~. The eqUivalence of Equations (10.47) 

'd . m e escartes coordmates, where r.:;g = 1 and D - V . 
eVI ent. "10 m - m, IS 

. The Gauss theorem can be extended to the ' 
WIth at least one Upper index As an If, case, of an arbItrary tensor 
T;:m, the Gauss theorem is given byexamp e, or a rruxed third-order tensor 

is T;:mdSm = i DmTr:" JgdQ, (10,50) 
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~ Chapter 11 

Geodesic Lines 

In Euclidean metric spaces the shortest distance between two given points 
is a straight line. However, even the simplest example of a two-dimensional 
Riemannian space on the surface of a unit sphere shows clearly that in the 
Riemannian spaces there are in general no straight lines. It is therefore of 
interest to find the curves of minimum (or at least stationary) arc length 
connecting the two given points in a Riemannian space. 

In Riemannian spaces, we in general do not impose the requirement to 
find the lines of minimum arc length, and we replace it by the requirement to 
find lines with a stationary arc length between the two given points. We can 
illustrate this on the simple example of the two-dimensional Riemannian 
space on the surface of a unit sphere. For both arcs on the same circle, 
connecting the two given points on the unit sphere, we can only say that 
their length is of a stationary character, but we cannot say that they are of 
minimum length. 

The curves with stationary arc length between two given points A and B 
are called the geodesic lines, and they are determined by the solutions of the 
corresponding geodesic differential equatif;ms. In order to construct these 
differential equations, we will use the variational calculus and Lagrange 
equations, which will be derived in the next section. 

111 .1 1 Lagrange Equations 
Let us observe two fixed points A and B in an arbitrary metric space. Their 
coordinates are given by the parameter equations 

(11.1) 

89 
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90 Chapter 11 Geodesic Lines 

A( ~ )B 
C' 

Figure 3. Curves connecting the fixed points A and B 

where s is the arc-length parameter. Between the fixed points A and B we 
can draw a family of curves of various arc lengths, as shown in Figure 3. 

Within the family of curves, which connect the two fixed points A and 
B as shown in Figure 3, there is a single curve C with a stationary arc 
length, which we call the geodesic line. All other curves between the two 
fixed points A and B, e.g., C' and C", do not have a stationary arc length 
and they deviate from the geodesic lines by some variations 8xm(s) for all 
values of the parameter s. It should be noted that points A and B are fixed 
and common for all the curves connecting these two points. Therefore, the 
variations 8xm at these two points are equal to zero: 

(11.2) 

Let us now define a function, 

L=L(Xm, ~;,s), (11.3) 

along each of the lines connecting the points A and B. This function may 
depend on the coordinates ~ and their first derivatives with respect to 
the parameter s, as well as on the parameter s itself, as indicated in the 
definition (11.3). This function is usually called the Lagrange function or 
Lagrangian. The integral of this function between the points A and B is 
given by 

1= rSH 

L (xm, dx
m

, s) ds, 
lSA ds 

(11.4) 

and it is usually called the action integral. According to the Hamiltonian 
variational principle, the integral (11.4) has a stationary value along the 
geodesic line C. Using the variational principle, we can derive the differ­
ential equation satisfied by the Lagrangian function 01.3). The variation 
of the action integral (11.4) along the geodesic line C is equal to zero, and 
we may write 

i SH ( dx
m

) 81= 8L xm,_,s ds=O. 
SA ds 

01.5) 
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By definition of the variation we have 

8L =L xm +8xm,- +8-,s -L xm,_,s . ( 
dxm dx

m
) (dx

m
) 

ds ds ds 
01.6) 

Since the variations of the coordinates and their derivatives with respect 
to the parameter are small, we can expand the first term on the right-hand 
side of Equation (11.6) into a Taylor series and keep only the zeroth- and 
first-order terms. Thus we obtain 

8L = L (xm, dx
m 

,s) + aL 8xm + aL 8dxffl _ L (xm, dx
m 

,s) 
ds axm a( ~:) ds ds 

aL m aL tJxffl 
=-8x +-( )8-. axm a dxm ds 

ds _ 

(11.7) 

Since the differentiation with respect to the parameter is independent from 
the variation, the order of these two operations can be interchanged. Thus 
we may write 

aL m aL d ( m) 
8L = -<5x + ( ) 8x, axm a dxm ds 

ds 

(11.8) 

or 

Substituting (11.9) into 01.5) we obtain 

M = f { :~ -~ [a (~) ] } ~xm ds + a (~(' :: = o. 

(11.10) 

The second term of Equation (11.1 0), which is calculated at the boundary 
points of the geodesic lines A and B, vanishes due to the condition (11.2). 
Thus we obtain 

(11.11) 
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92 Chapter 11 Geodesic Lines 

Since the variations 8xm are arbitrary and in general different from zero, 
the result (11.11) requires that the following equations be satisfied: 

aL d [ aL ] - - - ( ) = 0 (m = 1,2, ... ,N) 
axm ds a dxm 

ds 

01.12) 

The system of N Equations 01.12) is a system of differential equations 
that must be satisfied by the Lagrangian function (11.3) along the geodesic 
line C. These equations are usually called the Lagrange equations. 

111 .21 Geodesic Equations 
in order to construct the geodesic equations that define the curve with a 
stationary arc length, we may choose the arc length itself as the action 
integral with zero variation. Using the expression (6.38) we write 

JSB dxk dxn 
1= gkn--ds. 

SA ds ds 
(11.13) 

From (11.13) we see that the Lagrangian function is given by the expression 

L= 

and it is equal to unity along the geodesic line C, where 

ds2 = gkndxk dxn (k, n = 1,2, ... ,N). 

(11.14) 

01.15) 

Along the geodesic line, where the metric condition (11.15) is fulfilled, we 
have 

(11.16) 

and 
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By interchanging the dummy indices k ++ I, we may rewrite the second 
term on the right-hand side of the result 01.17) as follows: 

agml dx
l 
dx

k 
1 (agml agmk ) dxl d,xk 

axk ds ds = 2 axk + axl ds-;t;· (11.18) 

Substituting (11.18) into (11.17) we obtain 

d [ aL] d
2
x

l 
1 (agml agmk ) dx

l 
dx

k 

ds a( rIJ:) = gml ds2 + 2 axk + axl ds-;t;· 01.19) 

On the other hand we have 

(11.20) 

Using the metric condition (11.15), we obtain 

aL 1 aglk dxl d,xk 
axm = 2 axm ds -;t;. (11.21) 

Substituting (11.19) and 01.21) into the Lagrange Equations (11.12), we 
obtain 

(11.22) 

Now, using the definition of the Christoffel symbols of the first kind (9.28), 
i.e., 

01.23) 

we obtain from (11.22) 

01.24) 

The composition of Equation (11.24) with the contravariant metric tensor 
gmn gives the most commonly used formulation of the geodesic equations, 
as follows: 

d2xn dxl dxk 
--+rn--=o. 
ds2 lk ds ds (11.25) 
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94 Chapter 11 Geodesic Lines 

If a set of parameter equations of some curve C in a generalized 
N -dimensional metric space is given by 

xn = xn(s) (m = 1,2, ... ,N), 

then the tangent vector to this curve is defined by 

dxm 

um =_ (m=I,2, ... ,N). 
ds 

Using (11.27), Equation (11.25) can be written in the form 

Using Equation (11.22) we can also write 

(11.26) 

(11.27) 

(11.28) 

(11.29) 

Interchanging the dummy indices l B k in the second term on the left-hand 
side of Equation (11.29), we obtain 

(11.30) 

On the other hand, using the definition Um = gmlu1, we may write 

dUm d (I) du1 dgml I _ du1 agml [ k -- = - gm[U = gml- + --u - gml- + --k u U . 
ds ds ds ds ds ax 

(11.31) 

Substituting (11.31) into (11.30), we obtain 

(11.32) 

I or 

I (11.33) 
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The equation (11.33) is an alternative form of the geodesic equations, which 
does not explicitly involve the Christoffel symbols. Using the geodesic 
Equations (11.25), we may also write 

dun n [dx
k 

(au
n 

n I) dJ;k 
d; + f1ku d; = axk + r1ku d; = O. (11.34) 

or, using the definition of the covariant derivative of a contravariant 
vector (8.23), 

(11.35) 

we find that the absolute derivative of the tangent vector (11.27) with respect 
to the parameter s is equal to zero: 

Dun 
-=0. 
ds 

(11.36) 

This means that if we translate the vector um along the geodesic line from 
the point xm to the point xn + dxm, it will coincide with the tangent vector 
u
m + dum at the point xn + dxm. This is a specific property of the tangent 

vector um along the geodesic line. In the Descartes coordinates, where ra: = 0, the geodesic differential equation becomes 

d2yn 
ds2 = O. (11.37) 

The solution of this equation is a set of linear equations 

(11.38) 

which represent the parameter equations of a straight line, which confirms 
our earlier statement that the geodesic lines in the Euclidean metric spaces 
are straight lines. 
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~ Chapter 12 

The Curvature Tensor 

112.1 1 Definition of the Curvature Tensor 
In the Riemannian space the parallel translation of a vector between two 
given points is a path-dependent operation, i.e., it gives different results 
along different paths. In particular, if a vector is parallelly translated along 
a closed path back to the same point of origin, it will not coincide with the 
original vector. Let us therefore derive a general formula for the change 
of a vector after a parallel translation along some infinitesimally small 
closed contour C. This change, denoted by M m , is obtained using the 
result (8.19), in the following manner: 

(12.1) 

U sing the Stokes theorem, this line integral over the closed contour C can 
be transformed into a surface integral over a surface S bound by the closed 
contour C, i.e., 

where we use the covariant operator i" 0 . ,,' 

D 
Dk=-k· 

Dx 

(12.2) 

(12.3) 

97 
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98 Chapter 12 The Curvature Tensor 

Let us also, for the sake of simplicity, introduce the non-tensor operator 

a 
ak = axk · (12.4) 

Using the definition of the covariant derivative of a second-order covariant 
tensor (8.33), we may then write 

DkCmp = akCmp - r~kClp - r;kCm1 

DpCmk = apCmk - r~pClk - rkpCml. 

Subtracting the two Equations (12.5) from each other we obtain 

DkCmp - DpCmk 

= akCmp - r~kClp - r~kCml - apCmk + r~pClk + rkpCml 

(12.5) 

= akCmp - apCmk + r~pClk - r~Clp + r~Cml - r~kCml. (12.6) 

Using here the symmetry of the Christoffel symbols with respect to their 
lower indices, we see that the last two terms in Equation (12.6) cancel each 
other. Thus, using the symmetric surface tensor dSkp = dSPk , we may write 

(DkCmp - DpCmk) dSkp 

(12.7) 

By interchanging the indices k ~ p in one of the last two terms in paren­
theses and using the symmetry of the surface tensor dSkp, we see that these 
two terms cancel each other. The result (12.7) therefore becomes 

(DkCmp - DpCmk)dSkp = (akCmp - apCmk)dSkp 

Applying (12.8) with Cmp = r~0n in Equation (12.2), we obtain 

Mm = ~ t [ak (r~0n) - ap (r~kAn ) ] dS
kp

, 

or 

(12.8) 

(12.9) 

Mm = ~ t (akr~0n - apr~0n + r~pakAn - r~apAn) dSkP . 

(12.10) 

On the other hand, the change of the vector An along the contour C is due 
to the parallel translation (8.19) and is given by 

8An = r~01dxp ===> apAn = r~01. (12.11) 
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Substituting (12.11) into (12.10), we obtain 

Mm = ~ t (akr~0n - apr~n + r~pr~l - r~kr~01) dSkp. 

(12.12) 

As the labels of the dummy indices are irrelevant, we can interchange the 
indices n ~ I in the last two terms ofthe integral (12.12). Thus we obtain 

Introducing here the notation 

(12.14) 

the result (12.13) becomes 

(12.15) 

Since the closed contour C is infinitesimally small, it is possible to replace 
the integrand of the integral (12.15) by its value at some point enclosed by 
the contour C, and to bring it outside the integral. Thus, we finally obtain a 
general formula for the change of a vector after a parallel translation along 
some infinitesimally small closed contour C in the form 

(12.16) 

The mixed fourth-order tensor defined by the expression (12.14) is called 
the curvature tensor of a given metric space. The tensor character of the 
curvature tensor is evident from (12.16), since An is a covariant vector, 
IlSkp is a contravariant surface tensor, and Mm is a difference of two 
covariant vectors at the same point on the contour C. The curvature tensor 
plays the key role in the theory of gravitational field and is very important 
in tensor analysis in general. 

The formula. analogous to (12.16), for a contravariant vector Am can 
be obtained using the fact that a scalar AmBm is invariant under parallel 
translations. Thus we may write 

Il(AmBm) = MmBm + AmllBm 

= MnBn + AmllBm = o. (12.17) 
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USi,ng here the result (12.16) we obtain 

MnBn +Am~R~kpBn~Skp = (Mn + ~~k~m~skp )Bn = O. 

(12.18) 

As the covariant vector Bn is arbitrary, we obtain the fonnula 

(12.19) 

In a given Euclidean space the curvature tensor is identically equal to 
zero, since it is possible to choose the coordinates where r~p == 0 and 
therefore R~p = 0, in the entire metric space. Because of its tensor char­
acter, the curvature tensor is then equal to zero in any other coordinate 
system defined in the Euclidean metric space. It is related to the obser­
vation that, in the Euclidean metric space, the parallel translation is not a 
path-dependent operation and the parallel translation along a closed curve C 
does not change the translated vector. 

The reverse argument is valid as well. If the curvature tensor is equal 
to zero in the entire metric space, i.e., R~p = 0, then such a space is 
Euclidean. Indeed, in any metric space, it is possible to construct a local 
Descartes system in an infinitesimally small portion of that space. On the 
other hand, if R~p = 0 in the entire space, then the parallel translation 
is a unique path-independent operation by which this infinitesimally small 
portion of a given space can be translated to any other portion of that space. 
Thus we may construct Descartes coordinates in the entire space and the 
given space is Euclidean. 

As a summary, the criterion for determining the character of a space 
is that a metric space described by a metric tensor gmn is Euclidean if and 
only if R~kp = O. 

\12.21 Properties of the Curvature Tensor 
From the definition of the curvature tensor 

(12.20) 

it is easily seen that it is anti symmetric with respect to the interchange of 
the last two lower indices k ~ p, such that we have 

(12.21) 
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It is also possible to show that the curvature tensor satisfies the following 
identity: 

(12.22) 

In order to prove the cyclic identity (12.22), let us rewrite (12.20) as follows: 

R~p = Okr~ - opr~ + r~rzk - r~kr~ 

R;mk = Omr;k - Okr;m + r~krlm - r~mrlk (12.23) 

R'/cpm = oprZm - omr'/cp + rimr~ - r~rlm' 
By inspection of Equations (12.23), using the symmetry of the Christoffel 
symbols with respect to the interchange of the two lower indices, we see 
that for each tenn in these three equations there is a countertenn with 
the opposite sign. Thus, by adding together the three equations (12.23) 
we obtain the cyclic identity (12.22). In addition to the mixed curvature 
tensor (12.20), it is sometimes useful to define the covariant curvature 

tensor by 

(12.24) 

or, using the definition (12.20), 

Rmnkp = gmlokr~p - gmlopr~ + r~pr m,lk - r~r m,lp' (12.25) 

In order to obtain a more symmetric fonn of the covariant curvature 
tensor (12.24), we use Equation (9.25) in the fonn 

Opgml = rl,mp + r m,lp 

ihgm/ = r/,mk + r m,lk 
(12.26) 

and the definition of the Christoffel symbol of the first kind (9.28) in 

the form 
1 r m,np = "2 (opgmn + ongpm - omgnp). (12.27) 

Using (12.26) and (12.27) we can calculate 

gm/Okr~p = gm/Ok (g/srs,np) = (gmlOkg
ls

) rs,np + 8:nOkr s,np 

= - (isOkgml) rs,np + Okr m,np = -r~pOkgml + Ok r m,np 

= -r~p (rl,mk + r m,lk) + ~ (OkOpgmn + okongpm - OkOmgnp) . 
(12.28) 
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By interchanging the indices k B- P in (12.28) we also obtain 

I gmlopr~k = - r~k (rl,mp + r m,lp) 

1 

l 
+ 2" (apchgmn + apangkm - apamgnk) . 

ubstituting (12.28) and (12.29) into (12.25) we obtain 

I 
I 

Rmnkp = -r~p (rl,mk + r m,lk) + r~k (rl,mp + r m,lp) 

1 
+ 2" (akapgmn + akangpm - akamgnp) 

1 
- 2" (apakgmn + apangkm - apamgnk) 

+ r~pr m,lk - r~r m,lp' 

(12.29) 

(12.30) 

I 
+ r~krl,mp - r~prl,mk. (12.31) 

t· nally we obtain the alternative expression for the covariant curvature 
nsor in the form . 

I 
+ glj (r~kr~p - r~primk) . (12.32) 

lr~m the ex~res~ion (12.32) we s~e that the covariant curvature tensor is 
l;.ttsymmetnc WIth respect to the mterchange of both the first two indices 
(m B- n) and the last two indices (k B- p). Thus we have 

I Rmnkp = -Rnmkp, Rmnkp = -Rmnpk. (12.33) 

From the expression (12.32) we also see that the covariant curvature tensor 

l symmetric with respect to the interchange of the first two indices and the 
st two indices (mn B- kp), i.e., 

I . Rmnkp = Rkpmn. (12.34) 

I'urthermore we note that the cyclic property (12.22) also remains valid 
after the contraction with the covariant metric tensor, such that we have 

I Rmnkp + Rmpnk + Rmkpn = O. (12.35) 
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Using (12.33) and (12.34), it can also be shown that the cyclic properties 
analogous to (12.35) are valid not only for the last three, but also for any 
three indices of the covariant curvature tensor. 

112.31 Commutator of Covariant Derivatives 
In the Descartes coordinates, with Dk = ak. it is allowed to change the order 
of the covariant differentiation with respect to the two different coordinates. 
In other words, we may write 

(12.36) 

or 

(12.37) 

where AP is an arbitrary contravariant vector. Since AP is an arbitrary con­
travariant vector, it can be omitted and we can write the corresponding 
operator expression as follows: 

(12.38) 

The quantity [Dm, Dk], introduced in (12.38), is called the commutator of 
the two operators Dm and Dk. This commutator is equal to zero in the 
Descartes coordinates. Let us now calculate the commutator [Dm, Dk] in 
the arbitrary curvilinear coordinates. In order to calculate this commutator, 
we first calculate 

DkDmAP = Dk(amAP + rf:mAn) 

DkDmAP = ak(amAP + r~An) 

+ rfl(amAI + r~~n) + rim(ozAP + rfnAn) 

DkDmAP = akamAP + r~akAn +Anakr~ 
+ rflamAI + r~r~~n - rimalAP - rimrfnAn. 

Analogously, we may write 

DmDkAP = amakAP + rinamAn + Anamrin + r~lakAI 
+ r~zrfmAn - r~kazAP - r~rfnAn. 

(12.39) 

(12.40) 

If we now form thedifference between the expressions (12.39) and (12.40), 
we see that several terms cancel each other, i.e., the first term cancels the 
first term, the second term cancels the fourth term, the fourth term cancels 
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t second term, the sixth term cancels the sixth term, and the seventh term 
.cels the seventh term. Thus we obtain 

(DkDm - DmDk)AP = (dkr!:m - dmrP
kn + rPklrl - r P rl ) An mn ml nk . 

I (12.41) 

~ow, substituting the definition of the curvature tensor (12.14), i.e., 

I It = dk rp - d r P + rl r P - rl r P 
nkm mn m kn mn kl nk ml' (12.42) 

nto Equation (12.41), we obtain 

I (12.43) 

n l~e with the criterion for determining the character of a space, discussed 
IIher, we conclude from (12.43) that the change of the order of the covari­
It differentiation is allowed only in the Euclidean metric spaces with the 
,ero curvature tensor, i.e., with ~m = o. 

I 
~ Ricci Tensor and Scalar 

10m the curvature tensor (12.14), by contraction of the single contravariant 
rrdex with the second covariant index, it is possible to construct a covariant 
rOnd-Order tensor, called the Ricci tensor, as follows: 

R =RP - -RP mn mnp - mpn· (12.44) 

ling here the definition of the curvature tensor (12.14) we may write 

Rmn = anr;m - dpr~n + r~pr~l - r!:mrfp. (12.45) 

Is easily verified that the Ricci tensor can only be defined as in (12.44). 
t us for example consider the alternative contracted tensor Rk which 

b . kmn' an e wntten as follows: 

I (12.46) 

1rom the definition (12:46) we see that RZmn is a scalar product of the 

t: .. k 
etnc metnc tensor gP and the anti symmetric covariant curvature 

sor ~Pkmn' which is by definition equal to zero. Using the symmetry 
mperues (12.33) and (12.34) in the definition of the Ricci tensor 

I R - RP - ,..pkR mn - mnp - 0 kmnp' (12.47) 

Section 12.5 Curvature Tensor Components 

and interchanging the dummy indices k *+ p, we may write 

Rmn = gPkRnpkm = lPRnkpm = gPkRknmp = Rnm. 

105 

(12.48) 

Thus the Ricci tensor is symmetric with respect to its two indices, i.e., 

Rmn =Rnm (m,n= 1,2, ... ,N). (12.49) 

Using the Ricci tensor (12.44), we can define the Ricci scalar as follows: 

R = gmnRmn = gmngPkRkmnp. (12.50) 

The Ricci tensor and Ricci scalar are extensively used in the general theory 
of relativity and in cosmology. 

112.51 Curvature Tensor Components 
The components of the curvature tensor are related to each other by means 
of the symmetry relations (12.33)-(12.35). Thus the components of the 
curvature tensor are not all independent, and the number of the independent 
components of the curvature tensor in the N-dimensional space is equal to 

(12.51) 

As this general result for the N-dimensional metric space will not be 
extensively used and its derivation involves long and complex combina­
torial manipulations, it will not be considered in detail here. We will only 
consider the two simplest special cases, a two-dimensional metric space 
(N = 2) and a three-dimensional metric space (N = 3). 

In a two-dimensional metric space, the indices of the covariant curvature 
tensor Rkmnp, i.e., (k, m, n,p) can assume the values 1 and 2. Thus the com­
ponents of the covariant curvature tensor can be presented by the following 
rectangular scheme: 

np= 11 np = 12 np = 21 np= 22 

km= 11 0 0 0 0 
km=12 0 R1212 -R1212 0 (12.52) 
km=21 0 -R1212 Rl212 0 
km=22 0 0 0 0 

Fmm the scheme (12.52) we see that out of possible 24 = 16 components, 
the 12 components with k = m or n = p or both are equal to zero because 
of the antisymmetry of the covariant curvature tensor. The remaining four 
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nonzero components with k # m and n # p are related by anti symmetry 

I relations as well. Thus, according to the expression (12.51), we see that in 
a two-dimensional metric space there is just one independent component 
of the covariant curvature tensor, i.e., 

I 4(4 - 1) 
n = = 1. 

12 (12.53) 

The Ricci scalar is then defined by 

I R = gmngPkRkmnp = 2 gllg22Rl212 - 2 g12g21 R1212 . 
2 ( 11 22 12 21) 21 mn 1 R 2 

I R = g g - g g R1212 = g 1212 = -R1212. 

g (12.54) 

The quantity R /2 is equal to the Gauss curvature of a surface, or the inverse 

I of the product of the main radii of the curvature. 
Let us now consider a special case of the surface of the unit sphere, with 

the metric of the form 

I (12.55) 

or 

I (12.56) 

I 
Thus, the covariant metric tensor can be written in the matrix form 

(12.57) 

land the contravariant metric tensor can be written in the matrix fonn 

[gmn] = [~ (Sin~I)-2l (12.58) 

lIn this case, the quantity R/2 should be equal to unity. In order to show 
that, we need to calculate the only independent component of the curvature I tensor, ;.e., 

R1212 = -~010Ig22 + gl1 crbri2 - ril rJ2) 

I "+ g22(ri2 r i2 - ril ri2)' (12.59) 

On the other hand, the Christoffel symbols of the first kind are defined by 

I (12.60) 
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Substituting (12.56) into (12.60), we obtain 

rl,ll = 0 

rl,12 = rl,21 = 0 

1 . 1 1 
rl,22 = -2:01g22 = - SlllX cosx 

r2,11 = 0 

1 . 1 1 
r2,12 = r2,21 = +2:01g22 = + SlllX COSX 

r2,22 = 0 

The Christoffel symbols of the second kind are defined as 

r m _ mlr 
np - g l,np, 

and in our example, they are given by 

ril = gl1rUI + g12r2,11 = 0 

ri2 = rJl = gllrl,21 + g 12r2,21 = 0 

rJ2 = gllrl,22 + g12 r2,22 = - sinxl cosxl 

ril = ll r1 ,11 + g22r2,1l = 0 . 

ri2 = r~1 = g21rl,12 + g22r2,12 = +(sinx1)-1 cosxl 

r~2 = ll r1 ,22 + g22r2,22 = O. 

Substituting the results (12.63) into (12.59), we obtain 

1 2 2 
R1212 = -20101g22 + g22cr12) . 
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(12.61) 

(12.62) 

(12.63) 

R1212 = (sinxl)2 - (cosx1)2 + (sinxl)2(sinxl)-2(cosxl)2 

( . 1)2 R1212 = SlllX . (12.64) 

Finally the Gauss curvature of the unit sphere is given by 

R 1 . 1)-2(. 1)2 1 - = -R1212 = (SlllX SlllX =, 
2 g 

(12.65) 

which proves that the Gauss curvature of the unit sphere is indeed equal to 
unity. 
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In the case of three-dimensional space (N = 3), in which the curvature 

1 tensor has a total of 33 = 27 components, according to (12.51) there are 
six independent components of the covariant curvature tensor: 

1 
9(9 - 1) 6 

n = 12 =. (12.66) 

There are also six independent components of the Ricci tensor Rmn. Using 

I 
the suitable Descartes coordinates in a given point, it is always possible 
to make three of these six components equal to zero. In particular, it is 
possible to diagonalize the Ricci tensor and define the curvature in any 
given point of it three-dimensional space by three independent quantities. 

1 In fo~r-dimensional space there are 20 independent components of the 
covanant curvature tensor: 

16(16 - 1) I n = 12 = 20. (12.67) 

The case of a four-dimensional space is particularly important in the general 
theory of relativity and in cosmology. 

I 
I 
I 
I 
I 
I 
I 
I 

Part III 

Special Theory of Relativity 
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.. Chapter 13 

Relativistic Kinematics 

~ The Principle of Relativity 
For the description of the motion of particles, it is necessary to have a 
system of reference. By a system of reference we mean a coordinate system 
to which we attach a clock. The coordinate system is used to determine 
the positions of particles in space and the clock is used to mesure the 
times at which the positions of particles in space are measured. There are 
systems of reference where the free motion of a particle, i.e., the motion of 
a particle on which there is no action of any external forces, is such that the 
particle has a constant velocity. Such systems of reference are called inertial 
systems. 

If two systems of reference are translated with a constant velocity with 
respect to each other and one of them is an inertial system, then the 
other system of reference is also an inertial system. Any free motion in 
that system of reference will also be along a straight line with constant 
velocity. 

Using these definitions, we can write down the statement of the special 
principle of relativity as follows: 

All laws of nature are equal in all inertial systems of reference. In other words, the 
equations that express the laws of nature are invariant with respect to the trans­
formations of spatial coordinates and time from one inertial system of reference 
to another. 

111 
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13.21 Invariance of the Speed of Light 
Let us consider two bodies interacting with each other, and let us assume 

I 
that on one of the bodies some event has occurred (explosion, distance 
increase, or some other change). Then this event will be noticed at 
the position of the other,body after the lapse of some time. If the distance 
between these two bodies is divided by this time interval, we obtain the 

I maximum speed of interaction. 
In nature, the motion of bodies with a speed higher than the maximum 

speed of interaction is not allowed, since by means of such a body it would 

I be possible to achieve the interaction with a speed higher than the max­
imum speed of interaction. Based on the special principle of relativity, we 
conclude that the maximum speed of interaction is invariant with respect 

I 
to the transformations of spatial coordinates and time from one inertial 
system of reference to another. Thus, it is a universal constant of nature. 
It is shown that this universal constant is equal to the speed of light in the 
vacuum, and its numerical value is given by 

I c = 2.99776 x 108m/s. (13.1) 

The principle of invariance of the speed of light is therefore stated as 
lone of the basic principles of relativistic mechanics. According to this 

principle the speed of light is independent of the motion of the light source, 
i.e., of the choice of the system of reference in which the motion of light 

I is described. In the next section, the mathematical formulation of this 
principle is presented. 

The Interval between Events 

I An event in nature is determined by four coordinates. These include the 
three space coordinates of the position where the event has taken place 
and the time coordinate when the event has taken place. Each event is 

I represented by a point, called the world point of the event, with the 
coordinates 

xm={xo,Xl,X2,X3} (m=O,I,2,3). (13.2) 

I The first coordinate is a time coordinate defined by xO = ct, and it has the 
dimension of length. The other three coordinates are the spatial Descartes I coordinates 

xCi! = {x,y,z} (0: = 1,2,3). (13.3) 
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We w.i11 fr~m now on use Latin indices for the coordinates of the 
four-dimenSIOnal space-time (13.2), and Greek indices for the usual 
three-dimensional spatial coordinates (13.3). 

The set of all world points constitutes a four-dimensional manifold 
~alled the world. To each particle in such a world, there corresponds a 
lme called the world line. The world line of a particle at rest is a line 
parallel to the time axis. 

In ord~r to express the principle of invariance of the speed of light 
mathematically, let us now consider two systems of reference denoted 
by ~ an~ K', which move with respect to each other along the common 
~-ax~s WIth some constant velocity V. These coordinate systems are shown 
m FIg~re 4. ~e times in coordinate systems K and K' are denoted by 
t and t ,respec.tively. Let one event consist of a signal sent at time tl, with a 
constant velOCIty equal to the speed oflight, from the point with coordinates 
{Xl,Yl,zd in the coordinate system K. Let the other event consist of the 
same signal being received at time t2 and at the point with coordinates 
{X2,Y2, Z2} in the coordinate system K. 

In the ~oordinate system K, the coordinates of these two events are 
related by the following equation: 

C
2
(t2 - tl)2 - (X2 - XIP - (Y2 - Yl)2 - (Z2 - ZI)2 = O. (13.4) 

Because of the principle of invariance of the speed of light, in the coordi­
nate system K' the coordinates of these two events are related by the 

Y y' 

---+---...... V 

X=x' 

Z 

Figure 4. The coordinate systems K and K' 
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I 
analogous equation 

c2(t; - ti)2 - (x; - xi)2 - (y; - yi)2 - (z; - ZD2 = o. (13.5) 

I If the coordinates (tl, xl, YI, Zl) and (t2, X2, Y2, Z2) are the coordinates of 
any two events, then the quantity 

is called the interval between these two events. Analogously to (13.6), the 

I square of the interval between two infinitesimally close events is detennined 
by the metric 

I (13.7) 

where (m, n = 0,1,2,3), and the contravariant space-time coordinates in I this four-dimensional metric space are given by 

xm = {xO,xl,x2,x3} = {ct,x,y,z}. (13.8) 

I The components of the covariant metric tensor gmn are given by the 
following matrix: 

I 
I 

o 
-1 
o 
o 

o 
o 
-1 
o 

~ J. 
-1 

(13.9) 

From (13.9) we conclude that the world is a four-dimensional pseudo-

I 
Euclidean metric space. The detenninant of the metric tensor gmn is 
g = -1. The matrix of cofactors of the matrix (13.9) is 

I [G
mn

] = [gl n ~J. (13.10) 

o 0 0 1 

I Using (6.13), the inverse matrix to the matrix [gmn] is given by 

I [gmn] _. [ ] _ adj [gmn] _ [Gmnf 
-lllV gmn - - ---

g g 
(13.11) 
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We conclude that the components of the contravariant metric tensor g1nn 
are the same as the components ofthe covariant metric tensor (13.9), i.e., 

[

1 0 

[ mn] _ 0 -1 
g - 0 0 

o 0 

From (13.9) and (13.12) we see that 

o 
o 

-1 
o 

~ J. 
-1 

gmkglcn = 8': (k,m,n = 0, 1,2,3). 

(13.12) 

(13.13) 

The covariant space-time coordinates in this four-dimensional metric space 
are given by 

(13.14) 

Using (13.8) and (13.14) we see that 

m mn 22 2 2 2 XmX = gmnx X = C t - X - Y - z . (13.15) 

Using expressions (13.4) and (13.5) and the principle of invariance of 
the speed of light, we conclude that an interval that is equal to zero in 
one inertial system of reference is also equal to zero in any other inertial 
system of reference. On the other hand, the quantities ds and ds' are two 
infinitesimally small quantities of the same order. Thus we may write 

ds = ads', (13.16) 

where the coefficient a may depend only on the absolute value of the relative 
velocity V of the two inertial systems of reference K and K'. It may not 
depend on the spatial coordinates or time because of the assumption of 
the homogeneity of space and time in the inertial systems of reference. 
It may not depend on the direction of the relative velocity V of the two 
inertial systems of reference K and K' either, because of the assumption of 
the isotropic nature of space and time in the inertial systems of reference. 
Thus, as we may write (13.16), we may also write 

ds' = ads. (13.17) 

From the equations (13.16) and (13.17) we obtain a2 = lor a = ±1. On 
the other hand, from the special case of the identity transformation with 
ds = ds' we conclude that a = + 1, so that we always have 

ds' = ds. (13.18) 

Thus we obtain the mathematical formulation of the prinCiple of invariance 
of the speed oflight (13.18), which implies the invariance of the interval 



1116 Chapter 13 Relativistic Kinematics 

with respect to the transformations from one inertial system of reference 1 to another. 

mJ Lorentz Transformations 
The objective of the present section is to derive the formulae for trans-

I formations of coordinates from one inertial system of reference to 
another. In other words, if we know the coordinates of a certain event 
xm = {et',x',y',z'} in some inertial system of reference K', we need the 

I 
expressions for the coordinates of that event zm = {ct,x,y,z} in some 
other inertial system of reference K. As xm is a contravariant vector, it is 
transformed according to the transformation law 

I (13.19) 

The transformation (13.19) is a linear transformation and the coefficients 

I A';: are independent of coordinates. The system A';: is a mixed second-order 
tensor in the pseudo-Euclidean metric space defined by the metric (13.7), 
since it is defined with respect to the linear transformations (13.19). 

I 
In order to calculate the components of the tensor A';:, we now introduce 

an imaginary time coordinate 

i = iet (i = yei), (13.20) 

I and an imaginary metric 

da = ids (i = .J=T). (13.21) 

I Thus the metric of the space becomes 

da 2 = di2 + dx2 + dy2 + dz2, (13.22) 

I and we thereby d~fine the four-dimensional De~cartes coor~inat~s. The 
linear transformation (13.19) must keep the metnc ds or dO' mvanant. As 

I 
we have argued before, the only transformations of Descartes coordinates 
that keep the metric form invariant are the transformations of translation, 
rotation, and inversion. 

Parallel translation of four-dimensional Descartes coordinates is not a 

I suitable candidate for the transformation (13.19), since it merely changes 
the origin of the spatial coordinates and the origin for measurement of time. 
Similarly, the inversion of the four-dimensional Descartes coordinates is 

I not suitable either, since it merely changes the sign of the spatial coordinates 
and time. . 
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i 

i' 

f------~p 

x' 

x 
Figure 5. Rotations in the TX plane 

Thus we conclude that the only suitable candidate for the transformation 
(13.19) is a rotation of four-dimensional Descartes coordinates. We are 
looking for the formulae for transformation from the coordinate system 
K' to the coordinate system K as shown in Figure 4. In that case we have 
y = y' and z = z' and we are only interested for the rotation in the iX plane 
as shown in Figure 5. ' 

From Figure 5, we immediately obtain the remaining two transformation 
formulae: 

x = x' cos 1/1 - i' sin 1/1 

i = x'sin 1/1 + i' cos 1/1. (13.23) 

Accordin~ to Figure 4, the coordinate system.K' is moving with respect to 
the coordmate system K with a constant velocity V. If we then consider 
the motion of the origin of the coordinate system K' we then have x' = o. 
Then from (13.23) we obtain 

x V 
tan 1/1' = -- = i-. 

i C 

Now, using the trigonometric formulae 

1 
cos 1/1 = -;:==== 

y'1 + tan2 1/1 ' 
. ,I. tan 1/1 

SIn", = r==~= 
"It + tan2 1/1 ' 

(13.24) 

(l3.25) 
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I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 

we obtain 

cos1/! = g' V2 
1 - c2 

. iV/c 
sm1{f=g. 1 _ V2 

c2 

Substituting (13.26) into (13.23), we obtain 

r= 

x= 

r' + i(V /c)x' 

x' - i(V /c)r' 

Jl- V2 
c2 

y=y' 

z = z' 

t' + (V / c2)x' 
t= --===--

Jl-~ 
x' + Vt' 

x = ---=== Jl- V2 
c2 

y=y' 

z =z' 

(13.27) 

The results (13.27) are the well-known formulae for transformations of 
coordinates from one inertial system of reference to another. They are called 
the Lorentz transformations. In the special case when V « c, the Lorentz 
transformations are reduced into the so called Gallilei transformations of 
nonrelativistic mechanics 

t = t' 

x =x' + Vt 

y=y' 

z =z'. 

(13.28) 

Although the Gallilei transformations are closer to our everyday exper­
ience than the Lorentz transformations, they are not in accordance with 
the principle of relativity and they do not leave the metric form of the 
four-dimensional space-time invariant. 

Using (13.27), it is easy to construct the tensor of Lorentz transforma­
tions A'; in the following matrix form: 

1 ~ 0 0 
/I-r; /1- y2 

c2 

Vic 1 0 0 [A'::J = /l-r; /1- y2 (13.29) 
c2 

0 0 1 0 
0 0 0 1 
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The inverse of the tensor A';, denoted by (11..,;)-1, is given in the matrix 
form 

and it is obtained from the tensor (13.29) by reversing the sign of the relative 
velocity V, i.e., by putting V""""* - V. Thus we may write 

dXm 
- = (Am)-I(V) - Am(-V) 
dZn n - n . (13.31) 

It is easily shown, by direct multiplication of the matrices (13.29) and 
(13.30), that 

Am(Ak)-1 = t'm 
k n Un· (13.32) 

113.51 Velocity and Acceleration Vectors 

In the special theory of relativity, the time differential dt is not a scalar 
invariant, and the usual definition of the three-dimensional velocity 

dxa 

va=dt (0-:=1,2,3), (13.33) 

is less useful, since it does not behave as a vector with respect to the 
transformations from one inertial system of reference to another. Therefore 
we introduce afour-velocity, as a contravariant vector 

Dxm dxm 
u

m 
= ds-". = ds (m = 0, 1,2,3). 

On the other hand, by definil:ton, we have 

ds
2 = gmn~dxn = c2dt2 + ga{3dxadx{3 

= c
2
dt2 

- dx2 
- di - dz2 , 

(13.34) 

(13.35) 

and the square of the intensity of the three-dimensional velocity is given 
by 

(13.36) 
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I From (13.35) with (13.36), we obtain 

ds2 = c2dt2 (1- ~~) = c2dt2 (1 + ga.a;:v.B). (13.37) 

I Substituting (13.37) into (13.34), we obtain 

I 
dxm 

u
m 

= -----=== 
cdtJ1- ~ 

(m = 0, 1,2,3). (13.38) 

The temporal zeroth component of the four-velocity is then given by 

I o 1 
u = , 

J1-~ c2 

(13.39) 

I and the three spatial components of the four-velocity are given by 

I 
(13.40) 

From (13.39) and (13.40) we conclude that the components offour-velocity I are not independent of each other, but satisfy the equality 

m m n gmndxmdxn 1 
umu = gmn u U = ds2 =, 

I 
(13.41) 

since we have 

ds2 = gmndxmdxn. (13.42) 

I The four-acceleration of a particle is defined as a contravariant vector 

Dum dum 
(m = 0,1,2,3). (13.43) I wm = __ 

ds ds 

Here, using (13.38), we may write 

I wm = 
dum 

(13.44) 
cJ1 - ~ dt 

, 

c2 

I or 

wm = 
1 d dxm 

(13.45) 

I c2 J 1 - ~ dt J 1 _ ~ dt 
c2 c2 

. { 
" 
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(13.46) 

wa = 
c2J1-~dt ~. 

c2 yl-'22 
(13.47) 

From (13.41), we conclude that the vector of four-acceleration is always 
orthogonal to the vector of four-velocity. This can be shown by differenti­
ating (13.41) with respect to the metric, i.e., 

d ( m n) dum n dun 
-d gmn u U = gmn-

d 
U + gmnum- = 0, 

S s ds 
dum dun dum 

gmn ds un + gnm-;];U
m 

= 2gmn ds un = ° (13.48) 

gmnwmun = wnun = 0. 

Thus the vectors wn and un are indeed orthogonal to each other. 
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Relativistic Dynamics 

114.1 1 Lagrange Equations 
Let us consider a free particle, i.e., a particle that is not under the influence of 
any forces. The equations describing the motion of this particle are obtained 
using the variational principle. The action integral is defined by (11.4), i.e., 

1= rSB 
L (xn, dx

n
) ds = {SB L(xn,un)ds, 

JSA ds JSA 

(14.1) 

where un is the four-velocity ofthe particle. The equations of motion of the 
particle are obtained using the variational principle, i.e., the condition that 
the variation of the action integral is equal to zero, 8I = o. The Lagrange 
equations of motion of the particle are given by (11.12) in the form 

- - - - = 0 (n = 0 1 2 3). (JL d ((JL) 
(Jxn ds (Jun ' , , 

(14.2) 

Let us now define the form of the Lagrangian function for a free particle. 
The Equation (14.2), derived using the variational principle applied to the 
action integral (14.1), are equal in all inertial systems of reference and the 
action integral is a scalar invariant with respect to the Lorentz transforma­
tions (13.29). Thus, the Lagrange function L itself is also a scalar invariant. 
Because of the homogeneity of the four-dimensional space-time in the 
inertial frames of reference, the Lagrange function cannot be a function of 
space-time coordinates ~. Thus we may write 

L = L (un) (n = 0, 1,2,3). (14.3) 

123 
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The only invariant that can be created using the four-velocity vector un is 

given by 

unun = gknukun = I (k,n = 0,1,2,3). (14.4) 

Thus the action integral of a free particle is simply proportional to the arc 
length in the four-dimensional space-time manifold, i.e., 

d ds (14.5) iSB iSB dxk dxn 

I = -me s = -me gkn d d ' 
SA SA S s 

where m is a mass parameter of the free particle. From (14.5) we see that 
the Lagrangian function is given by the expression 

L = -me) gknUkun. (14.6) 

Using the Lagrangian (14.6) we may write 

aL a [ k j 1/2] _ = - -me(gkjU u ) 
aun aun 

1 k j -1/2 (k j) = - -mc(gkju U ) gknU + gnjU . 
2 

(14.7) 

Here, using gkjuk uj = 1 and the symmetry of the metric tensor gnj = gjn, 

we obtain 

aL 1 k k _ = --mc2gknu = -mcgknu = -meun· 
aun 2 

(14.8) 

Thus we may write 

d aL dUn 
---=mc-. 

ds aun ds 
(14.9) 

Using the Lagrangian (14.6) we may also write 

~=O. (14.10) 
axn 

Substituting (14.9) and (14.10) into the Lagrange equation (14.2), we obtain 

dUn d ) 0 me- = - (mcun = . 
ds ds 

(14.11) 

The equations of motion of a free particle are then given in the following 

form: 
dun 

wn = _ = 0 (n = 0,1,2,3). 
ds 

(14.12) 
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From Equation (14.12) we see that a free particle moves along a straight 
line with constant velocity. 

Let us now investigate the nonrelativistic limit of the action inte­
gral (14.5) when the particles are moving with low velocities (v« c). If 
we substitute (13.37) into (14.5) we obtain 

1tBH2 1tB 1= -me2 1 - 2dt = LT (xOl , vOl)dt 
tA e tA 

(14.13) 

where LT is a Lagrangian defined with respect to the nonscalar time 
variable t, given by 

2H2 2 gOlPvOtvP 
LT(xOl,vOl)=-me 1- 2 =-me 1+ 2 • 

c e 
(14.14) 

In the nonrelativistic limit of particles moving with low velocities (v « e), 
we may use the approximation 

~ v2 

V 1 - 2 ~ 1 - 2e2' (14.15) 

Substituting (14.15) into (14.13) we obtain 

I = i:B 

( -mc
2 + ~mv2) dt. (14.16) 

Thus the nonrelativistic approximation of the Lagrangian LT can be written 
as follows: 

(14.17) 

As the nonrelativistic Lagrangian is defined up to an arbitrary additive con­
stant, the second term in (14.17) does not contribute to the nonrelativistic 
equations of motion and can be dropped in the nonrelativistic applica­
tions. Its physical significance in the special theory of relativity will be 
discussed later in this chapter. Thus the action integral (14.5) has the proper 
nonrelativistic limit. 

114.21 Energy-Momentum Vector 
14.2.1 Introduction and Definitions 

In nonrelativistic mechanics there are a number of constants of motion. 
These include the energy and the momentum of the particle. The objective 
of the present section is to define the energy and the momentum of a particle 
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in the framework of the special theory of relativity. Let us start with the 
action integral (14.13), in the fonn 

(14.18) 

The Lagrange equations of motion of a particle, analogous to Equa­
tion (11.12), defined in tenns of the Lagrangian LT with the nonscalar 
time variable t as the parameter, are given by 

aLT _!!.. (aLT) = 0 (0: = 1,2,3). 
arx dt ava (14.19) 

Let us now calculate the total time derivative of the Lagrangian LT as 
follows: 

dLT aLT dxa aLT dva 
-=--+--. 
dt axa dt ava dt 

(14.20) 

Using here the equations of motion (14.19) and the definition of the three­
dimensional velocity (13.33), we obtain 

dLT = !!.. (aLT) va + aLT dv
a =!!.. (aLT va). (14.21) 

dt dt ava ava dt dt ava 

The result (14.21) can be rewritten in the fonn 

Thus the quantity 

:t (~~~ va - LT) = O. 

aLT a C £ = -v - LT = onstant 
ava 

(14.22) 

(14.23) 

is a constant of motion. The quantity (14.23) can be recognized from non­
relativistic mechanics as the total energy of the particle. Let us also define 
the momentum pa, conjugate to the coordinate xa, as follows: 

where 

{pal = {Px,Py,Pz}' {Pal = {-Px, -Py, -pz}· 

Substituting (14.24) into (14.23) we obtain 

£ = -Pava - LT = -gafJpaVfJ - LT = P' v - LT. 

(14.24) 

(14.25) 

(14.26) 
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Using the definition (14.14) ofthe Lagrangian LT , we can calculate 

lit 1/2 
aLT 2 a ( gfl{JV"V

fJ
) Pa = -- = me - 1+-,---:;--

ava ava e2 ' 

or 

cI.. 1/2 
21 ( gll({Jv"tJ.v

fJ
)- 1 a 0(. 

Pa = me - 1 + -f!4(R-(V""VfJ). 
2 e2 e2 f' ava 

Using the symmetry of the metric tensor &N3 = gfJt1., we obtain 

0<-

1 ( gllC{3v);.VfJ )-1/2 
Pa=m2 1+ e2 2gafJvfJ . 

Using Va = gafJvfJ, we finally obtain 

(14.27) 

(14.28) 

(14.29) 

(14.30) 

Substituting (14.30) and (14.14) into (14.26), we obtain the total energy of 
the particle as follows: 

mVa
va 282 

mv
2 282 £= g+me l- z =g+mc 1--

1-~ el_~ c2 

c2 c2 

_ me
2 

m (c2 -v2) 282 
- - +me 1--
jl-~ jl-~ e

2 

me
2 G G me2 

= jl- '4 -me
2y 1-;;Z +me

2y 1- -;} = g' (14.31) 
c ~ 

Thus the total energy of the particle is given by 

me2 

£ = -)-1---.1:....-2 • 

c2 

(14.32) 

The particle at rest with v = 0 has the so-called rest energy £0 given by 

(14.33) 
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The kinetic energy of the particle is obtained if the rest energy (14.33) is 
subtracted from the total energy (14.32). Thus we obtain 

(14.34) 

For the particles moving with low velocities (v «e), we may write 

1 v2 

R
~I+-2. 

1- ~ 2e 
c2 

Substituting (14.35) into (14.34) we obtain 

c 1 2 
"K = zmv . 

(14.35) 

(14.36) 

In the same approximation (v « e), the components of the momentum of 
the particle are given by 

(14.37) 

The approximate results (14.36) and (14.37) are the well-known non­
relativistic expressions for the kinetic energy and the momentum of a 
moving particle, respectively. 

14.2.2 Transformations of Energy-Momentum 

The results for the momentum of the free particle (14.30) and the energy 
of the free particle (14.32) were derived from the Lagrangian LT, defined 
with respect to the nonscalar time variable t, in a noncovariant way. Now 
we want to define the energy and momentum as the constants of motion 
using the covariant Lagrangian L given by (14.6). In analogy with the 
definitions (14.24), we now define the energy-momentum four-vector Pn 
with the following covariant and contravariant components: 

aL aL n 
Pn = -- = meun ~ ~ = -- = meu (14.38) aun aUn 

From Equation (14.11) we see that the four components of the 
energy-momentum of a free particle satisfy the equations 

dpn 
- = 0 (n = 0, 1,2,3). (14.39) 
ds 

Thus for a free particle the four components of the energy-momentum four­
vector are conserved. Using (13.39) here, we obtain the temporal zeroth 
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component of the energy-momentum vector, which is proportional to the 
energy £ of the particle, in the form 

o 0 me £ 
p =mcu = =-/1- ~ c' 

c2 

(14.40) 

where the energy of the particle is given by (14.32). Further­
more, using (13.40), we obtain the three spatial components of the 
energy-momentum four-vector, which are equal to the components of the 
three-dimensional momentum of the particle ~ given by (14.30), i.e., 

mvCX 

pcx=mcucx = . 

Jl-~ 
(14.41) 

From the results (14.40) and (14.41), we see that the energy and momentum 
of a particle are not two independent quantities as in nonrelativistic mechan­
ics. In relativistic mechanics they are components of the same four-vector. It 
should be noted that the constant of motion analogous to the nonrelativistic 
result (14.23), is identically equal to zero: 

aL n n 
-u - L = -PnU - L == O. aun 

(14.42) 

The energy-momentum vector as a four-vector transforms with respect 
\., to the transformations from one inertial system of reference to another, 

according to the transformation law· 

(14.43) 

where pc are the components of the energy-momentum tensor in the 
inertial system of reference K, while p'k are the components of the 
energy-momentum tensor in the inertial system of reference K' moving 
along the common x-axis with a velocity V with respect to K. Here, using 
the explicit form of the tensor A~ given by (13.29), we obtain 

1 (' ') £=10 £+VPx 
1- V2 

c2 

I 
py =Py 

pz =P~· 

(14.44) 
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Using (14.38) with (13.41) we obtain 
n Z Z n Z Z P Pn = m c U Un = m c . (14.45) 

From (14.45) we may write 

£: + papa = mZcz . (14.46) 
c 

From the results (14.25) for the components of the three-dimensional 
momentum vector, we may write 

a a {:J ~ ~ Z 
P Pa = ga{:JP P = -P . P = -P . (14.47) 

Substituting (14.47) into (14.46), we obtain 

£Z 
2' - pZ = mZcZ. (14.48) 
c 

The relation between the energy and the three-dimensional momentum of 
a particle then becomes 

£ = cJpZ + mZcz. (14.49) 

The function (14.49) is usually called the Hamiltonian of the particle and 
is denoted by H. Thus we may write 

H = cJpZ + mZcz = JpZcZ + m Zc4, (14.50) 

being the most usual definition of the Hamiltonian of a particle. 

14.2.3 Conservation of Energy-Momentum 

The conservation law of the momentum of a particle is a consequence of the 
homogeneity of space and the conservation law of the energy of a particle is 
a consequence of the homogeneity of time. Because of the homogeneity of 
space-time, the mechanical properties of a free particle remain unchanged 
after the translation of a particle from a point with coordinates xn to a point 
with coordinates xn + An, where An is an infinitesimally small constant 
four-vector. Thus the Lagrange function must be invariant with respect to 
this translation and its variation must be zero. Therefore we may write 

8L = dL 8xk = dL A k = O. 
dXk dXk (14.51) 

Here, using the equations of motion (14.2), we obtain 

8L=!!....[dLkJAk =0. 
ds dU 

(14.52) 
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Since A n is a nonzero infinitesimal four-vector, the expression (14.52) gives 

-!!....[~J=O. ds duk 

Using (14.38) we now obtain 

d dL dUn dPn 
---=mc-=-=O. 

ds dUn ds ds 

The expression (14.54) then gives 

dpn dpn 
= 0 =} pn = Constant. 

ds - cJl _ V2 dt 
c2 

(14.53) 

(14.54) 

(14.55) 

Thus we obtain the three-dimensional momentum conservation law 

dp ~ 
- = 0 =} P = Constant, 
dt 

and the energy conservation law 

d£ 
- = 0 =} £ = Constant. 
dt 

114.31 Angular Momentum Tensor 

(14.56) 

(14.57) 

In relativistic mechanics the angular momentum tensor is defined by the 
expression 

Mnk = xnPk - XkPn (k, n = 0, 1,2,3). (14.58) 

Only the spatial components of the angular momentum tensor with (k, n = 
1,2,3) have a physical meaning and coincide with the usual definition 
of the angular momentum in nonrelativistic mechanics. In nonrelativ­
istic mechanics it is customary to form an axial three-dimensional angular 
momentum vector 

M v - .! evaf3M _ evaf3x P - Z af3 - a f3 (a,{3 = 1,2,3), (14.59) 

or, in the classical vector notation, 

]' :2 :3 
M= Xl Xz x3 = r xp. (14.60) 

PI PZ P3 

The conservation law of the angular momentum tensor (14.58) is a con­
sequence of the isotropic nature of the four-dimensional space-time. 
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The three-dimensional angular momentum conservation law is a con­
sequence of the isotropic nature of the three-dimensional space. Because 
of the isotropic nature of the four-dimensional space-time, the mechanical 
properties of a free particle remain unchanged after rotations in the four­
dimensional space-time. Let us consider the special case of a rotation for 
some angle e about the 3-axis in three-dimensional space. Then the rela­
tion between the coordinates zm in the rotated inertial system of reference 
K' and the coordinates :xl' in the original inertial system of reference K is 
given by 

zn = Q'Jxi (j,n = 0, 1,2,3). 

Using (5.40) we may rewrite (14.61) in the matrix form 

[

ZO] [1 0 Zl 0 cose 
Z2 = 0 -sine 
z3 0 0 

o 
sin e 
cos e 

o ~] [~l 

(14.61) 

(14.62) 

If we now consider the rotation for some infinitesimal angle oe ~ 0, then 
we have 

cosoe ~ 1, sin oe ~ oe. (14.63) 

Substituting (14.63) into (14.62) we obtain 

[~] ~ [~ ~]Wl 
0 0 
1 oe (14.64) -oe 1 
0 0 

or 

(14.65) 

where oQ'] is a mixed tensor defined by the following antisymmetric matrix: 

o 
o 

-oe 
o 

(14.66) 
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Here, using (13.9) and (13.12), we obtain the covariant coordinates Xk of 
the four-dimensional space-time in matrix form: 

o 
o 

-1 
o 

(14.67) 

We can also calculate the components of the antisymmetric contravariant 
tensor oQnk in matrix form as follows: 

[oQnk] = [gik] [oQ}], (14.68) 

or 

[~nMl ~ [~ 
0 0 

JW 
0 0 

~l -1 0 0 oe 
(14.69) 

0 -1 -oe 0 
0 0 0 0 

Thus we finally obtain the matrix form of the antisymmetric contravariant 
tensor oQnk as follows: 

o 0] -oe 0 
o 0 . 
o 0 

(14.70) 

For an arbitrary infinitesimal rotation, the contravariant tensor oQnk has a 
more complex form compared to the simple matrix (14.70), but it is always 
an antisymmetric tensor. Thus we always have 

oQnk=_oQkn (k,n=0,1,2,3), (14.71) 

and the most general infinitesimal rotation of the coordinates is given by 
the transformation relations 

(14.72) 

The most general infinitesimal rotation of four-velocity vector is given by 
the following transformation relations: 

(14.73) 

The Lagrange function of a particle L(XZ , un) must be invariant with respect 
to this infinitesimal rotation, i.e., we must have oL = O. Let us now cal­
culate the variation of the Lagrangian L with respect to the infinitesimal 
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rotations (14.72) and (14.73), i.e., 
(JL (JL 

8L = _8xn + -8un = 0 
(Jxn (Jun 

(14.74) 

(JL nk (JL nk 
8L = -8Q Xk + -8Q Uk = O. 

(Jxn (Jun 

I Substituting the equations of motion (14.2) into (14.75) we obtain 

(14.75) 

8L = 8Qnk [:!... (~) Xk + ~UkJ = O. (14.76) 

I ds dUn (Jun 

Using the definition of the energy-momentum four-vector (14.38) and the 
definition of the four-velocity (13.34), we obtain 

I 8L = _8Qnk [dPn
Xk +Pn dxkJ = -:!... (8QnkPnXk) = O. 

ds ds ds 
(14.77) 

I 
Using here the antisymmetry of the tensor 8Qnk, the Equation (14.77) 
becomes 

1 nk d 1 nkdMnk 
8L = --8Q - (PnXk - PkXn) = -8Q -- = O. (14.78) 

I 2 ds 2 ds 

From (14.78), as a direct consequence of the isotropic nature of space-time, 
we obtain the conservation law of the angular momentum tensor, i.e., 

I dMnk dMnk -- = 0 =} -- = 0 =} Mnk = Constant. 
ds dt 

(14.79) 

The spatial part of this conservation law for (n, k = 1,2,3), i.e., 

I M V = evaf3xaPf3 = Constant, (14.80) 

is the usual conservation law of the three-dimensional angular momentum I vector. 

I 
I 
I 

~ Chapter 15 

Electromagnetic Fields 

[I[IJ Electromagnetic Field Tensor 

INSTITUTO DE FISICA 

B/BUOTECA 
JUIVI B. DE OYAI1ZABAI.. 

The electromagnetic field in the four-dimensional space-time is described 
by a four-vector 

(15.1) 

which is called the potential of the electromagnetic field. The temporal 
component of this four-vector is defined by 

(15.2) 

where 1jf(xk) is the electric scalar potential. The three spatial components 
of this four-vector, 

(15.3) 

constitute the so-called magnetic vector potential. Thus we may write 

An = { ~1jf ,Ax,Ay,Az} 

An = gnkAk = {~1jf, -Ax, -Ay, -Az} . (15.4) 

135 
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The action for a particle with mass m and charge q moving in the 
electromagnetic field defined by An (xk) is then given by 

I = Is + IQ, (15.5) 

where Is is the action for a free particle given by 

Is = -mc rSB 
) gknukunds, (15.6) 

lSA 
and IQ is the action describing the interaction of the charged particle 
with the electromagnetic field defined by the four-vector An(~). The 
simplest invariant action that can be constructed using four-vectors An (xk) 
and un, describing the electromagnetic field and the motion of the particle, 
respectively, is given by 

IQ = _q rSB 
gknAkunds = _q rSB 

Anunds. 
lSA lSA 

(15.7) 

Substituting (15.6) and (15.7) into (15.5) we obtain 

I = - fs:B 

( mc) gknUkUn + qAnu
n

) ds. (15.8) 

The Lagrangian of the charged particle moving in the electromagnetic field 
defined by An (xk) is then given by 

Using (15.9) we obtain 

and 

aL aAn n 
-=-q-u, 
axk axk 

~ (~) = -~ (mcuk + qAk) . 
ds auk ds 

(15.9) 

(15.10) 

(15.11) 

Substituting (15.10) and (15.11) into the Lagrange Equations (14.2) gives 

or 

d aAn n 
- (mcuk + qAk) = q-a k u , 
ds x 

(15.12) 

(15.13) 
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In (15.13) we define the covariant electromagnetic field tensor Fkn as 
follows: 

(15.14) 

By definition (15.14), the covariant electromagnetic field tensor Fkn is an 
anti symmetric tensor and it satisfies 

Fkn = -Fnk (k, n = 0, 1,2,3). (15.15) 

Substituting (15.14) into (15.13) we obtain the equations of motion of a 
charged particle in the electromagnetic field 

dUk n 
mc- = qFknu . 

ds 
(15.16) 

Using the definition of four-momentum Pk = mCUk in (15.16), we may 
write 

dPk n 
- =qFknu . 
ds 

(15.17) 

Let us now demonstrate that the three spatial Equations (15.17) in the 
three-dimensional vector notation are equal to the well-known expression 
for the Lorentz force. Equation (15.17) for the three spatial components 
(ex = 1,2,3) has the form 

dpa _ n _ 0 fJ 
- - qFanu - qFaOu + qFafJu . 
ds 

Using here (13.37), (13.39), and (13.40), we obtain 

dpa fJ 
- = qcFaO + qFafJv . 
dt 

(15.18) 

(15.19) 

We then define the three-dimensional electric field vector denoted by 
Ea and the three-dimensional magnetic induction vector denoted by BV as 
follows: 

where 

Ea FaO = E
a 

Fao =-, 
c c 

F B v FafJ = _eafJvBv, afJ = -eafJv , 

{~} = {Ex,Ey,Ez}' {Ea} = {-Ex,-Ey,-Ez} 

{sa} = {Bx, By, Bz}, {Ba} = {-Bx, -By, -Bz}. 

(15.20) 

(15.21) 
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Substituting (15.20) into (15.19) we obtain 

(15.22) 

gives 

I 
(15.23) 

I Thus we obtain the familiar expression for the Lorentz force in the three-
dimensional vector notation, as follows: 

I 
dp ~ ~ ~ 
- =qE+qv x B. 
dt 

(15.24) 

I 
I 

Using the definitions (15.20), the covariant electromagnetic field tensor 
F kn can be written in the following matrix form: 

[ 

0 Ex/c Ey/c EZ/C] 
-Ex/c 0 -Bz By 

[Fkn] = -Ey/c Bz 0 -Bx' 

-Ezlc -By Bx 0 

I The mixed electromagnetic field tensor F~ is given by 

(15.25) 

I F~ = lJFJn (j,k,n = 0, 1,2,3). 

and can be written in the following matrix form: 

(15.26) 

l 
0 Ex/c Ey/c 

[Fk] = [gkJ][F- ] = Ex/c 0 Bz 
n In E /c -B 0 y z 

Ezlc By -Bx 

I (15.27) 

I 
The contravariant electromagnetic field tensor Fkn is given by 

I Fkn = ..kJ FJ·/g/n = F/kg1n (. k I 0 1 2 3) g" j, , ,n = , " , (15.28) 
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and it can be written in the following matrix form: 

-Ezl
C
] By 

-Bx . 

o 

(15.29) 

As the next step, let us now calculate the electric field vector E in terms of 
the potentials of the electromagnetic field (15.1). By definition (15.14) of 
the tensor Fkn, we have 

Ea = cFaO = C (aAo _ aAa). 
axa axo 

Using now l/f = cAo and xO = ct we obtain 

E _ al/f _ aAa 
a - axa at' 

or 

(15.30) 

(15.31) 

(15.32) 

The contravariant components of the four-dimensional gradient of a scalar 
function l/f are given by 

(15.33) 

Using (15.33) for (a = 1,2,3), we obtain the relation between the electric 
field vector E and the potentials of the electromagnetic field (15.1), in the 
three-dimensional vector notation 

~ aA 
E = -at - grad'l/f. (15.34) 

Let us now calculate the magnetic induction vector 11 in terms of the 
potentials of the electromagnetic field (15.1). By definition (15.14) of the 
tensor Fkn, we have 

FafJ =: aaAfJ - afJAa = (o~op - ofio~) ao-AT 
(15.35) 

= evafJeVo-T ao-AT = eafJveVo-T ao-AT = -eafJvBv 

where we have used the identity (10.45) in the form 

(15.36) 
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From (15.35) we obtain 

(15.37) 

Using (15.37) and the definition of the curl of the vector A, we may write 

Bx = _ [O(-Az) _ O(-Ay)] = oAz _ oAy = cUrlxA 
ay oz oy oz 

I 
B = - [O(-Ax) - a(-Az}] = oAx - oAz = curl A 

y az ox vz ox y 

B
z 
= _ [O(-Ay) _ O(-Ax)] = oAy _ aAx = cUrlzA. (15.38) 

I ox oy ox oy 

Equations (15.38), written in the three-dimensional vector notation give 

B = curlA. (15.39) 

I The result (15.39) is the familiar relation between the magnetic induc­
tion vector B and the magnetic vector potential of the electromagnetic 

I 
field (15.3). 

The temporal zeroth component of Equation (15.16) gives 

I 

2 duo a 
mc - = qcFOau , 

ds 

:, (g) =! (g-m2) =qcFfuV". 

I From (1S.20) we see that cFoa va = E . v. Thus we finally obtain 

(1S.40) 

(IS.41) 

d£K ~ ~ dt = qE . v. (1S.42) 

I Equation (1S.42) is the statement that the change of the kinetic energy £K of 
a charged particle in the electromagnetic field is equal to the work done by 
the electric field E. The work done by the magnetic field is identically equal 

I to zero, since the force of the magnetic field qv x B is always perpendicular 
to the direction of the velocity v. 

15.2\ Gauge Invariance 

I 
From the result (1S.24) we see that, by measurements of the forces acting 
on a charged particle in the electromagnetic field, we can measure the 
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components of the three-dimensional electric field vector E and the three­
dimensional magnetic induction vector B. Thus the components of the 
electromagnetic field tensor are observable physical quantities that are 
uniquely defined. On the other hand, the components of the potential of the 
electromagnetic field (IS. I} are not uniquely defined. From the definition 
ofthe electromagnetic field tensor (1S.14) we see that its components are 
invariant with respect to the gauge transformations of the potential of the 
electromagnetic field: 

(1S.43) 

where ¢ is an arbitrary scalar function. Substituting (IS.43) into (IS.14), 
we obtain 

(1S.44) 

Thus we need to impose an additional condition on the components of the 
potential of the electromagnetic field in order to make it more precisely 
defined. Such a condition is usually called the gauge condition or simply 
the 'gauge of the theory. In relativistic electrodynamics the most commonly 
used gauge is the Lorentz gauge, which requires that the components of 
the potential of the electromagnetic field satisfy the equation 

oAn aAn oAo aAa ~ 1 ol/l 
- = - = -+- =divA+-- =0. 
OXn Oxn OXO vXX c2 at (15.4S) 

When the Lorentz gauge (IS.45) is adopted, then using (1S.43) we obtain 

(1S.46) 

As both potentials A(xf<} and A(xf<) satisfy the Lorentz condition (1S.4S), 
the arbitrary function ¢ (xk) must satisfy the wave equation of the form 

02¢ 2 1 o2¢ 
- aXnoxn = V ¢ - c2 at2 = O. (1S.47) 

Thus ¢(xfc) is no longer an arbitrary scalar function but a solution to the 
wave Equation (IS.47).1t should be noted here that, even when we impose 
the Lorentz condition (1S.4S), the components of the potential of the elec­
tromagnetic field are still not uniquely defined and only the class of the 
allowed gauge transformations (1S.43) is significantly reduced. 
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Lorentz Transformations and Invariants 1115.31 
The potential of the electromagnetic field A k, as a four-vector, transforms 
with respect to the transformations from one inertial system of reference 
to another according to the transformation law 1 

I 
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(k,n = 0, 1,2,3), (1S.48) 

where Ak are the components of the energy-momentum tensor in the 
inertial system of reference K, while Atn are the components of the 
energy-momentum tensor in the inertial system of reference K' moving 
along the common x-axis with a velocity V with respect to K. Using here 
the explicit form of the tensor A~ given by (13.29), we obtain 

1 
1/1 = (1/1' + VA') )1 _ ~: x 

1 (' V ') Ax = FYi Ax + 21/1 (IS.49) 
1 _ v2 C 

c2 

Ay =A~ 

Az =A~. 

The transverse components of the vector A remain unchanged, and only the 
longitudinal component is affected by the transformation from the inertial 
system of reference K to the inertial system of reference K', moving along 
the common x-axis with a velocity V with respect to K. 

The electromagnetic field tensor F len transforms from one inertial system 
of reference to another, according to the law 

Fj/ = AjAiF'm (j,k,l,n = 0, 1,2,3), (1S.50) 

where Fj/ are the components of the energy-momentum tensor in the 
inertial system of reference K while F'm are the components of the 
energy-momentum tensor in the inertial system of reference K' moving 
along the common x-axis with a velocity V with respect to K. Using here 
the explicit form of the tensor A~ given by (13.29), we obtain 

FOI = AiA~F'm = AgA1Fbi + AbA~Fio 
F02 = A~A~F'm = AgA~Fb2 + AbA~Fi2 
F03 = AiA3F'm = AgA~Fb3 + AbA~Fi3 
F - AkAnF' - A 2A 3F' 23- 231en- 2323 

F31 = A~A~F~ = A~A~F~1 + A~A~F~o 
F12 = A1A~F~ = A~A~Fi2 + A?A~Fb2' 

(15.51) 

Section 15.3 Lorentz Transformations and Invariants 

Introducing here the notation 

we may write 

1 (V2) 
Y = )1 _ y2 ::::} y2 1 - ---;;z = 1, 

c2 

I 0 V 
Ao = Al = -v, 

c 

Substituting (1S.S3) into (1S.51), we obtain 

FOI = y2 ( 1 - ~~) Fbi = Fbi 

F02 = y Fb2 + ~yFi2 

F03 = y Fb3 + ~yFi3 
F23 = F~3 

F31 = yF~1 + ~yF~o 

F12 = y F i2 + ~yFb2' 
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(1S.S2) 

(1S.S3) 

(1S.S4) 

Now, using the explicit form of the tensor Flen given by (1S.2S), we have 

Ex =E~ 

Ey = y (E~ - VB~) 
Ez = y (E~ + VB~ ) 
Bx =B~ 

By = y (B~ + *E~) 
Bz = y (B~ - *E~) . 

(1S.SS) 

Thus, we finally obtain the transformation laws for the three-dimensional 
electric field vector E and the three-dimensional magnetic induction 
vector B in the form 

Ex = E~, 
E' - VB' 

E y z y=FYi' 1 _ V2 
c2 

E' + VB' E - z y 

z - )1- V2 
c2 

(1S.56) 

(1S.57) 

The longitudinal components of the vectors E and B remain unchanged, 
and only the transverse components are affected by the transformation from 
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the inertial system of reference K to the inertial system of reference K', 
moving along the common x-axis with a velocity V with respect to K. 

In order to find the invariants of the electromagnetic field, following the 
discussion leading to Equation (7.5), we write the secular equation for the 
electromagnetic field tensor in the form 

(15.58) 

where A is by definition a scalar in~ariant. Using here (15.27) and 
introducing for simplicity a vector e = E/c, we obtain 

-A ex ey ez 
ex -A Bz -By 

=0. (15.59) 
ey -Bz -A Bx 

ez By -Bx -A 

Expanding the expression (15.59) and adding together the terms of the 
same order in the scalar parameter A, we obtain 

or 

- A[ -A(A 2 + B;) - Bz(ABz - BxBy) - By(BzBx + ABy)] 

- ex [ex (A 2 + B;) - Bz( -Aey - Bxez) - By( -eyBx + Aez)] 

+ ey[ex(ABz - BxBy) + A( -Aey - Bxez) - By(eyBy + ezBz)] 

- eAexCBzBx + ABy) + A(-eyBx + Aez) + Bz(eyBy + ezBz)] = 0 
o (15.60) 

A 
4 + A 2 

B; + A 2 
B; - ABxByBz + A 2 B; + ABxByBz 

- A2e2 - e2B2 - AexeyBz - exBxezBz - exBxeyBy + AexByez x x x 

+ AexeyBz - exBxeyBy - A2e; - ABxeyez - e;B; - eyByeZBz 

- exBxezBz - AexByeZ + ABxeyez - A2e; - eyByezBz - e;B; = O. 
(15.61) 

After regrouping and cancellation of all terms equal in magnitude but with 
opposite signs, we obtain 

A 
4 + A 

2 
(B; + B; + B; - e; - e; - e;) - (e;B; + e;B; 

+ e;B; + 2exBxeyBy + 2exBxezBz + 2eyByezBz) = o. (15.62) 
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In the three-dimensional vector notation, (15.62) becomes 

A 4 + A 2(B2 - e2) - (e· iJ)2 = O. (15.63) 

Using here e = i / c, we obtain 

A 
4 

+A' (B' - ~:) - (E ~ B r ~ O. (15.64) 

Equation (15.64) can also be written in terms of the electromagnetic field 
tensor F kn as follows: 

A4 + A2 (~FknFkn) - (~ejklnFjkFln r = O. (15.65) 

Since A is an invariant absolute scalar, the quantity 

1 E2 
- F knFkn = B2 - -2 = Invariant 
2 c (15.66) 

is an absolute invariant of the electromagnetic field. The quantity 

1°kl i.iJ 
-el n FjkFln = -- = Relative invariant 
8 c (15.67) 

is a relative invariant, since iJ = curIA is a relative axial vector. How­
ever, from (15.65) we see that the square of the quantity (15.67) is also 
an absolute invariant of the electromagnetic field. These are the only two 
scalar invariants that can be constructed using the electromagnetic field 
tensor Fkn. 
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O]IJ Electromagnetic Current Vector 
Let us consider a system consisting of a number of charged particles moving 
in an electromagnetic field specified by the electromagnetic potential four­
vector 

(16.1) 

As the action of the system is an additive quantity, the total action of the 
interaction between the charged particles and the electromagnetic field is 
a sum of terms (15.7), given by 

(16.2) 

where M is just a label for the Mth particle and not a tensor index. An 
explicit summation sign is therefore required in Equation (16.2). In elec­
tromagnetic field theory it is usually assumed that there is a continuous 
distribution of charges in three-dimensional space, with the charge density 
defined by 

dq 
a=-, 

dV 
(16.3) 

147 
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where the differential dV is an infinitesimal volume element of the three­
dimensional space. In such a case Equation (16.2) can be written as follows: 

i f SB dx" dx° 
IQ = - (JdV An--. 

V SA dt c 
(16.4) 

Let us now introduce the four-dimensional volume element, defined by 
the expression 

(16.5) 

Since four-dimensional space in the special theory of relativity is a pseudo­
Euclidean space, the four-dimensional volume element (16.5) is a scalar 
invariant. Substituting (16.5) into (16.4), we obtain 

11 dx" IQ = -- (J-AndQ. 
c n dt 

(16.6) 

Since the action integral (16.6) and the four-dimensional volume element 
(16.5) are both scalar invariants andAn is a covariant four-vector, the system 
defined by 

I
n dxn 
=(J-

dt ' 
(16.7) 

is a contravariant four-vector called the electromagnetic current vector. 
The temporal component of the four-vector (16.7) is proportional to the 
charge density (J and is given by 

(16.8) 

The spatial components of the four-vector (16.7) constitute a three­
dimensional current density vector. It is the flux of the charge q through 
the element of the surface II that surrounds the volume domain V of the 
three-dimensional space in which the charges are distributed. 

Ja = (Jva = d
3
q . 

dlldt 
(16.9) 

The components of the electromagnetic current vector can therefore be 
structured in the form 

In = {c(J ,lx, Jy,ld 

I n = gnkJk = {c(J, -Jx, -Jy, -Jz} 

Substituting (16.7) into (16.6) we obtain 

IQ = -~ { J"AndQ = ~ {LQdQ, LQ = -J"An' c In c In 

(16.10) 

(16.11) 
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where LQ is the interaction Lagrangian density. Because of the 
electric-5harge conservation law, the charge density (J and the current 
density J satisfy the continuity equation. According to the electric-charge 
conservation law, the negative increment of the electric charge q within a 
three-dimensional volume V is equal to the total flux of electric charges 
through the boundary surface II of the volume V in the unit of time. Thus 
in the three-dimensional vector notation, we may write 

-- (JdV = J . dll. d f 1 ~ ~ 
dt v n 

(16.12) 

Using the three-dimensional Gauss theorem and regrouping, we obtain 

Iv (~: + div J) dV = O. (16.13) 

From (16.14), we obtain the differential continuity equation in the form 

a(J ~ 
at + div J = O. (16.14) 

In tensor notation, the result (16.14) becomes 

aJ" - = 0 (n = 0, 1,2,3). 
axn 

(16.15) 

The continuity equation (16.15) is therefore related to the conservation law 
of the total charge in the entire system, defined by 

q = { (J dV = ~ { ~ dV, 
lv c lv 

(16.16) 

where V is the entire available volume of the system. Since there is no flux 
of electric charges through the boundary surface II of the volume V of the 
entire system, the surface integral in (16.12) vanishes and we see that the 
time derivative of the quantity (16.16) is equal to zero. 

\16.21 Maxwell Equations 
The objective of this section is to derive the differential equations satisfied 
by the electromagnetic field tensor and its components. From the definition 
of the electromagnetic field tensor (15.14), i.e., 

aAn aAk 
Fkn = axk - axn = akAn - anAk. (16.17) 
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we see that it satisfies the cyclic equation 

ajFkn + anFjk + akFnj = ajakAn - ajanAk 

+ anajAk - anakAj + akanAj - akajAn = 0 
(16.18) 

Thus the first differential equation satisfied by the electromagnetic field 

tensor is 

aFkn aFjk aFnj 
-. +-+-=0. 
ax] axn axk 

(16.19) 

When all three indices j, k, and n are equal to each other (j = k = n), 
Equation (16.19) is a trivial identity since Fkn = 0 for k = n. When two 
ofthe indicesj, k, and n are equal to each other (j = k or j = nor k = n), 
Equation (16.19) is also a trivial identity due to the anti symmetry of the 
electromagnetic field tensor Fkn = -Fnk. The only equations of interest 
are the four equations obtained for j =1= k =1= n. Thus we may write 

aFOl + aF20 + aF12 = 0 
ax2 axl axo 

aFOl + aF30 + aF13 = 0 
ax3 axl axo 

aF02 + aF30 + aF23 = 0 
ax3 ax2 axo 

aF12 + aF3l + aF23 = 0 
ax3 ax2 axl . 

(16.20) 

Using here the components of the covariant electromagnetic field tensor 
(15.25), we obtain 

aEx _ aEy + aBz = 0 
ay ax at 

aEx _ aEz + aBy = 0 
az ax at 

aEy _ aEz + aBx = 0 
az ay at 

(16.21) 

aBz + aBy + aBx = o. 
az ay ax 

In the three-dimensional vector notation the result (16.21) gives the first 
pair of Maxwell equations, i.e., 

~ as ~ 
curl E + - = 0, div B = o. 

at 
(16.22) 
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Thus Equation (16.19) is the four-dimensional form of the first pair of 
Maxwell equations. 

In order to derive the second pair of Maxwell equations we need to define 
the action of the electromagnetic field. The total action for a system consist­
ing of a continous distribution of charged particles in the electromagnetic 
field is given by 

I = Is +IQ +h, (16.23) 

where Is is the action for the free particle distribution that does not include 
the electromagnetic fields or potentials. Its explicit form is therefore not 
needed in the present section. The term IQ is the action describing the 
interaction of the charge distribution with the electromagnetic field and it 
is given by (16.11). The term h is the action of the free electromagnetic 
field that is an integral of an invariant scalar function called the Lagrangian 
density Cp over the entire three-dimensional volume V in the time interval 
[tA, tBl. Thus the action ofthe electromagnetic field is of the form 

The invariant Lagrangian density function Cp cannot depend on the poten­
tials An, as they are not uniquely defined. It may only depend on the 
space-time derivatives of the potentials akAn, or in other words on the 
electromagnetic field tensor Fkn. Thus we may write 

(16.25) 

Furthermore, because of the linearity of the electromagnetic field equations, 
the invariant Lagrangian density function Cp must be at most a quad­
ratic function of the electromagnetic field tensor. The only field invariant 
that satisfies this condition is given by (15.66). The invariant Lagrangian 
density CF is therefore given by 

1 kn EoE2 B2 
CF(Fkn) = --F Fkn = -- - -. 

4/LO 2 2/Lo 
(16.26) 

The invariant (15.66) can be multiplied by an arbitrary constant, and we 
have chosen this constant to be equal to (-2JLO)-l in order to secure the cor­
rect physical dimensions. In (16.26) the quantities /LO and EO = (/Loc2)-l 
are the vacuum magnetic permeability and the vacuum electric permitivity, 
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respectively. Substituting (16.26) into (16.25) we obtain 

IF = --- FknFkndQ = -- - - dV dt. (16.27) 1 1 f ltB (EOE2 B2 ) 
4CfLO n v tA 2 2fLO 

Substituting (16.11) and (16.27) into (16.23) we obtain the total action of 
the system in the form 

I = Is - - flO] An + -F Fkn dQ = - [,dQ. 1 1 (n 1 kn) 11 
CfLO n 4 C n 

(16.28) 

During the derivation of the equations of motion of a charged particle in the 
electromagnetic field (15.16) in the previous chapter, we assumed that the 
electromagnetic field is defined by four given functions forming the four­
vector An = An(xk). We have therefore only varied the Lagrangian (15.9) 
with respect to the quantities describing the motion of the particle, i.e., 
the space-time coordinates xk and coordinates of the four-velocity,}. On 
the other hand, in the present derivation of the electromagnetic field equa­
tions, we assume that the motion of the charged particles or a continuous 
distribution of charges in space is defined by given space-time coordinates 
xk and coordinates of the four-velocity uk. We will therefore calculate the 
variations of the action (16.28) with respect to the quantities describing 
the electromagnetic field, i.e., the electromagnetic potential four-vector An 
and the electromagnetic field tensor F kn. Thus the variation of the first term 
in (16.28) is zero and this term does not contribute to the derivation ofthe 
electromagnetic field equations. It can therefore be omitted from the action 
of the system. Furthermore, the electromagnetic current four-vector r, as 
a function of a given charge distribution and its motion in space, is also not 
varied. The variation of the action (16.28) is then given by 

with 

8I = ~ [ o.c dQ = 0, 
C In 

From Equation (16.29) we may write 

(16.29) 

(16.30) 

(16.31) 
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(16.32) 

Applying the Gauss theorem to the second integral on the right-hand side 
of Equation (16.32), it is reduced to the integral over the hypersurface that 
encloses the given domain Q of the four-dimensional space-time. On the 
other hand, the variation of the electromagnetic field variables is assumed 
to be zero on the boundary of the domain Q, and this integral vanishes. 
Equation (16.32) then becomes 

8I = ~ In {:~ - ak [a(:k~n) J} OAn dQ = O. (16.33) 

Since the variation OAn is arbitrary, from (16.33) we obtain the electromag­
netic field equations in the following form: 

a[' _ ak [ a.c ] _ 0 
aAn a (akAn) - . 

Now, using the expression (16.30), we obtain 

a.c n 
aAn = -] , 

and 

a.c a.c aFjl a.c a 
a (akAn) = aFjl a (akAn) = aFjl a (akAn) (ajAI - atAj) 

= a.c (ojoz- 070':) = a.c _ a.c = 2 a.c 
aFjl J aFkn aFnk aFkn 

= 2_a_ ( __ l_FjlYI) = __ l __ a_ (FjIFo) 
aFkn 4fLO J 2fLO aFkn JI 

(16.34) 

(16.35) 

= - _1_Fjl (ok on _ ok 0':) = __ 1_ (Fkn _ Fnk) = _ ~ Fkn 
2fLO J I I J 2fLo flo 

(16.36) 

Substituting (16.35) and (16.36) into the field Equations (16.34), we obtain 

-r - ak (- :0 Fkn) = 0, (16.37) 
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or, after regrouping, 

aFkn 
-- = /LOr (k,n = 0, 1,2,3). 
axk 

The temporal component of Equation (16.38) gives 

aFocx 1 aea 1. ~ ° -- = -- = -dIVE = /Lol = /Loca , 
axcx c axrx c 

or 
. ~ 2 a 

dIV E = /LOc a = -. 
EO 

The three spatial Equations (16.38) give 

aFocx aFfJcx ex 
-- + -- = /LoJ , 
axo axfJ 

or 

(16.38) 

(16.39) 

(16.40) 

(16.41) 

(16.42) 

In the three-dimensional vector notation Equation (16.42) is given by 

~ 1 aE ~ 
curlE - c2 at = /LoJ· (16.43) 

The Equations (16.40) and (16.43) are the second. pair of Max~ell ~qua­
tions. Thus the complete system of electromagnetIc field equatIOns III the 
four-dimensional notation is given by 

aFk~ + aFjk + aFnj = 0, 
ax} axn axk 

(16.44) 

with the continuity equation 

ar 
- = 0. (16.45) 
axn 

The four-dimensional formulation of Maxwell Equations (16.44) with 
(16.45) is quite compact and it nicely emphasizes the relativistic nature 

of these equations. 

1\16.3\ Electromagnetic Potentials 

I 
The objective of the present section is to formulate the differential eq~a­
tions for the electromagnetic potentials An = An (xk) and to outbne 
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their solutions. In order to derive the differential equations for the 
electromagnetic potentials, we substitute the definition of the electromag­
netic field tensor (15.14) into Equation (16.38). Thus we obtain 

(16.46) 

Using the Lorentz gauge (15.45), the second term on the left-hand side 
vanishes, and we obtain the differential equation for the potentials of the 
electromagnetic field in the form 

a2An 
-- = /LOr. (16.47) 
axkaXk 

By expanding Equation (16.47) we obtain 

or 

1 a2An 2 n n 
----V A =/LoJ. 
c2 at2 

2 n 1 a2An n 
V A - - -- = -/LoJ . 

c2 at2 

The solution of this equation has the form 

An(xk) = ~ , dV, II ~ In(xO - R X
CX

) 

4n v R 

(16.48) 

(16.49) 

(16.50) 

where the integral is over the domain V where the sources of the electromag­
netic field are distributed. The quantity R in (16.50) is the three-dimensional 
distance between the position of the sources and the position where the 
potential is calculated, i.e., 

(16.51) 

Thus, for a given electromagnetic current four-vector r(xk ), we can 
calculate the electromagnetic potential four-vector An(xk) using the 
result (16.50). The electromagnetic field tensor is then obtained using the 
definition (15.14). 

\16.4\ Energy-Momentum Tensor 
We have shown earlier that the momentum conservation law is a con­
sequence of the homogeneity of space and the energy conservation law is a 
consequence of the homogeneity of time. In the four-vector language, due 
to the homogeneity of space-time, the physical properties of a free field 
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remain unchanged with respect to the space-time translations. Thus, the 
energy-momentum tensor of the electromagnetic field is a field invariant 
defined with respect to the space-time translations. The Lagrangian of the 
free electromagnetic field is given by (16.26), i.e., 

1 
C (Fkn) = CF (Fkn) = --pknFkn. 

4JLO 
(16.52) 

Furthermore, it is assumed that there are no sources of the electromagnetic 
field, i.e., that the electromagnetic current four-vector is equal to zero, 
r = O. Thus the interaction Lagrangian CQ, defined by (16.11), vanishes. 
The second pair of Maxwell Equations (16.38) then gives 

akFkn = O. (16.53) 

In order to define the energy-momentum tensor of the electromagnetic 
field, let us first calculate the space-time derivatives of the Lagrangian 
density C as follows: 

ac ac 
anc = -anAj + ---an(akAj). 

aAj a (akAj) 

Using the electromagnetic field Equations (16.34), we obtain 

- [~J k ~a (a k) anc - ak a (akAj) an J + a(akAj) k n J ' 

or 

On the other hand, by definition we may write 

anc = O~akC. 

From (16.56) and (16.57) we obtain 

ak [ tC 
) anAj - o~c] = akT! = 0, 

a akAj 

(16.54) 

(16.55) 

(16.56) 

(16.57) 

(16.58) 

where T~ is the mixed energy-momentum tensor of the electromagnetic 
field, defined by 

(16.59) 
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Substituting (16.36) and (16.52) into (16.59) we obtain 

Tk 1 k' 1 k ' 
n = --JL F "anAj + -4 0nFJIFjl. 

o /Lo 
(16.60) 

The result (16.60) can be put into a more convenient form by writing 

k' , 
F"anAj = FkJ(anAj - ajAn) + FkjajAn, (16.61) 

or 

(16.62) 

The third term on the right-hand side of Equation (16.62) vanishes because 
~f the result (16.53). The s.eco~d term on the right-hand side of Equa­
tIon (16.61) makes no contnbution to the conservation law (16.58), since 
we have 

(16.63) 

The expression p6.63) vanishes as a product of the symmetric tensor a a, 
and the tensor Vn" that is antisymmetricwith respect to its two upper indic~:' 
~us the second term does not contribute to the field invariants 

obtamed ~~m the ener~y-~omentum tensor (16.60). Therefore we may 
replace F" anAj by FkJ Fnj m (16.60) to obtain the final result for the 
energy-momentum tensor of the electromagnetic field in the form 

k 1 k' 1 ' 
Tn = --F"Fnj + -4 o~p1IFjl' 

JLo JLo 
(16.64) 

The contravariant energy-momentum tensor is then given by 

nk 1 k' 1 
T = --F"F'! + -gnkFjlF 

JLo J 4/L0 JI, (16.65) 

and the covariant energy-momentum tensor is given by 

T - 1 J 1 'I nk - --FicFnj + -gnkFJ FI_ 
JLo 4JLO J 

(16.66) 

Using the differential form of the energy-momentum conservation law 
(16.58), we may write down the integral form as follows: 

i nk 11 aynO 1 akT dV = - --dV + a T{JadV = 0 
v c v at va. (16.67) 
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Applying the three-dimensional Gauss theorem to the second integral in 
(16.67), we obtain 

[ 8kTnk dV = ~~ [ [ T nO dV] + 1.. Tf3a dna = 0 (16.68) 
lv cdt lv Tn 

where n is the closed surface surrounding the volume V. If we let the 
field domain V grow to infinity (V -+ (0), the surface integral in (16.67) 
vanishes and we have 

[ 8k Tnk dV = ~ (~ { rno dV] = dp'l = o. (16.69) h ~ ch ~ 

Thus we obtain the definition of the conserved energy-momentum vector 
of the electromagnetic field: 

pn = ~ [ rno dV = Constant. 
c lv 

The energy of the electromagnetic field is then 

E = cpo = Iv ToodV, 

(16.70) 

(16.71) 

and the components of the three-dimensional momentum of the electro­
magnetic field are given by 

pa = ~ { TaO dV = Constant. (16.72) 
c lv 

In order to calculate the energy (16.71) we first use (16.65) with (16.27) 
to calculate 

TOO = -~FOaF~ _ (EOE
2 

_ B2 ). 
ILo 2 2ILO 

(16.73) 

Using the definitions of the mixed and contravariant electromagnetic field 
tensors, (15.27) and (15.29), respectively, we obtain 

(16.74) 

or 

(16.75) 

Section 16.4 Energy-Momentum Tensor 159 

Substituting (16.75) into (16.71) we obtain the expression for the total 
energy of the electromagnetic field, 

E = [ (EoE2 + B2 ) dV = [ edV, 
lv 2 2ILO lv (16.76) 

where e is the electromagnetic energy density given by 

00 EoE2 B2 
e=T =--+-. 

2 2ILO 
(16.77) 

In order to calculate the momentum (16.72) we first use (16.65) with (16.27) 
to calculate 

TaO = -~FOjF~ _ gaO (EOE
2 

_ B
2

). 
ILO } 2 2ILO 

(16.78) 

Using gaO = 0, we obtain 

TaO = -~FOf3Ffi = -~FOf3gf3vra = -~F~Fav. 
~ ~ ~ 

(16.79) 

Using (15.20) in the form 

(16.80) 

we obtain 

1 1 
TaO = --evawEvBw = +-eavwEvBw. (16.81) 

CILo CILO 

Here, using the notation D = EoE and (CILO)-l = CEO, the result (16.81) 
becomes 

(16.82) 

Substituting (16.82) into (16.72) we obtain the expression for the total 
momentum of the electromagnetic field: 

p = Iv (D x B)dV = Iv P dV, (16.83) 

where P is the electromagnetic momentum density given by 

~ 1 0 ~ ~ 
P = _Ta = D x B. 

C 
(16.84) 

In order to calculate the spatial components of the electromagnetic 
energy-momentum tensor in terms of the three-dimensional electric field 
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vector E and magnetic induction vector B, we use Fkj = -Fjk and (16.26) 
to rewrite the definition (16.64) as follows: 

Tk = ~ [F ·Fjk - ~8k(e2 - B2)J 
n /.LO nJ 2 n 

= ~o [ e~ - }8~ (e2 
- B2) J ' (16.85) 

where we introduced the vector e = E / c and the tensor e~ = F njFjk 
to simplify the calculations. The contravariant electromagnetic energy­
momentum tensor is then given by 

rk = gnjT~ = ~ [enk - ~gnk(e2 - B2)J 
J /.LO 2 

(16.86) 

We can now use the matrix forms of the covariant and contravariant elec­
tromagnetic field tensors, (15.25) and (15.29), respectively, to calculate the 
components of the tensor e~: 

[e;] = [:::; 
ex ey 

e, ][0 
-ex -ey -e, ] 0 -Bz By ex 0 -Bz By 

Bz 0 -Bx ey Bz 0 -Bx 
-ez -By Bx o ez -By Bx 0 

[ e2 eyB, - e,By ezBx - exBz e,By - e,B, ] 
_ -eyBz + ezBy e; - B; - B; exey + BxBy exez + BxBz 
- -ezBx + exBz eyex + ByBx e2 _B2 _B2 eyez + ByBz y x z 

-exBy + eyBx ezex + BzBx eZey + BzBy e2 _ B2 _B2 
z x Y 

[ e

2 (e x iJ)x (e x B)y (e x ii), ] 
= -(~ x ~)x e2 +B2 _B2 exey + BxBy exez + BxBz . x x 

-(e x B)y eyex + ByBx e2 +B2 _B2 eyez + ByBz y y 
-(e x B)z ezex + BzBx ezey + BzBy e2 +B2 _B2 z z 

(16.87) 

The spatial part of the tensor e~ is then given by the following matrix: 

[e~] = I :yeX -: ByBx e; + B; - B2 eyez + ByBz . (16.88) 
[

e2 + B2 - B2 exey + BxBy exez + BxBz ] 

ezex + BzBx ezey + BzBy e; + B; - B2 

The contravariant components of the three-dimensional system (16.88) are 
obtained from 

(16.89) 
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or, in the matrix form, 

From the matrix (16.90) we obtain 

eaf3 = _ea ef3 - sa Bf3 _ gaf3 B2 

Ea Ef3 
= - --2 - - Ba Bf3 - gaf3 B2. 

C 

161 

(16.91) 

Substituting the result (16.91) into the spatial part of Equation (16.86), 
we obtain 

T cxf3 = ~ [_ea ef3 - Ba Bf3 - gaf3 B2 - ~ gaf3 (e2 - B2)] 
/.LO 2 

= -~ [eOlef3 + Bcx Bf3 + ~gCXf3(e2 +B2)J. (16.92) 
/.LO 2 

Thus we finally obtain the spatial spatial components of the electromagnetic 
energy-momentum tensor in terms of the three-dimensional electric field 
vector E and magnetic induction vector B, as follows: 

T OI{3 = _ T OI{3 , (16.93) 

where we define the Maxwell stress tensor y af3 by the equation 

(16.94) 

Using the resuhs (16.77) with (16.84) and (16.93) we may write the explicit 
matrix form of the electromagnetic energy-momentum tensor as follows: 

(16.95) 

From the definition (16.94) we see that the three-dimensional Maxwell 
stress tensor is a symmetric tensor. By examination of (16.95) we conclude 
that the complete four-dimensional electromagnetic energy-momentum 
tensor is also a symmetric tensor, i.e., we have 

(16.96) 
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If the electromagnetic field is defined in a domain V with the boundary 
surface n, the expression 

px = { aT; dV = J Tap dnp 
Jv ax fn (16.97) 

defines the force due to the electromagnetic field pressure on the boundary 
surface n. 

Part IV 

General Theory of Relativity 
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~ Chapter 17 

Gravitational Fields 

[1II] Introduction 
The special theory of relativity discussed in the last four chapters is based 
on the concept of inertial frames of reference. 'An inertial frame of reference 
is defined as a system of reference where a free particle, i.e., a particle on 
which there is no action of any external forces, moves along a straight line 
with constant velocity. On the other hand, the gravitational interaction, as 
one of the fundamental intemctions in nature, is a long-range interaction 
that cannot be screened. The concept of inertial frames of reference is, 
therefore, not compatible with gravitational phenomena. The only way 
to define an approximately inertial frame of reference is to visualize it 
as being far away from any matter. Given the influence of the force of 
gravity on the observations of various physical phenomena, both on Earth 
and in the universe as a whole, the concept of inertial frames of reference 
as a foundation for the formulation of the laws of nature is clearly not 
sufficient. Since the force of gravity is an unscreened long-range force, 
it can be considered as an intrinsic property of space-time and related to 
space-time geometry. 

In the absence of matter we can define the inertial frames of reference 
where the geometry of space-time is pseudo-Euclidean. The space-time 
metric is then given by 

(17.1) 

165 
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such that the components of the metric tensor gmn are constant and given 
by the following matrix: 

° -1 

° ° 
° ° -1 

° 
~ ]. 

-1 

(17.2) 

In the presence of matter it is not possible to find the four space-time 
coordinates xj such that the metric of the space-time manifold is reduced to 
the pseudo-Euclidean expression (17.1). Thus the geometry of space-time 
in the presence of matter must be a pseudo-Riemannian geometry, where 
the components of the metric tensor gkn are functions of the coordinates xj , 

i.e., we have 

gkn = gkn(X j
) (j, k, n = 0, 1,2,3). (17.3) 

The components of the metric tensor of the given space-time manifold 
(17.3) can therefore be considered as the gravitation field potentials; and 
the gravitational effects are described by the metric itself. 

From (17.2) we note that the determinant g = -I of the pseudo­
Euclidean metric tensor of special theory of relativity is a negative constant 
number. In the general theory of relativity g = g(xj ) < ° is a negative defi­
nite function of space-time coordinates. In the ordinary positive-definite 
Riemannian metric spaces, we have frequently used the function .;g to 
define the absolute tensors and invariants. In the pseudo-Euclidean and 
pseudo-Riemannian space-times of the theory of relativity with g < 0, this 
function is not a real function and it is generally replaced by .;=g, which 
is a real function. In the pseudo-Euclidean special theory of relativity we 
have .;=g = I, so the relative tensors and invariants were transformed as 
the absolute scalars and invariants, and the explicit appearance of the factor 
.;=g was not necessary. 

In the presence of gravity it is not possible to reduce the metric of 
space-time to the pseudo-Euclidean expression (17.1) in the entire space. 
It is important to note that the gravitational effects are understood as a 
deviation of the space-time metric from the pseudo-Euclidean metric (17.1). 
The metric (17.3) is therefore a function of the local distribution of matter 
as a source of the gravitational field and cannot be fixed arbitrarily in the 
entire space. The metric tensor, as the gravitation field potential, is in this 
context a solution of the gravitational field equations, which will be derived 
in the next chapter. 

Although we cannot transform away the gravity in the entire space, we 
can select the local frames of reference falling freely in the gravitational 
field where the gravitational effects are locally transformed away. In a 
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small laboratory falling freely in a gravitational field, the laws of nature are 
therefore the same as those observed in an inertial frame of reference in the 
absence of gravity. The laboratory has to be small since the gravitational 
fields are functions of coordinates and vary in magnitude and direction in 
different points in space. The force of gravity can therefore be considered 
as uniform and transformed away by a suitable cnoice of local frame of 
reference only in a sufficiently small space domain. 

Thus we are in most cases able to cover the space-time with a patchwork 
of local inertial frames of reference. The concept of local inertial frames 
of reference is very useful in the general theory of relativity. 

117.21 Time Intervals and Distances 
In the general theory of relativity, the choice of the generalized coordinates 
used to describe the four-dimensional space-time manifold is not restricted 
in any way. Thus the coordinates xj are in general not equal to the distances 
and time intervals between events in the same way as in the special theory 
of relativity. Therefore, given a set of generalized coordinates xj , we need to 
relate these coordinates to the actual distances and time intervals between 
the observed events. 

In the general theory of relativity we denote the proper time by -r. Let 
us now consider two infinitesimally separated events that take place at 
exactly the same point in space. Then we have dx l = dx2 = dx3 = 0, and 
we may write 

(17.4) 

Thus we obtain the relation between the element of the proper time d-r and 
the coordinate differential dx° as follows: 

I 
d-r = -"fiOOdx°, 

c 
(17.5) 

or for the proper time between any two events occuring at the same point 
in space, 

-r = ~ f "fiOO dx°. (17.6) 

In the special theory of relativity the element dl of spatial distance is 
defined as the distance between two infinitesimally separated events taking 
place at the same time. In the general theory of relativity we cannot use 
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this definition, since the proper time is a different function of coordinates 
at different points in space. In order to find the element dl of the spa­
tial distance, we consider two infinitesimally close points A and B with 
coordinates ~ and xj + dx/, respectively. Let us suppose that a light signal 
is directed from point A to point B and then back from point B to point A 
along the same path. The time required by the light signal to travel from 
point A to point B and back, observed from one point in space and multi­
plied bye, is double the distance between the two points. For the two events 
representing the departure of the light signal at one point and the arrival at 
the other point, we know from (13.4) that the square of the interval ds2 is 
equal to zero. Thus we may write J4JJ~ 

di = gkndxkdxn = gOO(dx°)2 + 2goadxadx° + ga{3dxadx{3 = O. (17.7) 

The equation (17.7) is a quadratic equation with respect to dx° and its 
sol~tions are given by 

gO dxadx° 1 / 
(dx°)± = a ± -'I (gaago{3 - gOOga{3) dxctdx{3. 

goo gOO 
(17.8) 

The coordinate time required by the light signal to travel from point A to 
point B and back is then given by 

(dx°)+ - (dx°)_ = ~J(gaago{3 -gOOga{3)dxctdx{3. 
goo 

(17.9) 

Using (17.5) we obtain the proper time required by the light signal to travel 
from point A to point B and back, multiplied bye, as follows: 

cdr = JgOO [(dxO)+ - (dx°)_ ] 

= _2_} (gaago{3 - gOOga{3) dxadx{3. 
.;goo 

(17.10) 

Thus the spatial element dl between the two points A and B is a half of the 
proper time interval (17.10) multiplied bye, i.e., 

dl = ~edr = (-ga{3 + gO;!O{3 ) dxadx{3. (17.11) 

Thus the square of the space metric dz2 can be written in the fonn 

2 {3 gaago{3 
dl = Ya{3dxadx Ya{3 = -ga{3 + --. 

gOO 
(17.12) 

It should be noted that the metric tensor gkn in general depends on the time 
coordinate. The space metric dz2 is therefore also time dependent, and in 
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general it does not make sense to integrate the element of the spatial distance 
dl, as such an integral would depend on the world line chosen between the 
two end points. Only when the metric tensor gkn is not time dependent and 
the distance can be defined over a finite portion of space does the integral 
of the element of the spatial distance dl along a space curve have a definite 
meaning. 

117.31 Particle Dynamics 
In the special theory of relativity the motion of a free particle of mass m is 
defined by the action integral (14.5). The action integral of a free particle 
is simply proportional to the arc length in the four-dimensional space-time 
manifold, i.e., 

(17.13) 

where m is a mass parameter of the free particle. From (17.13) we see that 
the Lagrangian function is given by the expression 

(17.14) 

The equations of motion of a particle in the gravitational field are obtained 
by variation of the same action integral (17.13), since the introduction of 
the field of gravity is nothing but the change of the space-time metric to 
a pseudo-Riem~nnian metric with a coordinate-dependent metric tensor 
(17.3). On the other hand, except for the overall constant multiplier -me, 
the Lagrangian (17.14) is the same as the Lagrangian (11.14) used to derive 
the geodesic equations (11.25). Thus we conclude that a free particle in the 
gravitational field moves along the geodesic lines and that the equations of 
motion are the geodesic equations (11.25), i.e., 

d2xn dxl dxk 
ds2 +rZkds ds"=O (k,l,n=O,I,2,3) (17.15) 

or 

dun 
- + r[nku1uk = 0 (k I 0 1 2 3) ds ' ,n = , " . (17 .1.~) 

In order to find the nonrelativistic limit of Equations (17.16), we first note 
that the nonrelativistic limit (v « c) of the components of the four- velocity 
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(13.39) and (13.40) is given by 

° I u = ~~I, 
V I--;;z 

(17.17) 

Thus the leading tenn on the right-hand side of the expression (17.16) is 
the one with I = k = 0, such that we may write 

d~n = -roo (n = 0, 1, 2, 3). (17.18) 

For a static gravitational field with aogOO = 0, the only nontrivial equations 
in (17.18) are the spatial equations 

du
a 

= -roo a ( I 2 3) a = " . 
ds 

(17.19) 

Using (17.17) and the zeroth-order nonrelativistic approximation for the 
differential of the parameter ds ~ edt, we further obtain 

I dva 
2- = -roo (a = 1,2,3). 
e dt 

(17.20) 

Let us now recall the definition of the Christoffel symbols of the first kind 

(9.28), i.e., 

r . _ ~ (agk) agpk _ agjp ) 
k,Jp - 2 axp + axi axk ' 

(17.21) 

For a static gravitational field with aOgjp = 0, we obtain 

I (agkO agOk agoo ) _ I agOO 
rk,OO = 2 axO + axO - axk - -2 axk . 

(17.22) 

Now using the definition of the Christoffel symbols of the second kind 

(9.29), i.e., 

rn _ nkr . _ ~ nk (agk) + agpk _ agjp ) 
jp - g k,Jp - 2g axP axi axk ' 

we obtain 

n nk I nkagOO roo = g rkOO = --g -k-' , 2 ax 

The spatial components of Equation (17.24) give 

a I akagOO 
roo = -2g axk' 

(17.23) 

(17.24) 

(17.25) 
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For a static gravitational field with aOgOO = 0 we then obtain 

ra __ ~ afJ agOO 
00 - 2g axfJ ' 

Substituting (17.26) into (17.20), we obtain 

~ d~ = ~gafJ agOO 
e2 dt 2 axfJ (a,{3 = 1,2,3). 
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(17.26) 

(17.27) 

In order to find the nonrelativistic approximation for the component goo of 
the metric tensor, let us consider the nonrelativistic Lagrangian for a particle 
moving in the gravitational field defined by the gravitational potential </J, 
given by 

(17.28) 

We may always add a constant term to the nonrelativistic Lagrangian 
without affecting the dynamics. Thus, following the result (14.17) we add 
a constant -me2 to the Lagrangian (17.28) and obtain 

L 2 12 2 I a" 
= -me + 2mv - m</J = -me - 2mgafJv vI-' - m</J, (17.29) 

where gafJ are the spatial components of the pseudo-Euclidean metric 
tensor. In the Descartes coordinates they are given by gafJ = -8afJ. Using 
(17.29) we obtain the nonrelativistic approximation to the action integral 
(17.13) in the form 

[

tB ( </J I ~ dxfJ) I ~ -me e + - + -gafJ-- dt, 
tA e 2 e dt 

or, after some regrouping, 

I = -me {SB ds 
JSA 

~ -me L:B [ (I + :Z) edt + ~gafJ v: dxfJJ . 

(17.30) 

(17.31) 

From Equation (17.31) we obtain the nonrelativistic approximation for the 
line element ds as follows: 

( 
</J) 0 I ~ fJ ds ~ I + 2' dx + - gafJ -dx . 
e 2 e 

(17.32) 

The nonrelativistic approximation to the metric of the space-time manifold 
is then obtained by squaring the expression (17.32) and dropping the terms 
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of the order v2 / c2 and higher. Thus we obtain 

(17.33) 

. 2/ 2 b· Here we may drop the last term as the term of higher order III v C to 0 tam 

ds2 ~ (1 + ~) 2 (dx
0

)2 + (1 + ~) gapdx
a 

dxP • (17.34) 

Assuming that the gravitational field is relatively weak, we may use 
the approximations 

(17.35) 

and 

( 1 + ~) gapdx
a 

dxP ~ gapdx
a 

dxP . (17.36) 

Substituting (17.35) and (17.36) into (17.34), we finally obtain 

2 ( 2¢) dx0)2 dxadxp (1737) ds ~ 1 + 7f ( + gap· . 

From the result (17.37) we obtain the nonrelativistic approximation to the 
quantity goo in the form 

2¢ 
gOO ~ 1 + 2· 

c 

Substituting (17.38) into (17.27), we obtain 

dva _ ap a¢ 
dt - g axP 

(a, f3 = 1,2,3). 

(17.38) 

(17.39) 

Using here the pseudo-Euclidean spatial metric gaP, consistent with the 
result (17.37), we obtain in the three-dimensional vector form 

dv - = -grad¢, ¢ = ¢(x). 
dt 

(17.40) 
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If we now recall the nonrelativistic result for the gravitational potential ¢, 
we may write 

~ GM GM~ 
¢(x) = -- => grad ¢ = -3 r, 

r r (17.41) 

where M is the mass of the source of the gravitational field, r is the three­
dimensional radial coordinate given by 

r = J x2 + y2 + Z2, 

and G is the gravitational constant given by 

m3 
G = 6.67 X 10-11 __ . 

kgs2 

(17.42) 

(17.43) 

Substituting (17.41) into (17.40) and multiplying by the mass of the test 
particle m, we obtain the result for the nonrelativistic gravitational force 
between two bodies with masses M and m as follows: 

~ dv GMm~ 
FG = m- = ---r. 

dt r3 
(17.44) 

Thus in the nonrelativistic limit the equations of motion of a particle (17.16) 
are reduced to the corresponding Newtonian nonrelativistic equations of 
motion. 

117.41 Electromagnetic Field Equations 
The objective of the present section is to generalize the electromagnetic 
field equations, derived in the previous chapter, to the pseudo-Riemannian 
metric space in the presence of gravity. In the special theory of relativity 
the electromagnetic field tensor is defined by Equation (15.14), i.e., 

(17.45) 

As the partial derivatives do not transform as vectors in the Rieman­
nian metric spaces, the expression (17.45) has to be modified to the 
covariant expression 

Fk;n = DkAn - DnAk (k, n = 0, 1,2,3). (17.46) 

Using the definition of the covariant derivatives (8.24), i.e., 

DkAn = (hAn - r;,0j, DnAk = anAk - rlk;nAj, (17.47) 
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we obtain 

(17.48) 

Using the symmetry of the Christoffel symbols of the second kind (9.9), i.e., 

r:k = rikn (k, m,p = 0, 1,2,3), (17.49) 

the second and fourth terms on the right-hand side of Equation (17.47) 
cancel each other and we reproduce the pseudo-Euclidean result (17.45). 
Even in the presence of gravity the definition of the electromagnetic field 
tensor (17.45) remains valid. Using the definition of the covariant derivative 
of a second-order covariant tensor (8.33), we have 

DjFkn = ajFkn - rijFln - r~jFkl 

DnFjk = anFjk - rJnFlk - rinFjl (17.50) 

DkFnj = akFnj - r~kFlj - rJkFnl' 

Now, using the antisymmetry of the electromagnetic field tensor 

Fin = -Fnl, Fkl = -Fib Fj/ = -Flj (17.51) 

and the symmetry of the Christoffel symbols of the second kind 

rij = rJk' r~j = rJn' rin = r~k' (17.52) 

we obtain from (17.50) the cyclic expression 

DjFkn + DnFjk + DkFnj = ajFkn + anFjk + akFnj = O. (17.53) 

Thus we conclude that the first pair of Maxwell equations remains 
unchanged in the presence of gravity and has the form 

aFkn aFjk aFnj -. + - + - = 0 (j,k,n = 0, 1,2,3). (17.54) 
ax} axn axk 

In order to derive the second pair of Maxwell equations, let us consider the 
interaction Lagrangian (16.6) in the form 

11 dx
n 

IQ = -- a-AndQ. 
C n dt 

(17.55) 

The four-dimensional volume element, defined in the pseudo-Euclidean 
space-time of special theory of relativity by the equation 

dQ = dx°dV = dx°dx1dx2dx3
, (17.56) 

is no longer an absolute scalar. Instead of (17.56) we define the invariant 
volume element as Fg dQ. Thus we rewrite the interaction Lagrangian 
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(17.55) as follows: 

IQ = -~ [ ~ dx
n 
AnHdQ = -~ [ rAnHdQ. 

c In Fgdxo c In (17.57) 

Since the action integral (17.57) and the four-dimensional volume element 
R dQ are both absolute invariants and Fin is a covariant four-vector, the 
system defined by 

(17.58) 

is by definition the contravariant electromagnetic current four-vector. The 
temporal component of the four-vector (17.58) is proportional to the charge 
density a and is given by 

o a 
] =C--, 

Fg 
(17.59) 

and the three-dimensional current density vector is 

(17.60) 

Given the definition (17.58) we can generalize the second pair of Maxwell 
equations (16.38) by replacing the partial derivative ak by the covariant 
derivative Dk. The second pair of Maxwell equations then becomes 

DkFkn = /-tor (k, n = 0, 1,2,3). (17.61) 

Using the definition of divergence of an arbitrary tensor with respect to one 
of its contravariant indices (10.15), we obtain 

DkFkn = _1_ ~ (HFkn) = /-toJn . 
Fgaxk 

(17.62) 

In the same way we generalize the equation of continuity (16.45) to obtain 

n 1 a (r-:: n) DnJ = r=;;- y -gJ = O. 
y-g axn 

(17.63) 

Thus the complete system of electromagnetic field equations in the pseudo­
Riemannian space-time manifold, which includes the gravitational effects, 
is given by 

1 a (r-:: kn) n ---- y-gF = /-to] 
Fgaxk 

(17.64) 



I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 

176 Chapter 17 Gravitational Fields 

with the continuity equation 

_1_ ~ (F"iJn ) = o. 
F"ioxn 

(17.65) 

The pseudo-Riemannian four-dimensional fonnulation of Maxwell equa­
tions in the presence of gravity given by (17.64) with (17.65) is quite com­
pact, and it nicely illustrates the general prescription for the introduction 
of gravity in the laws of physics. 

In general, the laws of physics must be valid in all systems of reference 
and expressed as covariant tensor equations. The field equations of phys­
ics which involve the derivatives of the field variables, must therefore be 
re~ritten such that the ordinary derivatives are replaced by the covariant 
derivatives. Even if we are working in a flat space-time described by some 
curvilinear coordinates, we need to use the covariant derivatives if we want 
the field equations to be valid in all coordinate systems. 

. If we assume that a physical object described by a set of pseudo­
Euclidean equations does not represent an appreciable source of the 
gravitational field, then it does not significantly influence the components 
of the metric tensor gkn(X j ) as the potentials of the gravitational field. In 
such a case the geometry of the four-dimensional space-time manifold is 
rigidly determined by some massive external sources of the gravitational 
field. Then the effect of the physical object under consideration on the geo­
metrical structure may be neglected. Under these circumstances the set of 
pseudo-Euclidean equations describing the physical object can readily be 
generalized to incorporate the effects of gravity by making the substitution 

d -+ D, Ok -+ Db dQ -+ yCidQ. (17.66) 

Thus the prescriptions (17.66) can be used to generalize any pseudo­
Euclidean equation, used to describe a physical object that is small in 
comparison to the sources of the gravitational field, to incorporate the 
gravitational effects and to be valid in all systems of reference. 

~ Chapter 18 

Gravitational Field Equations 

[I[IJ The Action Integral 
In the previous chapter we concluded that the components of the metric 
tensor of a given space-time manifold are the potentials of the field of 
gravity, and the gravitational effects are described by the metric itself. The 
metric tensor is therefore a system of functions of the local distribution of 
matter as a source of the gravitational field and cannot be fixed arbitrarily in 
the entire space. The metric tensor as the field potential is therefore a solu­
tion of the gravitational field equations. The objective of the present chapter 
is to derive the gravitational field equations from the suitable action integral 
of the gravitational field. The total action integral for a system consisting 
of a continuous distribution of matter as the source of the gravitational field 
and the gravitational field itself is given by 

(18.1) 

where Ie is the action of the gravitational field in empty space, where 
there are no field sources, and 1M is the action describing the interaction 
of the matter distribution with the gravitational field. The action of the 
gravitational field in empty space can be written in the fonn 

Ie = ~ r Le(gkn,Ojgknh(:::gdQ, 
c In 

(18.2) 

where Le is the invariant Lagrangian density of the gravitational field that 
is integrated over the invariant four-dimensional domain Q. The action 
describing the interaction of the matter distribution with the gravitational 
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field can be written as follows: 

1M = ~ { LM (gkn, ajgkn) HdQ, 
c In 

(18.3) 

where LM is the invariant Lagrangian density of the source fiel~s. For 
example, if the source of the gravitational field is the el~ctromagnetIc fi~ld, 
then LM is the Lagrangian density of the electromagnetIc field (16.52), I.e., 

1 kn ·l 4) LM (glen) = --gkjgnIF FJ. (18. 
4JLO 

It should be noted that the electromagnetic field Flen in Equation (~8.4) is 
taken as the given source of the gravitational field, and the LagrangIan LM 
is varied with respect to the gravitational field potentials gkn· .. 

In order to construct the invariant Lagrangian density of the gravIt~tlOnal 
field LG, we note that it is a function of the metric tensor. gkn and Its first 
derivatives ajgkn only. On the other hand, by using (9.25) m the form 

ajgkn = r n,kj + rk,nj = gnlrij + gklr~j' (18.5) 

we see that the first derivatives of the metric tensor ajgkn can always be 
expressed in terms of the suitable metric ten~ors and ~hristoffel sy~b~ls of 
the second kind. Thus the invariant LagrangIan denSIty of the gravlt~tIonal 
field L can be seen as a function of the metric tensor gkn and the Christoffel G . 

J ·t symbols of the second kind r kn. Thus we may wn e 

LG = LG (gkn,r~). (18.6) 
I • 

The only nontrivial tensors that can be created from the metn,: tensor glen 

and the Christoffel symbols r~ are the curvature tensor Rilen' defined 

by (12.14) as 

J' j a r j rP r j rP r j 
. (187) Rlenl = anr kl - l kn + kl pn - len pi' . 

the tensors obtained by contractions of the curvature tensor, e.g., the Ricci 

tensor Rkn, defined by (12.44) as 

j j a r j + r P r j r P r j 
. Rkn = Rknj = anrkj - j kn kj pn - len pj' (18.8) 

and the Ricci scalar R, defined by (12.50) as R = gknRkn. . . 
Thus, a suitable candidate for the invariant Lagrangian denSIty LG IS 

proportional to the Ricci scalar R. In such a case we may choose 

c4 

LG = -16rrGR , 
(18.9) 

where G is the gravitational constant given by (17.43). The fac~or of ~ro­
portionality in Equation (18.9) is added to ensure the correct dlmenSlOns 
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of the physical quantities. The action integral (18.2) may then be written 
in the form 

c
3 

[ IG = --- RHdQ. 
16rrG n 

(18.10) 

However, from the preceding definitions we note that the Ricci scalar R 
depends not only on the metric tensor glen and its first derivatives ~jgkn, 
but also on the first-order derivatives of the Christoffel symbols alrlm and 
thereby also on the second-order derivatives of the metric tensor. On the 
other hand, the gravitational field equations must contain up to the second­
order derivatives of the metric tensor as the gravitational field potential. 
As these equations are obtained by the variations of the action (18.2), the 
Lagrangian density LG must not contain the derivatives of the metric tensor 
of the higher order than the first. 

In order to resolve this difficulty, we need to analyze the structure of 
the Ricci scalar R. If it can be shown that the terms containing the second­
order derivatives of the metric tensor do not contribute to the variations of 
the action integral (18.10), then we could proceed using the action inte­
gral (I8.l 0) in the derivation of the gravitational field equations. Since the 
Ricci scalar is the only available nontrivial scalar invariant created, using 
metric tensor glen and the Christoffel symbols of the second kind rim, it is 
important to show that the preceding assumption is indeed valid. Let us 
therefore calculate the quantity HR as follows: 

HR = HgknRkn = Fit"anr~ 

- Figknajr~ + Fit" (r~r~n - rfnr~j) 

= an ( Hgknr~) - aj (Hgknrlm) - an (Filn) r~ 

+ aj (Figkn) r~ - Hglen (rfnr~j - r~rjn). (18.11) 

Interchanging the dummy indices n ++ j in the first term on the right-hand 
side of Equation (18.11), we obtain 

-FiR = aj (-FiljrZn - Figknrlm) 

+ Hr~ ~aj (Fit") - -Fir~ ~an (-Figkn) 

- ~ggkn (r
p r j

, - rP.r j ) (18.12) v - I) kn PJ Ig pn . 
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Here we note the result (9.48) in the form 

jnrk _ 1 a ( r-::. kn) g jn - - Fg n v-gg , (18.13) 

and we calculate 

J=gaj (.,;=ggkn) = gknaj (In.J=g) + ajgkn. (18.14) 

Using the result (9.36) in the form 

r~ = aj (In .J=g) , (18.15) 

we obtain 

J=gaj (.,;=ggkn) = gknr~ + ajgkn. (18.16) 

Using further the result (8.29) applied to the metric tensor gkn and the 
property that the covariant derivative of the metric tensor is equal to zero, 
we have 

D·gkn = a·...kn + rn.gkp + rk.gnp = 0 
J '}!5 Pi Pi ' (18.17) 

or 

a·...kn = _rn.gkp _ rk.gnp (18.18) 
'}g PJ PJ' 

Substituting (18.18) into (18.16) we obtain 

_I_a· (.,;=ggkn) = gknrI? _ rn.ip _ rk.gnp (18.19) Fg '} JP PJ PJ' 
Substituting (18.13) and (18.19) into (18.12) we obtain 

.,;=gR = aj (-Fggkjr'kn - .,;=ggknrin) 

+ .,;=grin (gknrjp - r;j/p - r;jgnp) 

+ .,;=gr~gjnrJn - -Fggkn (rfnr;j - rfjrjn) (18.20) 

or, after regrouping, 

FgR = aj (Fggkjr'kn - .,;=ggknrin) 

+ Fg (ringknr~ + r~gjnrJn) - Fgrin (r;jgkp + r;jgnp) 

(18.21) 
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Interchanging the dummy indices k *+ j in the second term on the right­
hand side of Equation (18.21) gives 

FgR = aj (Fgljr'kn - Fggknrin) 

+ Fggkn (rinrjp + rjprin) - Fg (rinr;jgkp + rinr;jgnp) 

- Fg~ (rfnr;j - r~rjn)' (18.22) 

Now, interchanging all dummy indices in the third term on the right-hand 
side of Equation (18.22), we obtain 

FgR = aj (Fgljr'kn - Fggknr/n) + 2Fggknr/nr~ 

- Fg (r~r~pgkn + rJ,cr~pgkn) - Fggkn (rfnr~j - r~rjn) . 
(18.23) 

Using the symmetry of the Christoffel symbols of the second kind with 
respect to its two lower indices (9.9), the result (18.23) becomes 

.,;=gR = aj ( Fggkjr'kn - Fgrrin) + 2Fggknrinrjp 

- 2Fggkn rP.r j - C;:ggkn (rp rJ - rP.r j ) kJ pn v-" kn PJ kJ pn 

or 

FgR = aj (Fgljr'kn - Fggknrin) 

(18.24) 

+2Fggkn (rinr~ - r~rjn) - Fggkn (rfnr;j - r~rjn)' 
(18.25) 

Now we note that the second term on the right -hand side of Equation (18.24) 
is twice the third term with a positive sign. Thus we obtain 

FgR = aj (Fggkjr'kn - -Fggknrin) 

+ Fggkn (rfnr;j - rfjrjn). (18.26) 

The final result for the quantity FgR can therefore be written in the form 

(18.27) 
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where we define 

(18.28) 

and 

(18.29) 

Here we note that the quantity r depends only on the metric tensor gkn 
and its first derivatives ajgkn, while the terms containing the second-order 
derivatives of the metric tensor in the Ricci scalar R are collected into 
an expression that has the form of the divergence of a vector, i.e., ajwj. 
Substituting (18.29) into (18.10), we obtain 

c
3 

[ c
3 

[ Ie = --- r AdO. - -- a·w j dO.. 
16Jl"G n 16Jl"G n '} 

(18.30) 

According to the Gauss theorem, the second integral on the right-hand side 
of Equation (18.30) can be transformed into an integral over a hypersurface 
surrounding the domain 0. over which the integration is carried out in the 
first integral. Thus the variation of the second integral vanishes because of 
the variational principle, which requires that the variations of the fields at 
the limits of the domain 0. are equal to zero. Consequently, we have 

c
3 

[ c
3 

[ 81c=---8 RAdo.=---8 rAdo.. 
16Jl"G n 16Jl"G n 

(18.31) 

It should be noted that the variation oftpe action (18.31) is a scalar invariant, 
although the integral 

c
3 

[ --- rAdo. 
16Jl"G n 

(18.32) 

and the quantity r defined by (18.28) are not scalar invariants. Thus we 
have shown that the terms in the Ricci scalar R containing the second-order 
derivatives of the metric tensor do not contribute to the variations of the 
action integral (18.10) and that we may use the action integral (18.10) in 
the derivation of the gravitational field equations. 

1118.2\ Action for Matter Fields 

1 
The variation of the total action (18.1) of the gravitational field in the 
presence of matter is given by 

81 = 81c + 81M = o. (18.33) 
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Thus we need to calculate the variations 81c and 81M. In this section we 
consider the variation of the action integral of matter fields 1M, i.e., 

or 

81M = ~ { 8 (A.cM) dO., 
c In (18.34) 

81M = ~ { [a (..;=gCM) 8gkn + a (RCM) 8 (a.~)] dO.. (18.35) c In agkn 0 (Ojgkn) :J 

Integrating the second term in the integral (18.35) by parts and dropping 
the integral over the hypersurface boundary of the domain of integra­
tion 0., following the same steps as in the case of the electromagnetic 
field, we obtain 

81M=~ ({O(..;=gCM) -0. [a (..;=gCM)]j 8 kndo.. (18.36) 
c In ogkn '} a (ajgkn) g 

Let us now define the energy-momentum tensor Tkn of the matter fields 
as follows: 

~..;=gT _ a. [a (..;=gCM)] _ o (ACM) 
2 g kn - '} 0 (Ojgkn) agkn · 

Substituting (18.37) into (18.36) we obtain 

81M = -~ { Tkn8gkn hdo.. 
2c In 

Using here the result 8 (~gjn) = Mj = 0, we may write 

kn r k rkn Tkn8g = gklTiJgnj8g n = -gklTiJg 8gnj 
r . kn = - 8?T iJ8gnj = -TnJ8gnj = -T 8gkn. 

Substituting (18.39) into (18.38) we obtain 

81M = ~ { Tkn8gknhdo.. 
2c lrl 

(18.37) 

(18.38) 

(18.39) 

(18.40) 

Let us now calculate the energy-momentum tensor for the electromagnetic 
field with CM given by Equation (18.4). In the case of the electromagnetic 
field the Lagrangian LM is a function of the metric tensor gkn only and 
not of its derivatives ajgkn. Thus using (18.37) we obtain the contravariant 
energy-momentum tensor in the form 

(18.41) 
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Using the result 

2 aA _ 1 ag _ Glen - tn 
A agkn - g agkn - g - , 

we obtain from (18.41) 

Using (18.4), we may write 

(18.42) 

(18.43) 

aLM = __ l_FpqFjl_O_(gpjgql) = +_I_FpQF!j28!8jgql 
oglen 4/L0 oglen 4/L0 

1 1 
= +_FkQF1ngQI = +-FkqF~. (18.44) 

2/L0 2/L0 

Substituting (18.4) and (18.44) into (18.43), we obtain 

1 k' 1 J. '1 Tlen = __ F"Fn + --g nFJ Fjl' 
/LO J 4/L0 

(18.45) 

The result (18.45) is identical to the result (16.65) obtained by other means 
in the special theory of relativity with pseudo-Euclidean geometry. 

As the next example, let us now consider a continuous distribution of 
noninteracting particles with a total mass m and a rest energy Eo in a three­
dimensional domain of volume V. If we denote the mass density of the 
matter distribution by p, we may write 

m = !vPdV, Eo = [pe
2

dV. (18.46) 

The action integral of the given matter distribution can be written in the form 

h = -me {SB ds = -e { P dV (B J gjldxMxl (18.47) 
}SA }V}A 

or 

i j tB P dxj dxl 

IK = -e -- gildtdtHdVdt. 
v tA A 

(18.48) 

Introducing here a system <l>n, 

n P ru;n 
<I> - ----

- Adt' 
(18.49) 

Section 18.2 Action for Matter Fields 185 

the action integral (18.48) can be written in the form 

h = ~ lLMKHdQ, LMK = -eJgjl<l>i<l>l. (18.50) 

Since LMK is the invariant Lagrangian density, we see from (18.50) that 
the system <l>n is a contravariant four-vector. The temporal component of 
the vector <l>n is proportional to the mass density p and is given by 

(18.51) 

The spatial components of the vector <l>n are proportional to the flux of 
mass through a unit of the boundary surface dO of the volume V in the 
unit of time, i.e., 

<l>a = _P_va = d
3
m 

A dOadt 
(18.52) 

The definitions (18.51) and (18.52) are fully analogous to their respective 
electromagnetic counterparts (17.59) and (17.60). In analogy with the elec­
tromagnetic result (17.63), the mass conservation law gives the following 
continuity Equation: 

Dn<l>n = ~~ (yCg<l>n) = O. 
v-g oxn 

(18.53) 

In the three-dimensional vector notation the continuity Equation (18.53) 
has the form 

op d' -) 0 - + IV(pV = . 
at 

(18.54) 

Integrating over the volume of the three-dimensional domain V and 
using the Gauss theorem, we obtain the intergal form of the mass 
conservation law: 

d { { -> -

-dt}v PdV = }n Pv . dO . (18.55) 

According to the mass conservation law (18.55), the negative increment of 
mass m within a three-dimensional volume V is equal to the total mass flux 
through the boundary surface 0 of the volume V in the unit of time. Using 
Equation (18.48), we may write 

r-;: dS;;;:;;;Z ds 
V -gLMK = -pe- gjlUJU1 = -pe-. 

dt dt 
(18.56) 
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Using (18.41) we obtain the energy-momentum tensor of the given mass 
distribution as follows: 

2 a (ALMK) =~dsz/'un. 
A a8kn Adt 

(18.57) 

In the pseudo-Euclidean case we note that the component rOO gives the 
correct result for the energy density, 

(18.58) 

and the components TOa give the correct result for the momentum density, 

pvot 

TOa = . 

Jl- ~ 
(18.59) 

For a weak gravitational field at low velocities, the following limits can 
be used: 

and 

ds -+ ..JiOOcdt, N -+ ..JiOO. 
Substituting (18.61) into (18.57), we obtain 

Tt;) = pc2ukun
. 

(18.60) 

(18.61) 

(18.62) 

The energy-momentum tensor (18.62) can be considered as the kinetic 
energy-momentum tensor, which does not include the contribution from 
the internal energy of the given matter distribution. In order to include the 
contribution from the internal energy of the matter distribution, we may 
use the result for the differential of the internal energy dU = -p dV, where 
p is the pressure within the matter distribution. Thus we obtain the action 
integral corresponding to the internal energy in the form 

itB 1 [ 
Iu = - U dt = - LMUFidfl., 

tA C n 

where the Lagrangian density LMU is given by 

dU 
LMU=--=p· 

dV 

(18.63) 

(18.64) 
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As the Lagrangian density LMU does not include any dependence on the 
metric tensor 8kn, we use the constraint 

1 - J8j/U jU/ = 0 

to create a Lagrangian function! =t(uk,'A) with the constraint 

!(uk, 'A) = pJ 8jlU jul + A (1 - J gj/UjUl) . 

(18.65) 

(18.66) 

U sing the method of Lagrange multipliers, the equations for the parameter A 
and the variables uk are given by 

at ~. ~ 
aA = 1 - V 8jlU jUi = 0 => V 8jlU jui = 1 (18.67) 

and 

(18.68) 

Using (18.68) we obtain the suitable Lagrangian density for the calculation 
of the energy-momentum tensor 

LMU = P +p (1 - J8j/U j Ul) = p. (18.69) 

The contribution to the energy-momentum tensor from the Lagrangian 
density (18.69) is obtained using (18.43) as follows: 

kn 2 aLM kn ( k n kn) T(U) = - -- - 8 LM = P u u - 8 , 
a8kn 

where we used (18.69) to calculate 

aLM 1 ~/ k n 1 k n 
a8kn = -zPy 8jlUJU·U u = -Zpu u . 

(18.70) 

(18.71) 

Putting together the results (18.62) and (18.70), we obtain the total 
energy-momentum tensor of a matter distribution in the form 

(18.72) 

The result (18.72) is the most commonly used form of the 
energy-momentum tensor of a matter distribution in the general theory 
of relativity. It should be noted that the quantity TOO is always positive, and 
in most practical calculations the contribution from the pressure terms can 
be neglected. 
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118.31 Einstein Field Equations 
In this section we consider the variation of the action integral IG in (18.33), 
which describes the gravitational field itself, and derive the gravitational 
field equations. Using the result (18.31) we have 

8IG = -~o ( RFgdQ. 
16JrG In 

In order to calculate the variation (18.73) we need to calculate 

o (FgR) = 0 (FggknRkn) 

= 0 (Fg)R + FgogknRkn + Fg~oRkn. 
Using the results (9.35) and (9.40), we may write 

and we have 

or 

(18.73) 

(18.74) 

A kn o (A) = --2-gknOg . (18.77) 

Substituting EI8.77) into (18.74), we obtain 

o (FgR) = A (Rkn - ~gknR) oin + Fg~ORkn. (18.78) 

Next we calculate the expression gknoRkn as follows: 

inoRkn = gkno (Onrh + ajr~ + r~rtn - rfnr~j) 

= gkno (Onrh - Ojr~) - gknorfnr~j - gknrfmor~j 

+ ~or~rtn + ~r~ortn + gknr~jOr~ - gknr~irfp 
(18.79) 

where we have added the term 

gknrj.orP - gknrj.orP = 0 
n} kp n} kp (18.80) 
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at the end of Equation (18.78). Regrouping the terms, Equation (18.79) 
becomes 

inoRkn = ino (anrh - ojrln) + ~ (r~ir~ - r~jorfn) 

+ gknrP 8rj + gknorP.r j - gknrP 8rj. - gkn r j.8rP kj pn kjpn kn pj fl} kp 

(18.81) 

Renaming the dummy indices, we obtain 

or 

gknoRkn = in8 (anrfp - oprfm) + gkn (r~/orfp - r~lorfn) 

+ gknripor~/ + in8ripr~/ - inrfm8r~/ -inr~/orfp 
(18.82) 

gkn8Rkn = gkno (anr~ - oprfm) + gkn (r~lorfp - r~lorfn) 
+ gjnr~ 8rP + gkjr~ orP - gjnrk 8rP - gkjr~ 8rP . w ~ W kn ~ kp ~ kp 

(18.83) 

Using the symmetry of the Christoffel symbols with respect to the lower 
two indices, we may rewrite (18.83) as 

gknoRkn = i n8 (anr~ - oprfm) +in (r~/orfp - r~lorfm) 

- (_gjnr~ - gkjr~) 8rP + (_gjnrk - gkjr~) orP . jp jp kn }n}n kp 

From the results Dpgkn = 0 and Dngkn = 0, we have 

o gkn = _rk gjn _ r~ ..kj p jp jpl$. 
~ kn = _r~gjn _ r~gkj ung jn jn· 

Substituting (18.85) into (18.84) we obtain 

gknoRkn = gknan (or~) - gknap (orfm) 

(18.84) 

(18.85) 

- orfmapgkn + or~angkn + gkn (r~/orfp - r;/orfm) 
(18.86) 
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or 

inoRkn = an (inorf;,) - ap (inorr,,) 

+ r~l (inor~p) - r~l (inorr,,). (18.87) 

Interchanging the dummy indices k ++ P in the first and third term on the 
right-hand side of Equation (18.87), we obtain 

inoRkn = ap (iPOrkn - gknOrr,,) 

+ r~l (iPorkn - ~orfn). (18.88) 

Introducing here a four-vector w P, 

wP = gkpork'" - gknorr", 

and using r~l = ap In r-g, the result (18.88) becomes 

I in aRkn = apWp + r11w p = apWp + --ap (Fg) wP 

or 

P r-g 

inoRkn = ~ap (Fgw P). 
y-g 

Substituting (18.91) into the result (18.78) we obtain 

o (FgR). ~ Fg (Rkn - ~gknR) Din + ap (FgwP). 

Substituting further (18.92) into (18.73) we obtain 

Me = -~ 1 (Rkn - ~gknR) ogknFgdo. 
161TG n 2 

-I::G L ap (Fgw P) dO.. 

(18.89) 

(18.90) 

(18.91) 

(18.92) 

(18.93) 

The second integral in (18.93) can, by means of the Gauss theorem, be 
transformed into an integral of w P over the hypersurface surrounding the 
entire four-dimensional domain o.. When we vary the action Ie, the vari­
ation of the second integral vanishes because of the variational principle, 
which requires that the variations of the fields at the limits of the domain 
0. be equal to zero. Thus the second integral in (18.93) can be dropped 
and we obtain the final result for the variation of the action integral for the 
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gravitational field in the form 

Me = -~ { (Rkn - ~gknR) o~Fgdo.. 
16rrG In 2 (18.94) 

Using now the result (18.33), i.e., -Me = 81M with (18.38) and (18.94), 
we obtain 

(18.95) 

Since the variations of the metric tensor are arbitrary, the result (18.95) 
gives Einstein field equations for the gravitational fields in the form 

I 81TG 
Rkn - 2gknR = ----;;4Tkn. (18.96) 

The field Equations (18.96) with mixed tensors R~ and T: are given by 

k I k 81TG k 
Rn - 20nR = ----;;4Tn· (18.97) 

Contracting Equation (18.97), we obtain 

n 1 n 81TG 
Rn - 20nR = R - 2R = -R = ----;;4T. (18.98) 

Substituting (18.98) into (18.96), we obtain an alternative form for the 
gravitational field equations: 

Rkn = --- Tkn - -gknT . 81TG ( 1 ) 
c4 2 

(18.99) 

In empty space we have Tkn = 0, and Equations (18.99) give Rkn = O. 
The result Rkn = 0, however, does not mean that space-time is flat (i.e., 
pseudo-Euclidean). The condition for space-time to be pseudo-E~clidean 
is that the curvature tensor Rkln is identically equal to zero, i.e., R~n = o. 
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Solutions of Field Equations 

In the previous chapter we derived the gravitational field equations. The 
gravitational field equations are nonlinear equations, and they include the 
self-interaction, i.e., the interaction of the gravitational field with itself. 
The principle of superposition, which is valid for electromagnetic fields 
in the special theory of relativity, is therefore not valid for gravitational 
fields. However, in most practical cases we work with weak gravitational 
fields for which the field equations can be linearized and the principle 
of superposition is approximately valid. In this chapter we discuss the 
nonrelativistic limit of gravitational field equations and the simplest solu­
tion of the complete gravitational field equations for the static spherically 
symmetric field produced by a spherical mass M at rest, known as the 
Schwarzschild solution. The Schwarzschild solution has played a major 
role in the early development of the general theory of relativity and is still 
regarded as a solution of fundamental importance. 

II[I] The Newton Law 
In order to find the nonrelativistic limit of the gravitational field 
Equations (18.96) or (18.99), we start with the definition of the Ricci 
tensor (18.8), i.e., 

(19.1) 

193 
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In the nonrelativistic limit in the static gravitational field, with the 
approximate metric given by (17.37), the only nontrivial Equation (19.1) 
is the one with k = n = O. Thus we calculate 

(19.2) 

For the static gravitational field with aOgkn = 0 we may use the 
approximation (17.26) with (17.38), such that we have 

a 1 a{3 I a 
rOO = -"2g o{3g00 = - c2 a cp. (19.3) 

Substituting (19.3) into (19.2), we obtain 

(19.4) 

From the result for the energy-momentum tensor of a matter 
distribution (18.72), in the static nonre1ativistic case under consideration, 
we obtain 

(19.5) 

Thus we obtain 

1 1 2 
Too - -gooT = -pc. 

2 2 (19.6) 

.substituting the results (19.4) and (19.6) into the gravitational field 
Equation (18.99) with k = n = 0, we obtain 

Roo = -aaa cp = --- Too - -gooT = ---p, 1 a 8nG ( 1 ) 4nG 
~ ~ 2 ~ 

(19.7) 

or 

(19.8) 

Thus we obtain the nonrelativistic gravitational field equation for the 
gravitational potentialcp in the form 

(19.9) 

The solution of Equation (19.9) is given by 

cp(r) = -G -, ~ f pdV 
v R 

(19.10) 
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where R is the three-dimensional distance between the position of the 
sources and the position where the potential is calculated, i.e., 

R = Jlxa - xa1 2 . (19.11) 

For a uniform mass distribution over the volume V, we obtain 

~ Gf GM cp(r) = -- pdV = --. 
R v R 

(19.12) 

The result (19.12) agrees with the result (17.41), which leads to the Newton 
law of gravity (17.44). Thus the gravitational field Equations (18.96) 
or (18.99) have the correct nonrelativistic limit (19.9), which leads to the 
Newton law of gravity. 

119.21 The Schwarzschild Solution 
The Schwarzschild solution is a solution of the complete gravitational field 
equations for a static spherically symmetric field produced by a spherical 
mass M at rest. The static condition requires that all the components of the 
metric tensor gkn be independent of xO or time t. Furthermore, we must 
have gaO = gOa = O. The spherical symmetry suggests the choice of the 
spatial coordinates as the three-dimensional spherical coordinates Cr, (), rp). 
The most general spherically symmetric metric satisfying these conditions 
can be written in the form 

(19.13) 

where v = vCr) and).... = )....(r) are yet unspecified functions of the radial 
coordinate r. In the metric (19.13) we are using the exponential functions 
in order to secure the right signature of all terms. Thus the covariant metric 
tensor of a static and spherically symmetric gravitational field is given by 

[e
2

' 
0 0 0 

l [gm,] = ~ 
-e2)" 0 0 

0 -r2 0 
0 0 _r2 sin2 () 

(19.14) 

The contravariant metric tensor is then given by 

[ -2, 0 0 0 

l [g~] = e ~ -e-2A 0 0 
0 -r-2 0 
0 0 _r-2 sin-2 () 

(19.15) 
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The Christoffel symbols of the first kind for the metric CI9.13) can now be 
calculated using the definition C9.28), i.e., 

. _ ~ (dgjk dgnj _ dgkn ) 
I j ,kn - 2 dXn + dXk dXj . (19.16) 

The results for the Christoffel symbols of the first kind forthe metric (19.13) 
are summarized in the following list: 

10,00 = 1CdOgOO + dOgOO - dOgOO) = 0 

10,01 = 10,10 = 1CdrgOO + dOglO - dOgO}) = v'Cr) expC2v) 

10,02 = 10,20 = 1CdOgOO + dOg20 - dOg02) = 0 

10m = 10,30 = 1 C d<p gOO + dog30 - dog03) = 0 

10,11 = 1(dr gOI + drglO - dOgl}) = 0 

10,12 = 10,21 = 1CdOgOl + drg20 - dOg12) = 0 

10,13 = 10,31 = 1Cd<pgOI + drg30 - dOg13) = 0 

10,22 = 1 (dOg02 + dOg20 - dOg22) = 0 

10,23 = 10,32 = 1(d<pg02 + dOg30 - dog23) = 0 

10,33 = 1 (d<pg03 + d<pg30 - dOg33) = 0 

11.00 = 1 (dOglO + dOgOl - drgOO) = -v'(r)exp(2v) 

11,01 = 11,10 = 1(drgl0 + dOgll - drgOl) = 0 

11,02 = 11,20 = 1(dOglO + dOg21 - drg02) = 0 

11,03 = 11,30 = 1(d<pglO + dOg31 - drg03) = 0 

lUI = 1(dr gll + drgll - dr gl}) = -),.'(r) exp(2)") 

11,12 = 11,21 = 1CdOgll + drg21 - drgl2) = 0 

11,13 = 11,31 = 1Cd<pgll + dr g31 - drg13) = 0 

11,22 = 1CdOgl2 + dOg21 - drg22) = r 

11,23 = 11,32 = 1Cd3g12 + dOg31 - drg23) 

1 . 2 e 11,33 = 2Cd<pg13 + d<pg31 - drg33) = rsm 

12,00 = 1CdOg20 + dOg02 - dOgOO) = 0 

12,01 = 12,10 = 1Cdrg20 + dOg12 - dOgO}) = 0 
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12,02 = 12,20 = 1CdOg20 + dOg22 - dOg02) = 0 

12,03 = 12,30 = 1Cd",g20 + dOg32 - dOg03) = 0 

12,11 = 1Cdrg21 + d,g12 - dOgll) = 0 

12,12 = 12,21 = 1CdOg21 + dr g22 - dOg12) = -r 

12,13 = 12,31 = 1Cd<pg21 + d,g32 - aOgl3) = 0 

12,22 = 1(dOg22 + dog22 - dOg22) = 0 

12,23 = 12,32 = 1(d<pg22 + dOg32 - dOg23) = 0 

12,33 = 1 (d<pg23 + d<pg32 - dOg33) = r2 sin () cos () 

13,00 = 1(dOg30 + dOg03 - d<pgoo) = 0 

13,01 = 13,10 = 1(d,g30 + dOg13 - d",gO}) = 0 

13,02 = 13,20 = i(dog30 + dOg23 - a<pg02) = 0 

13,03 = 13,30 = 1(d<pg30 + dOg33 - a<pg03) = 0 

13,11 = 1(d,g31 + d,g13 - d<pgll) = 0 

13,12 = 13,21 = 1(dOg31 + drg23 - a<pg12) = 0 

1 ). 2 e 13,13 = 13,31 = 2(d<pg31 + d,g33 - d<pg13 = -r sm 

13,22 = 1(dog32 + dOg23 - d<pg22) = 0 
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13,23 = 13,32 = i (d<pg32 + dOg33 - a<pg23) = _r2 sin e cos e 
13,33 = 1 (d<pg33 + d<pg33 - d<pg33) = O. (19.17) 

The Christoffel symbols of the second kind for the metric (19.13) can be 
calculated using the definition (9.29), i.e., 

(19.18) 

The results for the Christoffel symbols of the second kind for the 
metric (19.13) are summarized in the following list: 

1& = gOjlj,OO = gOOlO,OO = 0 

191 = 1~0 = ljlj,Ol = gOO10,01 = v' (r) 

,....0 10 OJ,.... _ 00,.... - 0 
1 02 = 20 = g 1 j,02 - g 1 0,02 -

1 0 - 10 - OJ,..... - 00,.... - 0 03 - 30 - g 1 j,03 - g 1 0,03 -
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r o Ojr - oor - 0 11 = g j,11 - g 0,11-

r?2 = r~1 = gOjrj,12 = gOOrO,12 = 0 

r?3 = r~l = gOjrj,13 = gOOrO,13 = 0 

r~2 = gOjrj,22 = goorO,22 = 0 

r~3 = r~2 = gOjrj,23 = gOOrO,23 = 0 

° 0' 00_ r33 = g ~rj,33 = g rO,33 - 0 

r~ = gljrj,OO = gIlrl,OO = V'er) exp(2v - 2),,) 

r61 = r~o = gljrj,Dl = gIlrl,Ol = 0 

r62 = rJo = gl
j
rj,02 = gIlrl,02 = 0 

r 1 r1 ljr Ilr-o 03 = 30 = g j,03 = g 1,03 -

r~l = glj rj ,Il = g11 r1 ,Il = )"/(r) 

r~2 = ril = gljrj,12 = gl1 r1 ,12 = 0 

rf3 = r~l = gl
j
rj ,13 = gl1 r1 ,13 = 0 

ri2 = gljrj,22 = gIl r1 ,22 = -rexp(-2A) 

rJ3 = r~2 = gljrj,23 = gl1 r1 ,23 = 0 

r~3 = glj rj ,33 = gIl r1,33 = -r sin2 e exp( -2),.) 

2 Z· ZZ rOO = g Jrj,OO = g rz,oo = 0 

r51 = rio = i j rj,Ol = iZrz,ol = 0 

r5z = r~o = gZjrj,OZ = g22 rZ ,02 = 0 

r53 = rjo = g2
j
rj,03 = i2rz,03 = 0 

rr1 = gZj
rj,l1 = i 2r2,11 = 0 

2 _ 2 _ 2j. _ ZZ _ ~ 
r 12 - r Zl - g r),12 - g rZ,lZ - r 

rr3 = rj1 = g2jrj,13 = i ZrZ,13 = 0 

r~2 = gZjrj,ZZ = gZ2rZ,ZZ = 0 

ri3 = rj2 = g2
j
rj ,23 = g22 rZ,23 = 0 

r~3 = g2j
rj ,33 = gZ2 r2,33 = -sinecose 

3 3' 33 roo = g ~rj,oo = g r3,oo = 0 
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r61 = rio = g3
j
rj ,01 = g33 r3,01 = 0 

r 3 - r 3 3jr 33 r 0 02 - ZO = g j,OZ = g 3,02 = 

r 3 r3 3jr 33 r 0 03 = 30 = g j,03 = g 3,03 = 

rf1 = g3
j
rj ,11 = g33 r3,Il = 0 

r 3 - r 3 3jr 33r 0 12 - 21 = g j,lZ = g 3,12 = 

r 3 _ r 3 _ 3jr. _ 33r _ 1 13 - 31 - g ),13 - g 3,13 - -
r 

r~2 = g3
j
rj ,22 = g33 r3,22 = 0 

3 3 3j 33 cose 
r 23 = r 3Z = g rj,23 = g r3,Z3 = --:---n = cote 

smu 
r 3 3jr 33 r 0 33 = g j,33 = g 3,33 = . 
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(19.19) 

From the results listed in (19.19) we can make the following conclusions: 

where (0:, f3 = 1,2,3). Furthermore, we can calculate 

r6j = rgo + r61 + r52 + r63 = 0 

r j rO rl rZ r3 I ,I 2 
Ij = 10 + 11 + 12 + 13 = V + /I. +­

r 

r~j = rgo + ril + ri2 + r~3 = cote 

r§j = r~o + rj1 + rt2 + rj3 = O. 

Using the results (19.22) we note that 

(19.20) 

(19.21) 

(19.22) 

(19.23) 



I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 

200 Chapter 19 Solutions of Field Equations 

or 

apr~j=o for a=l=fJ. (19.24) 

From the results listed in (19.19) we also have 

rf2 = rf3 = ri3 = 0 =} arr!fJ = 0 for a =1= fJ 

ri2 =~, ri3 = r~3 = 0 =} aer~fJ = 0 for a =1= fJ 
r 

ri2 = ri3 = r~3 = 0 =} acpr~p = 0 for a =1= fJ (19.25) 

or 

(19.26) 

The Ricci tensor for the metric (19.13) can be calculated using the 
definition (18.8), i.e., 

j j r P r j - r P r j (1927) Rim = anr kj - ajr 1m + kj pn kn pj' . 

From the result (12.48) we see that the Ricci tensor is a symmetric tensor 
Rim = Rnk and that it has only 10 independent compon~nts. The for­
mulae for the components of the Ricci tensor for the metnc (19.13) are 
summarized in the following list: 

j j rP r j - rP rj. Roo = aor OJ - ajr 00 + OJ pO 00 pj 

j r j r P r j - r P rj. ROI = RlO = arrOj - aj 01 + OJ pI 01 PJ 

j a·rj r P r j - r P ri R02 = R20 = ae r OJ - '] 02 + OJ p2 02 PJ 

j a·rj rP r j - rP r j. R03 = R30 = acp r OJ - '] 03 + OJ p3 03 pj 

j ·rj r P r j - r P rj. Rll = ar r1j - aJ II + lj pI II pj 

R12 = R21 = aer{j - ajr{2 + rfjr~2 - rf2r~j 

j ·rj rP r j - rP rj. R13 = R31 = acprlj - aJ 13 + Ij p3 13 PJ 

j j r P r j - r P ri R22 = aer2j - ajr22 + 2j p2 22 PJ 

. j P j rP r j 
R23 = R32 = acpr~j - ajr23 + r 2jrp3 - 23 pj 

j a r j r P r j - rP rj. (1928) R33 = ocpr 3j - j 33 + 3j p3 33 PI" • 

The results for all 10 individual components of the Ricci tensor for 
the metric (19.13) can be obtained from the list (19.28). However, the 
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calculation process can be facilitated using some of the general re­
sults (19.20)-(19.26). Thus fOF a = 1, 2, 3 we may use (19.27) to 
calculate 

RaO = OOr~j - Ojr~o + r~jr~O - r~or~j" 
Using the condition for the static metric Oor~ == 0, we obtain 

R - a rfJ rO r j r P r j r P r j 
aO - - p aO - aO OJ - aO fJj + aj pO' 

(19.29) 

(19.30) 

Using r:o = 0 and r6j = 0 from (19.20) and (19.22), respectively, the 
result (19.30) becomes 

R - rP r j 
- r O rO rO r P rfJ r O rfJ rw (1931) aO - aj pO - aO 00 + afJ 00 + aO po + aw po' . 

Using rgo = 0, r:o = 0, and r2p = 0 from (19.19), (19.20), 
and (19.21), respectively, we see that all four terms on the right-hand side 
of Equation (19.31) vanish. Thus we obtain 

RaO = ROa == 0 (a = 1,2,3). (19.32) 

Furthermore for a, f3 = 1, 2, 3 and a =1= fJ, we may use (19.27) to calculate 

Rap = Of3r~j - ajr~fJ + r~jr~fJ - r~pr~j' (19.33) 

From (19.24) and (19.26) we see that the first two terms on the right-hand 
side of Equation (19.33) for a =1= fJ vanish. Using (19.22) we then obtain 

RafJ = r~jr~p - r2pr 6j - r!pr{j - r~pr~j' (19.34) 

Using r2p = 0 and r!fJ = 0 for a =1= fJ from (19.21) and (19.25), 
respectively, we have 

P j 1 2 cote 
Rap = rajrpfJ - DaDp--. (19.35) 

r 

Thus the second term on the right-hand side of Equation (19.35) is not 
equal to zero only for (afJ) = (12). Let us now calculate the first term on 
the right-hand side of Equation (19.35), as follows: 

(19.36) 
or 

r~jr~p = r20rgp + r~or~p + r~wrOfJ + r~wr:p. (19.37) 

From (19.19) we see that the only nonzero term of type r20 or rgp is 
rgl = v'(r). Thus for a =1= fJ the first term on the right-hand side of 
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Equation (19.37) is zero. Furthermore, using (19.20) and (19.21), we see 
that the second and third term on the right-hand side of Equation (19.37) 
are also equal to zero. Thus we have 

r p rj r a rw r 1 rW + r 2 rw + r 3 rW aj pfJ = aw afJ = aw IfJ aw 2fJ aw 3fJ 

= r!l rtfJ + r!2r i fJ + r!3r ifJ + r~1 r~fJ + r~2r~fJ + r~3rifJ 
3 1 3 r 2 r 3 r 3 (19 38) +ralr3fJ+ra2 3fJ+ a33fJ' . 

Using the result (19.38) we can show by direct calculation that 

p j I 2 3 3 I 2 cot e 
rajrpfJ =oaofJ r 13 r 32 =oaofJ-

r
-' (19.39) 

Substituting (19.39) into (19.35) we finally obtain 

Ra{3 = RfJa = 0 (a =j:. f3). (19.40) 

From the results (19.32) and (19.40) we conclude that all off-diagonal 
components of the Ricci tensor are identically equal to zero: 

Rk,n = Rnk = 0 (k =j:. n). (19.41) 

Thus the only nontrivial components of the Ricci tensor ar.e the diagonal 
components. Using the static property of the metric oor~n = 0 and the 
results (19.20)-(19.26), they can be calculated as 

I rl rj 2rl r O 
Roo = -orroo - 00 Ij + 00 10 

= (_VII + v'A' - v,2 - ~v,) exp(2v - 2A) 

Rll = Orr{j - Orr:1 - rtlr{j + (r~o)2 + (rtl)2 

+ (ri2f + (ri3f = v" - V'A' + v
t2 

- ~A' 
j 1 I 2 (r3)2 rl r j 

R22 = Oer2j - Orr22 +2r22 r I2 + 23 - 22 1) 

= (1 + rv' - rA') exp( -2A) - 1 

1 2 I r j r 2 r j 2rl r 3 
R33 = -Orr33 - Je r 33 - r33 Ij - 33 2j + 33 13 

+ 2r~3ri3 = sin2e [(1 + rv' - rA')exp(-2A) -1]. (19.42) 

From the results (19.42) we see that R33 = R22 sin2 e. As sin
2 e is in 

general different from zero, substitution of these two components of the 
Ricci tensor into the vacuum gravitational field equations Rk,n = 0 gives the 
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same differential equation for v and A. Thus the vacuum gravitational field 
equations Rk,n = 0 give only three independent equations for v and A, i.e., 

-v" + V'A' - vt2 - ~v, = 0 
r 

v" - V'A' + vIZ - ~A' = 0 
r 

(1 + rv' - rA') exp( -2A.) = l. 

Adding together the first two equations in (19.43) gives 

2(, ') d -- v + A. = 0 => - (v + A) = O. 
r dr 

(19.43) 

(19.44) 

From (19.44) we see that the quantity v + A. must be a constant. On the other 
hand, for large values of radial coordinate r the space-time is approximately 
flat and both v and A. tend to zero as r -+ 00. Thus the constant v + A must 
be equal to zero, and we have 

v + A = 0 => A. = -v. 

Substituting (19.45) into the third of Equations (19.43), we obtain 

(1 + 2rv') exp(2v) = ~ [r exp(2v)] = 1. 
dr 

Integrating (19.46) we obtain 

rexp(2v) = r - re, 

(19.45) 

(19.46) 

(19.47) 

where the integration constant re is called the gravitational radius of the 
body. Thus we obtain 

re 
gOO = exp(2v) = 1 - -

r 

( re)-I 
gll = exp(2A.) = 1 - -; . (19.48) 

The gravitational radius of the body is defined using the Newtonian 
limit (17.38) with (19.12) as 

2¢ 2GM 
gOO -+ 1 + - = 1 - --. 

c2 c2 r 
(19.49) 

Comparing Equation (19.49) with the first of Equations (19.48) we find 

2GM 
re=~. (19.50) 
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Thus the final result for the Schwarzschild space-time metric is given by 

ds2 = (1 _ r~) c2dt2 _ (1 _ r~) -I dr2 _ r2 (d0 2 + sin2 edqi). 

(19.51) 

From the Schwarzschild solution (19.51) we conclude that the empty space 
outside a spherically symmetric distribution of matter can be described by 
a static metric. Furthermore, it should be noted that the solution (19.51) is 
also valid for moving masses as long as the motion preserves the required 
symmetry, e.g., a centrally symmetric pulsation. We note also that the met­
ric (19.51) depends only on the total mass of the body that is the source of 
the gravitational field, just as in the case of the Newtonian theory. If we put 
dt = 0 in the metric (19.51) we obtain the three-dimensional space with a 
line element: 

(19.52) 

As the Schwarzschild metric tensor gkn is not time dependent, the distances 
can be defined over a finite portion of space and the integral of the element 
of the spatial distance dl along a space curve has a definite meaning. In 
other words it is possible to split the space-time into the space and time 
with definite meaning. If we can tum the mass M of the source down to 
zero, the metric (19.51) reduces to the pseudo-Euclidean metric of the flat 
space-time in the spherical coordinates: 

(19.53) 

Turning the M on again, we introduce a distortion into both the four­
dimensional space-time continuum and the three-dimensional space itself, 
and neither of them is flat any more. The level of distortion is proportional 
to the dimensionless quantity rG/r. In the flat space-time described by the 
metric (19.53) the radial coordinate r is the measure of the radial distance 
from the origin of the coordinates. In the curved space-time it is no longer 
the case and r is just a space coordinate that does not measure the radial 
distance from the origin. From the line element (19.52) we obtain the square 
of the infinitesimal radial distance dR for de = dcp = 0, as follows: 

(19.54) 
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Thus we see that the actual radial distance increment dR is larger than the 
coordinate differential dr, i.e., dR > dr. The distance between two points 
rl and r2 is then obtained as 

R21 = 11'2 (1 _ rG) -1/2 dr 
TJ r 

= [Jr(r - rG) + rGln (v'r +,Jr - rG )]r2 > r2 - rl. (19.55) 
rl 

From the result (19.55) it can be shown that for small rG/r the distance 
between the two points rl and r2 tends to r2 - rl. If we take the sphere in 
space with r = constant, then the three-dimensional space metric (19.52) 
becomes the metric of a two-dimensional sphere of radius r embedded in 
the Euclidean space, i.e., 

dZ2 = r2 (d(J2 + sin2 (Jdcp2) . (19.56) 

The infinitesimal tangential distances are therefore the same as in Euclidean 
space: 

(19.57) 

Let us now consider the element of the proper time dr given by (17.5) as 
follows: 

r:ra dr = -JiOOdt = Vi - tdt < dt. (19.58) 

The proper time between any two events occuring at the same point in space 
is then given by 

I
t2 MG r = 1 - -dt < t2 - tl. 

tl r 
(19.59) 

Thus in the curved space-time near the massive sources of the gravitational 
field there is a slowing down of time, compared to the time that would be 
measured in the pseudo-Euclidean limit at the infinite distance from the 
sources of the gravitational field, i.e., when r tends to infinity. 

It should be noted that the Schwarzschild metric (19.51) becomes sin­
gular at r = rG, where gOO = 0 and gil = -00. However, for most 
of the observable bodies in the universe the gravitational radius lies well 
inside them, where the Schwarzschild metric is not applicable anyway. For 
example, for the Sun the gravitational radius is rG = 2.9 km and for the 
Earth the gravitational radius is rG = 0.88 cm. Furthermore the singular­
ity of the Schwarzschild metric can be shown to be more a consequence 
of the choice of the space-time coordinates than of the space-time itself. 
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Nevertheless for a few bodies in the universe that are actually smaller than 
their gravitational radius, some physically interesting things do happen at 
the boundary r = rG. For example, matter and energy may fall into the 
region where r < rG but neither matter nor energy (including the light 
signals) can escape from the region where r < rG. Such a region is called 
a black hole and will be discussed in the next chapter. 

~ Chapter 20 

Applications of the 
Schwarzschild Metric 

In the previous chapter we derived the static Schwarzschild solution of 
the gravitational field equations for a static spherically symmetric field 
produced by a spherical mass M at rest. In this chapter we discuss two 
applications of the Schwarzschild solution to explain two physical phe­
nomena that cannot be explained within the framework of the classical 
Newtonian theory of gravitation. 

120.1 I The Perihelion Advance 
According to the Newtonian theory of gravitation, the orbit of a planet 
around the Sun is a closed ellipse with the Sun at one of the two foci. Thus 
the point, which is called the perihelion and where the planet is closest to the 
Sun, is fixed. However, experimental evidence shows that the perihelion of 
the planets is not fixed, but gradually rotates around the Sun. This rotation, 
although very slow, is cumulative and can be measured over a long period 
of time. In classical mechanics the Lagrangian of a planet in the central 
field of the Sun is given by 

mV- GMm 
L = [k - m¢(r) = - + --. 

2 r 
(20.1) 

207 
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The conserved energy of the planet is 

oL mv2 GMm 
E = _va -L = - - -- = Constant. ova 2 r (20.2) 

From (20.1) we may write in the spherical coordinates 

L = m [~(;.2 + r2(p + r2 sin2 eq}) + G~] , (20.3) 

where the dots denote the time differentiation of coordinates. Since the 
classical motion of the planet in the central field of the Sun is confined 
to the plane of the orbit, which we take to be the equatorial plane of the 
spherical coordinates, we have e = 7r /2 and iJ = O. From (20.3) we then 
obtain 

L=mGU.2 +r2q})+ G~]. (20.4) 

The Lagrangian equation with respect to the angular variable cp is given by 

d (OL) oL 
dt ocp = ocp· 

Substituting (20.4) into (20.5) we obtain 

or 

!!:...-(mr2cp) = 0, 
dt 

h 
mr2cp = h = Constant =} r2cp = -, 

m 

(20.5) 

(20.6) 

(20.7) 

where h is the conserved angular momentum of the planet. Substitut­
ing (20.7) into (20.2) in the polar coordinates, we obtain 

E = '!2 [;'2 + ~ _ 2GM] . 
2 m2r2 r 

From (20.8) we may write 

.2 2E h2 2GM 
r -----+--- m m2r2 r· 

Dividing now ;.2 from (20.9) by r4cp2 from (20.7), we obtain 

~ (dr)2 = m
2 

(2E _ ~ + 2GM), 
r4 dcp h2 m m2r2 r 

(20.8) 

(20.9) 

(20.10) 
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or 

r:., m]' = ~E - e)' + 2G:,m2 G) (20.11) 

Introducing here a new variable u = I/r, we obtain 

(
dU)2 2 2mE 2GMm2 
- +u - + u 
dcp - h2 h2 ' (20.12) 

or 

(
du)2 = 2mE + G

2
M

2
m

4 _ (GMm2 _ )2 
dcp h2 h4 h2 u (20.13) 

Introducing here the notation 

1 GMm2 

;=/;2' (20.14) 

where 

2Eh2 
e = 1 + G2M2m3 ' (20.15) 

we may rewrite (20.13) as follows: 

( du)2 = e
2 

_ (~ _ u)2 
dcp p2 P (20.16) 

The well-known solution of the differential Equation (20.16) is given by 

1 + ecoscp u=--__ 
p (20.17) 

The validity of (20.17) is easily confirmed by direct substitution. 
Using (20.17) we can calculate 

(p~ _ u) 2 = pe
2

2 
cos2 rn, ( dU) 2 e

2
. 2 

or dcp = p2 sm cpo 

Subs?tuti?g (20.18) into (20.16) and using cos2 cp + sin2 cp = 
the Identlty. Thus (20.17) is a correct solution of the 
Equation (20.16). Using here u = l/r we finally obtain 

r= -:-_P __ 
1 + ecos cp. 

(20.18) 

1 we obtain 
differential 

(20.19) 
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This is the equation of an ellipse in polar coordinates. The length of the 
major axis of this ellipse, denoted by 2a, is given by 

p p 2p 
2a = r(cp = 0) +r(cp = Jr) = -- + -- = --. 

l+e l-e l-e2 

Thus we may express the parameter p as 

(20.20) 

(20.21) 

Thus according to the Newtonian theory of gravitation the orbit of a planet 
around the Sun is indeed a closed ellipse with the Sun at one of the two foci, 
and the perihelion is fixed. Let us now consider the motion of the planet in 
the Schwarzschild space-time within the framework of the general theory of 
relativity. The equations of motion are the geodesic Equations (11.25), i.e., 

d2xn dx1dxk 
- + r1

n
k--- = 0 (k,l,n = 0, 1,2,3). 

ds2 ds ds 
(20.22) 

Using the nonzero Christoffel symbols of the second kind in the Schwarz­
schild metric (19.19), we obtain the four equations of motion: 

d2t 0 dt dr 
ds2 + 2r 01 ds ds = 0 

2 ()2 ()2 ()2 ()2 d r 2 1 dt 1 dr 1 de 1 dcp -2 + e roo - + r 11 - + r 22 - + r 33 - = 0 
ds ds ds ds ds 

d
2
e 2 dr de 2 (dCP)2 - +2r12-- +r33 - =0 

ds2 ds ds ds 

d
2

cp + 2r3 dr dcp + 2r3 de dcp = o. 
ds2 13 ds ds 23 ds ds 

(20.23) 

In Equations (20.23) the factor of 2 appears before each of the off-diagonal 
terms, as they appear twice in the sum because of the symmetry of the 
Christoffel symbols of the second kind with respect to its two lower indices. 
The Schwarzschild metric is a spherically symmetric metric and the motion 
of the planets around the Sun is still confined to the plane of the orbit, which 
we may take to be the equatorial plane of the spherical coordinates. Thus we 
still have e = Jr /2 and e = O. The third of the equations of motion (20.23) 
for the angular variable e becomes, therefore, trivial, and the other three 
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equations are reduced to: 

d2
t 0 dt dr 

ds2 + 2r 01 ds ds = 0 

:::; +c'rJo (:r HI! (:r HJ, (d, r ~ 0 

d2cp 3 dr dcp 
ds2 + 2r13 ds ds = O. (20.24) 

S~bstituting the actual values for the Christoffel symbols of the second 
kind from (19.19) in the first and the third of Equations (20.24), we obtain 

d2t ,dr dt 

d2 +2v (r)-- = 0 
s dsds 

d2cp 2 dr dcp 
ds2 + -;. ds ds = 0, (20.25) 

or 

exp (-2v)- exp (2v)- = 0 d ( dt) 
ds ds 

-- r - -0 1 d ( 2dCP) 
r2 ds ds -. (20.26) 

Thus we obtain two constants of motion: 

dt ( rG) dt IgE exp2v- = 1- - - = - 1 + - = Constant 
ds rds e me2 

2dcp h 
r - = - = Constant. 

ds me (20.27) 

The form of the constants on the right-hand side of Equations (20.27) 
is chosen in such a way to secure the correct classical analogy. From 
Equations (20.27) we may write 

2 (dt)2 _ ( _ rG)-2 ( 2E) e - 1 - 1+-
ds r me2 

(20.28) 
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Now, using the result for the Schwarzschild metric (19.51) with e = 7r 12 

and 8 = 0, we have 

(20.29) 

or 

Substituting (20.28) into (20.30) we obtain 

(20.31) 

or 

(20.32) 

Using (20.27) we may calculate 

dr 1 dr 2 d ({! h d (1) 
ds = r2 d({! r ds = - me d({! -;. . 

(20.33) 

Substituting (20.33) into (20.32) we obtain 

h2 [d (1 )J2 h
2 

2E rG h
2

rG + --+-+--
m2e2 d({! -;. m2e2r2 - me2 r m2e2r3· 

(20.34) 

Using here the result (19.50) for rG and introducing anew variable u = 11r, 

we obtain 

or 

(
du)2 2 2mE 2GMm

2 
3 - + u = -- + 2 u + rGu . 

d({! h2 h 

(20.35) 

(20.36) 
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Using again the result (19.50) for rG, we finally obtain 

(
dU)2 u2 _ 2mE 2GMm2 2GM 3 

d({! + - h2 + h2 u + 7 U . (20.37) 

Comparing Equation (20.37) with the Newtonian Equation (20.12) we see 
that the only difference is an additional nonlinear term proportional to u3 

that vanishes for e ~ 00. This term can therefore be considered as a small 
perturbation of the Newtonian Equati on (20.12) that introduces the general­
relativistic corrections to the Newtonian results. Differentiating both sides 
of Equation (20.37) with respect to the angular variable ({!, we obtain 

2 du (d
2
U + u) = 2 du (GMm

2 
+ 3GM u2) 

d({! d({!2 d({! h2 e2 . 
(20.38) 

If we disregard the solution dul d({! = 0, which represents the circular orbit 
with r = constant, we obtain the nonlinear differential equation for u in 
the form 

d2u GMm2 3GM 2 
d({!2 +u=~+7u. 

The solution to the corresponding Newtonian linear equation, 

d2u(O) 0 GMm2 
--+u()=--

d({!2 h2 ' 

is given by Equation (20.17), i.e., 

u(O) = 1 + e cos ({! 
p 

(20.39) 

(20.40) 

(20041) 

Using the perturbation method, we may construct an approximate solution 
of the nonlinear Equation (20.39) in the form 

u = u(O) + u(l), u(l)« u(O). (20.42) 

Using (20.42) with (20041) we may write 

d 2u d2u(O) d2u(l) d 2u(l) e 
d({!2 = d({!2 + d({!2 = d({!2 - P COS({!, 

(20043) 

and 

u = u(O) + u(l) = u(l) + ~ coscp + ~. (20.44) 
p p 
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Combining the results (20.43) and (20.44) and using the definition (20.14) 
we obtain 

d2u d2u(l) (1) GMm2 

dq;2 +u= dq;2 +u +~. (20.45) 

Substituting the result (20.45) into Equation (20.39) and putting u = u(O) 

in the nonlinear term, we obtain the equation for the perturbation u(l) in 
the form 

d 2u(l) (1) _ 3GM( (0»)2 
2 +u - 2 u . 

dq; c 
(20.46) 

Substituting the result (20.41) into (20.46) we obtain 

d 2u(l) 3GM 
--2- + u(1) = 22" (1 + e cos cp)2 , 

dcp c p 
(20.47) 

or 

d 2
u(l) (1) _ 3GM 6GM 3GM 2 2 

--2- + u - 22" + 22"ecosq; + 22"e cos cpo 
dcp c pcp c p 

(20.48) 

Considering orbits with small eccentricity e the term of the order e2 can be 
neglected. The contribution from the constant term is negligible as well. The 
only term that produces an observable effect is the one proportional to cos cp 
with the contribution which increases continuously after each revolution. 
Dropping the constant term and the term proportional to e2 , we obtain 

d 2u(l) 6GM -- + u(l) = --e cos cpo 
dcp2 c2p2 

The solution of differential Equation (20.49) is given by 

(1) 3GM . 
u = 22"ecpsmcp, 

cp 

(20.49) 

(20.50) 

which is easily shown by direct substitution into (20.49). Substitut­
ing (20.41) and (20.50) into (20.42), we obtain 

1 + e cos q; 3GM e . 
u = + ---cpsmq;. 

p c2p p 
(20.51) 

Let us now introduce the increment I'1cp as follows: 

3GM 3GM 
I'1cp = -2 -q; = 2 (1 2) cp, cp ca-e 

(20.52) 
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where we have used the result (20.21) for the parameter p. Thus we may 
rewrite (20.51) as follows: 

1 + e cos cp + e I'1cp sin cp 
u= 

p 

Using the trigonometric formula 

cos (cp - I'1cp) = cos cp cos I'1cp + sin cp sin 1'1q; 

(20.53) 

(20.54) 

and the approximations for the trigonometric functions of a small angle 
I'1cp, given by 

cos I'1cp ~ 1, sin I'1cp ~ I'1cp, (20.55) 

we obtain 

cos cp + I'1cp sin I'1cp ~ cos(q; - I'1cp). (20.56) 

Substituting (20.56) into (20.53), we finally obtain 

1 + e cos (cp - 1'1q;) 
u= -------------- (20.57) 

p 

From Equation (20.57) we see that while a planet moves through an angle cp, 
the perihelion advances by a fraction of the revolution angle equal to 

I'1cp 3GM 

cp c2a(1 - e2 ) . 
(20.58) 

For a complete revolution (cp = 2rr) the perihelion advances by an angle 

6rrGM 
I'1cp = 2 2 . (20.59) 

ca(1-e) 

For the planet Mercury the theoretical result for the relativistic perihelion 
shift is equal to I'1cp = 43.03 seconds of arc per century, while the observed 
perihelion shift is equal to I'1cp = 43.11 ± 0.45 seconds of arc per century. 
The perihelion shift of the planet Mercury could not be explained in the 
Newtonian theory of gravitation. This remarkable agreement of the the­
oretical result from the general theory of relativity with the observational 
data was the first major experimental confirmation of the theory. 

120.21 Black Holes 
In the previous chapter we mentioned the singularity of the Schwarzschild 
metric (19.51) at the gravitational radius of the spherical body r = rG and 
the possibility of the existence of bodies in the universe that are actually 



I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 

216 Chapter 20 Applications of the Schwarzschild Metric 

smaller than their gravitational radius rG. The region where r < rG around 
such bodies is called a black hole. A number of physically interesting 
phenomena occur at the boundary r = rG. For example, we have argued 
that matter and energy may fall into the region r < rG of a black hole, 
but neither matter nor energy (including the light signals) can escape from 
that region. In order to prove this assertion, let us consider a particle falling 
radially into a black hole with a radial velocity ul = dr/ds. As the particle is 
falling radially, we have u2 = u3 = O. The motion of the particle is described 
by geodesic Equations (11.25), i.e., 

dun n I k 
- +r1kuu =0. 
ds 

(20.60) 

Using u2 = u3 = 0 and the results for the Christoffel symbols of the second 
kind (19.19), we may write the temporal equation of motion as follows 

(20.61) 

or 

(20.62) 

where the factor of 2 appears because the term proportional to r~o = r81 
appear twice in the sum. Thus we obtain 

duo dv d 0 
- + 2-uo = exp (-2v)-(exp (2v)u ) = o. 
ds ds ds 

(20.63) 

Equation (20.63) can be integrated to give 

exp (2v)uo = goouO = K = Constant, (20.64) 

where K is the integration constant that is equal to the value of goo at 
the point where the particle starts to fall toward the black hole. Using the 
identity gknUkUn == 1, we may also write 

1 = gknUk un = gOO(uO)2 + gl1 Cu l )2. (20.65) 

Multiplying by gOO and using (20.64) as well as gOOgl1 = -1, we obtain 

gOO = (gOO)2(uO)2 + gOOgl1(u l )2 = K2 - (u l )2, (20.66) 

or 

1 2 2 2 rG (u) = K - gOO = K - 1 + -. (20.67) 
r 
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For the radially falling body we have u l < 0, and we may write 

I (2 rG)I/2 u=-K-l+- . 
r 

(20.68) 

Using (20.64) and (20.68) we may calculate the ratio dt/dr as follows: 

dt = ~ = _~ (K2 _ 1 + rG)-1/2, 
dr cuI cgOO r 

(20.69) 

or 

dt = _~ (1 _ rG)-1 (K2 _ 1 + rG)-1/2. 
dr c r r 

(20.70) 

If we now assume that the particle falling radially into a black hole is close 
to the gravitational radius rG, then we may write r = rG + E with E « rG. 
Equation (20.70) then becomes 

:~ = -~ [1- (1 + ,:)-r 
x [K2 -1+ (1+ ,:rr/2 

Using the approximation 

(1 + r:) -I ~ 1 - r:' 
in Equation (20.71), we obtain 

or 

dt ~ _ KrG [K2 _ .!...-J- I
/

2 ~ _ rG, 
dr CE rG CE 

dt 
-~ 

dr 
rG 

C (r - rG) 

Integrating (20.74) we obtain 

t ~ -rG In (r - rG) + Constant. 

(20.71) 

(20.72) 

(20.73) 

(20.74) 

(20.75) 

From Equation (20.75) we note that as r ~ rG we have t ~ 00. Let us now 
consider an observer traveling with the particle. The proper time measured 
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by the observer in its own rest frame is given by (17.5), i.e., 

1 
dr = -ds = ,JiOOdt. 

c 

Thus we may write 

lIds 1 
dr = -ds = --dr = -dr, 

c cdr cuI 

or 

dr ( 2 rG)-1/2 
dr = -~ K -1 + -;- . 

(20.76) 

(20.77) 

(20.78) 

If we again assume that the observer traveling radially into a black hole is 
very close to the gravitational radius rG, then we have r = rG + E with 
dr = dE. Equation (20.78) then becomes 

d ( E )-1/2 dr=-~ K2 __ -
c rG +E 

(20.79) 

or 

dE ( E )-1/2 dr ~-- K2 __ 
c rG 

(20.80) 

Integrating from the starting point E to the point E = 0 where the observer 
reaches the gravitational radius rG, we obtain 

1 10 
( E )-1/2 r ~ -- K2 - - dE 

C E rG 

= 2rGK (1 __ E )1/210 
c K2rG 

E 

(20.81) 

or 

E r - rG 
r ~ - = -- E« rG· 

Kc Kc 
(20.82) 

From the result (20.82) we conclude that the observer reaches the point 
r = rG after the lapse of a finite proper time according to his own clock. 
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Thus the singularity at r = rG is not a real unphysical singularity, but merely 
a coordinate singularity that is a consequence of the choice of the coordi­
nate system. Let us now assume that, during the radial fall, the observer 
is sending light signals to a distant counterpart at precisely regular time 
intervals according to his own clock. Using the definition of the differential 
of the proper time (17.5), the differential of the coordinate time is given by 

dr (rG)-1/2 
dt = -- = dr 1 - - (20.83) 

y/gOO r' 

and from the point of view of the distant receiver the light signals are 
red-shifted by a factor proportional to 

(gOO)-1/2 = (1 _ r~rl/2. (20.84) 

Thus, although the traveling observer passes the point r = rG after the 
lapse of a finite proper time, from the point of view of the distant receiver 
the time intervals between light signals become longer and longer as the 
traveling observer approaches the point r = rG. The distant receiver never 
sees the traveling observer after his passing below the point r = rG, which 
is in line with the initial assertion that neither matter nor energy (including 
light signals) can escape from the region with r < rG. 

The lack of communication with the outside world is a basic property 
of black holes. The boundary r = rG is called an event horizon. Just as the 
curved Earth creates a horizon limiting the range of vision of an ocean 
navigator, the strongly curved geometry in the vicinity of a black hole 
creates an event horizon hiding the space-time of the interior of the region 
with r :::: rG from the external observer. Nevertheless, the black holes do 
exert influence on the external observers by their gravitational effects on 
external bodies arising from the Schwarzschild metric for r > rG. 

Another interesting feature of the black holes is that inside the region 
r < TG there can be no static bodies. Only the dynamic bodies can exist 
inside the region r < rG. This property is obvious from the unphysical 
negative result for the square of the world line element of a body at rest, 
for which we have dr = de = dcp = 0, i.e., 

ds2 = c2dr2 = c2 (1 _ r:) dt2 < O. (20.85) 

At this point we want to examine how bodies move inside a black hole. In 
particularit is of interest to find out if they are moving toward or away from 
the central mass. We first note that by virtue of the principle of invariance 
of the speed of light, the world line element ds of a light ray is always equal 
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to zero. The equation ds = 0 defines the two light cones. As an illustration 
consider a pseudo-Euclidean metric described by Descartes coordinates, 
where dy = dz = O. The light cones are then defined by 

(20.86) 

or 

XQ - Xp = ±c (tQ - tp). (20.87) 

Equation (20.87) is the equation of the cross section of two cones with the 
y-plane or the z-plane. All world lines of a light ray in four-dimensional 
space-time, passing through an arbitrary world point P, must lie on these 
two light cones where ds = O. All other permissible world lines of arbitrary 
bodies with ds2 > 0 must He within the two light cones, since otherwise 
the slope of the actual world line would be larger than c, indicating a body 
moving faster than the speed of light with ds2 < O. All world lines within 
one of the two cones point into the future compared to the world point P, 
while all world lines in the other two cones point into the past compared 
to the world point P. 

As we have argued before, if we want to explain how bodies are moving 
inside a black hole, the usual set of four coordinates (t, r, e, ({J) is not 
adequate and we need to introduce a more suitable new set of coordinates. 
The simplest way to achieve this goal is to keep the three spatial coordinates 
and just introduce a new time coordinate w, defined by 

rc I r I w=t+-In --1. 
c rc 

(20.88) 

From (20.88) we obtain 

rc ( rc)-l dt = dw - - 1 - - dr. 
cr r 

(20.89) 

The square of the original coordinate time differential dt as a function of 
the new coordinate time differential dw defined by Equation (20.89) is then 
given by 

dt2 = dw2 _ 2rc (1 _ rc)-l dwdr 
cr r 

rb ( rc)-2 2 + -- 1- - dr. 
c2 r2 r 

(20.90) 

Section 20.2 Black Holes 221 

On the other hand for the light cones of a radial motion, where we have 
de = d({J = 0, the result for the metric gives 

2 ( rc) 2 2 ( rc)-l1. ds = 1 - 7" c dt - 1 - 7" dr = 0, (20.91) 

or 

2 1 ( rG)-2 2 
dt = c2 1 - 7" dr . (20.92) 

Substituting (20.92) into (20.90), we can remove the dependency on dt2 

and obtain a quadratic equation in dw / dr as follows: 

(1- rc) (dW)2 _ 2rcdw _ ~ (1 + rc) = O. 
r dr cr dr c2 r 

(20.93) 

The two solutions of the quadratic Equation (20.93) are given by 

dw _ 1 (rc ) ( rc)-l --- -±1 1-- , 
dr err 

(20.94) 

or 

dw dw = ~ (1 + rc) (1 _ rc)-l (20.95) 
dr c' dr err 

The first of Equations (20.95) shows that outside the black hole for r > rc, 
some world lines have a decreasing coordinate distance r with increasing 
coordinate time w, i.e., the light rays move toward the central mass. The 
second of Equations (20.95) for r > rc shows that some world lines have 
increasing r with increasing coordinate time w, i.e., the light rays move 
away from the central mass. On the other hand, inside the black hole for 
r < rc both Equations (20.95) show that all world lines have decreasing 
coordinate distance r with increasing coordinate time w, i.e., the light rays 
always move toward the central mass. Based on the earlier conclusion that 
all other permissible world lines of arbitrary bodies with ds2 > 0 must lie 
within the two light cones, we see that all matter and energy (including 
the light signals) within a black hole for r < rc can only move toward the 
central mass and can never escape from the region where r < rc. 

The preceding discussion of the properties of black holes would be 
only academic unless there were reasons to believe that such objects exist 
in the universe. It is generally believed today that black holes do exist 
and that they are created by gravitational collapse in the final stage of 
the evolution of massive stars with a mass greater than 10 times the solar 
mass. This type of black hole is expected to have a mass in the range of 
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two to three solar masses. Some stellar objects that may be candidates for 
this type of black hole have already been studied. Super-massive black 
holes comprising thousands, millions, or billions of solar masses may also 
exist. It has also been suggested that in the early stages of the creation of the 
universe, because of the high density of the hot matter, some small material 
objects could have been squeezed sufficiently to form the so-called mini 
black holes. 

Part V 

Elements of Cosmology 
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~ Chapter 21 

The Robertson-Walker Metric 

In the previous two chapters we have shown that the general theory of 
relativity provides the solutions for the space-time structure created by any 
given matter distribution. Thus, if we can specify the average distribution 
of matter in the entire universe, the general theory of relativity provides 
the solution for the average space-time structure of the entire universe. The 
study of such a solution for the average space-time structure of the entire 
universe is a part of the subject of cosmology. 

[gI]J Introduction and Basic Observations 
In the present chapter we study phenomena on a cosmological scale. For 
that purpose we need to develop a suitable model of the universe and to 
make suitable assumptions about the physical processes that are dominant 
on the cosmological scale. The two basic observations that allow us to 
address the large-scale structure of the universe are the expansion of the 
universe (the Hubble law) and the cosmic microwave background radiation. 

The first basic observation that allows us to address the large-scale 
structure of the universe is the discovery that the spectral lines of distant 
galaxies are shifted toward the red end of the spectrum. If we interpret this 
red shift as a Doppler shift, this observation leads to the conclusion that 
all the distant galaxies are receding from us. Thus we conclude that the 
universe as a whole is expanding. This expansion implies a finite age of 
the universe. In other words, by observing the sky we can only see stars 

225 
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that are close enough for the radiation originating from them to reach us in 
such a finite time. 

It has been shown by Hubble that the velocity of the distant galaxies v 
increases linearly with their distance r. This proportionality is known as 
the Hubble law. Using simple Euclidean geometry, the Hubble law can be 
formulated as follows: 

v = Hr ( H = (55 ± 7) ~ M~C)' (21.1) 

where the quantity H is called the Hubble constant. The Hubble constant is 
a constant in a sense that it does not depend on the magnitude or the direction 
of the vector r. However, it may depend on time, and the numerical value 
given in (21.1) is its present-time value. According to the Hubble law the 
universe is in uniform expansion, which means that there are no privileged 
positions in the universe and that an observer traveling with any galaxy sees 
the surrounding galaxies as receding from him. If we observe from Earth 
two different distant galaxies GI and G2, then according to the Hubble law 
their respective velocities observed from our galaxy are given by 

(21.2) 

The relative velocity of the galaxy Gl as observed from the galaxy G2, 
denoted by V, is then obtained as follows: 

~ ~ ~ ~~) R~ 
V = VI - V2 = H(rl - r2 = H , (21.3) 

where R = h - r2 is the relative distance between the two galaxies GI 
and G2. Thus an observer traveling with galaxy G2 sees galaxy GI, and 
indeed any other galaxy, as receding from him. Although we have used 
nonrelativistic approximation in Euclidean geometry and ignored the time 
dependence of the Hubble constant, these general conclusions are nonethe­
less valid, i.e., the observer traveling with each galaxy sees all the other 
distant galaxies as receding from him. 

Since the distant galaxies are receding from us with a velocity directly 
proportional to their distance, there must be a point at which each of them 
will approach the speed oflight and the relativistic effects will become dom­
inant. The set of all those points is called the world horizon. The radius of the 
world horizon is approximately equal to rwH = c / H = 2 X 1010 lightyears, 
if the present-day value of the Hubble constant is used. The galaxies that 
are located at or beyond the world horizon are invisible to us. 

The second basic observation that allows us to address the large-scale 
structure of the universe is the discovery of the extremely isotropic cosmic 
microwave background radiation. This radiation has the same intensity in 
all directions with a precision better than one part in a thousand. Regardless 
of the origin of the radiation, this observation is convincing evidence for the 
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assumption that any acceptable model of the universe has to be an isotropic 
model. 

. Ano~er in~eresting feature of the microwave background radiation is 
~ts relatt~ely high energy density. It is the component of diffuse radiation 
~n the uruvers~ with by far the highest energy density. The universe today 
IS matter dorrunated, but there are reasons to believe that the universe was 
ra~iation dominated in the early phases of its history and that the observed 
~crowave background radiation originates from these early phases of the 
history of the universe. 

121.21 Metric Definition and Properties 

The basic observations described in the previous section indicate that the 
lar?e-scale s~ct~re of the universe is both homogeneous and isotropic. 
This assumptton IS often called the cosmological principle. We imagine 
that the matter in the universe is on the large-scale evenly distributed in 
the fo~ of a cosmic fluid, with no shear-viscous, bulk-viscous, or heat­
conducttve features. This is a good approximation of the actual universe as 
long as we take the large-scale point of view. Clearly, on a smaller scale 
the matter in the universe is unevenly distributed and the universe is highl; 
nonhomogeneous. 

We denote an observer at rest with respect to the cosmic fluid as a 
~ndamental ~bserver. As the universe expands, the cosmic fluid takes part 
In the expansI~n and the fundamental observer is co-moving with the fluid. 
Every co-movI~g observer in the cosmic fluid sees the same isotropic and 
?omogeneous Image of the universe. The objective of the present section 
IS to define the space-time metric in the co-moving frame of reference. 
W~ cannot u~e t?e stati~ Schwarz schild metric to describe the expanding 
umv~rse, w~Ich IS certainly not static. We need a nonstatic, homogeneous, 
and IsotrOPIC metric to describe the entire universe. 

Let us take the proper time measured by the fundamental observer 
co-moving with the cosmic fluid as the time coordinate, which we here 
denote by w. In such a case the space-time metric has the following general 
form: 

(21.4) 

Applying the condition of isotropy and spherical symmetry to the 
metric (2104), we obtain 

ds
2 

= c
2
dw2 - D(r, w)dr2 - cE(r, w)drdw 

- F(r, w)(d(P + sin2 ()dq/). (21.5) 
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In Equation (21.5) it should be noted that we have chosen the dimensionless 
radial coordinate r = niL, where n is the usual radial coordinate with 
the dimension of length and L is a yet-unspecified reference length of the 
universe. The fimctions D(r, w) andF(r, w) therefore have the dimension of 
the square of length and the function E(r, w) has the dimension of length 
to secure the proper dimension of the metric (21.5). Let us now use the 
geodesic equations of a particle given by (11.32), in the form 

dUj = ~ agl~ uluk. (21.6) 
ds 2 ax! 

For a particle at rest in the co-moving frame of reference we have 

uO = 1, ua = 0 (a = 1,2,3). 

Substituting (21.7) into (21.6) and using gOO = c2, we obtain 

Thus we obtain 

dUj d l d ( 0) 
ds = ds (gjlu ) = ds gjOU 

dw dgjo _ 1 a goo _ 0 
= ds dw - 2: axi - . 

dg·o d 
_J =O=>-E(r,w) =0. 
dw dw 

(21.7) 

(21.8) 

(21.9) 

From (21.9) we conclude that E =E(r) is not a function of time 
coordinate w, and the metric (21.5) becomes 

ds2 = c2dw2 - D(r, w)dr2 - cE(r)drdw 

- F(r, w)(de2 + sin2 edq}). (21.10) 

The term proportional to drdw can be eliminated by introducing a new time 
coordinate: 

t = w - ~ jr E(r)dr=>dw = dt + ~E(r)dr. 
2c 2c 

Using (21.11), we may write 

and 

1 
c2dw2 = c2dt2 + cE(r)drdt + - [E(r)f dr2, 

4 

1 2 2 -cE(r)drdw = -cE(r)drdt - 2: [E(r)] dr . 

(21.11) 

(21.12) 

(21.13) 

Section 21.2 Metric Definition and Properties 
229 

Substituting (21.12) and (21.13) into (21.10), we obtain 

ds
2 = c2

dP - A(r, t)dr2 - B(r, t) (de2 + sin2 ed({i2) (21.14) 
where 

1 
gIl = A(r, t) = D[r, w(r, t)] + - [E(r)f 

2 (21.15) 
g22 = B(r, t) = F[r, w(r, t)]. 

The functions A(r, t) and B(r, t) defined by (21.15) have the dimension of 
the square oflength to secure the proper dimension of the metric (21.14). 
In order to further specify the functions A(r, t) and B(r, t), we now apply 
the condition of homogeneity of space-time and consider the following 
coordinate transformation: 

(21.16) 

Using the initial assumption that eO == 0 and Equation (21.16) we obtain 

att aea azo 

ax~ = 8$ + ax~' ax~ = O. (21.17) 

The general transformation law for the covariant metric tensor, defined 
with respect to the systems of coordinates {xk} and {Zk} by glen and gOl, 
respectively, is given by J 

azj OZI _ 
glen = axk axngjl . (21.18) 

Using Equations (21.17) and (21.18) we may write 

(21.19) 

(21.20) 

Expanding the expression (21.20) and dropping the term quadratic in the 
derivatives of the small translational parameters ea , we obtain 

( k - k oe
v 

k oev k 
gap X ) = ga~(Z ) + oxrxgvp(z ) + ox~gva(Z ). (21.21) 

The homogeneity of space-time now requires that the metric be- invariant 
with respect to the transformation (21.16), i.e., that we have 

gaP(Zk) = gap (Zk) (a, f3 = 1,2,3). (21.22) 
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Substituting (21.22) into (21.21), we obtain 

oev oev 
gaP(:t') = gape!) + oxa gv{3(!) + oxp gva (!). (21.23) 

On the other hand, expanding ga{3 (i) into the Taylor series, we may write 

k k oga{3 v 
gap(Z ) = ga{3(x ) + oxV 10 • 

(21.24) 

Substituting (21.24) into (21.23) and dropping the terms quadratic in the 
small translational parameters lOa and their derivatives, we see that only the 
zeroth-order term of (21.24) contributes to the first-order Equation (21.23). 

Thus we obtain 

(21.25) 

or 

_ k k oeV 
k oe

V 
k) 

ga{3(Z ) = gap(x ) - axagv{3(x ) - axpgva(X . (21.26) 

Using again the homogeneity condition (21.22) and comparing Equations 
(21.26) and (21.24) with each other, we obtain 

agaR aev 
Ie aev 

Ie 
__ I-' eV + -gvp(r) + --"gva(X-) = o. 
axv axa axl-' 

(21.27) 

Fora = f3 = 1 and using the metric (21.14) with (21.15), Equation (21.27) 

becomes 

aA 1 ae1 
-10 +2-A =0. 
ar (Jr 

(21.28) 

For a = 1 and (3 2 and using metric (21.14) with (21.15), 

Equation (21.27) becomes 

ae2 ae l 
-B + -A = O. (21.29) 
ar ao 

Finally for a = f3 = 2 and using the metric (21.14) with (21.15), Equation 

(21.27) becomes 

aB I a£2 
-£ +2-B=0. 
ar ao 

(21.30) 
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From the differential Equations (21.29) and (21.30) it is possible to 
eliminate £2. We first rewrite (21.29) and (21.30) as 

a£2 a£l A 
= 

ar 00 B 

ae
2 

= _~ aB £1 = ~ (InB-1/2) £1. 
ao 2B ar ar 

From (21.31) we may write 

a2£2 a2£1 A 
- araO = ao2 B 

02£2 a2 ( a ( a£l __ = _ InB-1/2) £1 + _ InB-1/2)-. 
arao ar2 ar ar 

Addition of the two Equations (21.32) gives 

a
2

£1 A a
2 

( ) a ( ) a£l ___ + _ InB- 1/2 £1 + _ InB-1/2 - = o. 
ao2 B ar2 ar ar 

Now, using Equations (21.28) and (21.30), we may also write 

1 aA 0 2 a£l 
-- = - (InA) = ---
A ar ar £1 ar 

1 aB a 2 o£2 -- = - (InB) = ---. 
Bar ar £1 ao 

(21.31) 

(21.32) 

(21.33) 

(21.34) 

As the small translation parameters lOa are by definition independent of 
the time coordinate t, we conclude that ar(lnA) and ar(InB) are not the 
functions of the time coordinate t, either. But the functions A(r, t) and 
B(r, t) are dependent on the time coordinate t. This is only possible if the 
functionsA(r, t) and B(r, t) are factorized as follows: 

A(r, t) = a(r)R2(t), B(r, t) = b(r)R2(t), (21.35) 

where R(t) is some yet unspecified function of the time coordinate t that 
has the dimension of length. This function in some sense plays the role of 
the radius of the universe. The function R(t) should not be confused with 
the Ricci scalar R used in the gravitational field equations, and whenever 
there is a risk of confusion the distinction between the two will be explicitly 
stated. On the other hand, we note that the dimensionless radial coordinate r 
is not uniquely defined. The metric (21.14) is invariant with respect to the 
transformation from the radial coordinate r to some new radial coordinate p, 
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defined by 

r = JP F(p)dp=}dr = F(p)dp, (21.36) 

where F(p) is some arbitrary function of the new radial coordinate p. 
Indeed, if we substitute (21.36) into the metric (21.14), we obtain 

ds2 = c2dt2 _ A(p, t)dp2 - R(p, t) (de
2 + sin

2 
edqi) 

where 

gll = A(p,t) = A lJP 

F(p)dp, t) tF(p)]2 

g22 = R(p,t) = B lJP 
F(P)dP,t). 

(21.37) 

(21.38) 

The metric (21.37) has the same form as the metric (21.14) and they are 
fully equivalent to each other. Thus we are free to make an arbitrary choice 
of the fonn of one of the functions a(r) or b(r). If we set b(r) = r2, the 

metric (21.14) becomes 

I 
I 

ds2 = c2dt2 _ R2(t)a(r)dr2 - R2(t)r2 (de2 + sin
2 

edcp2) . (21.39) 

From the metric (21.39) we see that the surface area of a sphere with the 
relative radius r is equal to 4:rrr2R2(t). If, at a conveniently chosen time 
instant t, we have R(t) = L, then the surface area of a sphere with the 
relative radius r = R/L is equal to 4nR2 and the angular coordinates e 
and cp become the usual spherical angular coordinates. In order to specify 
the function a = a(r), we use Equation (21.28) and the factorized form of I the function A(r, t) given by (21.35) to obtain 

:r (lnsl) = :r (InA-1
/
2

) = :r (Ina-
1/2

). I 
(21.40) 

The solution of the differential Equation (21.40) can be written as 

I (21.41) 

Substituting the factorized fonn of the functions A(r, t) and B(r, t), given 
by (21.35) with b(r) = r2, into Equation (21.33), we obtain 

a2s1 a a2 a OSl ___ = _ (lnr)sl + - (lnr)-, 
ae2 r2 ar2 ar ar 

I 
(21.42) 

I 
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or 

a2s; = r2 (~asl _ ..!...sl) = r2 i. (S1) 
ae a r ar r2 ' a ar -; . (21.43) 

Substituting the solution (21.41) into (21.43) we further obtain 

1 a
2
e r2 a ( 1 ) 

-; ae2 = a 1/2 ar ra1/2 = C. (21.44) 

The expression on the right-hand side of' . 
of the angular variables () and ~uatlOn (21.44) IS a function 
hand side is a function of th qJ d?:Y' ~hile the expression on the left­
Equation (21.44) are equal t e ra 1 vanable r only. Thus both sides of 

determine the value of C, w: u~~~~~~:; ~~a~:~e denote by C. In order to 

a2e 
aa2 = C e. (21.45) 

If the translation (21.16) is chosen to be alon th . .. 
~~ co~sponding Descartes coordinates, we kv: ~;~~s!;,;,~n 
~ ermmes the value of the constant C to be C _ _' '. s 

dIfferential equation for the fun t' (. - 1. Thus we obtam the c Ion a = a r) m the form 

~~2 :r (r :1/2 ) = -1. (21.46) 

The solution of the differential Equation (21.46) is 

1 
a(r) =--I _ kr2 ' (21.47) 

It is easy to verify by direct calculation th (2 . Equation (21.46): at 1.47) satisfies the differential 

r2"i} _ k r2i. (.Jl -kr2) _ 
ar r --1. (21.48) 

Substituting (21.47) into (21 39) b . R b . we 0 tam the final result for the 
o ertson-Walker Metric in the fonn 

di = c2dt2 _ R2(t) (dr
2 

2 2 ) . 1 _ k r2 + r de +? sin
2 

edqi (21.49) 

where R(t) IS a dynamic function of the . . . 
sion of length which WI'11 b I 1 tune coordmate t Wlth the dimen-, e ca cu ated as a s 1 f th .. 
field equations, and k is the so-called curv 0 u IOn to e .gravitatIOnal 
the geometry of the three d' . al ature constant, which describes 

- unenslOn space at . .. 
The positive values of the curvat any partIcular tIme lllstant. ure constant (k > 0) correspond to the 
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three-dimensional space with a positive curvature, the zero value (k = 0) 
corresponds to the flat three-dimensional space, and the negative val­
ues (k < 0) correspond to the three-dimensional space with a negative 
curvature. The value of the curvature constant k can always be taken as 
+ 1, 0, or -1 by a suitable rescaling of the radial coordinate r. 

The infinitesimal element of the proper distance between two arbitrary 
galaxies given by edt can be calculated from the condition ds = 0 using 
the Robertson-Walker metric (21.49) as follows: 

dr2 

edt = R(t)da, da 2 = 1 _ kr2 + r2 dEP + r2 sin2 edq} (21.50) 

where da 2 is the metric of the three-dimensional space for a fixed value of 
the time coordinate t that is usually called the cosmic time. The cosmic time 
is a universal time equal for all observers at rest with respect to the local 
matter. Using Equation (21.50) we may write eM = R(t)lla for finite 
proper distances. All measurements are made at the same epoch t. The 
radial coordinate r is a co-moving coordinate and it remains fixed for each 
galaxy. The angular coordinates e and q; also remain fixed for the isotropic 
motion of each galaxy. Thus the spatial metric da2 remains fixed and the 
proper distance between two galaxies is only scaled by the function R(t) 
as the cosmic time t varies. The function R(t) with the dimension oflength 
is therefore called the scale radius, and it increases or decreases as the 
universe expands or contracts, respectively. 

The Hubble Law 
In the present section we discuss the Hubble law in the framework of 
the Robertson-Walker geometry. It has been concluded before that each 
galaxy has similar coordinates (r, e, q;). Let us now assume that our 
own galaxy, being an approximately co-moving object, lies at the spatial 
origin r = 0 and that some other distant galaxy lies at some radial coordi­
nate distance r. Because of the homogeneity of space-time this choice of 
coordinates does not place our own galaxy in the center of the universe, 
since any galaxy can be chosen to have r = O. This particular choice is only 
made for convenience. The proper radial distance Dr between our galaxy 
at r = 0 and the distant galaxy, at some radial coordinate distance r and 
at a given cosmic time t, can be calculated using the Robertson-Walker 
metric as 

Dr = R(t) lo
r dr 

o .y'1 - kr2 
(21.51) 

Section 21.4 The Cosmological Red Shifts 
235 

The integral (21.51) is elementary and gives 

f

RCt) arcsin r (k = 1) 
Dr = R(t) r (k = 0) 

R(t)arcsinhr (k=-I) 
(21.52) 

where it should be noted that r = R/L is the dimensionless radial coordi­
nate. Thus ~he proper distance is proportional to the scale radius R(t), which 
changes WIth time. Keeping in mind that the radial coordinate r is a fixed 
co-moving coordinate, the proper velocity is obtained by differentiating 
the proper distance Dr with respect to the cosmic time t, i.e., 

. . lor dr R 
Vr = Dr = R(t) = -Dr, 

o .Jl - kr2 R 
(21.53) 

where the dots denote the time differentiation. Thus we obtain the Hubble 
law ~aying that at any given cosmic time t the speed of any distant galaxy 
relatlve to our own galaxy is proportional to its proper distance from our 
galaxy. The Hubble constant is given by 

H(t) = R(t) 
R(t) , (21.54) 

and we see that the Hubble constant is indeed a function of the cosmic 
time as we have anticipated earlier in this chapter. The quantity Ho meas­
ured by the astronomers is the value of the Hubble constant at the present 
epoch, i.e., for t = to· It should be noted that the proper distance is not 
a directly measurable quantity, and it can only be measured indirectly by 
measurements of some other quantities such as red shifts. 

/21.4/ The Cosmological Red Shifts 
In the present section we discuss cosmological red shifts as one of the means 
of measuring the proper distances to distant galaxies and test the validity 
of the Hubble law in the framework of the Robertson-Walker geometry. 
Let us consider a distant galaxy at some relative radial coordinate distance 
r = r d emitting two light wave crests at cosmic times td and td + lltd 
toward our own galaxy situated at r = O. The two wave crests are received 
in our galaxy at cosmic times to and to + llto. For the radial motion oflight 
the Robertson-Walker metric gives 

2 dr2 
ds = c2dt2 - R2(t) ___ = o. 

1- kr2 (21.55) 
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Thus we may write 

dt 1 dr 
--±---
R(t) - c 1 - kr2 · 

(21.56) 

Since the beam of light is moving toward us, the radial coordinate r 
decreases as the time coordinate t increases along the null geodesic, and 
it is appropriate to use a minus sign in Equation (21.56). Thus we may 
integrate Equation (21.56) to obtain 

(21.57) 

and 

I
to+~to dt I (rd dr 

td+Md R(t) = ~ 10 1 - kr2 · 
(21.58) 

For all types of radiation received from distant galaxies, the time intervals 
t).td and t).to are tiny fractions of a second, and over that time R(t) remains 
effectively constant. Subtracting Equation (21.57) from Equation (21.58), 
we obtain 

t).to Md t).to R(to) 
-----=o=}-=--. 
R(to) R(td) t).td R(td) 

(21.59) 

The observed wavelength AO and the emitted wavelength Ad are related to 
the time intervals t).to and t).td by the following definitions: 

(21.60) 

Thus the red shift of the received light waves can be obtained in tenns of 
the function R(t) as follows: 

z = AO - Ad = R(to) _ 1. (21.61) 
Ad R(td) 

In the expanding universe we have R(to) > R(td) and the red shift z is 
positive in agreement with the empirical observations. The red shift (21.61) 
is a consequence of the light traveling in curved space-time and is not a 
result of the Doppler effect. This red shift is called the cosmological red 
shift· Most observed cosmological red shifts are rather small and td is 
relatively close to to. It is therefore possible to expand R(td) in a Taylor 
series around to as follows: 

. 1 2·· 
RCtd) = R(to) + (td - to)R(to) + -(td - to) R(to) + ... 

2 
(21.62) 

Section 21.4 The Cosmological Red Shifts 237 

or 

R(td) = R(to) [1 + HO(td - to)R(to) - ~qoH5(td - to)2 + ... J 
(21.63) 

where Ho is the present value of the Hubble constant given by 

R _ R(to) 
0- R(to)' 

and qo is a dimensionless deceleration parameter given by 

R(to)R(to) 

R2(to) . 
qO = 

(21.64) 

(21.65) 

The deceleration parameter qo is positive when R(t) is negative, i.e., when 
the expansion of the universe is slowing down. Substituting (21.63) 
into (21.61), we obtain 

. 2 2 
[ 

1 

J
-l 

Z ~ 1 + HO(td - to)R(to) - "2qOHo (td - to) - 1 (21.66) 

or 

z ~ Ho(to - td) + (1 + ~qo) H5(to - td)2. (21.67) 

This fonnula is sometimes very useful, but we must keep in mind that 
it is only valid for small cosmological red shifts where td is relatively 
close to to. 

When we observe a galaxy with a red shift Z = 1, it means that the scale 
radius R(td) of the universe at the cosmic time td when the radiation was 
emitted was one-half of the present scale radius R(to). In other words, the 
size of the universe at the time td was half of the present size of the universe. 
Unfortunately, we do not know the cosmic time td when the radiation 
was emitted. If we did, we could directly measure the function R(t). We 
therefore need some theory of the cosmic dynamics in order to determine 
the scale radius R(t). Such a cosmic dynamics theory is the subject of the 
next chapter. 
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.. Chapter 22 

Cosmic Dynamics 

The nonstatic models of the universe based on the Robertson-Walker 
metric (21.49) are described by their scale radius R(t) and the curvature 
constant k. The analysis in the previous chapter did not determine the scale 
radius R(t) as a function of the cosmic time t. The knowledge of the func­
tion R(t) is essential for determining the rate of expansion of the universe 
and other physical properties of the expanding universe. In order to find the 
solution for R(t), we need a theory of cosmic dynamics based on the grav­
itational field equations. We therefore combine the homogeneous isotropic 
Robertson-Walker metric with the gravitational field equations to obtain 
the dynamic equations satisfied by the scale radius R(t). These equations 
are called the Friedmann equations. 

122.1 1 The Einstein Tensor 
In the present section we use the Robertson-Walker metric (21.49) given by 

ds2 = c2dt2 - R2(t) --- + r2d02 + r2 sin2 ed((J2 . 
( 

dr2 ) 
1 - kr2 

(22.1) 

The covariant metric tensor for the Robertson-Walker metric is given by 
the following matrix: 

(22.2) 

239 
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The contravariant metric tensor for the Robertson-Walker metric is then 
given by 

Using the matrix (22.2) we may write 

goo = 1, 

(22.4) 

The coordinate differentials of the metric tensor components (22.4) can be 
calculated as 

Okgoo = 0 (k = 0, 1,2,3), 

2RR 
oOgl1 = - 1 _ kr2 ' 

oeg11 = O<pgl1 = 0, 

00g22 = -2RRr2, org22 = -2R2r, 

oeg22 = 0<pg22 = 0, 
. 2 2 2 2 00g33 = - 2RRr sin 8, org33 = - 2R r sin 8, 

oeg33 = -2R2r2 sin8cos8, 0<pg33 = O. (22.5) 

In the results (22.5) and in the following calculations, we temporarily define 
by dots the derivatives of the scale radius R(t) with respect to the temporal 
coordinate xO = ct rather than with respect to cosmic time t to simplify the 
calculations and to make the results compatible with the results obtained 
elsewhere in the literature using the units with c = 1. Thus we have 

. dR(t) 1 dR(t) 
R(t) = -- = ---. 

dx° c dt 
(22.6) 

The Christoffel symbols of the first kind for the metric (22.1) can now be 
calculated using the definition (9.28), i.e., 

(22.7) 
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The results for the Christoffel symbols of the first kind for the metric (22.1) 
are summarized in the following list: 

1 
ro,oo = 2(Oogoo + oOgOO - oOgoo) = 0 

1 
rom = rO,lO = Z(OrgOO + oOglO - oogod = 0 

1 
rom = rO,20 = 2 (00 goo + aOg20 - aOg02) = 0 

1 
rom = rO,30 = 2 (O<pgOO + 00g30 - OOg03) = 0 

1 RR 
rO,l1 = -2(OrgOl + orglO - aOgl1) = +---2 

1 -kr 
1 

rO,12 = rO,21 = 2 (OegOl + arg20 - OOg12) = 0 

1 
rO,13 = rO,31 = 2 (arpg01 + Org30 - OOg13) = 0 

rO,22 = ~(Oeg02 + aeg20 - OOg22) = +RR? 

1 
rO,23 = rO,32 = 2 (0<pg02 + 00g30 - OOg23) = 0 

rO,33 = ~ (Orpg03 + 0<pg30 - 00g33) = +RR r2 sin2 e 
1 

r1,OO = 2(00glO + oOgOl - orgOO) = 0 

1 RR 
rl,OI = rl,lO = -2 (OrglO + dogll - drgO!) = ----2 

1 - kr 
1 

r1,02 = r1,20 = 2(oeg10 + 00g21 - org02) = 0 

1 
r1,03 = r1,30 = 2 (drpglO + dog31 - drg03) = 0 

1 R2kr 
rl,11 = Z(drgll + orgll - drg11) = (1 _ kr2)2 

1 
r1,12 = rl,21 = 2(degll + org21 - drgl2) = 0 

1 
rl,13 = rUl = 2(drpgll + org31 - org13) = 0 

1 
rl,22 = 2 (Oeg12 + deg21 - Org22) = +R2r 
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1 
rI,23 = rI,32 = 2 (03g12 + 09g31 - Org23) = 0 

122 
rI,33 = "2?qJg13 + i)qJg31 - i)r833) = +R r sin f) 

1 
r2,00 = 2(00820 + 00802 - (9800) = 0 

1 
r2,OI = r2,lO = 2 (Org20 + 00812 - (9801) = 0 

1 . 2 
r2,02 = r2,20 = 2(09820 + 00822 - (9802) = -RRr 

1 
r2,03 = r2,30 = 2(oqJg20 + 00g32 - 09g03) = 0 

1 
r2,II = 2(Org21 + orgI2 - 09gU) = 0 

1 2 
r2,12 = r2,21 = 2(09821 + Or822 - 098u) = -R r 

1 
r2,13 = r2,31 = 2(oqJ821 + Or832 - (9813) = 0 

1 
r2,22 = 2(09822 + 09822 - (9822) = 0 

1 
r2,23 = r2,32 = 2 (OqJg22 + 09832 - (9823) = 0 

r2,33 = ~(OqJ823 + i)qJ832 - (9833) = +R2r2 sin f) cos f) 

1 
r3,00 = 2 (00g30 + 00803 - oqJ800) = 0 

1 
r3,OI = r3,lO = 2(Org30 + oOg13 - OqJ80I) = 0 

1 
r3,02 = r3,20 = 2(09830 + 00823 - OqJg02) = 0 

1 . 2 2 
r3,03 = r3,30 = 2 (OqJg30 + 00833 - OqJ803) = -RRr sin f) 

1 
r3,II = 2(Org31 + org13 - OqJ8II) = 0 

1 
r3,12 = r3,21 = 2(09g31 + Or823 - o<pgu) = 0 

1 R2 . 2f) 
r3,13 = r3,31 = 2 (0<pg31 + Org33 - oqJ813) = - r sm 
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1 
r3,22 = 2(09g32 + 09g23 - i)<pg22) = 0 

1 
r3,23 = r3,32 = 2 (0<p832 + 09g33 - OqJg23) = _R2r2 sinf)cosf) 

1 
r3,33 = 2(oqJ833 + OqJg33 - OqJ833) = O. (22.8) 

The Christoffel symbols of the second kind for the metric (22.1) can be 
calculated using the definition (9.29), i.e., 

(22.9) 

The results for the Christoffel symbols of the second kind for the 
metric (22.1) are summarized in the following list: 

° o· 00 roo = 8 Jrj,OO = g ro,oo = 0 

r81 = r?o = gOjrj,oI = gOOrO,OI = 0 

r82 = r~o = 80jrj,02 = iOrO,02 = 0 

r83 = rgo = 80jrj,03 = 800rO,03 = 0 

o _ OJ. _ 00 RR 
r il - g r J II - 8 ro II = +---, , 1 - kr2 

r?2 = r~I = i j
rj,I2 = 80orO,I2 = 0 

r?3 = rgi = gOjrj,I3 = 800rO,I3 = 0 

r~2 = 8Ojrj,22 = 80orO,22 = +RRr2 

r~3 = rg2 = gOjrj ,23 = 800rO,23 = 0 
o 0' 00 . 2 

r33 = 8 ~rj,33 = g rO,33 = +RRr sin2 e 
rJo = 8 Ijrj,00 = 8urI,00 = 0 

r 1 I Ij II R 
01 = rIO = g rj,OI = g rl,OI = +R 

r~2 = rio = gljrj,02 = gIlrI,02 = 0 

r~3 = r~o = gIjrj,03 = gIl rI,03 = 0 

r 1 Ij II kr 
II = 8 rj,ll = g rl,lI = + 1 _ kr2 

r~2 = ril = 8ljrj,I2 = gllr1,l2 = 0 
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rf3 = r~I = gIj rj,13 = gllrI,13 = 0 

r~2 = gIj rj,22 = gllrI,22 = -r (1 - kr2) 

r~3 = r~2 = gIj rj,23 = gllrI,23 = 0 

r~3 = g Ij
rj,33 = gll rI,33 = -r (1 - kr2) sin20 

2· 22 0 rJo = g Jrj,oo = g r2,oo = 

r51 = rio = g2
j
rj,Ol = i 2r2,OI = 0 

2 r 2 _ 2jr. _ 22 r = +~ r 02 = 20 - g j,02 - g 2,02 R 

r53 = rio = g 2j
rj,03 = g22 r2,03 = 0 

2· 22 ril = g Jrj,ll = g r2,1l = 0 

2 _ 2 _ 2jr. _ 22r = +~ r 12 - r 21 - g j,12 - g 2,12 r 

ri3 = ril = g2
j
rj,13 = i2r2,13 = 0 

2· 22 0 ri2 = g Jrj,22 = g r2,22 = 
2· 22 0 ri3 = ri2 = g Jrj,23 = g r2,23 = 

rj3 = g2
j
rj,33 = g22 r2,33 = - sinO cose 

r& = g3jrj,oo = g33r3,00 = 0 

3· 33 0 r~I = rio = g !lrj,OI = g r3,OI = 
r 3 -r3 -g3jr.02=g33r302=0 02 - 20 - j, , 

R 
r~3 = rjo = g3

j
rj,03 = g33 r3 ,03 = +:R 

3· 33 0 ril = g !lrj,ll = g r3,1l = 

ri2 = r~I = g 3j
r j ,12 = g33r3,l2 = 0 

. 1 
ri3 = rjI = g3j rj,13 = g33 r3 ,13 = +;: 
r 3 - g 3jr· 22 = g33 r3 22 = 0 22 - j, , 

(22.10) 
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From the results listed in (22.10) we can make the following conclusions: 

(22.11) 

and 

o . 13 _ 13 _ f3R 
r af3 = -Rgaf3 , r aO - r Oa - 0Ct:R' (22.12) 

where (a, {3 = 1,2,3). Thus we further obtain 

r2f3 == 0, r~f3 == 0 for a =1= {3, 

r~f3 = o~o~ ~, r~f3 = 8~8$ ~ + 8~o$ cot 0 for a f. {3. r r (22.13) 

Using the results (22.12) and (22.13) we note that 

Ojr~f3 = 0 for a =1= {3, 013 r~o = o. (22.14) 

Furthermore, we can calculate the following sums: 

j O· 1 2 3 R 
r Oj = roo + r OI + r 02 + r03 = +3:R 

j 0 1 2 3 kr 2 
r Ij = rIO + r 11 + r 12 + r 13 = 1 _ kr2 + ;: 

rij = rgo + ril + ri2 + ri3 = cot 0 

r{j = r~o + rjI + ri2 + r~3 = O. (22.15) 

Using the results (22.15) we note that 

(22.16) 

The Ricci tensor for the metric (22.1) can be calculated using the definition 
(18.8), i.e., 

(22.17) 

From the result (12.48) we see that the Ricci tensor is a symmetric tensor 
Rkn = Rnk and that it has only 10 independent components. The formulae 
for the components of the Ricci tensor for the metric (22.1) are summarized 
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in the following list: 

Roo = Oor~j - djr~ + r~jr~ - r~r~j 
j ,;, r j rP r j rP r j 

ROI = RIO = drr OJ - Vj 01 + OJ pI - 01 pj 

R02 = R20 = der~j - dj r 62 + r~jr~2 - r~2r~j 

R03 = R30 = d",r~j - dj r 63 + r~jr~3 - r~3r~j 
j ,;, r j rP r j rP r j 

Rll = drr Ij - Vj II + Ij pI - 11 pj 

R12 = R2I = oerij - djri2 + rfjr:2 - rf2r;j 

R13 = R3I = d",rij - djri3 + rfjr;3 - rf3r;j 
i '1 r j rP r j rP r j 

R22 = de r 2j - Vj 22 + 2j p2 - 22 pj 

R23 = R32 = d<pr~j - Ojri3 + r~jr~3 - r~3r~j 

R33 = a'Pr~j - ajr~3 + r~jr~3 - r~3r;j" (22.18) 

The results for all 10 individual components of the Ricci tensor for the 
metric (22.1) can be obtained from this list (22.18). However, the calcu­
lation process can be facilitated using the general results (22.11)-(22.16). 
Thus for a,,8 = 1,2,3, and a =F ,8, we may calculate 

(22.19) 

From (22.14) and (22.16) we see that the first two terms on the right-hand 
side of Equation (22.19) for a =F ,8 vanish and we may write 

p j 0 r j rl r j r2 ri 
RafJ = r air pfJ - r afJ OJ - afJ Ii - afJ 2j" (22.20) 

Using here r~fJ = 0 and r~fJ = 0 for a =F,8 from (22.13), we obtain 

p j I 2 cot e 
RafJ = rajrpfJ - o(/'>fJ-

r
- fora =F,8. (22.21) 

Thus the second term on the right-hand side of Equation (22.21) is not 
equal to zero only for (a,8) = (12). Let us now calculate the first term on 
the right-hand side of Equation (22.21), as follows: 

p r j rP rO rP rW raj pfJ = 0'0 pfJ + aw pf3 (22.22) 
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or 

~~=~~+~~+~~+~~. m~ 
It is shown by direct calculation that the first three terms on the right-hand 
side of Equation (22.23) vanish. Thus we obtain 

r~jr;f3 = r~wr:{J = r~wrr{J + r~Wr2f3 + r~wr3f3 
rill r2 r 1 r 3 r 2 rl r 2 r 2 r2 3 = al r lf3 +ra2 1{J + 0'3 113 + al 2fJ + 0'2 213 + a3r 2f3 

+ r~lrjfJ + r~2r~{J + r~3r~f3' (22.24) 
. 

Using the result (22.24) we can show by direct calculation that 

p j 1 2 3 3 I 2 cot e 
rajrp{J = 0aofJ r 13r 32 = oaof3-r- (22.25) 

Substituting (22.25) into (22.21), we finally obtain 

Ra{J = Rf3a == 0 (a =F ,8) .. (22.26) 

Furthermore for a = 1, 2, 3, we may also calculate 

RO'o = aOr~j - aor~o - afJr~o + r:jr~ - r~or;j" (22.27) 

Using here the results (22.11), (22.14), and (22.16), we see that the first 
three terms on the right-hand side of Equation (22.27) vanish. We then have 

R rp rO rP r f3 r O r j r{J r j (22 28) 0'0 = 0'0 pO + af3 pO - aO OJ - aO f3j" . 

Using (22.11) further, the first and third terms on the right-hand side of 
Equation (22.28) vanish. Thus we obtain 

~=~~+~~-~~-~~. aU~ 
Using once again the results (22.11), the first and third terms on the right­
hand side of Equation (22.29) vanish. We may then write 

Rao = r~{Jr~o - r~orpv' (22.30) 

Using the result (22.24) we can show by direct calculation that 

Rao == 0 (a = 1,2,3). (22.31) 

From the results (22.26) and (22.31) we conclude that all off-diagonal 
components of the Ricci tensor are identically equal to zero: 

Rkn = Rnk == 0 (k =F n). (22.32) 
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Thus the only nontrivial components of the Ricci tensor are the 
diagonal components. Using the results (22.11)-(22.16), they can be 
calculated as 

Roo = OOr~j + r~jr.to 

= 3110 (~) + (r61f + (r52)2 + (r~3f = 3~ 
j 0 1 rP j r O r j rl r j 

Rll = Orr Ij - Oor 11 - Orr 11 + IjrpI - 11 OJ - 11 Ij 

= or C ~~r2 + ~) - aO C ~r2 ) - ar (1 ~~r2 ) 
2k2 k2r2 2 3k2 

+--+ +----
1 - kr2 (1 - kr2)2 r2 1 - kr2 

kr (kr 2) R2 (R 2k2 
+2k) 

- 1 - kr2 1 - kr2 + -;: = - 1 - kr2 R + R2 

j 0 I p j r O r j r 1 r j 
R22=aer2j-aOr22-0rr22+r2jrp2- 22 OJ- 22Ij 

= oe (cot e) - aO (Rkr2) - Or [ -r (1 - kr2)] + 2k2r2 

- 2 (1 - kr2) + cot2 e - 3k2r2 + 2 - kr2 

_ 2? (R 2k2 +2k) 
- -R R + R2 

o I 0 2 rPr j rOr j rIrj R33 = -OOr33 - arr 33 - er 33 + 3j p3 - 33 OJ - 33 lj 

- r~3r~j = -an (RRr2 sin2 e) - Or [ -r (1 - k?) sin2 e] 
- oe (- sin () cose) + 2k2r2 sin2 e - 2 (1 - kr2) sinz e 

- 2cos2 e - 3kzr2 sinz e + (2 - kr2) sinz e + cosz e 

(
R 2k2 + 2k) 

= _R2r2 sin2 e R + RZ . (22.33) 

Multiplying the covariant components of the Ricci tensor (22.33) by 
the corresponding components of the contravariant metric tensor given 
by (22.3), we obtain the components of the mixed Ricci tensor as 
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follows: 

o 00 R 
Ro =g Roo = 3R 

.• ·Z 
111 R 2R+2k 

RI = g Rll = R + RZ 

•. '2 
Z 22 R 2R+2k 

Rz = g R22 = R + R2 
.. ·Z 

3 33 R 2R +2k 
R3 = g R33 = R + R2 (22.34) 

The Ricci scalar Rj is then given by 

j R (R 2k
z 

+ 2k) (R k
2 + k) R.=3-+3 -+ =6 -+--

J R R R2 R R2 (22.35) 

Let us now form a mixed tensor G~, entering the gravitational field 
Equations (18.97) as 

(22.36) 

The tensor G~ is usually called the Einstein tensor. Substituting the results 
(22.34) and (22.35) into the definition (22.36), we obtain the components 
of the Einstein tensor for the Robertson-Walker metric as follows: 

(22.37) 

At this stage it is appropriate to reverse the temporary convention (22.6) 
and to return to the usual definition of dots as the derivatives of the scale 
radius R(t) with respect to the cosmic time t, i.e., 

k(t) = dR(t) . 
dt 

(22.38) 
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This change of convention introdnces an additional factor of lIe before 
each derivative defined by the dots. Thus the results (22.37) become 

(22.39) 

Equations (22.39) are the final results for the components of the Einstein 
tensor in the Robertson-Walker metric. 

122.21 The Friedmann Equations 
In order to construct the gravitational field Equations (22.36), we now need 
the energy-momentum tensor T! of the cosmic matter. The assu~p~ion is 
that the matter in the universe is, on the large scale, evenly distnbuted 
in the form of a cosmic fluid with no shear-viscous, bulk-viscous, or heat­
conductive features. Thus we may use the mixed energy-momentum tensor 
of an ideal fluid, which is in the covariant form given by (18.72). We may 
then write 

T! = (p + pe2
) unu

k 
- 8!P, (22.40) 

where p is the pressure and p is the matter (or rest energy) density of the 
cosmic fluid. In the co-moving frame the cosmic fluid is at rest and we have 

uO = 1, UCl = 0 (a = 1,2,3). (22.41) 

Using the results (22.41) and observing that p « p2, we obtain 

~ 2 TI _ T2 _ T3 - P 10 = pe , I - 2 - 3 - - • (22.42) 

Thus the energy-momentum tensor of the cosmic fluid in the co-moving 
frame can be structured in the following matrix: 

o 0 
-p 0 
o -p 
o 0 ~ l· -p 

(22.43) 
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Substituting the results (22.39) and (22.42) into (22.36), we obtain the 
gravitational field equations in the form 

k2 + ke2 8.7rG 
R2 = -3-P (22.44) 

R k2 +kc2 8.7rG 
2R + R2 = --;;zp. (22.45) 

Equations (22.44) and (22.45) are called the Friedmann equations, and 
their solution describes cosmic dynamics. Combining Equations (22.44) 
and (22.45), we may write 

R 8.7rG 8.7rG 
2R + -3-P = --;;zp. (22.46) 

Furthermore, from Equation (22.44) we have 

k2 k 2 8.7rG 2 + c =-3- pR . (22.47) 

Differentiating Equation (22.47) with respect to the cosmic time t, we 
obtain 

2R·R
O

• 8.7rG. 2 8.7rG . 
= -3-pR + -3-p2RR, 

or 

R 8.7rG . R 8.7rG 
2- = --P7 + --2p. 

R 3 R 3 

Substituting Equation (22.49) into (22.46), we obtain 

or 

8.7rG . R 8.7rG 8.7rG p 
-3-Pli. + -3-3p = --3-3 c2 

(22.48) 

(22.49) 

(22.50) 

(22.51) 

Observing that the universe as a system of galaxies in the smooth fluid 
approximation behaves as an incoherent dust, we can again use the 
approximation p « pe2 to obtain 

. kId ( 3) p+3p- = -- pR =0 
R R3 dt . (22.52) 
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Integrating (22.52) we obtain 

pR3 = POR~ = Constant, (22.53) 

where PO and Ro are the matter density and scale radius at the present epoch 
(t = to). From the result (22.53) we see that the matter density varies in 
time as R-3 and that the quantity of matter in a co-moving volume element 
is constant during the expansion of the universe. This conclusion is relevant 
to the present matter-dominated epoch in the history of the universe. 

In the early phases of its history when the universe was radiation 
dominated, this conclusion was not valid because at that stage the assump­
tion p « pe2 was not valid either. In the radiation-dominated universe, 

Equation (22.51) becomes 

p + 3 (p + ~) ~ = 0, (22.54) 

and the pressure component cannot be neglected. Using (22.53) and 
neglecting the pressure, we obtain the Friedmann equations for the 
matter-dominated epoch of the universe as follows: 

R k2 +kcZ 0 
2R + R2 = 

k2 +kcZ 8rrGPOR~ 
=-3-R3" 

(22.55) 

(22.56) 

The solutions of the Friedmann equations for the matter-dominated epoch 
of the universe given by (22.55) and (22.56) will be the subject of the next 

chapter. 

• Chapter 23 

Nonstatic Models 
of the Universe 

In the previous c~apter we derived the cosmic dynamic equations satisfied 
by the scale r~dius R(t), known as the Friedmann equations. As we 
concluded earber, the nonstatic models of the universe based on the 
Robertson-Walker metric (21.49) are described by their scale radius R(t) 
and the curvature constant k. The objective of the present chapter is there­
fore to ~tudy the appropriate solutions for the scale radius R(t) and the 
appropnate v.atues of the curvature constant k and their implications for the 
future evolutIon and other physical properties of the expanding universe. 

! 23.11 Solutions of the Friedmann Equations 
~ order to solve the Friedmann equations (22.55) and (22.56), we first 
mtroduce some useful quantities. Let us recall that the Hubble constant 
(21.54) is given by 

H(t) = k(t). 
R(t) 

(23.1) 

Substituting (23.1) into (22.56) we obtain 

H2 + ke
2 

= 8rrGPO Rl 
R2 3 R3' 

(23.2) 

253 
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In the present epoch (t = to) with R = Ro and H = Ho, Equation (23.2) 
becomes 

2 kCl 8rrGPo 
H+-=--o R2 3 o 

(23.3) 

or 

k 8rrGPo H5 8rrG 
""2" = -3 2 - 2 = -3 2 (Po - PC), 
Ro C C C 

(23.4) 

where Pc is the critical (or closure) matter density of the universe, defined 
by 

3H2 
o Pc=--· 

8rrG 
(23.5) 

With the range of the estimated values of the Hubble constant Ho in the 
present epoch, the numerical value of the critical density is given by 

-26 2 kg 
Pc = 2 x 10 a 3" (0.5:s a :s 1). 

m 
(23.6) 

Let us also recall the definition of the deceleration parameter q(t) defined 
according to Equation (21.65) as follows: 

q(t) = 
R(t)R(t) 

k2(t) 

From the Friedmann equations (22.55) and (22.56) we may write 

R 4rrGPoRg 
R =--3-R3" 

Substituting (23.8) into (23.7) we obtain 

4rrGPo R~ 
q(t) = 3H2 R3' 

(23.7) 

(23.8) 

(23.9) 

The present-epoch value of the deceleration parameter (23.9) is given by 

_ 4rrGPo _ Po 
qo - 3H~ - 2pc' 

(23.10) 

From (23.10) we see that the present-epoch value of the deceleration 
parameter can be expressed in terms of the present and critical matter 
densities of the universe. 
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23.1.1 The Flat Model (k = 0) 

For the fiat model with k = 0, Equation (23.4) gives Po = Pc and 
from Equa~ion (23.10) we find qo = 1/2. Using Po = Pc and (23.5) 
wemaywnte 

HJ = 8rrGPo 
3 . 

Friedmann Equation (22.56) then becomes 

k2 = 8rrGPoR~ = H6R~ 
3R R ' 

or 

A2 
k2 = - A = U R3

/
2 

R' 0 0 . 

Equation (23.13) can be rewritten as follows: 

. dR f J R = dt = AR-1
/
2

:::::} ..JRdR = A dt + c. 

Performing the elementary integration in (23.14) we obtain 

~R3/2 = At + C :::::} R(t) = (3: y/3 t2/3, 

(23.11) 

(23.12) 

(23.13) 

(23.14) 

(23.15) 

where we used the initial condition R(O) = 0 to set the integration con­
stant C in (23.15) equal to zero. From Equation (23.15) we may also 
write 

2 2 (R )3/2 
t = 3A

R3/2 
= 3Ho Ro 

The present-epoch Equation (23.16) for t = to has the form 

2 
to=-. 

3Ho 

(23.16) 

(23.17) 

The solution (23.15) for the scale radius R(t) with the choice of the curvature 
constant k = 0, is, in the literature, sometimes called the Einstein-de 
Sitter Solution. 

23.1.2 The Closed Model (k = 1) 

For the closed model with k = 1, Equation (23.4) gives Po > Pc, and 
from Equation (23.10) wefind qo > 1/2. The Friedmann Equation (22.56) 
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then becomes 

k2 8n G PoR6 B 
c2 + 1 = 3c2R = R' (23.18) 

where we introduce a constant B as 

8nGpOR6 4nGPo H5R6 
B- -2----

- 3c2 - 3HJ c2 ' 
(23.19) 

Using the definition of the present-epoch deceleration parameter (23.10) 

we obtain 
H2R3 . 

o 0 
B = 2qO-2-' 

c 

Furthermore, using Equation (23.4) for k = 1, we may write 

1 H5 (4nGPo 1) _ H5 (2 - 1) 
R2 = 2 2 3H2 - - e2 qO , 

o 0 

or 

Ro = ~ (2qo - 1)-1/2. 
Ho 

Substituting (23.22) into (23.20) we obtain 

2qo e 
B = (2qo _ 1)3/2 Ho' 

Equation (23.18) may be rewritten in the form 

IdR B-R lot lRf6 __ = __ => edt = --dR. 
edt Roo B-R 

Let us now introduce an angular parameter Tf as follows: 

with 

R = B sin2 !r = !!. (1 - cos Tf), 
2 2 

B . Tf Tfd dR = sm - cos - Tf· 
2 2 

Using Equations (23.25) and (23.26) we may write 

--dR = B sin2 -dTf = - (1 - cos Tf) dTf· f6 Tf B 

B-R 2 2 

(23.20) 

(23.21) 

(23.22) 

(23.23) 

(23.24) 

(23.25) 

(23.26) 

(23.27) 
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Using (23.25) and performing the elementary integration in (23.24) with 
(23.27), we obtain the two parameter equations 

B 
R = - (1 - cos Tf) , 

2 

B 
et = 2" (11 - sin 17) . (23.28) 

The parameter Equations (23.28) define the scale radius R(t) by a param­
eter 17. The functionR(t) defined by (23.28) is a cycloid, and the scale radius 
is a cyclic function of the cosmic time. The universe starts expansion at 
the cosmic time t = 0 (11 = 0) with scale radius R = 0 and expands to a 
maximum size R = B at the cosmic time t = tLf2 (Tf = n). Thereafter 
the universe contracts back to the scale radius R = 0 at the cosmic time 
t = tL (17 = 2n). The time tL in the closed model is called the lifespan 
of the present universe. It can be calculated from (23.28) with (23.23) for 
11 = 2n, as follows: 

B nB 2nqo 1 
tL=-2n=-= . 

2e e (2qo - 1)3/2 Ho 
(23.29) 

For example, the choice qO = 1 gives a lifespan of the universe equal to 
tL = 2nlHo. From Equations (23.22) and (23.23) we also note that for 
qO = 1, the present scale radius Ro = elHo is equal to one half of the 
maximum scale radius B = 2elHo. It means that in the closed model for 
qO = 1, the present universe will expand to twice its present size before it 
starts contracting. 

23.1.3 The Open Model (k = -1) 

For the open model with k = -1, Equation (23.4) gives Po < PC, and 
from Equation (23.10) we find qo < 1/2. The Friedmann Equation (22.56) 
then becomes 

k2 8nGPoR3 B 
--1 = 0 
e2 3C2R R' 

(23.30) 

where we again use the constant B given by (23.23). Equation (23.30) may 
be rewritten in the form 

IdR B+R r {R {R 
~ dt = ~ => 10 edt = 10 V ii+RdR. (23.31) 

Let us now introduce an angular parameter 11 as follows: 

. 211 B 
R = B smh 2" = 2" (cosh 11 - 1) , (23.32) 
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with 

dR = B sinh:!.. cosh :!..d1]. 
2 2 

Using Equations (23.32) and (23.33), we may write 

J R dR=Bsinh2 :!..d1]=!!.(coSh1]-I)d1]. 
B+R 2 2 

(23.33) 

(23.34) 

Using (23.32) and performing elementary integrations in (23.31) with 
(23.34), we obtain the two parameter equations 

B 
R = - (cosh 1] - 1) , 

2 
ct = !!. (sinh 1] - 1]) . 

2 
(23.35) 

The parameter Equations (23.35) define the scale radius R(t) by a param­
eter 1]. The function R(t) defined by (23.35) is growing indefinitely as 
t -+ 00 (1] -+ (0). Like the flat Einstein-de Sitter solution, the open 
solution continues to expand forever. It should also be noted that the expan­
sion of the universe in the open model is faster than that of the fiat model 
because of the presence of the exponential functions in the parameter 1]. 

123.21 Closed or Open Universe 
The analysis of the three possible models for the expansion of the universe, 
presented in the previous chapter, does not resolve the question. whether 
the present universe is open or closed. The answer to that question must 
be looked for in astronomical observations and estimates of the various 
parameters of the model. The current estimates of the present -epoch Hubble 
constant H 0 and the critical density Pc are 

km I 
Ho = looa---

s Mpc 

-26 2 kg 
Pc = 2 x 10 a 3' 0.5 sa S L 

m 
(23.36) 

Estimates of the present-epoch deceleration parameter qO are more difficult 
to obtain. In order to study the deceleration parameter qo, we use the result 
for the Hubble constant H = RI R to calculate the second derivative of the 
scale radius with respect to cosmic time as follows: 

(23.37) 
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Substituting (23.37) into (23.7) we obtain 

q(t) = __ 1 ~ = _ (H + 1) 
H2R H2 . (23.38) 

Using (23.38) we can calculate the present-epoch deceleration parameter 
qo as 

( 
H(to) ) 

qo = - H2(to) + 1 . (23.39) 

The result (23.39) indicates that if we can measure HCto) and H(to) we can 
calculate the present-epoch deceleration parameter qo. In order to measure 
H (to) we use the fact that as we look deeper into space, we look farther back 
into time. For example, if we estimate the Hubble constant H (t) for objects 
1 billion light years away, we are really estimating the Hubble constant H (t) 
for the universe 1 billion years back in the cosmic time. The difficulty with 
such a method of detennining the present-epoch deceleration parameter qo 
is related to the difficulties of measuring the distances to the objects deep 
in space. 

In spite of these difficulties, some existing observational data suggest 
the value of the present-epoch deceleration parameter qO = 1. As we have 
concluded before, for qo > 1/2, the universe is closed and such obser­
vational data suggest that the present universe is closed. However, using 
Equation (23.10) for qO = 1, we obtain the following present-epoch matter 
(or rest -energy) density of the universe: 

-26 2 kg 
PO = 2pc = 4 x 10 a 3 (0.5 Sa S 1), (23.40) 

m 

which is much larger than the observed density of matter in the universe. 
This discrepancy is the origin of the so-called problem of missing mass in 
the universe. The problem was identified by measurements of the masses 
of clusters of galaxies in two different ways. One method was to exploit the 
definite relation between the luminosity of a galaxy and its mass, to sum up 
all the masses of member galaxies to obtain the total mass of a cluster. The 
other method was to measure the relative velocities between the member 
galaxies and to calculate the mean relative velocity, which is determined 
by the mass of the cluster. It was discovered that the luminosity mass 
obtained by the first method was considerably smaller than the dynamical 
mass obtained by the second method. 

Thus there is reason to believe that there is a large amount of invisible 
matter within the observed clusters of galaxies. The first decisive evidence 
of the existence of such dark matter in the universe came from the rotation 
curves of galaxies. By measurements of the rotation curves of smaller 
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galaxies revolving around great spiral galaxies, it was discovered that 
they differ completely from curves expected from Newtonian mechanics 
in empty space. The only possible interpretation of this result is that the 
space around galaxies is not empty. On the contrary, it seems to consist of 
a considerable amount of dark matter. It is today generally believed that 
up to 90 percent of the matter in the universe is such invisible dark matter. 
Thus we have the problem of detennining the nature of the dark matter in 
the universe. Optical measurements indicate that the density of diffuse gas 
in the universe is far below the density required to account for the large 
~ount of dark matter in the universe. Such gas could be in the form of 
high-temperature ionized gas emitting X -rays, and X -rays have indeed been 
detected in clusters of galaxies. However, the observed density is again far 
below the density required to account for the large amount of dark matter 
in the universe. There are enormous numbers of neutrinos in the present 
universe. Some experiments indicate that they may have a rest mass of the 
order of 10-35 kg, and if this is true the neutrinos may just be the missing 
matter. This is a growing area for combined efforts in astrophysics and 
particle physics today, although it is still not clear how the neutrinos could 
affect the rotation curves of galaxies in the observed way. 

123.31 Newtonian Cosmology 
In the present section we study the evolution of an expanding universe 
within the framework of the Newtonian theory of gravitation and compare 
the results with those obtained using the general theory of relativity. Let us 
imagine the large-scale matter-dominated Newtonian universe as an ideal 
fluid with negligible pressure moving according to the Newton laws of 
motion and gravity. Such fluid is often called the Newtonian dust. We now 
consider Newtonian dust with a uniform density pet) being in a state of 
uniform expansion. The only force acting on the dust particles is the force 
of gravity. The components of the three-dimensional position vector of an 
arbitrary dust particle at some cosmic time t are given by 

xa(t) = R(t»)..a (0: = 1,2,3), (23.41) 

where A is a constant vector defined by the initial position of the dust 
particle, and R(t) is the scale radius of the uniform expansion. The first and 
second time derivatives of the coordinates (23.41) are given by 

'a R' ,a k a H a 
X = A = -X = X, 

R 
(23.42) 
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where H(t) = k/R is the Hubble constant of the Newtonian expansion. 
Let us now use the continuity Equation (18.54) in the form 

op op 
at + oa (pv

a
) = at +xaoaP + POaxa = O. (23.43) 

Using (23.42) and the definition of the total time derivative of the density P, 
given by 

. dp ap ap dxa 

p = dt = at + oxll! dt' 
we may rewrite (23.43) as follows: 

or 

p + pHoaxa = 0 ::::} P + 3pH = 0, 

kId ( 3) p+3-p=-- pR =0 R R3 dt . 

(23.44) 

(23.45) 

(23.46) 

Integrating Equation (23.46) we recover the result (22.53) obtained using 
the Friedmann Equations, i.e., 

pR3 = PoR5 = Constant, (23.47) 

where Po and Ro are the matter density and the scale radius at the present 
epoch (I = to). From the result (23.47) we see that in Newtonian cosmology 
the matter density also varies in time as R-3 • The isotropy and spherical 
symmetry of the universe require that any spherical volume evolve only 
under its own influence. If the observed spherical volume has radius r 
and mass M(r) = (4rr /3)r3 p, the equation of motion of a dust particle 
somewhere on its surface is given by the Newtonian Equation (17.44), 
as follows: 

"a R a GM(r) ex 4rrGp ex 
X = -x = ----x = ---x 

R r3 3 

As Equation (23.48) is valid for an arbitrary xa , we obtain 

.. 47T:Gp 
R=--3-R. 

Now using the result (23.47), Equation (23.49) becomes 

47T:GPoR~ 
3R2 

(23.48) 

(23.49) 

(23.50) 
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Multiplying both sides of Equation (23.50) by k, we obtain 
3 . 

... 47fGPoRo R 
RR+ 3 R2 =0, 

or 

~ dk
2 

_ 47fGpoRg d (~) = O. 
2 dt 3 dt R 

Thus we may write 

~ (k2 _ 87fGPOR~) = O. 
dt 3R 

Integrating Equation (23.53) we obtain 

• 2 87fGpoR~ 2 
R - = -kc 

3R ' 

(23.51) 

(23.52) 

(23.53) 

(23.54) 

where kc2 is the integration constant. After some restructuring of 
Equation (23.54) we recover the second Friedmann equation (22.56), i.e., 

k2 + kc2 8JrGPo R6 
R2 = -3-R3' (23.55) 

Furthennore, using the result (23.54) rewritten as 

4JrGPoR~ 1 k2 + kc2 

3R2 2 R 
(23.56) 

Equation (23.50) becomes 

(23.57) 

Dividing by R and restructuring Equation (23.57), we recover the first 
Friedmann equation (22.55), i.e., 

R k2 +kc2 

2/i + R2 = O. (23.58) 

From the preceding discussion we conclude that Newtonian cosmology 
gives the same dynamic equations for the scale factor R(t) of the expand­
ing universe as the relativistic cosmology based on the Robertson-Walker 
metric. In Newtonian cosmology the parameter k is just an integration con­
stant, whereas relativistic cosmology k is the curvature constant. In fact if 
k =1= 0 there is no loss of generality if we set k = ±1 in Newtonian cos­
mology either. The dynamic Equations (23.55) and (23.58) lead to exactly 
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the same three models of the expanding universe with k = -1,0,1. It 
should, howeyer, be kept in mind that the Newtonian cosmology is just 
a nonrelativistic limit of the standard relativistic cosmological model and 
that it cannot account for a number of important physical features of the 
expanding universe. In particular it cannot handle the radiation-dominated 
early phases of the expanding universe and incorporate the pressure of the 
cosmic fluid in the proper way. 



~ Chapter 24 

Quantum Cosmology 

The objective of the present chapter is to give a short introduction into 
the most profound speculations about the earliest moments of the present 
universe. In the solutions of Friedmann equations, presented in the pre­
vious chapter, we have generally used the initial condition R(O) = O. In 
effect such an initial condition means that in the earliest moments of its 
evolution, the present universe may have been so compact that its size 
was comparable to the size of a single quantum particle. In such an early 
epoch the classical solutions of the Friedmann equations, derived in the 
previous chapter, are no longer adequate and we need a quantum the­
ory of the very early universe, i.e., a quantum cosmology. Since quantum 
cosmology is a highly speculative theory in its early development phase, 
the presentation in this chapter will be limited to a few introductory top­
ics. Furthermore, as quantum theory is outside the scope of the present 
book, a few elementary quantum-mechanical results needed in the present 
chapter will be introduced without a detailed derivation from the first 
principles. 

124.1 I Introduction 
The nonstatic models of the expansion of the universe, discussed in the 
previous chapter, are based on a well-formulated gravitational field theory 
and available observational data. These models can be used to study the 
early moments of the universe down to the times t < 10-2 s. The subject 
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of the present chapter is to investigate the so-called Planck epoch, i.e., the 
times t :S 10-43 s. 

The approach pursued in the present chapter is to use the canonical 
quantization procedure to quantize the gravitational degrees of freedom 
and to derive the Klein-Gordon wave equation for the wave function of 
the universe governing both the matter fields and the space-time geometry. 
Such a wave equation is generally known as the Wheeler-DeWitt equation. 
The wave function of the universe in this approach is a function of all pos­
sible three-dimensional geometries and matter field configurations, known 
as superspace. It should be noted that the concept of superspace used in 
quantum cosmology has nothing to do with the concept of superspace of 
the supersymmetric quantum theories. 

In order to reduce the problem to a manageable one, all but a finite 
number of degrees of freedom are frozen out, leaving us with a finite­
dimensional superspace known as the mini-supers pace. In the present 
chapter we consider a simple mini-superspace model in which the only 
remaining degrees of freedom are the scale radius R(t) of a closed homo­
geneous and isotropic universe and a homogeneous massive scalar field 4J. 
Furthermore all the degrees of freedom of the scalar field are also frozen 
out, and the only effect of the scalar field is to provide the vacuum energy 
density Pvac. Such a vacuum energy density contributes to a cosmological 
constant term defined by 11.= 8JrGPvac. 

Using the mini-superspace model just described, we then calculate the 
semiclassical wave functions of the universe and the tunneling probability 
for the universe to make the transition from R = 0 to the transition pointR = 
Ro, being the upper limit of the classically forbidden region 0 < R < Ro. 

24.2\ The Wheeler-DeWitt Equation 
Let us start the derivation of the Wheeler-DeWitt equation by recalling 
the Friedmann equations of cosmic dynamics, given by (22.44) and 
(22.45), i.e., 

kZ + kcz 8JrG 
R2 = -3-P (24.1) 

R k2 + kc2 8JrG 
2- + R2 = --z-p· 

R c 
(24.2) 

In the very early phases of its evolution, the universe was clearly not matter 
dominated. In fact, it is generally believed that in the Planck epoch it 
was not even radiation dominated, and the energy-momentum tensor was 
determined by the vacuum energy. In such a vacuum-dominated epoch 
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the pressure of the extremely dense matter of the universe is given by 
p = -p~. Using Equation (22.54), we see that in the vacuum-dominated 
epoch we have 

i> = 0 =} P = Pvac = Constant. (24.3) 

Thus the Friedmann Equations (24.1) and (24.2) in the closed model 
(k = + 1) become 

kZ + c2 8JrG A 
R2 = -3-Pvac = "3 (24.4) 

R kZ+cz 
2"R + RZ = 8JrGPvac = A. (24.5) 

Substituting Equation (24.4) into (24.5) we obtain 

R A R A 
2- + - = A=}- = -. 

R 3 R 3 
(24.6) 

Equation (24.6) can be written as follows: 

R- ~R=O (Ro=cR). (24.7) 

The classical solution of Equation (24.7) is given by 

R(t) = Rocosh (;~). (24.8) 

This solution describes a universe that was infinitely large (R -+ (0) in the 
infinite past (t -+ -(0). Then it contracted to a minimum size of Ro at 
t = 0, after which it started expanding again to an infinite size in the infinite 
future (t -+ +(0). From Equation (24.8) we see that the classical solution 
has a forbidden range for 0 < R < Ro. Thus it is classically impossible for 
the universe to start from R = 0 and evolve into the preceding cosmic 
model. However, given the quantum-mechanical nature of the problem 
in the Planck epoch, it may be possible for the universe to make such a 
transition with some finite quantum-mechanical tunneling probability. In 
order to calculate the wave functions of a universe starting at R = 0 and 
tunneling into the region R > Ro and the tunneling probability of such a 
transition, we now construct the action integral of the universe in the Planck 
epoch as follows: 

IG = - l;~G 1 dt£ [R(t),k(t)] Iv .j=gdrdfJdqJ, (24.9) 
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where 

r2dr 
yCgdrd8d<p = RJ ~ sin 8d8d<p. 

1- r2 
(24.10) 

In Equation (24.9) we have used the result for the Ricci scalar (22.35) in 
the Robertson-Walker metric with k = + 1, i.e., 

j 6 (R k2 
+c

2
) 

R j = c2 R + R2' (24.11) 

to conclude that the Lagrangian density C [R(t), k(t)] in the present model 
is space independent. Thus we can integrate out ~he spatial ?art of the 
action integral (24.9), which is just a three-dimenSIOnal sphencally sym­
metric volume in the Robertson-Walker curved space-time metric (21.49), 
to obtain 

f yCgdrded<p = R3 f 1 r
2
dr fJf sin Ode f2Jf d<p. 

1v 10 .J1=r2 10 10 (24.12) 

Integrating the elementary integrals over 8 and <p and introducing the new 
angular variable X as 

r = sin X =} dr = cos X d x, 
the result (24.12) becomes 

Iv yCgdrd()d<p = 4rrR3 foJf/2 sin2 XdX = 2rr2R3. 

Substituting (24.14) into (24.9) we obtain 

rrc
4 J 3 • ] IG = -- dtR (t)C [R(t),R(t) . 

8G t 

(24.13) 

(24.14) 

(24.15) 

Using the result for the Ricci scalar (24.11) in the Robertson-Walker metric 
with k = + 1, we construct the Lagrangian density of the present model as 
follows: 

. 6 (k2 - c2 A) 
C [R(t),R(t)] = c2 R2 +"3 ' (24.16) 

where we have eliminated the term including the second-order time deriv­
ative, which should not appear in the Lagrangian density, by reducin.g it to 
the total time differential. Substituting (24.16) into (24.15), we obtam 

IG = 1 dtL(t) = - 3:~2 f dt (Rk2 - Rc2 + ~ R3), (24.17) 
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where the Lagrangian L(t) is given by 

L(t) = _ 3rrc
2 

(Rk2 _ Rc2 + A R3) . 
4G 3 (24.18) 

The Lagrange equation for the scale radius R(t) is then given by 

aL d (OL) 
aR - dt ak = O. (24.19) 

Substituting (24.18) into (24.19), we obtain 

3rr c
2 

(. 2 7. 2 .. . 2) 
- 4G R - c- + AR - 2RR - 2R , (24.20) 

or 

(24.21) 

Thus the Lagrangian (24.18) gives the correct Equation (24.5) for the scale 
radius R(t). Let us now define the momentum conjugate to the scale radius 
R(t) as 

aL 3rrc2 • 
PR = -. = ---RR. 

aR 2G 
(24.22) 

Using (24.22) we may express k in terms of PR as follows: 

. 2G PR 
R = - 3rrc2 /i' (24.23) 

Using Equations (24.22) and (24.23) we obtain the Hamiltonian of the 
present model as follows: 

H=PRR-L=----+-_ Rc --R . . G p~ 3rrc
2 ( 2 A 3) 

3rrc2 R 4G 3 (24.24) 

The Hamiltonian (24.24) is a classical Hamiltonian of the present mini­
superspace model. The quantum-mechanical Hamiltonian operator iI is 
obtained using the canonical quantization prescription 

(24.25) 

The wave equation of the universe in the present mini-superspace model, 
known as the Wheeler-De Witt equation, is then obtained from the condition 
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H = 0 as follows: 

or 

[ _1i2 O~2 + U(R)] III(R) = 0, 

with the potential U (R) defined by 

(24.26) 

(24.27) 

(24.28) 

The Wheeler-DeWitt equation written as in (24.27) has the familiar form 
of the one-dimensional Schrodinger equation for a particle with zero total 
energy moving in the potential U(R). The form of the potential (24.28) 
clearly indicates that there is a classically forbidden region for 0 < R < Ro 
and a classically allowed region for R > Ro. The point R = Ro is a turning 
point of the potential (24.28). Classically speaking and using the particle 
analogy, we conclude that a particle at R = 0 is stuck there and cannot 
travel to the region R > Ro. However, in quantum mechanics there is a 
finite probability that the particle can tunnel through the barrier and emerge 
at the classical turning point R = Ro. Thereafter it can evolve classically 
in the region R > Ro. 

24.31 The Wave Function of the Universe 
In order to find the solutions of the Wheeler-DeWitt equation for the wave 
function of the universe III (R) and to calculate the tunneling probabil­
ity of the universe through the potential barrier (24.28), we restructure 
Equation (24.27) as follows: 

d2 111 ? 

dz2 + Q-(z)1II = 0, (24.29) 

where z = RjRo is a dimensionless scale variable and the function Q2(z) 
is defined by 

(24.30) 
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Usin~ the Wentze.l-Kramers-Brillouin (WKB) approximation, the wave 
functIOn of the umverse III (z) is given by 

lII(z) = {~NOIQ(Z)I-1/2exPJw(z)/, Z < 1 (R < Ro) 
NoIQ(z)I-1j2 cos (Iw(z)/ - ~), z> 1 (R > Ro) (24.31) 

where No is the WKB normalization constant, which is not essential for 
the present analysis. The function w(z) is given by 

. 1 a ( )3/2 w(z) = z Q(z)dz = 3' Z2 - 1 . (24.32) 

For example, in the region where R» Ro the wave function (24.31) 
becomes 

(24.33) 

and it i~ ~ slowly falli.ng periodic function. Let us now tum to the tunneling 
probabIlIty for the umverse to make a transition from R = 0 to the transition 
~oi~t R = Ro. The most general WKB result for the tunneling probability 
IS gIven by 

T = [1+ exp (2 1.' Q(Z)dz) r = [1+CXP (-~) r (2434) 
Substituting a from the result (24.30) into (24.34), we finally obtain 

T= [1 +exp (-~~) r (24.35) 

It sh~ul~ be noted that in many quantum-mechanical problems the expo­
nentt~l m ~e expression for the tunneling probability (24.34) is a large 
quantttJ:'. It IS therefore customary in the literature to use the approximate 
expreSSIon 

T = [1 +exp (2 J.' Q(Zldz) r '" exp (-2 1.' Q(Z)dZ) _ (2436) 
However, ~inc~ the. gr.avitational action integral is a negative quantity, such 
an approxmIatton IS mvalid in the present discussion and only the more 
general result (24.34) can be used. Even though the energy density Pv 
and thereby the cosmological constant A of the vacuum-dominated Plan;k 
epoch are very difficult to estimate, in order to get the idea of the orders 
of magnitude of these quantities let us assume that the quantity a given 



272 Chapter 24 Quantum Cosmology 

by (24.30) is of the order of unity. This gives the tunneling probability of 
the order of T ~ 2/3. Using the result (24.30), we obtain 

9Jl'C' 9Jrc5 1 
a = -- '" 1 => A "-' -- = 4.87 x 10+87 - (24.37) 

2nGA 2nG s2' 

Now, using A = 8JrGPvac, we have 

P = ~ "-' 2.9 x 10+96 kg 
vac 8Jl'G m3' 

(24.38) 

The result (24.38) indicates an enormous energy density of the universe in 
the vacuum-dominated Planck epoch. Furthermore, using the result (24.7) 
we can estimate the radial distance of the turning point of the poten­
tial (24.28) as follows: 

Ro = cto = clf: '" 7.44 x 10-36 m. (24.39) 

The length scale of this order of magnitude is sometimes called the Planck 
length. The time scale to corresponding to tbis length scale is then given by 

to = If: "-' 2.48 X 10-44 s, (24.40) 

and it is roughly to :S 10-43 s, wbich is in agreement with our assertion in 
the introduction to the present chapter. 

A remarkable, and surprising, property of the wave function of the 
universe is the fact that it is time independent and depends only on the space­
time geometry and the matter field content. A possible interpretation of the 
wave function qt (R) is that it measures probabilistic correlations between 
the geometry and the matter field content. In tbis interpretation it is possible 
to use some function of the matter fields, e.g., the energy density of the 
matter fields, as a surrogate time variable. However, neither the role of time 
in the quantum cosmology nor the interpretation of the wave function of 
the universe is fully understood yet. 

We also note that just having the wave equation of the universe does 
not resolve the issue of the quantum evolution of the universe. To be more 
specific about the quantum evolution of the universe, we need information 
about the initial quantum state. There are currently several proposals for 
such an initial quantum state giving different physical predictions. If such 
predictions can be made to be sufficiently precise, then the present-day 
observations could be used, at least in principle, to test these different 
proposals for the initial quantum state of the early universe. 

The quantum cosmology efforts around the world today are very ambi­
tious and the very limited presentation given in the present chapter only 
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gives sorr:e fta;or of thi~ exc~ting subject. It is our hope that after mastering 
the material dIscussed ill thIS chapter, an interested reader will be able to 
proceed to mo:e advanced monographs on the subject. It is also important to 
note that .d~splte a number of speculative efforts to create a self-consistent 
and ~mpmcally supported cosmological quantum theory, a lot of work 
remams to fulfill that goal, and several fundamental questions still remain 
unresolved. 
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