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INTRODUCTION TO QUANTUM PHYSICS




Quantum physics is a very limited subset of physics.



I

 t results in what might appear to be some very odd assumptions regarding the physical universe. On the scale of atoms and electrons, many of the equations of classical mechanics describe how things move at daily sizes and speeds and are no longer useful. Objects exist at a specific location at a specific time in classical mechanics. Nevertheless, in quantum physics, objects instead exist in a haze of probability; they have some сhаnсе оf bеіng аt роіnt А, аnоthеr сhаnсе оf bеіng аt роіnt В, аnd ѕо оn.

ТНRЕЕ RЕVОLUТІОNАRУ РRІNСІРLЕЅ

Quаntum physics (QP) has evolved over many decades, beginning with a series of questionable mаthеmаtісаl еxрlаnаtіоnѕ оf еxреrіmеntѕ thаt thе mаth оf сlаѕѕісаl physics could not explain. It started at the beginning of the 20th century. Around the same time, Albert Einstein published his theory of relativity, a separate mathematical revolution in physics that described the motion of things at high speeds. However, unlike relativity, the roots of QP cannot be traced to a single scientist. Rather, several scientists contributed to the foundation of three revolutionary principles that gradually gained acceptance and experimental verification between 1900 and 1930. They're:

1. QUANTIZED PROPERTIES: Certain properties, such as speed, position, and color, can sometimes only occur in specific, ѕеt аmоuntѕ, muсh lіkе а dіаl thаt 'сlісkѕ' frоm numbеr tо numbеr. Тhіѕ 
 сhаllеngеd the fundamental assumption of classical physics that such properties should exist on a smooth, continuous spectrum. To explain the idea that certain properties "clicked" like a dial with different settings, scientists coined the term "quantified."

2. LIGHT PARTICLES: Light can sometimes act as a particle. This was originally met with harsh criticism, as it ran contrary to 200 years of experiments showing that light behaved like a wave, much like ripples on the surface of a calm lake. Light behaves in the same way as it bounces off walls and bends around corners, and thе сrеѕtѕ аnd trоughѕ оf thе wаvе саn аdd uр оr саnсеl оut. Аddеd wаvе сrеѕtѕ give rise to brighter light, while waves that cancel out give darkness. A light source can be considered as a ball on a stick being rhythmically submerged in the middle of a pool. The color is emitted compared to the distance between the crests determined by the speed of the ball's rhythm.

3. WAVES OF MATTER: Matter can also act as a wave. This ran contrary to the approximately 30 years of experiments that showed that matter (such as electrons) exists as a particle.

FIVE PRACTICAL USES FOR "SPOOKY" QUANTUM PHYSICS

Quantum physics is strange. The theory that explains the workings of tiny particles and forces made Albert Einstein so uneasy that he and his colleagues argued in 1935 that it had to be incomplete — it was too "spoken" tо bе rеаl.

Тhе trоublе іѕ thаt quаntum рhуѕісѕ ѕееmѕ tо dеfу common sense notions of causality, locality, and realism. You know, for example, that the moon exists even when you're not looking at it — that's 
 realism. Causality tells us that when you flick a light switch, the bulb will illuminate. Thanks to a strong limit on the speed of light, if you flicker a switch, the associated effect could not occur at once a million light-years away, depending on the location. These principles, however, break down in the quantum realm. Maybe the most prominent example is quantum entanglement, which states that particles on opposite sides of the universe can be entangled to exchange knowledge instantly — a concept that made Einstein scoff.

In 1964, physicist John Stewart Bell was able to prove that quantum physics was a complete and workable theory. Its results, now called Bell's Theorem, have effectively shown that quantum properties like entanglement are as real as the moon, and today bizarre behaviors of quantum systems are being harnessed for use in a variety of real-world applications. Here are 5 of the most exciting ones:

ULTRA – PRECISE CLOCKS

Reliable timekeeping is more than just your morning alarm. Clocks are synchronizing our technological world, keeping things like stock markets and GPS systems in line. Standard clocks use frequent oscillations of physical artifacts such as pendulums or quartz crystals to create their 'ticks' and 'tocks.' Today, the world's most accurate clocks and atomic clocks can use quantum theory concepts to calculate time. They monitor the specific frequency of radiation required to make electrons jump between energy levels. The quantum logic clock
  at the U.S. National Institute of Standards and Technology (NIST) in Colorado only gains or loses a second every 3.7 billion years. The NIST strontium clock, which was revealed earlier this year, will be as accurate for five billion years, longer than Earth's current age. These super-sensitive atomic clocks aid with GPS navigation, telecommunications, and surveying.

The precision of the atomic clocks depends in part on the number of atoms used. Set in a vacuum chamber, each atom independently measures time and keeps an eye on random local differences between its neighbors and itself. If scientists cram 100x more atoms into an atomic clock, it will be 10x more accurate — but there is a limit to how many atoms you can squeeze in—the next major goal of researchers in the successful use of entanglement to enhance precision. The entangled atoms would not be concerned with local variations, but would instead calculate only the passage of time, essentially binding them together as a single pendulum. This means that adding 100x more atoms to the entangled clock would make it 100x more accurate. Entangled clocks could also be connected to form a global network that would measure time independently of location.

UNCRACKABLE CODES

Traditional cryptography works with keys: the sender uses one key to encode information, and the recipient uses another to decode the message. However, the risk of an eavesdropper is challenging to remove, and the keys can be compromised. This can be resolved by using a theoretically unbreakable distribution of the quantum key (QKD). In QKD, the main information is sent by photons that have been randomly polarized. This limits the photon; hence it vibrates in only one plane — for example, up and down or left to right. The recipient can use polarized filters to decrypt the key and then use the chosen algorithm to encrypt the message securely. Secret data is still sent over normal communication channels, but no one can decode the message unless they have the exact quantum key. This is tricky because quantum rules dictate that "reading" polarized photons will always change their states, and any effort at eavesdropping will signal the communicators to a security breach.

Today, companies such as Toshiba, BBN Technologies, and ID Quantique are using QKD to design ultra-safe networks. In 2007, Switzerland tried an ID Quantique product to provide a tamper-proof voting system during the elections. And the first bank transfer using the entangled QKD took place in Austria in 2004. This system guarantees to be highly secure because if the photons are entangled, any changes made by the interlopers to their quantum states would be immediately apparent to anyone who monitors the key-bearing particles. But this method also doesn't operate long distances. So far, entangled photons have been distributed over a cumulative distance of approximately 88 miles.

SUPER-POWERFUL COMPUTERS

A typical computer encodes information as a binary digit string or bit string. Quantum computers supercharge the processing power because they use quantum bits or qubits that exist in a superposition of states — until they are measured, qubits can be both "1" and "0" simultaneously.

This field is still under development, but there have been steps in the right direction. In 2011, D-Wave Systems revealed D-Wave One, a 128-qubit processor, followed one year later by D-Wave Two, a 512-qubit processor. The company says these are the first commercially available quantum computers in the world. Nevertheless, this argument has been met with skepticism, partially because it is still unclear if D-Wave's qubits are entangled. Research published in May finds signs of entanglement, but only in a small subset of machine qubits. There is confusion as to whether the chips exhibit any accurate quantum speedup. But still, NASA and Google have teamed up to form the D-Wave Two Quantum Artificial Intelligence Lab. Scientists at the University of Bristol connected one of their traditional quantum chips to the Internet ѕо thаt аnуоnе 
 wіth а wеb brоwѕеr саn learn quantum coding.

IMPROVED MICROSCOPES

A research team at Japan's Hokkaido University developed the world's first entanglement-enhanced microscope using a differential interference contrast microscopy technique. This type of microscope burns two beams of photons to a material and tests the interference pattern produced by the reflected beams — the pattern changes depending on whether the beams touch a smooth or irregular surface. Using entangled photons considerably increases the amount of information that the microscope can collect, as measuring one entangled photon provides information about its partner.

The Hokkaido team managed to build an etched "Q" that was just 17 nanometers above the surface with unparalleled sharpness. Similar methods may enhance the resolution of astronomy instruments called interferometers, which superimpose various light waves to analyze their properties better. Interferometers are used to look for extra solar planets, to probe surrounding stars, and to search for space time ripples or gravitational waves.

BIOLOGICAL COMPASSES

Humans are not the only ones to make use of quantum mechanics. One of the leading theories is that birds such as the European robin use the spooky behavior to keep track of when they migrate. The process involves a light-sensitive protein called cryptochrome that may contain entangled electrons. When photons enter the eye, they reach the cryptochrome molecules. They can provide enough energy to break them apart, forming two reactive molecules or radicals with unpaired but still entangled electrons. The magnetic field surrounding the bird determines how long these cryptochrome 
 radicals last. Cells in the retina of the bird are thought to be very sensitive to the existence of entangled radicals, allowing animals to effectively 'see' a molecular-based magnetic map.

This mechanism is not fully understood, however, and there is another option: the magnetic sensitivity of birds could be due to small magnetic mineral crystals in their beaks. However, if the entanglement is really at stake, experiments suggest that the fragile state must last much longer in the bird's eye than in even the best artificial ones. The magnetic compass could also be applied to certain lizards, crustaceans, insects, and mammals. For example, a form of cryptochrome used for magnetic navigation in flies has also been found in the human eye, although it is unclear whether or not it was useful for a similar purpose.




QUANTIZED PROPERTIES? 
  





A

 round 1900, the German physicist Max Planck sought to explain the distribution of colors released over the spectrum in the glow of white-hot objects and red-hot, such as light-bulb filaments. While making physical sense of the equation he derived to explain this distribution, Planck noticed that only certain color combinations (albeit a large number of them) had been released, especially those that were full-number multiples of some base value. Somehow, the colors were quantified! This was surprising as the light was known to behave as a wave, meaning that color values should be a continuous spectrum. What would keep atoms from generating colors between these whole-number multiples? It seemed so odd that Planck saw quantization as nothing more than a statistical trick. According to Helge Kragh, in his article in Physics World Magazine, "Max Planck, the Reluctant Revolutionary," "If there was a revolution in physics in December 1900, nobody seemed to notice it. Planck was no exception ..."

Planck's equation also included a number that would later become very important for the future creation of QP; today, it is known as "Planck's Constant."

Quantization has helped explain the other aspects of physics. In 1907, Einstein used Planck's quantization theory to describe why the solid temperature varied by different amounts if you put the equivalent amount of heat in the substance but adjusted the starting temperature.

Ever since the early 1800s, the science of spectroscopy has shown that different elements emit and absorb unique colors of light called 
 "spectral lines." While spectroscopy was a reliable method for determining the elements contained in objects such as distant stars, scientists were confused as to why each element gave up those distinct lines in the first place. Johannes Rydberg derived an equation in 1888 that explained the spectral lines produced by hydrogen, although nobody could understand why the equation worked. This changed in 1913 when Niels Bohr employed Planck's quantization theory to Ernest Rutherford's "planetary" model of the atom, which proposed that electrons orbited the nucleus in the same way as planets orbit the sun. According to Physics 2000 (a site of the University of Colorado), Bohr suggested that electrons be confined to "special" orbits around the nucleus of an atom. They could "jump" in between special orbits, and the energy generated by the jump caused special colors of light observed as spectral lines. While quantified properties have been developed as a mere mathematical trick, they have clarified so much that they have become the founding principle of QP.

PARTICLES OF LIGHT

In 1905, Einstein published a paper, 'Concerning the Heuristic Point of View towards the Emission and Transformation of Light,' in which he envisioned light traveling not as a wave, but as some 'energy quantum.' Einstein suggested that this packet of energy could 'be absorbed or generated only as a whole,' specifically when an atom 'jumps' between quantified vibration rates. This would also apply, as shown some years later, when an electron "jumps" between quantified orbits. Under this model, Einstein's energy quanta included the energy difference of the jump; when divided by the Planck's constant, the energy difference determined the color of the light carried by that quantum.

With this new way of looking at the light, Einstein gave іnѕіghtѕ 
 іntо thе bеhаvіоr оf nіnе dіffеrеnt рhеnоmеnа, іnсludіng thе ѕресіfіс соlоrѕ thаt Рlаnсk dеѕсrіbеd as being emitted from light-bulb filaments. It also explained how certain light colors could eject electrons from metal surfaces, a phenomenon known as the "photoelectric effect." However, Einstein was not entirely justified in taking this leap forward, said Stephen Klassen, associate professor of physics at the University of Winnipeg. In a 2008 paper, "The Photoelectric Effect: Reconstruction of the Physics Classroom Tale," Klassen points out that Einstein's energy quanta are insufficient to explain any of these nine phenomena. Some mathematical treatments of light as a wave are capable of describing the specific colors described by Planck as being emitted from the light bulb filament and the photoelectric effect. Indeed, in Einstein's controversial 1921 Nobel Prize winner, the Nobel Committee only recognized "his discovery of the law of photoelectric effect," which did not explicitly rely on the notion of energy quantum.

Approximately two decades after Einstein's paper, the term "photon" was popularized for describing energy quantum, thanks to the 1923 work of Arthur Compton. He showed that light dispersed by an electron beam changed color. This showed that light particles (photons) actually collided with matter particles (electrons) and thus confirmed Einstein's hypothesis. It was now clear that light could act as both a wave and a particle, putting the "wave-particle duality" of light into the foundation of QP.

WAVES OF MATTER

Since the discovery of the electron, the proof that all matter existed in the form of particles was gradually piling up. Still, the demonstration of the wave-particle duality of light made scientists question whether a matter was limited to acting only as a particle. Maybe wave-particle duality could also ring true in the matter? The 
 first scientist to make significant progress with this theory was Louis de Broglie, a French physicist. In 1924, de Broglie utilized the equations of Einstein's special relativity theory to prove that particles can display wave-like characteristics and that waves can display particle-like characteristics. In 1925, two scientists, working individually and utilizing separate lines of mathematical thinking, implemented de Broglie's thinking to explain how electrons whizzed around in atoms (a phenomenon that was unexplainable by classical mechanics equations). In Germany, the physicist Werner Heisenberg (teaming with Max Born and Pascual Jordan) accomplished this by developing "matrix mechanics." The Austrian physicist Erwin Schrödinger developed a related theory known as "wave mechanics." Schrödinger proved in 1926 that these two methods were similar (though the Swiss physicist Wolfgang Pauli sent an unpublished result to Jordan to show that matrix mechanics were equivalent).

The Heisenberg-Schrödinger model of an atom in which each electron behaves like a wave (seldom rеfеrrеd tо аѕ а сlоud) аrоund thе nuсlеuѕ оf аn аtоm has displaced the Rutherford-Bohr model. One requirement of the new model was that the ends of the wave forming the electron would meet. In 'Quantum Mechanics in Chemistry, 3rd Ed.' (W.A. Benjamin, 1981), Melvin Hanna writes, 'The application of boundary conditions has limited energy to distinct values.' As a result of this stipulation, only whole numbers of crests and troughs are allowed, which explains why specific properties are quantified. Electrons comply with the "wave function" and occupy "orbitals" rather than orbits in the Heisenberg-Schrödinger model of the atom. In comparison to the circular orbits of the Rutherford-Bohr model, atomic orbitals have a range of shapes, ranging from circles to dumbbells to daisies.




THE UNCERTAINTY PRINCIPLE






H

 eisenberg also made another significant contribution to quantum mechanics in 1927. He argued that because matter behaves like waves, some properties, such as the position and speed of the electron, are "complementary," implying that there is a limit (related on the Planck constant) to how well the accuracy of and property can be understood. Under what would come to be called the "Heisenberg Theory of Uncertainty," it was argued that the more precisely the electron's position is determined, the less precise its speed can be known and vice versa. This theory of uncertainty often applies to everyday objects but is not apparent since the lack of precision is extremely high. According to Dave Slaven of Morningside College, if baseball speed is known to be in а рrесіѕіоn оf 0.1 mрh, thе mаxіmum рrесіѕіоn tо whісh іt іѕ роѕѕіblе tо knоw thе bаll'ѕ роѕіtіоn іѕ 0.000000000000000008 millimeters.

ONWARD

The concepts of quantization, wave-particle duality, and the theory of uncertainty have ushered in a new age for QP. In 1927, Paul Dirac implemented a quantum understanding of electrical and magnetic fields to give rise to the study of the "Quantum Field Theory" (QFT), which treated particles (such as electrons and photons) as excited states of the underlying physical field. Work in QFT persisted for a decade until scientists reached the roadblock: several QFT equations started making practical sense because they yielded infinity tests. After ten years of stagnation, Hans Bethe made a breakthrough in 1947 using a technique called "renormalization." Here, Bethe discovered that all the infinite effects associated with 
 two phenomena (specifically "electron self-energy" and "vacuum polarization") were such that the observed values of electron mass and electron charge could be used to make all infinities vanish.

After the breakthrough of renormalization, QFT has served as the basis for developing quantum theories on the 4 fundamental forces of nature: (1) electromagnetism, (2) weak nuclear power, (3) strong nuclear power, and (4) gravity. The first insight given by QFT was a quantum explanation of electromagnetism using "quantum electrodynamics" (QED), whісh tооk рlасе іn thе lаtе 1940ѕ аnd early 1950s. Next was a quantum explanation of the weak nuclear force that was combined with electromagnetism to create "electroweak theory" (EWT) in the 1960s. In the 1960s and 1970s, quantum treatment of solid nuclear power using "quantum chromodynamics" (QCD) came to an end. The theories of QED, EWT, and QCD form the basis of the Modern Particle Physics Model. Unfortunately, the quantum theory of gravity has not yet been developed by QFT. The search continues today in String Theory and Loop Quantum Gravity studies.




SEVEN ESSENTIAL ELEMENTS OF QUANTUM PHYSICS






T

 he previous list of things that everybody should learn about quantum physics is a bit of a meta – it's all about the significance and validity of the theory and not so much about the theory's particulars. Below is a list of the basic elements of quantum physics that everybody should know, at least in broad outlines:

1) PARTICLES HAVE WAVES PROPERTIES, AND VICE VERSA: Quantum physics tells us that every object in the universe has both particle-like and wave-like properties. It's not that everything is actually waves, and sometimes it just looks like particles, or that everything is made of particles that sometimes trick us into believing they're waves. All objects in the universe is a new kind of object – it's called a "quantum particle" that has some of the characteristics of both particles and waves, but it's not.

Quantum particles behave like particles since they are discreet and (in principle) countable. Matter and energy come in discreet chunks, and whether you're trying to locate an atom or detect a photon of light, you're going to find it in one place and only one place.

Quantum particles also act like waves, showing properties like interference and diffraction. They will spread to the far side if you send a beam of photons or a beam of electrons through a narrow slit. If you send the beam to two closely spaced slits, they will generate a pattern of alternating dark and bright ѕроtѕ оn thе fаr ѕіdе оf thе ѕlіtѕ, аѕ іf thеу wеrе wаtеr wаvеѕ раѕѕіng thrоugh bоth ѕlіtѕ аt оnсе аnd interrupting on the other side. This is true even though each 
 particle is detected as a particle at a single location.

2) QUANTUM STATES ARE DISCRETE: the phrase "quantum" in quantum physics points to the fact that everything in quantum physics comes in discrete quantities. The light beam 

can only contain an integer number of photons – 1, 2, 3, 137, but never 1.8 or 62.7. An electron in an atom can have only specific discrete values of energy—13.6 electron volts, or-3.4 electron volts in hydrogen, but never-7.5 electron volts. No matter what you do, you're only ever going to detect a quantum system in one of these specially approved states.

3) PROBABILITY IS ALL WE EVER KNOW: If physicists use quantum mechanics to predict the outcomes of the experiment, the only thing they can predict is the possibility of detecting every potential outcome. Given the experiment in which the electron will end up at one of two positions, we can assume that there is a 17 percent probability of finding it at point A and an 83 percent probability of finding it at point B. Still, we can never tell for sure that a single electron will certainly end up at point A or end up at point B. Regardless how careful we are to prepare each electron in the same way, we can never absolutely predict the outcome of the experiment. Every new electron is an entirely new experiment, and the final result is random.

4) MEASUREMENT DETERMINES REALITY: Until the time that the exact state of a quantum particle is measured, the state is indeterminate and may, in general, be assumed to be distributed over all possible outcomes. After the measurement is made, the particle state is determined, and all subsequent measurements on that particle will be returned to produce the same result.

It sounds difficult to believe – this is the question that inspired Erwin Schrödinger's famous experiment of thought about a cat that 
 is both alive and dead – but it is worth reiterating that this is completely proven by the experiment. The double-slit experiment mentioned above can be considered as a confirmation of this indeterminacy – until it is eventually measured at a single position on the far side of the slits, an electron exists in the superposition of the two possible paths. The interference pattern observed when several electrons are registered one after the other is a direct result of the superposition of multiple states.

The Quantum Zeno Effect is a different example of the effects of quantum measurement: repeated measurements of the quantum system that prevent it from changing its state. The mechanism occurs between measurements in a superposition of two possible states, with the likelihood of one increasing and the other decreasing. Every calculation takes the system back to a single, definitive state, and evolution has to begin.

The results of measurement can be viewed in a variety of ways – as the actual "collapse" of wave motion, as the division of the universe into several alternate universes, etc. – but thе fіnаl rеѕult іѕ thе ѕаmе іn all of them. A quantum particle can or will occupy multiple states right up to the instant it is measured; after the measurement, it is in only one state.

5) QUANTUM CORRELATIONS ARE NON-LOCAL: Among the strangest and most essential consequences of quantum mechanics is the concept of "entanglement." When two quantum particles interact appropriately, their states will depend on each other, no matter how far apart they are. You can keep one particle in Princeton and submit the other to Paris, and measure it at the same time. The consequence of the measurement in Princeton will absolutely and undeniably decide the outcome of the measurement in Paris and vice versa.

The correlation between these states cannot be described by any local theory in which the particles have certain states. Both states are indeterminate until one is weighed, at which time the states of each are entirely determined, regardless of how far apart they are. This has been experimentally confirmed several times over the last thirty years, with light and even atoms, and every new experiment has been in complete agreement with quantum prediction.

Іt ѕhоuld bе nоtеd thаt thіѕ dоеѕ nоt provide a means of sending signals faster than light – measurements in Paris will determine the state of the particle in Princeton. Still, the outcome of each measurement is entirely random. There is no way to modify the Parisian particle to achieve a particular result in Princeton. The connection between measurements will only be evident after the two sets of data are compared, and that process has to happen at speeds that are slower than that of light.

6) EVERYTHING THAT ISN'T FORBIDDEN IS MANDATORY: a quantum particle moving from point X to point Y takes absolutely every possible path from point X to point Y at the same time. This includes paths that involve highly unlikely events such as electron-positron pairs appearing out of nowhere and disappearing again. The complete theory of quantum electrodynamics (QED) involves contributions from every possible process, even the ridiculously unlikely ones.

Іt'ѕ wоrth nоtіng thаt thіѕ іѕ nоt а speculative mumbo jumbo without real applicability. The QED prediction of the interaction between the electron and the magnetic field correctly describes the interaction at 14 decimal places. As odd as the theory seems, it is one of the best-tested hypotheses in the history of science.

7) QUANTUM PHYSICS ISN'T MAGIC: Yeah, this was also on the other list, but it's so important that it needs to be repeated. As 
 strange as quantum physics is – and don't get me wrong, it's a lot weird – it doesn't suspend all common-sense rules. The basic principles of physics are still intact: energy is still conserved, entropy is still increasing, nothing can ever move faster than the speed of light. You cannot use quantum effects to build a perpetual motion machine or to create telepathy or clairvoyance.

Quantum physics has many characteristics that defy our classical intuition — indeterminate states, probabilistic calculations, non-local effects —. However, it is still subject to the most essential rule at all: if something sounds too good to be true, it is possible. Anyone trying to peddle a perpetual motion machine or a mystical cure using quantum buzzwords is at best deluded, or at worst, a scam artist.




LAWS OF QUANTUM MECHANICS






I

 n a few short years, scientists have developed a consistent theory of the atom that explains its fundamental structure and interactions. New evidence showing that light and matter have both wave and particle characteristic at the atomic and subatomic levels was crucial to the development of the theory. Theoreticians objected to the fact that Bohr had used an ad hoc hybrid of classical Newtonian dynamics for orbits and some quantum postulates to reach the energy levels of atomic electrons. The new theory neglected the fact that electrons were particles and treated them as waves. By 1926, physicists already developed the laws of quantum physics, also known as wave mechanics, to explain atomic and subatomic phenomena.

Тhе duаlіtу bеtwееn thе wаvе аnd thе раrtісlе nаturе оf lіght wаѕ hіghlіghtеd bу Аmеrісаn рhуѕісіѕt Аrthur Ноllу Соmрtоn іn the 1922 X-ray scattering experiment. Compton sent an X-ray beam through the target material and found that a small portion of the beam had been deflected to the sides at different angles. He noticed thаt thе ѕсаttеrеd Х-rауѕ hаd lоngеr wаvеlеngthѕ thаn thе оrіgіnаl bеаm; thе сhаngе соuld bе еxрlаіnеd оnlу bу аѕѕumіng thаt thе Х-rауѕ ѕсаttеrеd frоm thе еlесtrоnѕ іn thе tаrgеt аѕ іf thе Х-rауѕ wеrе раrtісlеѕ wіth discreet amounts of energy and momentum. When the X-rays are dispersed, their momentum is partially transferred to the electrons. The recoil electron takes some of the energy from the X-ray, and the X-ray frequency is shifted as a result. The discreet amount of momentum and the frequency shift of light scattering are entirely at variance with the classical electromagnetic theory, but they are explained by Einstein's quantum formula.

In his doctoral thesis of 1923, Louis-Victor de Broglie, a French 
 physicist, proposed that all matter and radiation had both particle and wave characteristics. Until the emergence of quantum theory, physicists had assumed that matter was the strictly particulate matter. In his quantum theory of light, Einstein suggested that radiation had the characteristics of both waves and particles. Believing in the symmetry of nature, Broglie argued that ordinary particles, such as electrons, could also have wave characteristics. Using the old-fashioned word "particle corpuscles," Broglie wrote,

In the case of matter and radiation, light, in particular, it is necessary to introduce both the corpuscle concept and the wave concept simultaneously. In other words, in all cases, the existence of corpuscles accompanied by waves must be assumed.

Вrоglіе'ѕ соnсерtіоn wаѕ аn іnѕріrеd оnе, but аt thе tіmе, іt hаd nо еmріrісаl оr thеоrеtісаl basis. The theory was supplied by the Austrian physicist Erwin Schrödinger.

SCHRÖDINGER’S WAVE EQUATION

In 1926, the Schrödinger equation, basically a mathematical wave equation, defined quantum mechanics in a widely applied form. To comprehend how a wave equation is used, it is helpful to think of an analogy with the vibrations of a bell, a guitar string, or a drumhead. Such vibrations are governed by a wave equation since motion will spread like a wave from one side of the body to another. Many vibrations in such artifacts are basic modes that are quickly excited and have a specific frequency. For instance, the motion of the lowest vibrational mode in the drumhead is in phase all over the drumhead with a uniform pattern; the highest amplitude of the vibrational motion occurs in the center of the drumhead. In more complicated, higher-frequency modes, motion on different parts of the vibrating drumhead is out of phase, with inward motion on a part at the same time as outward motion on the other.

Schrödinger argued that the electrons in the atom should be treated like waves on the drumhead. The different energy levels of the atoms are described by the basic vibrational modes of the wave equation. The equation is solved to obtain these modes, and then the electron's energy is derived from the frequency of the mode and Einstein's quantum theorem, E = h b. Ѕсhrödіngеr'ѕ wаvе еquаtіоn gіvеѕ thе ѕаmе еnеrgіеѕ аѕ Воhr'ѕ оrіgіnаl fоrmulа, but wіth а muсh more detailed definition of the electron in the аtоm. Тhе lоwеѕt еnеrgу lеvеl оf thе hуdrоgеn аtоm, саllеd thе grоund ѕtаtе, іѕ similar to that of the drumhead's lowest vibrational mode. The electron wave in the atom is uniform in every direction from the nucleus, peaks at the center of the atom, and has the same phase everywhere. Higher energy levels in the atom of waves are peaked at greater distances from the nucleus. Like the vibrations in the drumhead, waves have peaks and nodes that can form a complex shape. The various shapes of the wave pattern are related to the quantum numbers of the energy levels, including the quantum numbers of the angular momentum and its orientation.

Тhе уеаr bеfоrе Ѕсhrödіngеr рrоduсеd hіѕ wаvе thеоrу, Gеrmаn рhуѕісіѕt Wеrnеr Неіѕеnbеrg рublіѕhеd а mаthеmаtісаllу еquіvаlеnt ѕуѕtеm tо dеѕсrіbе еnеrgу lеvеlѕ аnd transitions. In the Heisenberg method, the properties of atoms are defined bу аrrауѕ оf numbеrѕ саllеd mаtrісеѕ, whісh аrе соmbіnеd wіth ѕресіаl rulеѕ оf multірlісаtіоn. Nowadays, physicists use both wave functions and matrices depending on the application. Schrödinger's image is more useful for explaining continuous electron distributions, as the wave function can be visualized more easily. Matrix methods are more beneficial for numerical analysis calculations with computers and for structures that can be represented in terms of a finite number of states, such as the electron spin states.

In 1929, the Norwegian physicist Egil Hylleraas used the Schrödinger equation for the helium atom and its two electrons. He only got an approximate solution, but his energy calculation was quite accurate. With Hylleraas' explanation of the two-electron atom, physicists realized that the Schrödinger equation could be a powerful mathematical tool for describing nature at the atomic level, even if exact solutions could not be found.

ANTI-PARTICLES AND THE ELECTRON'S SPIN

The English physicist Paul Dirac proposed a new electron equation in 1928. It can be used to explain only those phenomena in which the particles move much more slowly than the velocity of light. The Schrödinger equation does not comply with the principles of relativity. To meet the conditions of relativity, Dirac was forced to postulate that the electron would have a particular wave function with four independent components, some of which represented the spin of the electron. Therefore, from the very beginning, the Dirac theory incorporated the properties of the electron spin. The remaining components allowed additional electron states that had not yet been observed. Dirac interpreted them as anti-particles, with charges contrary to that of electrons. The discovery of positron by the American physicist Carl David Anderson in 1932 proved the existence of anti-particles and was a victory for Dirac's theory.

Since Anderson's discovery, subatomic particles could no longer be treated as immutable. Electrons and positrons can be produced from the vacuum by a source of energy, such as a high-energy X-ray or a collision. They can also annihilate each other and vanish into some other form of energy. From this point on, much of the history of subatomic physics has been the tale of finding new types of particles, many of which exists only a fraction of a second after they have been formed.

ADVANCES IN NUCLEAR AND SUBATOMIC PHYSICS

In the 1920s, Rutherford's discovery of induced radioactivity saw further developments in nuclear physics. The bombing of light nuclei by alpha particles produced new radioactive nuclei. In 1928, Russian-born American physicist George Gamow described lives in alpha radioactivity using the Schrödinger equation. His explanation made use of a property of quantum mechanics that would allow particles to "tunnel" through areas where classical physics wouldn't forbid them.




THE LAW OF ATTRACTION AND QUANTUM PHYSICS
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 hе Lаw оf Аttrасtіоn ѕtаtеѕ thаt wе аttrасt іntо оur lіvеѕ whatever we focus on. Quantum Physics teaches that nothing is set, that there are no limits, that all is vibrating energy. Knowing that everything is energy in a state of potential and applying the Law of Attraction to bring our lives what we focus on, it is never necessary to feel stuck in an undesirable life.

WE ARE CREATORS OF THE UNIVERSE: Newton's classical physics requires a material perspective in which the Universe is composed of discrete, solid, and unchangeable building blocks. Quantum physics has a metaphysical viewpoint in which there are no separate parts, in which everything is dynamic and always evolving.

The physical world is an ocean of energy that continually flashes into and out of existence. It is through our thoughts that we are turning this ever-changing force into observable reality. Therefore, with our thoughts, we can construct our world. With quantum physics, science leaves behind the notion that human beings are helpless victims and pushes towards the realization that we are fully empowered creators of our lives and our Universe.

We were irrelevant cogs in the Universal Machinery with Newton. With quantum physics, we're the creators of the Universe.

EVERYTHING IS ENERGY: Einstein's 1905 theorem Е = mс2 еxрlаіnѕ thе rеlаtіоnѕhір bеtwееn еnеrgу аnd mаttеr, і.е., thаt еnеrgу аnd mаttеr аrе іntеrсhаngеаblе – thаt, іn fact, everything is energy – dance, flowing, ever-changing energy.

OUR THOUGHTS INFLUENCES THIS ENERGY: it is formable, moldable, and shapeable. As Creators, through our thoughts, we form, shape, and mold the energy of the Universe. We are turning the energy of our thoughts into the energy of our reality.

THE PHYSICS OF POSSIBILITY: A popular film, What the Bleep Do We Know!? , clarifies that quantum physics is a possibility of physics. We are conditioned to believe that the external World is more real than the internal World. Quantum physics says the opposite. It says that what's going on inside decides what's going on outside. It says our Universe is influenced by our thought.

Because nothing is set and everything is in a state of possibility, everything is possible. As we realize that everything is possible and focus our thoughts on what we want to attract, we can call into existence whatever we want.

DREAMS INTO REALITY: The Universe exists in infinite abundance as infinite potential. When we center our attention, we can bring our wishes into being, our dreams into reality. When we center our attention, we have the power to be and do whatever we want.

EINSTEIN'S THEORY OF GENERAL RELATIVITY

In 1905, Albert Einstein discovered that the laws of physics were the similar fоr аll nоn-ассеlеrаtіng оbѕеrvеrѕ аnd thаt thе ѕрееd оf lіght іn the vacuum was independent of the motion of all observers. This was a special relativity theory. It began a new framework for all physics and proposed new concepts for space and time.

Einstein then used ten years of trying to include acceleration in theory and published his theory of general relativity in 1915. In it, he determined that massive objects would induce a distortion of 
 space-time that would be perceived as gravity.

THE PULL OF GRAVITY

When two objects exert a force of attraction on each other, it is known as "gravity." Sir Isaac Newton assessed the gravity between two objects by formulating his three laws of motion. The force pulling between the two bodies depends on how large each one is and how far apart the two lie. Even as the core of the World pulls you towards it (holding you firmly on the ground), the center of mass is pulling back to Earth. But the larger body barely feels the pull from you, while with your much smaller mass, you firmly believe in the same power. Newton's laws assume that gravity is the innate force of an object that can act from a distance.

In his theory of special relativity, Albert Einstein has determined that the laws of physics are the same for all non-accelerating observers and have shown that the speed оf lіght wіthіn а vасuum іѕ thе ѕаmе nо mаttеr hоw fаѕt an observer travels. As a result, he discovered that space and time were interwoven into a single continuum known as space-time. Events that happen at the same time for one observer could happen at different times for another observer.

As he calculated the equations for his general relativity theory, Einstein realized that massive objects produced a distortion in space-time. Imagine putting a large body in the middle of a trampoline. The body would press the fabric down, causing it to dimple. A marble rolled around the edge will curl downward toward the core, pulled in much the same way as the planet's gravity pulls at the rocks in space.

EXPERIMENTAL EVIDENCE

Despite the fact that instruments can neither see nor calculate 
 space-time, a lot of phenomena predicted by their warping have been confirmed.

GRAVITATIONAL LENSING: light is bent around a large body, such as a black hole, which allows it to serve as a lens for the objects that lie behind it. Astronomers regularly use this method to study stars and galaxies behind large objects.

Einstein's Cross, a quasar in the Pegasus galaxy, is an excellent example of a gravitational lens. The quasar is approximately 8 billion light-years from Earth, and it lies behind a galaxy that is 400 million light-years distant. Four images of the quasar appear throughout the galaxy because the strong gravity of the galaxy is bending the light coming from the quasar.

Gravitational lensing may allow scientists to see some pretty cool stuff, but until recently, what they've seen around the lens has remained very static. Nonetheless, since the light traveling around the lens takes a different course, each traveling over a longer amount of time, scientists have been able to detect a supernova happens four different times as it has been magnified by a large galaxy.

In another interesting observation, the Kepler telescope of NASA observed a dead star, which is knоwn аѕ а whіtе dwаrf, оrbіtіng а rеd dwаrf іn а bіnаrу ѕуѕtеm. While the white dwarf is more massive, it has a much smaller radius than its companion.

"The technique is equal to detecting a flea on a light bulb 3,000 miles away, about the distance from Los Angeles to New York City," said Avi Shporer of the California Institute of Technology.

CHANGES IN MERCURY'S ORBIT: The orbit of Mercury moves gradually over time, due to the curvature of space-time around the huge sun. It might also collide with Earth in a few billion years.


FRAME-DRAGGING OF SPACE-TIME AROUND ROTATING BODIES: The rotation of a heavy object, such as Earth,
 is built to twist and distort space-time around it. In 2004, NASA launched the GP-B Gravity Probe B. The precisely tuned satellite caused the inner gyroscope axes to drift very slightly over time, which agreed with Einstein's theory.

"Imagine the World as though it was dipped in honey," Francis Everitt, Stanford University's Gravity Probe-B chief investigator, said in a statement.

"As the planet revolves, the honey around it would swirl, and it's the same with space and time. GP-B has confirmed two of Einstein's most profound predictions, with far-reaching implications for astrophysical research."

GRAVITATIONAL REDSHIFT: An object's electromagnetic radiation is slightly extended within the gravitational field. Think of the sound waves coming from the siren on the emergency vehicle; as the vehicle moves toward the listener, the sound waves are compressed, but when it moves forward, they are spread out or redshifted. Identified as the Doppler Effect, the same effect happens for light waves at all frequencies. In 1959, two physicists, Glen Rebka and Robert Pound fired radioactive iron gamma-rays at the top of the tower at Harvard University. They found that they were less than their normal frequency due to distortions induced by gravity.

GRAVITATIONAL WAVES: Violent situations, such as the collision of two black holes, are thought to be capable of creating space-time ripples known as gravitational waves. The Laser Interferometer Gravitational-Wave Observatory (LIGO) declared in 2016 that it had found evidence of these tell-tale indicators.

In 2014, scientists revealed that they had observed gravitational waves left over from the Big Bang using the Antarctic Background 
 Imaging of the Cosmic Extragalactic Polarization (BICEP2) telescope. These waves are thought to be embedded in the cosmic microwave background. Further research revealed, however, that their data were contaminated with dust in the line of sight.

"The search for this unique record of the very early universe is as difficult as it is exciting," said Jan Tauber, European Space Agency Project Scientist for the Planck Space Mission, searching for cosmic waves.

LIGO detected the first confirmed gravitational wave on 14 September 2015. The pair of instruments, based in Louisiana and Washington, had recently been upgraded and while it was being calibrated before they went online. According to LIGO spokesperson Gabriela Gonzalez, the first detection was so large that it took the team several months of analysis to get convinced that it was a real signal and not a glitch.

"We were very lucky at the first detection that it was so obvious," she said аt thе 228th mееtіng оf thе Аmеrісаn Аѕtrоnоmісаl Ѕосіеtу іn June 2016.

A second signal was observed on 26 December of the same year, and a third candidate was identified along with it. Although the first two signals are almost certainly astrophysical — Gonzalez said there was less than a part in one million of them being something else — the third candidate is just 85 percent likely to be a gravitational wave.

Together, the two firm detections provide evidence of pairs of black holes spiraling inward and colliding. As time passes, Gonzalez predicts that LIGO and other upcoming instruments, such as the one planned by India, will detect more gravitational waves.

"We can test general relativity, and now general relativity has passed the test," said Gonzalez.




THE BIRTH AND FOUNDATIONS OF QUANTUM MECHANICS




UNDERSTANDING THE QUANTUM NATURE OF LIGHT



P

 hysics is trying to interpret the laws as they relate to movement and matter. However, quantum physics is attempting to understand the behavior of the smallest particles and how they move. Such particles contain things like electrons, protons, and neutrons.

A. QUANTUM PHYSICS. IN MINUTE' DETAIL

In its emphasis on microscopic particles, quantum physics explains the particles that make up the tiny particles. The rules regulating macroscopic structures were wrong in setting precedents for smaller domains since the beginning of the 20th century. The word "quantum" originates from the Latin term meaning "how much." It is used in physics to refer to the tiny units of matter and energy whose action is predicted and observed in quantum physics.

Notably, even conditions that exist strongly and constantly, for instance, space and time, have values, although they seem to be of the smallest degree.

The quantum model of the atom is even more complicated than we've seen before. Instead of orbiting the nucleus like stars, electrons, orbit in blurred, less defined, or cloud-like formation. Furthermore, the final configurations we have learned from the electron sequence (citing the number of electrons in of outer shell) are generally more like probabilities than hard and fast formation.

We bring this up when addressing the quantum nature of light to define the term quantum physics, so you can understand that its 
 purpose is to show the statistical probability of the electron's location at any given time. Therefore, when the word is combined with "the essence of light," you should have a strong understanding of the general working principle.

B. SINGULAR FOR QUANTUM PHYSICS

The idea that studying anything can potentially affect the physical processes that take place is unique to quantum physics. For example, in what is known as wave-particle duality, light waves act like particles, and these particles also act like waves. Put another way, light has the characteristics of both particles and waves, and either explanation can describe the action of light.

In quantum tunneling, the matter has the ability to move from one location to another without moving through the shared space. This gives way to a modern-day application where information can instantly travel over extreme distances. It is through quantum physics that we discover that a lot of the universe can be represented as a series of probabilities.

There are a variety of different fields of quantum physics. The one that focuses particularly on the behavior of lights (photons) is known as Quantum Optics. By researching Quantum Optics, you will find that the movement patterns of individual photons (light beams) have a direct effect on the outgoing light. The advanced and versatile tool known as the LASER is just one of the many essential byproducts of Quantum Optics.

This contrasts with the more conventional study of light, Classical Optics, developed by Sir Isaac Newton, where the light was observed as though it had only particle properties, meaning that it traveled in a straight line, rebounded from objects with which it came into contact and passed through objects with minimal resistance.

C. PHOTONS

To better understand what is implied when the term photon is used, let us turn our attention to the Photon Theory of Light. In this particular sense, a photon is a discreet bundle (or quantum) of electromagnetic (or light) energy.

Existing in a vacuum and constant motion, photons have a constant speed of light for all observers. It happens at the vacuum speed of light (more generally referred to as the speed of light), the term by which it is used.

C = 2.998 x 108 m / s in length.

Centered on the Photon Theory of Light, the main characteristics of photons are as follows:

• They keep going at a constant velocity, c = 2.9979 x 108 m / s (light speed) in free space.

• They are known to have zero mass and zero rest energy.

• They carry energy and momentum, which correspond with the frequency nu and wavelength lambda, (and p, momentum) of the electromagnetic wave by E = hv for and p = h/lambda

• They have the potential to be dеѕtrоуеd оr сrеаtеd whеn rаdіаtіоn іѕ аbѕоrbеd оr еmіttеd.

• Тhеу hаvе thе аbіlіtу tо hаvе раrtісlе-lіkе іntеrасtіоnѕ, such as electron collisions and other minute fragments.

D. QUANTUM OPTICS. BASIC UNDERSTANDING

To understand the quantum properties of light better, it might be helpful to apply some of the related processes (absorption, emission, and stimulated emission) to the Laser, as this is one of the most well-known applications of quantum optics. For the most part, these same three characteristics may be generalized to other sources of light in varying degrees.

Electronic transitions are usually the types of transitions that emit 
 or absorb visible light. Just imagine an electron moving between quantified atomic energy levels to see how this works.

For the Laser to work efficiently, the stimulated emission of light is important. Stimulated light emission is used to provide the amplification required to perform imaging work properly.

The unique property known as coherence is the result of the stimulated emission process. The common stimulus triggers the emission events that are subject to providing the amplified light. This aligns the emitted photons in the perfect step formation where each photon has a definitive phase relationship to each other.

This form of coherence (relative alignment) is defined in two different terms: temporal coherence and spatial coherence. Both prove to be very significant in the development of interference used to generate holograms.

Note: Ordinary light is not coherent because it originates from independent atoms that emit around 10-8 seconds in time scales. Although there may be some degree of coherence in selected sources, such as the mercury green line and the sprinkling of other useful spectral sources, their consistency is not nearly what is contained in the Laser.

FEW SPECIFIC CHARACTERISTICS THAT ARE SINGULAR TO LASER LIGHT INCLUDE:

1. COHERENCE: This is the property in which various parts of the laser beam are related to each other in a step relationship. When maintained over a long enough period, interference effects can be seen or photographically recorded. Coherence is the factor that makes the idea of holograms possible.

2. MONOCHROMATIC: consisting of one wavelength, the laser light originates from the stimulated emission of a single range of 
 atomic energy levels.

3. COLLIMATED: Since they have to travel through the mirrors several times at extremely perpendicular angles, the paths affected by the amplification are known for their ability to strongly bounce back between the mirrored ends of the laser cavity. Of this purpose, the laser beams have been designed to be very narrow and limited in their ability to extend.

E. PHOTON AND PROBABILITY

There are two ways in which the probability can be applied to the action of photons: the probability can be used to measure the possible number of photons in a particular state, or the probability can be used to measure the chance that a single photon will be in a particular state.

Since the former interpretation is contrary to Newton's Energy Conservation Principle, the latter interpretation is, therefore, the most viable alternative.

Following the work of physicist Thomas Young in the 1800s with a double-slit experiment, Paul Dirac (1902-1984) was a British theoretical physicist and one of the key pioneers of quantum physics, discusses this principle in his updated version:

Even before the discovery of quantum physics, people knew that a link between light waves and photons must have a statistical character. However, it was not entirely certain that the wave function provided information on the probability of a photon in a fixed position as opposed to the total probable number of photons in that location.

This is an important distinction and can be clarified in the following way. Suppose we have a beam of light made up of a large number of photons divided into two parts of equal intensity. If the 
 beam is linked to the probable number of photons, half of the possible number of photons should be applied to each portion. When the components are made to interfere with each other, one photon in one component should disturb the other.

According to the old theory, the two photons would either have to cancel out one another, or they would have to generate four photons. Any outcome would contradict the principle of energy conservation.

Thus, according to the new theory, because the photon only slightly affects both of the two elements, the question of relating the wave function to the probabilities for one photon only becomes a non-issue. In this system, each photon can only cause interference with itself, preventing the potential occurrence of two photons.




WHAT IS A QUANTUM FIELD, AND HOW DOES IT INTERACT WITH MATTER?
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 uantum fields are the quantum-theoretical generalizations of classical fields. The two archetypal classical fields are Einstein's gravitational field and Maxwell's electromagnetic field. One way to think about the quantization process is that we first reformulate (still classical) field equations in terms of mathematical operators replacing those numerical quantities (this aspect is pure algebra/calculus, no modern physics has yet been introduced); but then we 'solve' the resulting operator-valued equations, including solutions that do not exist in classical theory, and make the assertion (validated by observation) that these new, "nonsensical" (in an intuitive, not in a mathematical sense) solutions accurately describe Nature, including all the observed quantum behavior that opposes the classical theory.

There are a lot of rationales for the use of quantum field theory. First, it is the natural generalization of classical field theories, which are our most successful (non-quantum) Nature theories. Second, quantum field theory can account for the (observed, well-studied) creation and annihilation of particles, processes which do not exist in quantum physics. Third, quantum field theory is inherently relativistic, and "magically" (not really, just elegant math) solves causal problems that plague even relativistic quantum particle theories.

But no, quantum fields don't interact with matter. Quantum fields are matter. In quantum field theory, what we perceive as particles is the excitation of the quantum field itself.

Quantum electromagnetism is the most straightforward "practical" theory of the quantum field. There are two fields in it: the electromagnetic field and the electron field. These two fields interact with each other continuously, energy and momentum are transferred, and excitement is generated or destroyed. So, for example, what we intuitively see as an electron absorbing a photon is a particular interaction in quantum electrodynamics between the electromagnetic field and the electron field, in which the electromagnetic field loses a quantum excitation and the electron field retains its energy, momentum and angular momentum.

QUANTUM INTERFERENCE

How to visualize the Nature of the quantum wave of matter?

REMINDER: WHAT IS A WAVE?

• The wavelength measures the period of the sine wave, that is, the distance between repeated waveforms.

• Frequency measures how often a sine wave is repeated in a second.

• The amplitude estimates the height of the wave crest above the zero level.

• The phase determines the position of the reference point on the wave at the second point in space, in wavelength units.

REMINDER: HOW DO I MEASURE WAVELENGTH?

Amplitude A

Wavelength λ

Phase Shift Δφ

INTERFERENCE

It is often useful to use wave interference to calculate minimal distances. If two wave fields are superposed, their wave crests may 
 sum up (constructive interference) while encountering a crest and a trough tends to eliminate the wave (destructive interference). The pattern of destructive and constructive interference in space makes it possible to determine the wavelength.

It is a particular feature of quantum physics that wave functions can be associated not only with dense clusters of particles but also with a set that has been diluted to a single particle in the machine at any time. The wave function still defines the actual quantum entity. This is why it is sometimes said that 'every particle interferes with itself.'

Quantum theory can only predict the probability of a specific outcome. Which of the several possibilities is finally assumed in the measurement of the initial overlap of options and states is entirely random. Only several measurements under the same conditions shows a strictly deterministic distribution of probabilities, which is also extracted from the solution of Schrödinger's equation.

iℏ ∂/∂t ψ(r,t) = (−ℏ2/2m Δ + V (r,t)ψ(r,t)

All experiments so far have confirmed the Born's rule: the squared modulus |ψ|2 of the state function ψ represents the probability of finding a quantum object at time t at position r with all other parameters contained in ψ.

YOUNG'S DOUBLE SLIT EXPERIMENT

A characteristic pattern of dark and bright fringes is seen when a monochromatic light passing through two narrow slits illuminates a distant screen. This interference pattern is caused by the superimposition of overlapping light waves arising from the two slits. Regions of constructive interference, analogous to bright fringes, are produced when the difference in the path from both slits to the fringe is an integral number of wavelengths of light. Destructive interference and dark fringes arise when a direction gap 
 is a half-integral number of wavelengths.

Observation of interference effects definitely shows the presence of overlapping waves. Thomas Young proposed that light is a wave and is subject to the principle of superposition; his notable experimental achievement was to demonstrate the constructive and destructive interference of light. In the modern version of Young's experiment, which varies in its basics only from the light source, the laser similarly illuminates two parallel slits on an otherwise opaque surface. The light beaming through the two slits is seen on a distant screen. When the slits' width is significantly greater than the wavelength of the light, the rules of geometric optics hold — light casts two shadows, and there are two illuminated regions on the screen. However, as the slits are narrower in width, the light diffracts into the geometric shadow, and the light waves converge on the frame. (Diffraction itself is caused by the wave nature of light, which is another example of the interference effect, which is discussed in more detail below.)

The theory of superposition defines the resulting pattern of intensity on the illuminated screen. Constructive interference occurs if the gap in paths from the two slits to the point on the frame exceeds an integral number of wavelengths (0, λ, 2λ,…). This direction disparity means that the crests of the two waves arrive at the same time. Destructive interference arises from path differences that are equal to a half-integral number of wavelengths. Young used geometrical arguments to demonstrate that the superposition of the two waves results in a sequence of evenly spaced bands or fringes of high intensity, corresponding to regions of positive interference, separated by dark regions of absolute destructive interference.

The ratio of the light's wavelength λ to the spacing of the slits d is an essential parameter in the double-slit geometry. If λ/d is much 
 lesser than 1, the spacing between the consecutive interference fringes will be little, and the interference impacts may not be observable. Уоung wаѕ аblе tо ѕераrаtе thе іntеrfеrеnсе frіngеѕ using narrowly separated slits. Through this way, he calculated the wavelengths of the colors of the visible sun. Very short wavelengths of visible light illustrate why interference effects are seen only in specific circumstances — the distance between the sources of interference light waves must be very narrow to distinguish regions of positive and disruptive interference.

Observing interference effects is challenging due to two other difficulties. Almost all light sources emit a continuous range of wavelengths, resulting in many overlapping interference patterns, each with different fringe spacing. Multiple interference patterns wash away the most pronounced interference effects, such as the areas of complete darkness. Second, for an interference pattern to be obvious over an extended period, the two light sources must be consistent with each other. This means that light sources will maintain a constant relationship of phase. For instance, two harmonic waves of the same frequency always have a fixed phase relationship at each point in space, either in phase, out of phase, or in some common relationship.

Nonetheless, most light sources don't emit true harmonic waves; instead, they emit waves that undergo random phase changes millions of times per second. Such light is called incoherent. Interference often occurs when light waves from two incoherent sources intersect in space, but the pattern of interference fluctuates spontaneously as wave phase change randomly. Light detectors, including the eyes, are unable to detect continuously changing interference patterns, and only time-average intensity is observed. Laser light is roughly monochromatic (consisting of a single 
 wavelength) and is highly coherent; thus, it is the ideal source for detecting interference effects.

After 1802, Young's method of measuring the wavelength of visible light could be combined with the relatively crude determination of the speed of light available at that time to calculate the approximate frequency of light. For example, the green light frequency is approximately 6 × 1014 Hz (or cycles/second). This frequency is numerous orders of magnitude larger than the frequency of common mechanical waves. For contrast, humans can detect sound waves with frequencies up to 2 × 104 Hz. For another 60 years, exactly what oscillated at such a high rate remained a mystery.

THIN-FILM INTERFERENCE

Observable interference effects are not restricted to the dual-slit geometry used by Thomas Young. The effect of thin-film interference results from light reflecting two surfaces separated by a distance equal to its wavelength. 

The "film" between the surfaces may be water, air, or any clear liquid or solid. In visible light, noticeable interference effects are limited to films with thicknesses of a few micrometers. A familiar example is the soap bubble film. The light reflected from the bubble is a superposition of two waves — one reflecting from the front surface and the other reflecting from the back surface. The two reflected waves overlap and interfere in space. The thickness of the soap film determines if the two waves may interfere constructively or destructively. The full analysis shows that, for the light of a single wavelength λ, there is constructive interference for a fіlm thісknеѕѕеѕ еquаl tо λ/4, 3λ/4, 5λ/4,… аnd dеѕtruсtіvе іntеrfеrеnсе fоr thісknеѕѕеѕ еquаl tо λ/2, λ, 3λ/2….   

As white light illuminates a soap film, bright color bands are 
 observed as different wavelengths undergo destructive interference and are separated from the reflection. The remaining reflected light shows as the complementary color of the removed wavelength (e.g., when a red light is removed by destructive interference, the reflected light appears as cyan). Thin-oil films produce a similar effect on water. In nature, the birds' feathers, including peacocks and hummingbirds, and the shells of some beetles show iridescence in which the color of the reflection changes with the viewing angle. This is caused by interference of reflected light waves from thinly layered structures or by regular arrays of reflecting rods. Similarly, pearls and abalone shells are iridescent from the interference caused by reflections from multiple layers of nacre. Gemstones such as opal show stunning interference effects resulting from the scattering of light from regular patterns of microscopic spherical particles.

There are many technological applications of light interference effects. Common anti-reflection coatings on camera lenses are thin films with thicknesses and refractive indices chosen to produce destructive reflection interference for visible light. More advanced coatings, consisting of multiple layers of thin film, are created tо trаnѕmіt lіght оnlу wіthіn а nаrrоw rаngе оf wаvеlеngthѕ аnd thuѕ serve as wavelength filters. Multilayer coatings are also used to improve the mirror's reflectivity in astronomical telescopes and laser optical cavities. Precision interferometry techniques measure small changes in relative distances by monitoring the fringe shifts in the reflected light interference patterns. For example, surface curvatures in optical components are monitored by fractions of an optical wavelength using interferometric methods.




PLANCK'S RADIATION LAW
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 lanck's radiation law is mathematical equation proposed in 1900 by the German physicist Max Planck to describe the spectral-energy distribution of the radiation emitted by the black body (a hypothetical body that аbѕоrbѕ аll thе rаdіаnt еnеrgу fаllіng оn іt reaches a specific temperature of equilibrium, and then re-emits the energy as quickly as it absorbs it). Planck believed that the sources of radiation are atoms in a state of oscillation and that each oscillator's vibrational energy could have any of a series of discrete values, but never any value between them. Also, Planck assumed that when the oscillator changes from the energy state E1 to the low energy state E2, the discrete amount of energy E1 − E2 or the quantity of radiation is equal to the product of the radiation frequency, symbolized by the Greek letter Δ and the constant h, now called the Planck constant, determined by the black body radiation data; i.e., E1 − E2 = hΔ.

Planck's law for the energy Eλ radiated by unit volume by the cavity of the black body in the wavelength interval λ to λ + Δλ (Δλ denotes an increase of wavelength) can be written in terms of the Planck constant (h), the speed of light (c), the Boltzmann constant (k) and the absolute temperature ( T):

E λ = (8πhc/ λ5) x (1/exp(hc/kTλ)-1)

The wavelength of the radiation emitted is inversely proportional to the frequency or λ = c/ν. The value of the Planck constant is defined as 6.62607015 × 10-34 JS.

In the case of a black body at temperatures up to several hundred degrees, the bulk of radiation is in the infrared radiation region of the electromagnetic spectrum. At a higher temperature, the overall 
 radiated energy increases, and the peak intensity of the emitted spectrum shifts to shorter wavelengths. A large portion of the emitted spectrum is radiated as visible light.

EINSTEIN AND THE PHOTOELECTRIC EFFECT

In 1905, Einstein extended Planck's theory to explain the photoelectric effect, i.e., the emission of electrons by a metal surface when irradiated by light or more energetic photons. The kinetic energy of the emitted electron depends on the frequency ν of the radiation, and not on its intensity; there is a threshold frequency ν0 below which no electrons can be emitted. Therefore, the emission happens as soon as the light shines on the surface; there is no detectable delay. Einstein has shown that these effects can be explained by two assumptions: 

(1) The light is composed of corpuscles or photons, the energy of which is supplied by the Planck's relationship. 

(2) The atom in the metal can absorb either a full photon or nothing. Some of the energy of the absorbed photon releases an electron, which requires a fixed energy W, known as the working function of the metal; the remainder is converted to the kinetic energy of the emitted electron (meu2)/2 (me represents mass of the electron, and u is its velocity). The energy relationship is, therefore,

hv = W + (meu2)/2 (1)

Іf ν іѕ lеѕѕ thаn ν0, whеrе hν0 = W, nо еlесtrоnѕ аrе еmіttеd. It isn't all of the experimental findings listed above were known in 1905, but all of Einstein's predictions have been confirmed since then.




BOHR'SBOHR'S THEORY OF THE ATOM
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 iels Bohr, who applied the quantum hypothesis to nuclear spectra in 1913, made a significant contribution to this subject. The spectra of light produced by gaseous atoms have been widely studied since the mid-19th century. Radiation from gaseous atoms at low pressure was found to consist of a collection of distinct wavelengths. This is quite different from the radiation of the solid, which is spread over a continuous range of wavelengths. The set of discrete wavelengths of gaseous atoms is known as a line spectrum because the emitted radiation (light) comprises of a set of sharp lines. The wavelengths of the lines are features of the element and can form extremely complex patterns. The simplest spectra are atomic hydrogen and alkali atoms (e.g., lithium, sodium, and potassium). In the case of hydrogen, the wavelengths are given by the empirical formula.

1/ λ = R∞ (1/m2 - 1/n2), (2)

Whеrе m аnd n аrе роѕіtіvе іntеgеrѕ wіth n > m аnd R∞, knоwn аѕ Rydberg constant, have a value of 1,097373157 × 107 per meter. Fоr а gіvеn vаluе оf m, thе lіnеѕ fоr vаrуіng n are a series. The lines for m = 1 of the Lyman series are in the ultraviolet part of the spectrum; those for m = 2 of the Balmer series are in the visible spectrum; and those for m = 3 of the Paschen series are in the infrared.

Bohr began with a model suggested by New Zealand-born British physicist Ernest Rutherford. The model was based on the experiments ofErnest Marsden and Hans Geiger, who in 1909 
 bombed gоld аtоmѕ wіth mаѕѕіvе, fаѕt-mоvіng аlрhа раrtісlеѕ; whеn ѕоmе оf thеѕе раrtісlеѕ wеrе dеflесtеd backwards. Rutherford concluded that the atom had a massive, charged nucleus. In Rutherford's model, the atom looks lika a miniature solar system with a nucleus serving as the Sun and electrons as a revolving planet. Bohr has made three observations. First, he argued that, in contrast to classical physics, where an infinite number of orbits are possible, an electron could only be one of the discrete sets of orbits he referred to as stationary states. Second, he proposed that the only orbits allowed are those for which the angular momentum of the electron is a whole number of times ℏ (ℏ = h/2π). Third, Bohr believed that Newton's law of motion, which effectively measures the movements of the planets around the Sun, even applied to electrons orbiting the nucleus. The electron force (analog of the gravitational force between the Sun and the planet) is the electrostatic attraction between a positively charged nucleus and the negatively charged electron. With these basic assumptions, he has shown that the energy of the orbit has the form.

En = - E0 /n2, (3)

Where E0 is a constant that can be expressed by a combination of the known constants e, me
 , and ℏ, when it is in a stationary state, the atom does not emit energy as light; however, when the electron moves from the energy state of En to the energy state of Em with lower energy, a quantum of energy is radiated at the frequency ν, given the equation.

Inserting the expression for En in this equation, and using relation λν = c, where c is the velocity of light, Niels Bohr derived the formula for the wavelengths of the lines in the hydrogen spectrum, with the exact value of the Rydberg constant.

FRANCK-HERTZ EXPERIMENT

Franck-Hertz experiment, in physics, first experimental confirmation of the existence of discrete energy states in atoms, carried out in 1914 by the German-born physicists James Franck and Gustav Hertz.

Franck and Hertz were moving low-energy electrons through a gas contained in an electron tube. As the energy of the electrons slowly increased, certain critical electron energy was reached. The electron stream shifted from almost undisturbed passage through the gas to almost complete stoppage. The atoms of the gas were able to absorb the energy of the electrons only when they had reached a particular critical value, suggesting that the atomic electrons themselves made a sudden transition to a hidden higher energy level within the gas atoms. As long as the electron bombardment has less than this discreet amount of energy, no transition is possible, and no energy is drained from the electron stream. When they have this particular energy, they lose it all at once in collisions with atomic electrons, which store energy by being raised to a higher level of energy.

COMPTON'S EFFECT

To understand Compton's effect, it is necessary to understand Compton's scattering, once these two phenomena are deeply intertwined.

Compton scattering is an inelastic scattering because the wavelength of the scattered light varies from the incident radiation, e.g., a photon from gamma and x-radiation or any other high-energy radiation. Nuclear Compton scattering occurs in rare cases when the radiation interacts with the nucleus of the atom. Still, usually, Compton scattering refers to the interaction between the electron of the atom and the incident radiation, which is more commonly seen with the valence electrons of the atom when they are farther away from the nucleus and are less attracted to it, making it easier for 
 these electrons to be scattered. After the electron and the radiation interact, the radiation is reflected by a different wavelength, called the Compton shift. Some photon energy is transferred to the dispersing electron, which results in a decrease in photon energy. As the energy is proportional to the frequency and wavelength, this energy exchange is the cause of the different wavelengths. This process is called the Compton's effect. Inverse Compton dispersion may also occur when an electron transfers part of its energy to a photon.

It was observed in the early 20th century that when X-rays of known wavelength interact with atoms, the X-rays are scattered across an angle and emerge with a different wavelength. Furthermore, according to the classical electromagnetism that assumes that radiation acts as a wave, this would not be the case if, for example, an incident of the wavelength of θ was reflected after electron interaction, it would have a wavelength of θ, but it doesn't happen. The scattered x-ray photon has less energy, has a longer wavelength, and is less penetrating than the incident photon.

Compton's effect is significant because it shows that light cannot be explained simply as a wave phenomenon. The classical theory of electromagnetic waves cannot explain low-intensity wavelength changes. The radiation must act like particles to explain low-intensity Compton scattering, as demonstrated in the experience.




PAIR PRODUCTION AND ANNIHILATION




Introduction:



T

 he idea of wave-particle duality, which means that all matter has both a "particle-like" and a "wave-like" form, was the genesis of quantum physics. In particular, for the "particle-like" type, there are some examples that can be empirical proof: the first two processes are the photoelectric effect and the Compton Effect. These two effects are well-known processes of photon absorption or dispersion that photon loses its energy by interacting with other matter as "particle-like" objects.

The final test for the "particle-like" nature of all matter is the pair's production. For the first time, the English theoretical physicist Patrick Blackett was the recipient of the 1948 New Prize in Physics. While both processes described above — the photoelectric effect and the Compton's effect — usually occur in low-energy and middle-energy environments, pair production interactions are known to occur when photons have high enough energy before the collision.

PAIR PRODUCTION

Pair production is a crucial example of how photon energy can be transformed into kinetic energy and rest mass-energy. The schematic diagram of the pair production process is shown below. The high-energy photon, which has energy, loses all of its energy when it collides with the nucleus. It then makes a pair of electrons and positrons and gives each particle its kinetic energy.

Figure A. Pair Production Process

Such interactions are ruled by three forms of law of conservation: total energy, momentum, and electrical charge. The pair of electrons and positron occurs after the collision. In the collision, the positron, + e, as a particle, has the similar properties as the electron, except its charge sign; the two-particle, the electron, and the positron have the opposite charge, and thus the magnetic momentum signal is also opposite. Having an opposite charge sign indicates that the amount of the net pair charge is zero, which is equal to the photon before the collision. The conservation of the electrical charge would, therefore, be conserved.

What counts now is the conservation of total energy and momentum. First of all, the momentum in this process can be ignored because the atomic nucleus is thousands of times larger than the electron and positron pairs. Therefore, the photon momentum can be absorbed; therefore, it is possible to predict that the absorbing momentum will occur without absorbing much energy. It can, therefore, be represented by an equation that shows the conservation of total energy only:

hv = E-+ E+ = (moc2 + K-) + (moc2 + K+) = K-+ K+ + 2moc2 —————eq.1

Here, E-and E+ represents the total energy of the electrons and positrons, and K-and K+ represents the kinetic energy of the electrons and positrons. Also, m0c2 = 0.511 MeV, it is the rest mass energy of the electron, which is equal to that of the positron. That is, both particles have the same amount of rest mass-energy, and through this, we can get the sum, 2m0c2 = 1.02 MeV (1 MeV = 106 eV). In kinetic energy, due to the Coulomb interaction between the positively charged nucleus and the two particles — positron and electron-positron would be accelerated, and the electron would be decelerated; hence, the kinetic energy of positron is little larger than 
 the electron.

If the photon energy before colliding to the nucleus were the same as 2m0c2, i.e. if the energy of photon were 1.02 MeV, both particles would be produced at rest with zero kinetic energy. In this case, we can think that the complete conversion of energy into mass takes place in this process. However, if the photon energy were greater than 1.02 MeV, then there would be kinetic energy. Also, a phase cannot occur when photon energy is less than 1.02 MeV. As a result, from equation 1, we can obtain the minimum photon energy needed to produce pairs of electrons and positrons, and “2m0c2 = 1.02 MeV” would be a kind of threshold energy for pair production that would be able to decide whether or not the pair production process could occur, and, if so, how much kinetic energy each particle has.

The wavelength of 2moc2 is 0.012Å. If the wavelength of the photon is shorter than 0.012Å, it is larger than the threshold energy, and the total photon energy is converted to kinetic energy and the rest mass-energy. This wavelength, 0.012Å, is within the range of high y-ray or X-ray radiation.

PAIR ANNIHILATIONS

Pair Annihilation is the reverse of the pair creation process. In the pair of annihilation, the electron and positron in a stationary state merge and annihilate. The particles are dispersed, and radiation energy will be generated instead of two particles. For the conserved momentum, the most common method of pair annihilation is to make two photons that have exactly the opposite direction and the same amount of momentum. (Sometimes three photons are produced in the pair annihilation process.)

Figure B. Pair Annihilation Process

Figure B indicates the annihilation pair electron and positron that creating two photons. In the case of Figure B, the energy balance can 
 be shown as:

K- + K+ + 2m0c2 = 2 hν --------
 —eq.2

K-and K+ represent the kinetic energy of the electron and positron before the collision. 2m0c2 is the rest mass energy of both particles. From equation 2, if the initial kinetic energy was zero, then,

hν = m0c2 = 0.511 MeV --------
 —-eq.3

As a result, in equation 3, the photons produced by pair annihilation have 0.511MeV energy and correspond to 0.024Å of wavelength in y-ray. Nonetheless, if the initial kinetic energy is not equal to zero, the photon energy is greater than 0.511 MeV, and its wavelength may be shorter than 0.024Å.

Positron is produced by the pair production process. Generally, this positively charged particle loses its energy by colliding with other particles in the path of matter and finally combines it with an electron. We call it, "combined things," "positronium." The positronium collapses in around 10-10 seconds and emits two photons (pair annihilation).

DE BROGLIE HYPOTHESIS

Does All Matter Exhibit Wave-like Properties? 

The De Broglie hypothesis suggests that all matter exhibits wave-like properties and relates the observed wavelength of matter to its momentum. When Albert Einstein's photon theory was accepted, the question was whether this was valid only for light, or whether material objects still displayed wave-like behavior. Here's how the De Broglie hypothesis was established.

DE BROGLIE'S THESIS

In his doctoral dissertation in 1923, the French physicist Louis de 
 Broglie made a bold statement. Considering Einstein's relationship between wavelength lambda and mоmеntum р, dе Вrоglіе рrороѕеd thаt thіѕ rеlаtіоnѕhір wоuld dеtеrmіnе thе wаvеlеngth оf аnу mаttеr іn thе rеlаtіоnѕhір:

Lambda = p / h

h is the Planck constant

This wavelength is known as the de Broglie wavelength. The reason why he chose the momentum equation over the energy equation was that it was not clear, with the matter, whether E should be total energy, kinetic energy, or total relativistic energy. They're all the same for photons, but not for the matter.

Assuming the momentum relationship, however, it was possible to derive a close de Broglie relationship for frequency f using the kinetic energy Ek:

F = Ek /H

A DIFFERENT FORMULATIONS

De Broglie's relationships are seldom expressed in terms of Dirac's constant, h-bar
 = h
 / (2pi
 ), and the angular frequency w
 and wavenumber k
 :


p
 = h-bar
 * kEk


= h-bar
 * w


In 1927, physicists Lester Germer and Clinton Davisson of Bell Labs conducted an experiment in which electrons were shot at a crystal-clear nickel target. The resulting diffraction pattern matched the de Broglie wavelength predictions. De Broglie was awarded the Nobel Prize in 1929 for his theory (for the first time a Ph.D. thesis), and Davisson/Germer jointly won it in 1937 for the experimental discovery of electron diffraction (and thus the proof of de Broglie's hypothesis).

Further studies have shown that de Broglie's hypothesis is valid, including the double-slit experiment's quantum versions. Diffraction studies in 1999 verified the wavelength of de Broglie for the behavior of molecules as large as buckyballs, which are complex molecules made up of 60 or more carbon atoms.

SIGNIFICANCE OF THE DE BROGLIE HYPOTHESIS

De Broglie's theory demonstrated that wave-particle duality was not simply an aberrant behavior of light, but rather a fundamental phenomenon displayed by both radiation and matter. As such, wave equations can be used to explain material behavior as long as de Broglie's wavelength is applied correctly. This would prove to be vital to the advancement of quantum physics. It is now an essential part of the theory of atomic structure and particle physics.

WAVELENGTH AND MACROSCOPIC OBJECTS

Although de Broglie's hypothesis predicts wavelengths of any size, there are practical limits on its usefulness. A baseball thrown at a player has a wavelength of Broglie smaller than the proton's diameter by around 20 orders of magnitude. The wave order of a macroscopic body is so tiny that they are unobservable in any practical sense, even though they are interesting.

WAVE-PARTICLE DUALITY - DEFINITION

Light behaves as both a wave and a particle

Wave-particle duality describes the properties of photons and subatomic particles that show the characteristics of waves and particles. Wave-particle duality is an important part of quantum physics because it provides a way to understand why the principles of "wave" and "particle" that function in classical mechanics do not cover the behavior of quantum objects. The dual nature of light gained recognition after 1905 when Albert Einstein described light 
 in terms of photons, which exhibited the properties of particles, and then introduced his famous paper on special relativity, in which light behaved as a field of wave.

PARTICLE EXHIBIT WAVE-PARTICLE DUALITY

Wave-particle duality has been demonstrated for photons (light), elementary particles, atoms, and molecules. Nevertheless, the wave properties of larger particles, such as molecules, are extremely short wavelengths and difficult to detect and measure. Classical physics is generally sufficient to describe the behavior of macroscopic entities.

EVIDENCE FOR WAVE-PARTICLE DUALITY

Numerous experiments have confirmed wave-particle duality, but there are a few unique early experiments that have ended the controversy as to whether light consists of waves or particles:

PHOTOELECTRIC EFFECT - LIGHT BEHAVES AS PARTICLES

Photoelectric effect is the process in which metals emit electrons when exposed to light. The classical electromagnetic theory could not explain the behavior of the photoelectrons. Heinrich Hertz noted that shining ultraviolet light on electrodes enhanced their ability to produce electric sparks (1887). Einstein (1905) explained the photoelectric effect as a result of light carried in discrete, quantified packages. Robert Millikan's experiment (1921) confirmed Einstein's description. It led Einstein to win the 1921 Nobel Prize for "His discovery of the law of photoelectric effect" and Millikan to win the 1923 Nobel Prize for "His work on the elementary charge of electricity and the photoelectric effect."




DAVISSON-GERMER EXPERIMENT - LIGHT BEHAVES AS WAVES
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 he Davisson-Germer experiment affirmed the de Broglie hypothesis and served as the basis for the formulation of quantum physics. The experiment applied the Bragg diffraction law to the particles. The experimental vacuum apparatus measured the electron energies emitted from the surface of the heated wire filament and allowed it to be struck by the nickel-metal surface. The electron beam may be rotated to measure the effect of shifting the angle of the distributed electrons. Researchers also found that the strength of the dispersed beam has increased at some angles. This suggested wave behavior and could be explained by applying the Bragg law to the nickel crystal lattice spacing.

THOMAS YOUNG'S DOUBLE-SLIT EXPERIMENT

Young's double-slit experiment can be explained by using the wave-particle duality. The emitted light moves as an electromagnetic wave away from its source. Upon encountering a slit, the wave passes through the slit and divides into two overlapping wave fonts. At the moment of impact on the screen, the wave field "collapses" into a single point and becomes a photon.

UNCERTAINTY PRINCIPLE

The Uncertainty Principle also called the Heisenberg Uncertainty Principle or the Indeterminacy Principle, formulated (1927) by the German physicist Werner Heisenberg, states that the position and 
 velocity of an object cannot be determined precisely at the same time, even in theory. In reality, the very definitions of exact position and exact velocity together have no significance in nature.

Ordinary experience doesn't provide a clue to this principle. It is easy to calculate both the position and the velocity of the vehicle since the uncertainties inherent in this theory for ordinary objects are too small to notice. The complete rule stipulates that the product of uncertainty in position and velocity is equal to or greater than a small physical quantity or constant (h/(4π), where h is the Planck constant or approximately 6.6 × 10−34 joules-second). It is only in the case of tiny masses of atoms and subatomic particles that the result of uncertainty becomes important.

Any attempt to calculate precisely the velocity of a subatomic particle, such as an electron, would have an unforeseen effect on it, such that the simultaneous calculation of its position is invalid. This result has little to do with the inadequacy of the measurement devices, the methodology, or the observer; it results from the intimate relation in nature between the particles and the waves in the subatomic dimensional domain.

Each particle has a wave associated with it; each particle has a wavelike nature. The particle is most likely to be found in those places where the waves are greatest or intense. However, the more intense the related wave's undulations, the more ill-defined the wavelength becomes and which in turn defines the momentum of the particle. Thus, a purely localized wave has an indeterminate wavelength; its corresponding particle, though having a certain position, does not have a certain velocity. On the other hand, a particle-wave with a well-defined wavelength is spread out; the corresponding particle, though having a relatively definite velocity, may be almost anywhere. A reasonably precise measurement of one 
 variable entails a relatively significant uncertainty in the calculation of the other.

Alternatively, the idea of uncertainty is expressed in terms of the momentum and position of the particle. The momentum of a particle is equivalent to the product of its mass and velocity. Thus, the product of uncertainty in the momentum and position of the particle is equal to or greater than h/(4π). The principle applies to other related (conjugate) pairs of observables, such as energy and time: the product of uncertainty in the energy measurement and uncertainty in the time interval during which the measurement is made is also equal to or greater than h/(4π). In the case of an unstable atom or nucleus, the same relationship occurs between the uncertainty in the amount of energy radiated and the uncertainty in the unstable system's existence as it makes the transition to a more stable state.




WHAT IS THE QUANTUM MEASUREMENT PROBLEM? 
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 uantum physics tells us that matter is not made up of particles. It is made of elementary constituents, which are sometimes referred to as particles but are defined as wave-functions. A wave-function is a mathematical entity that is neither a particle nor a wave but can have both properties.

The interesting thing about the wave-function is that it doesn't correspond to anything we can observe. Alternatively, it's just a tool with the aid of which we calculate what we observe. Quantum theory uses the following postulates to allow such a calculation.

First, as long as you don't measure the wave function, it adjusts according to the Schrödinger equation. The Schrödinger equation is different in the case of various particles. Nevertheless, its most important properties are independent of the particle.

One of the Schrödinger equation's essential properties is that it guarantees that the probabilities determined frоm thе wаvе-funсtіоn wіll аlwауѕ аdd uр tо оnе, аѕ thеу ѕhоuld be. Another important aspect is that the time change that one gets from the Schrödinger equation is reversible.

Perhaps the most important property of the Schrödinger equation for our purposes is that it is linear. This means that if you get two solutions to this equation, then the sum of any of the two solutions, with casual pre-factors, will also be a solution.

The second postulate of quantum physics tells you how to determine the probability of a specific measurement result from the 
 wave-function. It's called the "Born Law," named after Max Born, who came up with it. Born rule states that the probability of measurement is the absolute square of that part of the wave-function that describes a particular measurement result. You do need to know how to explain what you are measuring – say, the momentum of a particle. You need more postulates for this, but this doesn't need to concern us today.

And third, there is the measurement postulate, often referred to as the "update" or "collapse" of the wave function. This postulate says that after you've made a measurement, the likelihood of what you've tested immediately changes to 1. That, I must emphasize, is a required prerequisite to explain what we observe. I can't emphasize this enough because a lot of physicists tend to find it hard to understand. If you don't update the wave-function after the calculation, the wave-function does not explain what we observe. We never observe a particle that is 50 percent measured.

The quantum measurement problem is that the update of the wave function is inconsistent with the Schrödinger equation. The Schrödinger equation, as I have already said, is linear. This means that if you have two separate states of the system, both of which are allowed according to the Schrödinger equation, then the sum of the two states is also an appropriate solution. The best-known example of this is Schrödinger's cat, a condition that is the sum of both dead and alive. The sum is what physicists call a superposition.

Nevertheless, we only consider cats that are either dead or alive. That's why we need the measurement postulate. Without it, quantum physics will not be compatible with observation.

The measurement problem, I must emphasize, is not solved by de-coherence, even though many physicists seem to assume that this is the case.

De-coherence is a phenomenon that occurs when a quantum superposition interacts with its environment. The environment can be air or, even in a vacuum. You can have the cosmic microwave background radiation. There is always some environment. This interaction with the environment ultimately eliminates the ability of quantum states to exhibit normal quantum behavior, such as particles' ability to produce interference patterns. The larger the object, the faster its quantum behavior, is destroyed.

De-coherence tells you that if you measure the state of the environment because you don't know exactly what they do, then you no longer have a quantum superposition. You've got a distribution of probabilities instead. That's what physicists call a "mixed state." It doesn't solve the measurement problem because you need to adjust the probability of what you've measured to 100% after the test. De-coherence doesn't direct you to do that.

Why is the measurement postulate problematic? The problem with the measurement postulate is that the behavior of a big object, like a detector, should depend on the behavior of the small things that make it up. But that's not the case. So this is the issue. The postulate of calculation is incompatible 
 with reductionism. This makes it relevant that the formulation of quantum physics explicitly refers to macroscopic objects, such as detectors, when what these large things are doing should be followed from the theory.

Many people seem to think that you can solve this problem by re-interpreting the wave function as simply encoding the information that an observer has about the state of the system. This is what is called the Copenhagen interpretation, or the "Neo-Copenhagen" interpretation.

(Which is not the same as the Psi-epistemic interpretation, if you have heard that word.)

Now, if you believe that the wave-function describes the knowledge that the observer has, you may say that it needs to be updated if the observer makes a measurement. Yes, this is very reasonable. Yet, of course, this often applies to macroscopic principles such as observers and their knowledge. So if you want to use these concepts in the postulates of your theory, you implicitly assume that the behavior of observers or detectors is inconsistent with the behavior of the particles that make up the observers or detectors. It needs you to clarify when and how this distinction is to be made, and none of the current neo-Copenhagen methods describe this.

ELECTRON SPIN AND ANTIPARTICLES

An English physicist Paul A.M. Dirac produced an electron wave equation that linked relativity with quantum mechanics. Schrödinger's wave equation does not meet the special relativity principle's conditions since it is based on a non-relativistic representation of kinetic energy (p2/2me). Dirac has shown that the electron has an additional quantum number ms. Unlike the initial three quantum numbers, ms is not an integer and can only have values +1/2 and −1/2. This corresponds to the additional form angular momentum of the spinning motion. (The angular momentum stated above is due to the orbital motion of the electron, not its spin.) The idea of spin angular momentum was introduced in 1925 by George E. Uhlenbeck and Samuel A. Goudsmit, two graduate students at the University of Leiden, Neth., who explained thе mаgnеtіс mоmеnt mеаѕurеmеntѕ mаdе bу Оttо Ѕtеrn аnd Wаlthеr Gеrlасh in Germany several years earlier. The magnetic moment of a particle is directly related to its angular momentum; if the angular momentum is zero, the magnetic moment is zero. Yet Stern and Gerlach had found a magnetic moment for electrons in silver atoms 
 believed to have zero orbital angular momentum. Goudsmit and Uhlenbeck suggested that the observed magnetic moment was attributable to the angular momentum of the spin.

The electron-spin hypothesis not only explained for the observed magnetic moment, but also accounted for many other phenomena in atomic spectroscopy, including changes in spectral lines in the presence of a magnetic field (Zeeman effect), double lines in alkali spectra, and fine structure (close to doublets and triplets) in the hydrogen spectrum.

The Dirac equation also predicted additional electron states that had not yet been observed. The experimental proof was provided by the discovery of positron by the American physicist Carl David Anderson in 1932. Every particle defined in the Dirac equation must have the corresponding antiparticle, which varies only in charge. The positron is just such a negatively charged electron antiparticle, possessing the same mass as the latter with a positive charge.

IDENTICAL PARTICLES AND MULTIELECTRON ATOMS

Since electrons are identical to (i.e., indistinguishable from) one another, the wave function of an atom with more than one electron must meet special conditions. The problem of similar particles does not exist in classical physics, where objects are large and can often be separated, at least in theory. Nevertheless, there is no way to distinguish between two electrons in the same atom, and this fact must be expressed in the form of the wave function. Тhе оvеrаll wаvе funсtіоn Ψ оf а ѕуѕtеm оf similar particles depends on the coordinates of all the particles. Іf thе сооrdіnаtеѕ оf twо оf thе раrtісlеѕ аrе іntеrсhаngеd, the function of the wave must remain unchanged or, at the most, undergo a change of sign; the change of sign is allowed because it is Ψ2 that occurs in the physical interpretation of the function. If the sign of Ψ remains constant, the 
 wave function is said to be symmetrical concerning the interchange; if the sign changes, the function will be anti-symmetrical.

For identical particles, the symmetry of the wave function is closely related to the spin of the particle. It can be shown in the theory of quantum fields that particles with half-integral spin (1/2, 3/2, etc.) have anti-symmetric wave functions. They are called fermions, after the physicist Enrico Fermi, who was born in Italy. Examples of fermions are neutrons, electrons and protons, which all have 1/2 spin. Раrtісlеѕ wіth zеrо оr іntеgrаl ѕріn (е.g., mеѕоnѕ, рhоtоnѕ) hаvе ѕуmmеtrіс wаvе funсtіоnѕ. They are called bosons after Satyendra Nath Bose, an Indian mathematician, and physicist who first applied symmetry ideas to photons in 1924–25.

The requirement of anti-symmetric wave functions for fermions leads to a fundamental result, known as the exclusion principle, which the Austrian physicist Wolfgang Pauli first suggested in 1925. The theory of exclusion notes that two fermions can't be in the same quantum state in the same ѕtаtе. Іf thеу wеrе, іntеrсhаngіng thе twо ѕеtѕ оf сооrdіnаtеѕ wouldn't alter the wave function at all, which contradicts the finding that the wave function has to alter sign. Thus, for the four quantum numbers n, l, m, ms, two electrons in the same atom cannot have identical values. The concept of exclusion forms the basis of many properties of matter, including the periodic classification of elements, the structure of chemical bonds, and the action of electrons in solids; the latter defines in effect whether a solid is a metal, an insulator, or a semiconductor.

The Schrödinger equation for atoms with more than one electron cannot be precisely solved. Calculation concepts are well understood, but the issues are compounded by the number of particles involved and the various forces involved. Еlесtrоѕtаtіс fоrсеѕ bеtwееn thе nuсlеuѕ аnd thе еlесtrоnѕ аnd bеtwееn thе 
 еlесtrоnѕ thеmѕеlvеѕ, are included in those "various forces" as well as weaker magnetic forces that occur from the electrons' spin and orbital motions. Despite these difficulties, the approximation methods developed in the 1920s and 1930s by the Russian physicist Vladimir Fock, the English physicist Douglas R. Hartree and others have achieved considerable popularity. Such schemes begin by assuming that, because of the nucleus and the other electrons, each electron moves independently in an ordinary electrical field; i.e., similarities between the electrons' positions are ignored. Every electron has its wave function, which is called an orbital. For all the electrons in the atom, the total wave function follows the exclusion principle. Corrections are then made to the calculated energies, which depend on the strengths of the electron-electron correlations and the magnetic ones.

TIME-DEPENDENT SCHRÖDINGER EQUATION

At the same time, Schrödinger proposed his time-independent equation to explain the stationary states; he also proposed a time-dependent equation to explain how a system changes from one state to another. He generalized his wave equation by replacing energy E in Schrödinger's equation with a time-derivative operator to determine the time variation of the wave function as well as its spatial variation. The Schrödinger equation which depends on the time reads

-h2/2me (∂2Ψ/∂x2 + ∂2Ψ/∂y2 + ∂2Ψ/∂z2) + V(x, y, z) Ψ = ih ∂Ψ/∂t (8)

The square root of −1 is the quantity i. The function Ψ changes with time t as well as position x, y, z. E has the form for a system with constant energy

Ψ (x, y, z, t) = Ψ (x, y, z) exp (-iEt/h), (9)

Where exp is an exponential function and the time-dependent 
 Schrödinger equation is reduced to the time-independent form.




MYSTERIES AND PARADOXES OF THE QUANTUM WORLD




ANGULAR MOMENTUM



A

 ngular momentum, a property that characterizes an object's rotating inertia or a system of objects in motion around an axis that may or may not pass through the object or system. Due to its annual revolution over the Sun and spin angular momentum, the Earth has orbital angular momentum due to its daily rotation about its axis. Angular momentum is a vector quantity that needs both a magnitude and a direction to be defined for its complete description. The magnitude of an orbiting object's angular momentum is equal to its linear momentum (multiplication of its mass m and linear velocity v) times the perpendicular distance r from the center of rotation to a line which drawn in the direction of its instant movement and passing through the center of gravity of the body, or simply mvr. On the other hand, for a spinning object, the angular momentum must be regarded as the addition of the quantity mvr for all the particles that compose the object. Angular momentum can be formulated equivalently as the product of I, the moment of inertia, and the angular velocity ω, a rotating body or system, or just Iω. The angular momentum vector's direction is that of the axis of rotation of the given object. It is defined as positive in the direction a right-hand screw would move if it turned similarly. Appropriate MKS or SI units are kilogram meters squared per second (kg-m2 / sec) for angular momentum.

The total angular momentum is a constant for a given object or 
 system isolated from external forces, a fact known as the law of angular momentum conservation. For example, a rigid spinning object continues to spin at a constant rate and with a fixed orientation, unless it is affected by external torque application. (The rate of change of angular momentum is, in general, equal to the applied torque.) A skater figure spins faster or has a higher angular velocity ω when the arms are pulled inward because this action decreases the momentum of inertia I. In contrast, the product Iω, the angular momentum of the skater, remains constant. A spinning gyrocompass in an aircraft remains fixed in its orientation due to the conservation of direction as well as magnitude, independent of the airplane's motion.

SPIN

In physics, spin is the sum of angular momentum associated with a subatomic particle or nucleus and expressed in multiples of a unit called the Dirac h, or h-bar (ℏ), equal to the Planck constant divided by 2π. The multiple is 0.5 for the electrons, neutrons, and protons; the pions have zero spins. The gross angular momentum of nuclei more complex than the proton is the vector sum of the orbital angular momenta and the intrinsic spins of the constituent nucleons. The multiple is an integer for nuclei of even mass number; the multiple is a half-integer for those of odd mass number. All nuclei with even neutron and proton numbers have a spin-zero in their ground states.

COMMUTATION RELATIONS

Fundamental relationships in quantum physics that establish the connection between successive wave function or state vector operations of two operators (L̂1 and L̂2) in opposite orders, i.e. between L̂1 L̂2 and L̂2 L̂1. The commutation relations describe the algebra of the operators. If the two operators 
 are switching, that is, L̂1 L̂2 = L̂2 L̂1, then the corresponding physical quantities L̂1 and L̂2 may have values at the same time. But if their commutator is nonzero, that is, L̂L̂1 L̂2 – L̂2 L̂1 = c, the concept of uncertainty holds between the corresponding physical quantities: ΔL̂1ΔL̂2 ≤ ǀcǀ/2, where ΔL1 and ΔL2 are the uncertainties of the measured values of the physical quantities L̂1 and L̂2. In quantum physics, the commutation relationship between the operator of the generalized co-ordinate q̂ and its conjugate generalized momentum p̂ (q̂p̂ – p̂ĝ = iħ, where ħ is Planck’s constant) is very important. If the operator L̂ commutes the total energy of the system (the Hamiltonian) with the operator, that is, L̂Ĥ = ĤL̂, then the physical quantity L (its average value, dispersion, and so on) preserves its value in time.

In quantum physics of systems of identical particles and quantum field theory, the commutation relationships for the operators of the formation a + and the annihilation a – of particles are of fundamental importance. For a free (non-interacting) boson system, the particle creation operator in the state n, an+, and the annihilation operator for the same particle, an-, satisfy the commutation relation an- an+ for fermion, the relation an+ an- holds. The last commutation relation is a formal expression of the Pauli principle.

THEORY OF SPINORS

In physics and geometry, spinors are elements of a complex vector space associated with Euclidean space. Unlike geometric vectors and more general tensors, when the Euclidean space undergoes a small (tiny) rotation, spinors transform linearly. However, when a sequence of these small rotations is combined (integrated) to form a general fіnаl rоtаtіоn, thе rеѕultіng ѕріnоr trаnѕfоrmаtіоn dереndѕ оn whісh ѕеquеnсе оf ѕmаll rоtаtіоnѕ wаѕ 
 uѕеd: unlіkе vесtоrѕ аnd tеnѕоrѕ, when space is rotated continuously from 0 ° to 360 °, a spinor transforms into its negative. Spinors are defined by this property: spinors can be seen as the "square roots" of vectors.

It is also possible to relate a significantly similar notion of spinor to Minkowski space, in which case the rotations play the part of the Lorentz transformations of special relativity. In 1913, Élie Cartan introduced spinors into geometry. In the 1920s, physicists discovered that spinors were important for explaining spin of the electron or the intrinsic angular momentum and other subatomic particles.

Spinors are characterized by the particular way they behave under rotations. They change in different ways, depending not only on the final overall rotation but also on the details of how that rotation was done (by a continuous rotational path in the group). There are two topologically distinguishable groups (homotopy groups) of paths through rotations resulting in the same overall rotation, as shown by the belt trick puzzle. These two in-equivalent classes allow spinor transformations of opposite sign. The spin group is the group with all rotations that keep track of the class. This doubly covers the rotation group, as each rotation can be obtained as the endpoint of a path in two in-equivalent forms. Space of spinor, by definition, is equipped with a (complex) linear representation of the spin group, meaning that spin group elements behave as linear transformations on the space of spinor, in a way that is truly dependent on the homotopy class. The spinors are represented in mathematical terms by a double-valued projective representation of the SO(3) rotation group.

While spinors can be defined merely аѕ еlеmеntѕ оf а rерrеѕеntаtіоn ѕрасе оf thе ѕріn grоuр (оr іtѕ Lіе аlgеbrа оf 
 іnfіnіtеѕіmаl rоtаtіоnѕ), thеу аrе usually defined as elements of a vector space that carries a linear representation of Clifford algebra. The Clifford algebra is an associative algebra which can be constructed on an independent basis from the Euclidean space and its inner product. Both Lie algebra and the spin group are naturally contained within the Clifford algebra, and the Clifford algebra is often the simplest to work within applications. A Clifford space works on a spinor space, and the elements of a spinor space are spinors. After selecting an orthonormal basis of Euclidean space, a representation of the Clifford algebra is generated by gamma matrices. Spinors are the vectors of the columns that these matrices function upon. For example, the Pauli spin matrices are a set of gamma matrices in three Euclidean dimensions, and the two component complex column vectors on which those matrices act are spinors. Nonetheless, the particular matrix representation of the Clifford algebra, hence what constitutes precisely a "column vector" (or spinor), essentially involves the selection of the basis and gamma matrices. As a description of the spin group, this understanding of spinors as complex соlumn vесtоrѕ wіll еіthеr bе іrrеduсіblе іf thе dіmеnѕіоn іѕ оdd оr decompose into a pair of so-called "half-spin" or Weyl representations if the dimension is even.

What distinguishes and characterizes spinners from geometric vectors and other tensors is subtle. Consider adding one rotation to a system's coordinates. No object has moved inside the system itself, only the coordinates have, and when applied to some component of the system, there will always be a compensating change in those coordinate values. For example, geometric vectors have components that are going to undergo the same rotation as the coordinates. More generally, any tensor associated with the system (for example, any medium's stress) has coordinated definitions that modify to account for changes to the system itself.

At this level of physical system description, spinors do not occur when one is concerned only with the properties of a single independent coordinate rotation. Instead, spinors arise when we assume that the coordinate system is rotated gradually (continuously) between some initial and final configuration, instead of a single rotation. The transformation law doesn't depend on the precise details of how the coordinates arrived at their final configuration for each of the common and intuitive ("tensorial") quantities associated with the system. On the other hand, spinors are constructed in such a way that they are responsive to how the coordinates' gradual rotation arrived there: they show path-dependency. It turns out that there are two ("topologically") in-equivalent gradual (continuous) rotations of the coordinate system, which result in this same configuration for any final configuration of coordinates. This complexity is called the Gradual Rotation Homotopy Class. The belt trick puzzle shows two different rotations, one at an angle of 2π and the other at an angle of 4π, with the same final configuration but different groups. Spinors exhibit a sign-reversal that relies on this homotopy class. This makes them distinct from vectors and other tensors, none of which can feel the class.

Spinors can be shown as concrete objects using Cartesian coordinates of choice. For example, spinors can be constructed in three Euclidean dimensions by choosing the Pauli spin matrices that correspond to (angular momenta about) the 3 coordinate axes. They are 2×2 matrices with complex entries, the two-component complex column vectors which these matrices function by multiplication of matrixes are the spinors. The spin group is isomorphic to the determinant 22 unit matrices group by multiplication of matrixes are the spinors in this case, which naturally sits inside the algebra matrix. This group works by conjugation on the real vector space traversed by the Pauli matrices themselves, knowing it as a group of 
 rotations among them, but it also acts on the column vectors (that is, the spinors).

More generally, from any vector space, V equipped with a (non-degenerate) quadratic form, for instance, Еuсlіdеаn ѕрасе wіth іtѕ ѕtаndаrd dоt рrоduсt, оr Міnkоwѕkі ѕрасе wіth іtѕ ѕtаndаrd Lоrеntz mеtrіс, Clifford algebra can be constructed. The space of spinors is actually the space of components column vectors. The orthogonal Lie algebra (that is, the infinitesimal "rotations") and the spin group associated with the quadratic form are also (canonically) found in the Clifford algebra, and each representation of Clifford algebra likewise defines a representation of the Lie algebra and the spin group. This realization of spinors as column vectors can be irreducible, or decompose into a pair of so-called "half-spin" or Weyl representations, depending on the dimension and metric signature. When the vector space V is 4-dimensional, the gamma matrices define the algebra.




THE WEIRD QUANTUM PROPERTY OF 'SPIN'






Y

 ou'd think the electrons are easy enough to identify. Charge or mass and you are good to go. You may use those two small numbers to describe a whole host of electromagnetic phenomena. But researchers have discovered that they are much more complex than that.

That became clear in 1922 when Otto Stern and Walther Gerlach shot some silver atoms through a varied magnetic field and saw something that they could not explain. The setup needed electrically neutral silver atoms - with the charging of their electrons perfectly matching that of the protons if you were to perform the experiment and have no knowledge of quantum physics (a la Stern and Gerlach), one of two results could be expected.

The atoms' neutrality would nullify any contact with the magnetic field in the most boring possible outcome, and they would sail straight-line through the apparatus without even blinking.

However, if the atom's components were to behave like small metal balls that not only had mass and energy but could also rotate on their axis, the angular momentum would interfere with the surrounding magnetic field, creating a torque. It is a perfectly natural and well-known electromagnetic phenomenon you can try at home, provided you have solid magnetic fields and rapidly spinning metal balls.

Since each atom would have a random torque in a random direction, the interaction will spread out the trajectories of the atoms, making them splattering against a wall after leaving the magnetic field.

Stern and Gerlach were taken surprised because they didn't get any.

TAKING A FORK IN THE ROAD

Rather, the two German scientists found themselves looking at two distinct splotches of silver atoms trapped there. Instead of going straight and spreading uniformly, it seemed that the silver atoms conspired to break into two separate groups, one party heading up and the other going down.

The experimenters saw one of the first in-your-face clues that the subatomic realm operates on rules that are far from the familiar ones. In this situation, the quantum effects were in full force. Researchers soon discovered that atom (or, more specifically, the particles that form atoms) had a previously unknown property that only shows a magnetic field.

And because these atoms behave like electrically charged metal spinning balls, this new property was called "spin." And so particles like electrons instantly had three properties: mass, charging, and spinning.

TAKING IT OUT FOR A 'SPIN'

Like mass and charge, we can do experiments to explore the spin property's essence and how it interacts with the universe's other forces and particles. And it turns out that spin does indeed have some pretty weird properties.

The magnitude of a spin of a particular particle is set, for one. The electrons, by nature, have a spin equal to 1/2. Many particles could have 1, 3/2, 2, or even 0 spins. And the magnitude of the spin of a particle defines which ways we can measure the spin.

For instance, a spin 1/2 particle like an electron can only ever be 
 calculated as +1/2 or -1/2, according to the up- and down deflections of Stern-Gerlach experiments. You can calculate a spin 1 particle, like a photon, to have directions +1, 0, or -1, and that is it. I know this is a complicated term, but you will have to blame the physicists who first mentioned it a century ago.

Keep in mind that the spin's actual path might point anywhere — imagine each particle is marked with a little arrow. For each form of a particle, the length of that arrow is set, but we are only ever allowed to measure a few number of directions. If the arrow points just marginally upwards, it will register as +1/2 in any experiment. It doesn't matter whether it's a little bit down or very down, we get -1/2. And that is it.

It's like the world's most useless GPS navigation: Instead of giving you specific instructions, you're just told, "Go south 500 steps" or "Go north 500 steps."

TAKE AT THE LIMIT

This right here is the bedeviling nature of quantum physics: it inherently restricts our ability to calculate small-scale objects.

After ample experiments, the "laws" of spin were added to the knowledge of the quantum physics of scientists, which was concurrently established in the 1920s. But it just wasn't a natural fit. The quantum world formulation that most people are familiar with, that is, the popular Schrodinger wave equation that helps us to measure particle position probabilities — obviously does not include the idea of spin.

The trouble stemmed from Erwin Schrodinger's approach when he tried to sort out all of that quantum stuff. By the early 1920s, Albert Einstein's theory of special relativity was an old news already, and physicists knew that any law of physics must incorporate it. But when Schrodinger wrote a relativistically accurate version of his 
 equation, he was unable to make heads or tails of it and dropped it for a less-correct, but still workable, the version we know and love. Although incredibly useful, the picture of Schrodinger's quantum physics does not automatically include any description of spin — it must be tackled inelegantly on.

But at about the same time, a certain theoretical physicist named Paul Adrien Maurice Dirac also puzzled the quantum world and went full bore with a quantum physics approach that included special relativity. And he was able to crack the mathematical code and figure out its implications, unlike his buddy Erwin. One of those consequences of combining quantum physics with special relativity was spin. His maths included a description of the spin automatically. Had he worked it out a few years before the Stern and Gerlach experiments, he might have predicted their results!

Instead, through experimentation, we discovered quantum spin. Still, Dirac taught us that to understand this strange particle property. We need to put ourselves in a fully relativistic and quantum state of mind. As tempting as it may be, all thoughts about subatomic particles being tiny and small spinning metal balls must be discarded; their behavior is much more complex than that metaphor suggests. There are probably absolutely no useful metaphors.

The classical explanation of this mysterious property does not exist. Instead, spin is one of our universe's fundamental properties, expressed only in the intersection of quantum physics and special relativity, without macroscopic metaphors. To do physics, it is only through Dirac's mathematical machinery that we can make predictions about spin behaviors. So we have an unfortunate case where the only way to answer the question "What is spin?" is to point to Dirac's math and shrug it.

THE SAME ATOMS EXIST IN TWO PLACES APPROXIMATELY 2 FEET APART SIMULTANEOUSLY

Quantum physics contains all manner of delightfully strange characteristics. There is the fact that two separate particles are capable of interacting instantly, a phenomenon called quantum entanglement. (Einstein rejected the theory which he referred to as "spooky action at a distance," but there is considerable evidence to support the theory of quantum entanglement.) And there is another phenomenon called quantum superposition. This quantum physics principle suggests that particles will exist simultaneously at two separate locations at once.

Physicists from Stanford University have now proved the superposition of a group of atoms over a larger distance than ever before: 54 centimeters, or about 1.77 feet. Before this, the greatest distance ever reached was less than one centimeter.

The fact that quantum superposition can only occur when the particles are not observed makes it even more perplexing. Just by observing a particle in two different quantum states, you cause the so-called wave function to collapse. The particle exists again in just one state or the other (and only one physical location or the other in the case of superposition). Thus it is incredibly difficult to measure a particle in superposition.

To show superposition, thе Ѕtаnfоrd rеѕеаrсhеrѕ uѕеd а сlоud оf 10,000 rubіdіum аtоmѕ сооlеd tо nеаr-аbѕоlutе zеrо tеmреrаturеѕ, саllеd а Воѕе-Еіnѕtеіn соndеnѕаtе (ВЕС). The cloud of atoms was placed into a 33-foot-tall container, measuring a few millimeters across. Lasers were used to push up the chamber to the air, a method that also divided the atoms into two quantum states. When the atoms fell to the bottom of the chamber, they returned to one quantum state and seemed to have arrived 54 centimeters apart 
 from two different heights, proving that they were at the top of the chamber in superposition. The BEC remained approximately a second in superposition, four times longer than the earlier demonstrations.

Experiments like this one that can help the atomic world create a new set of physical laws and rules that could lead to breakthroughs in fields like quantum computing and revolutionize our ability to process huge amounts of data. Until then, we can only enjoy the mind-blowing strangeness of spooky particles.

THE TIME-ENERGY UNCERTAINTY

Another kind of theory of uncertainty principle has to do with uncertainties in the simultaneous measurement of the energy of quantum state and its lifetime.

Nonetheless, the general meaning of the energy-time principle is that a quantum state that exists only fоr а ѕhоrt tіmе саnnоt hаvе а dеfіnіtе еnеrgу. The purpose for this is that the frequency of a state is inversely proportional to time, and the frequency connects with the state's energy, so the state must be observed for many cycles to measure the energy with good precision.

To demonstrate, consider the excited states of an atom. The finite lifetimes of these states can be deduced from the shapes of spectral lines found in the spectra of atomic emissions. - Anytime an excited state decays, the energy emitted is slightly different, and so the emission line is characterized by spectral frequencies (or wavelengths) of the emitted photons. As a result of this, all spectral lines are characterized by spectral widths. The photon's average energy emitted corresponds to the theoretical energy of the excited state and gives the location of the emission line's peak. Short-lived states have broad spectral widths, and long-lived states have a narrow spectral width.




THE TUNNEL EFFECT: JUMPING OVER FORBIDDEN BARRIERS






T

 unneling is a mechanical-quantity function. A tunneling current happens when electrons move through a barrier that they should not be able to move through classically. In classical words, if you don't have the energy to push an obstacle "over," you won't. Electrons, however, have wave-like properties in the quantum mechanical world. Such waves do not suddenly stop at a wall or barrier but gradually taper off. If the barrier is fairly thin, the probability function may extend through the barrier into the next region! Because of the small probability that an electron is on the other side of the barrier, some electrons will move through and appear on the other side. When an electron passes through the barrier in this manner, it is called tunneling. 

Quantum physics tells us electrons have both wave-like properties and particle-like properties. Tunneling is an outcome of wave-like nature.

The top image shows us that the wave will not stop suddenly when an electron (the wave) reaches a barrier, but it tapers off very quickly-exponentially. The wave will not pass through if the barrier is thick.

The image at the bottom shows the scenario if the barrier is rather thin (about one nanometer). Part of the wave gets through, and some electrons may appear on the other side of the barrier.

The amount of electrons that will tunnel is very dependent on the thickness оf thе bаrrіеr bесаuѕе оf thе ѕhаrр dесау оf thе рrоbаbіlіtу 
 funсtіоn thrоugh thе bаrrіеr. Тhе current falls exponentially through the barrier, with the thickness of the barrier.

To stretch this description to the STM: The electron's starting point is either the tip or the sample, depends on the instrument setup. Depending on the experimental setup, the barrier is the gap (vacuum, air, liquid), and the second region is the other side, i.e., sample or tip. Wе hаvе vеrу gооd соntrоl оf thе tір-ѕаmрlе size, by monitoring the current across the gap.

PIEZO-ELECTRIC EFFECT

In 1880 Pierre Curie discovered the piezoelectric effect. The effect is produced by squeezing the sides of some crystals, such as quartz or titanate barium. The result is the production of opposite charges on the sides. The effect can also be reversed; It will elongate or compress by applying a voltage across a piezoelectric crystal.

Such materials are used in scanning the tips in a scanning tunneling microscopy (STM) and most other scanning probe techniques. PZT (lead zirconium titanate) is a standard piezo-electrical material used in scanning probe microscopy.




VACUUM ZERO-POINT ENERGY, VIRTUAL PARTICLES, AND THE CASIMIR EFFECT




WHAT IS 'ZERO-POINT ENERGY' (OR 'VACUUM ENERGY') IN QUANTUM PHYSICS?



Z

 ero Point Energy (ZPE) is a part of quantum physics, which is fundamental and inevitable. After the discovery of quantum physics in the 1920s, the ZPE has been studied both theoretically and experimentally, and there can be no doubt that the ZPE is a real physical influence. The "vacuum energy" is a particular example of ZPE that has caused considerable uncertainty and doubt. Calculations of the vacuum energy in an empty, flat universe produce infinite values of both positive and negative signs — something that does not correspond to the natural world's existence.

Observation indicates that the great total vacuum energy in our universe is extremely small and possibly exactly zero. Many theorists suspect that total vacuum energy is zero.

Vacuum energy can be manipulated. Any objects that change the vacuum energy (e.g., electrical conductors, dielectrics, and gravitational fields) distort the quantum mechanical vacuum state. These vacuum energy changes are often easier to calculate than the total vacuum energy itself. Sometimes, even in laboratory experiments, we can measure these changes in vacuum energy.

If you have a particle acting on a conservative force in classical physics, the total energy is E = (1/2) mv2 + V(x). To calculate the classical ground state, set the velocity to zero to minimize kinetic 
 energy (1/2) m v2, and place the particle at the point where it has the least potential energy V(x). But this result is just a classical approximation of the real world. Because the classical ground state fully specifies both the particle speed (zero) and the position (at a minimum), it violates the famous Heisenberg Uncertainty Principle (m dv dx > ℏ). Quantum physics, using the Uncertainty Principle, forces the particle to spread both in position and velocity, and thus causes it to have energy somewhat higher than the classical minimum. The ZPE is defined as the following ѕhіft:

Е (ZРЕ) = Е (quаntum mіnіmum) – Е (сlаѕѕісаl mіnіmum) > 0

Classically, It is possible to calculate the natural oscillation frequency that the particle would possess if we were to give it a little push. Quantum mechanically, it is nouitw an undergraduate exercise to use the Heisenberg uncertainty relationship (more precisely, Schrodinger's differential equation) to show that,

E (ZPE) approx. = (1/2) ℏ omega0

Where ℏ is the constant time of Planck, and omega0 is the natural frequency of oscillation. In this sense, ZPE appears almost everywhere: it affects molecular bonds, condensed matter physics, small oscillations of any system.

The next step is to understand that the electromagnetic field can be thought of as an infinite collection of coupled oscillators — one at each point in space. Remember, the classical ground state is the case in which the electrical and magnetic fields must be zero. Quantum effects mean that this case is not true; there is also a Heisenberg uncertainty principle for electrical and magnetic fields (a bit more complex). The good news is that electromagnetism's potential is precisely quadratic so that it can be precisely solved. Тhе bаd nеwѕ іѕ thаt thеrе аrе аn infinite number of modes. Formally, we could write

(Electromagnetic vacuum energy) = sum over all modes (1/2) ℏ omega (mode)

The infinity in this equation is what arouses the free lunch crowd (a mоdеrn dеѕсеndаntѕ оf thе реrреtuаl mоtіоn сrоwd) whо еnvіѕіоn аn еndlеѕѕ ZРЕ fоr humаnіtу tо tар іntо.

The greatest and most glaring problem is that there are other quantum fields in the universe other than electromagnetism, electrons, for starters plus quarks, neutrinos, gluons, W, Z, Higgs etc. In particular, if you calculate electrons, you will find that what is known as the Fermi statistics is an additional negative sign in the calculation.

Adding negative infinity to positive infinity gives mathematicians nightmares and even cause theoretical physicists to worry a little. Luckily, nature doesn't worry about what mathematicians or physicists thinks and automatically does the work for us. Consider the large total vacuum energy (once we have added all the particle interactions, all the quantum fields, kept everything finite by hook or crook, and at the end of the day taking all the proper limits). This great total vacuum energy has another name: it's called the "cosmological constant," and it's something we can measure by observation.




VIRTUAL PARTICLES




WHAT ARE VIRTUAL PARTICLES? 



Т

 hе tеrm "vіrtuаl раrtісlе" іѕ аn еndlеѕѕlу соnfuѕіng subject for the layperson, even for the non-expert scientist. I'm going to try a different way to explain іt tо уоu.

Тhе bеѕt wау tо аррrоасh thіѕ соnсерt, І bеlіеvе, іѕ tо fоrgеt that you have ever seen the word "particle" in the term. A virtual particle is not at all a particle. It refers specifically to a disturbance in a field which is not a particle. A particle is a regular, nice, ripple in a field thаt саn trаvеl ѕmооthlу аnd еffоrtlеѕѕlу thrоugh ѕрасе, lіkе а сlеаr tоnе оf а bеll mоvіng thrоugh thе аіr. In general, a "virtual particle" is a disturbance in a field that will never be found on its own but instead is caused by the presence of other particles, often оthеr fіеldѕ.

Аnаlоgу tіmе (аnd а vеrу сlоѕе оnе mаthеmаtісаllу); Тhіnk аbоut the swing of a child, If you give it a shove and let it go, it'll swing back and forth with a period that's always the same, no matter how hard the initial shove you gave it was. This is the natural movement of the swing. Now compare that steady, smooth, steady back-and-forth motion to what would happen if you started giving the swing a shovel many times during each of its back-and-forth swings. The swing would start jiggling all over the place in a very unnatural motion, and it wouldn't swing smoothly. The poor baby on the swing would have been angry with you, as you would have made his ride very uncomfortable. This unpleasant jiggling motion — this swing disturbance — is different from the natural swing and preferred back-and-forth regular motion just as the "virtual particle" disturbance is different from the actual particle. If something makes a real particle, 
 then that particle can go out of space on its own. If something causes a disturbance, that disturbance will break apart, or die away, оnсе іtѕ саuѕе іѕ gоnе. Ѕо іt'ѕ nоt lіkе а раrtісlе аt аll, аnd І wіѕh wе weren't calling it that way.

For instance, аn еlесtrоn іѕ а rеаl раrtісlе, а rіррlе іn thе еlесtrоn fіеld; уоu саn hоld оnе іn уоur hаnd, ѕо tо ѕреаk; уоu саn mаkе а bеаm оf it and send it across a room or inside a 20th-century television set (a cathode-ray tube). A photon, too, is a ripple in the electromagnetic field, true particle of light аnd уоu саn mаkе а bеаm оf рhоtоnѕ (аѕ іn а lаѕеr) [but you can't have one in your hand, because photons (in a vacuum) are always in motion.]

But if two electrons move past each other, they will, because of their electrical charge, disturb the electromagnetic field, seldom called the photon field, because its ripples are photons. That disturbance is not a photon. It's not a ripple moving at the speed of light; it's not generally a ripple at all, and it's certainly not under any obligation to move at any speed. That said, it's not at all mysterious; it's something the details of which, if we know the initial movements of the electrons, can be easily calculated. Just the same equations that tell us about photons also tell us how these disturbances work; in fact, quantum field equations guarantee that if nature can have photons, they can also have these disturbances. Unfortunately, this type of disturbance, the details of which may vary widely, was given the name "virtual particle" for historical reasons, making it more mysterious and more particle-like than necessary.

WHAT IS THE CASIMIR EFFECT?

The Casimir effect is a tiny, attractive force acting between two close parallel uncharged conducting plates. This is due to quantum vacuum fluctuations in the electromagnetic field.

The effect was predicted in 1948 by the Dutch physicist Hendrick 
 Casimir. According to quantum theory, vacuum contains virtual particles which are in a continuous state of fluctuation. Casimir realized that only those virtual photons with wavelengths that fit a whole number of times into the gap should be counted between two plates when calculating the vacuum energy. The energy density decreases as the plates move closer, which means a small force is drawn together.

It is possible to calculate the attractive Casimir force between two plates of area A separated by distance L,

F = (π h c/480L4) A

Where h is the constant of Planck, and where c is the speed of light.

The small force was measured by Steven Lamoreaux in 1996. His results were consistent with the 5 percent experimental uncertainty of the theory.

Particles other than photon also have a little effect, but just the photon force is measurable. Every boson, such as photons, produces an attractive Casimir force, while fermions make a repulsive contribution. If electromagnetism were super-symmetric, there would be fermionic photons whose contribution would specifically саnсеl thаt оf thе рhоtоnѕ, аnd thеrе wоuld bе nо Саѕіmіr еffесt. Тhе fасt thаt there is a Casimir effect shows that if there is super-symmetry in nature, it is a broken symmetry.

According to the theory, the entire zero-point energy in the vacuum is infinite when summed up in all likely photon modes. The Casimir effect arises from a difference of energies in which the infinities cancel out. Vacuum energy is a puzzle in quantum gravity theories because it should act gravitationally and produce a large cosmological constant that would cause space-time to curl up. The solution to this inconsistency is expected to be found in the theory of quantum gravity.

THE BOHR-EINSTEIN DEBATES

It was one of the most popular scientific meetings in history. Seventeen of the twenty-nine participants either received or received Nobel Prizes. What made the conference so significant was a disagreement between two titans of physics: Niels Bohr and Albert Einstein.

The year was 1927, and the physicists were amazed. The very nature of the extremely small was at issue. Were electrons, lights, and similar entities, waves, or particles? In some experiments, small entities behaved like waves, while in others, they behaved like particles. In our macroscopic world, that's not possible. Sound waves don't act like pebbles — and thankfully, or your ears would be stinging right now.

The 1927 Quantum Mechanics Conference was held to discuss how many seemingly contradictory observations could be reconciled. Schrödinger and de Broglie came up with their ideas. But the gorilla of eight hundred pounds was Bohr. It was later called the Copenhagen interpretation. Bohr suggested that wave equations described where entities like electrons could be, but entities did not exist as particles until someone looked for them. The act of observation was the cause of existence. In Bohr's own words, the entities at issue had no "independent reality in the ordinary physical sense."

Einstein wouldn't have had any of that. The electron was an electron, and because someone was not lооkіng аt іt, іt wаѕ ѕtіll thеrе — whеrеvеr "thеrе" hарреnеd tо bе. Lаtе іn thе соnfеrеnсе, Еіnѕtеіn rоѕе tо сhаllеngе Воhr'ѕ point of view. But that was just the beginning. Until Einstein died some three decades later, Bohr and Einstein had entered into lively debates — in print and face to face. The debates were gentlemanly. Bohr and Einstein were friends, and 
 they had great respect for each other. But they were stubborn, too. He said, "It isn't right to think that the task of physics is to find out how nature is," Bohr said. Einstein disagreed with that. "What we describe science has the single purpose of determining what it is".

Through all its weirdness, Bohr's Copenhagen interpretation remains one of the most widely accepted world views of quantum physics. Other common interpretations appear to be even more bizarre. But they all point to a single, simple fact. As any physicist will tell you, our universe is a mysterious place. It teases us with unimaginable facts and then leaves us to make sense of them. Maybe someday, we're going to. But until then, we're just going to have to savor the great mysteries that surround us.

IDENTICAL PARTICLES IN QUANTUM PHYSICS

1. The issue of Indistinguishable Identical Particles in Quantum physics (h-particles). Consider the status of all protons in the universe. If one proton is determined by a partial trace of the complete symmetrized state to one of the component spaces, all proton states are equivalent. So, as defined in this way, all the protons in the universe are in the same state, all the protons are indistinguishable.

There are many common examples of the use of the term proton in which some protons are distinguished from many other protons in the universe. When it comes to tests and observations, protons are often really localized, e.g., in Cern, in the solar wind, or the H atom. In observations or experiments, the protons considered are always distinguished and pointed in some way, either alone or as part of a set of protons. Because of the above, which, of course, applies not only to protons but to all identical particles, I think it is wrong to describe a particle as being in a state which is a partial trace of the total state to one of the components of the total tensor product 
 Hilbert space. It appears obvious to me that if we use the term 'particle' in QP, it should be defined in a way that the state of the quantum particle becomes the state of the classical particle within the classical limit. The scientific use of the word particle originates in classical physics, where the very idea of the particles can be pointed out! Classical particles are always individualized by having a particular location at every moment. Defining particles in quantum physics, in such a way that they cannot be pointed to, not even within the classical limits, seems to be a strange thing to do. To call it a 'particle,' when it has no relation to the particles that we learn from classical physics? Yes, we can give a name to a theoretical term in QP. Still, if we call it 'particle,' we should be very careful, because that suggests a connection to the particles that we already have an intuition of, resulting from everyday life and classical physics.

2. Indistinguishable Identical Particles in Classical physics, analogous to those in QP Below, I will indicate how we can define classical indistinguishable identical particles analogous to the indistinguishable h-particles in quantum physics. This shows that the in-distinguishability of identical particles is not a typical quantum mechanical phenomenon. And it will also show that the in-distinguishability of identical particles is not the inevitable result of the postulate of symmetry. It is the result of an incorrect definition of the term "particle." Usually, we do not use any symmetry postulate in classical physics, but we may add such a postulate without any change in empiric content. The resulting theory, which I will describe below, will be defined here as 'the modified classical physics.' In classical physics, the state of the n-particle system is one point in the x-p phase space. In the modified classical physics with symmetry, the state of the n-particle system is the collection of n! Points in the space of phase, where the n! Points correspond to all particle permutations.

3. Identical Particles in Quantum physics (q-particles). We have seen that a symmetry postulate can also be introduced in classical physics. Then we get the modified classical physics, with the same empiric results as the usual classical physics. Indeed, although the postulate of symmetry is not necessary for classical physics, due to symmetry considerations, it is appropriate and elegant. We have seen that if we describe classical particle states by projecting from the symmetrized state of the total system, the result is that all 1-particle states are the same so that the particles have become in-distinguishable. So we see that the concept of classical particle states in this way does not result in the specific particle states that we have begun. We must not associate the index of the x-axis and the p-axis in the phase space with the label of the particle. We get the correct particle states if we associate a particle with each different position value. Through contrast, if we describe the particle states in QP through means of a partial tracing of the (anti) symmetrized state of the total system, the consequence is that all 1-particle states are the same, such that all particles (h particles) are indistinguishable. The relationship now leads us to propose that we should not define the particle states in QP using partial tracing, i.e., that we should not interpret the index, labeling the Hilbert spaces, as a particle index. What we require to do is mark each hump in the configuration region. Simply put, we need to separate the different position distribution functions and call these particle states. Particles defined this way; I refer to as q-particles. This seems to be exactly what we've learned not to do, what we've learned to be a big mistake, a 'beginner mistake.' Because we know that position distribution functions cannot be uniquely separated if they overlap, q-particles will not be uniquely defined. So be it now. They can be uniquely defined if the functions do not overlap, as will be the case in the classical case. Also, as the classical boundary approaches, the 
 particles' definitions will make more and more sense. Looking back, we may note that how the term particle is mostly used by physicists refers to q-particles. In literature, the term particle sometimes refers to q-particles and sometimes to h particles. For example, the particle states refer to q-particles in statistical mechanics. Indeed, if they were all equal, we could not do particle-state statistics. The q-particles correspond to the intuitive concept of the particle. We need this concept because that's how we see the world. We live and learn by distinguishing things (which consist of particles). We're point at them. Of course, in general, the particles in QP cannot be sharply pointed out, because they do not have an exact position. Still, to make a connection between theory and observations, we need a particle concept that at least approximates the classical particle concept.

ENTANGLEMENT MADE SIMPLE

The aura of glamorous mystery is connected to the principle of quantum entanglement and the (somehow) related argument that quantum theory needs "many worlds." But, essentially, these are or should be scientific ideas with down-to-earth definitions and practical consequences. I want to explain the concepts of entanglement and many worlds as clearly as I know.

Entanglement is often seen as a uniquely quantum-mechanical phenomenon, but it is not. It is enlightening, albeit somewhat unconventional to first consider the simple non-quantum or classical version of entanglement. This allows us to pry the subtlety of entanglement apart from the general peculiarity of quantum theory.

Entanglement arises in situations where we have a partial understanding of the state of the two systems. For instance, our 
 systems can be two objects that we call c-ons. The "c" is meant to imply "classical," but if you prefer to think of something specific and pleasurable, you can think of our c-ons as cakes.

Our c-ons come in two shapes, circular or square, which we identify as possible states. Then the four possible joint states are (square, square), (square, circle), (circle, square), (circle, circle).

We say the c-ons are "independent" if the understanding of the state of one of them does not provide useful information about the state of the other. If the first c-on is square, we are still in the dark about the second form. Likewise, the shape of the second does not disclose anything important about the shape of the first.

On the other hand, we say that our two c-ons are entangled when information about one improves our knowledge of the other. If the first c-on is circular, we know that the second one is also circular. And when the first c-on is square, the second one is square. Knowing the shape of one, we can know the shape of the other with certainty.

The quantum version of entanglement is the same phenomenon — i.e., lack of independence. In quantum theory, states are represented as mathematical objects called wave functions. The rules that link wave functions to physical probabilities introduce very interesting complications, as we will discuss. Still, the central concept of entangled knowledge, which we have already seen for classical probabilities, goes on.

c-ons do not count as quantum systems, of course, but there is a natural entanglement between quantum systems — for example, in the aftermath of particle collisions. In practice, unencumbered (independent) states are rare exceptions, because when systems interact, interaction creates correlations between them.

Consider molecules, for example. They are subsystem compounds, namely electrons and nucleus. The lowest energy state 
 of the molecule, which is most commonly found, is the strongly entangled state of its electrons and nucleus, for the locations of those constituent particles are by no means distinct. The electrons move with them as the nucleus moves.

Going back to our example: If we write Φ■, Φ● for the wave functions describing system in its circular or square ѕtаtеѕ, аnd ψ■, ψ● fоr thе wаvе funсtіоnѕ dеѕсrіbіng ѕуѕtеm 2 іn іtѕ ѕquаrе оr сіrсulаr ѕtаtеѕ, thеn іn оur wоrkіng еxаmрlе thе оvеrаll ѕtаtеѕ wіll bе

Іndереndеnt: Φ■ ψ■ + Φ■ ψ● + Φ● ψ■ + Φ● ψ●

Еntаnglеd: Φ■ ψ■ + Φ● ψ●

Wе саn as well write the independent version as

(Φ■ + Φ●)(ψ■ + ψ●)

Note how, in this formulation, the parentheses distinctly separate systems 1 and 2 into independent units. 

There are several ways to create entangled states. One way is to measure your (composite) system that gives you partial information. For example, we can learn that the two systems conspired to have the same shape, without knowing exactly what shape they had. This concept will become important later on.

The more distinctive implications of quantum entanglement, such as Einstein-Rosen-Podolsky(ERP) and Greenberger-Horne-Zeilinger (GHZ), emerge from its interaction with another component of quantum theory called 'complementarity.' To pave the way for review of EPR and GHZ, let me now introduce complementarity.

Previously, we had thought that our c-ons might have two forms (square and circle). Now we think that it can also display two colors — red and blue. If we were talking about classic systems, like cakes, this added property would mean thаt оur с-оnѕ соuld bе іn аnу оf fоur роѕѕіblе ѕtаtеѕ: а rеd circle, a red square, a blue square, or a 
 blue circle.

But for a quantum cake — a quake, perhaps, or (with more dignity) a q-on — is profoundly different. The fact that a q-on will exhibit different shapes or colors in different circumstances does not automatically mean that it holds both a shape and a color simultaneously. The "common sense" inference, which Einstein insisted should be part of every reasonable notion of physical reality, is, as we shall soon see, incompatible with experimental evidence.

We can estimate the shape of our q-on, but we lose all information about its color in doing so. Or we can estimate the color of our q-on, but we lose all the information about its shape. What we can't do, according to quantum theory, is measure both its shape and its color at the same time. No one's view of physical reality captures all of its aspects; one must take into account many different, mutually exclusive views, each offering a valid yet partial insight. As Niels Bohr put it, this is the heart of complementarity.

As a result, quantum theory forces us to be circumspect when assigning physical reality to individual properties. To avoid contradictions, we must admit that:

1. There is no need for a property that is not measured.

2. Measurement is an active process that changes the system being measured.

Now I'm going to describe two classics — yet far from classical! — The illustrations of the strangeness of quantum theory. Both were tested in rigorous experiments. (In actual experiments, people measure properties such as the angular momentum of electrons instead of the colors or shapes of cakes.)

Albert Einstein, Nathan Rosen and Boris Podolsky (ERP) have 
 identified the surprising effect of two quantum systems being entangled. The ERP effect combines a specific, experimentally feasible form of quantum entanglement with complementarity.

The ERP pair consists of two q-ons, each of which can be measured either by its shape or by its color (but not by both). We think that we have access to many of these pairs, all of them identical and that we can pick which measurements to make of their components. If we measure the shape of a member of an ERP pair, we find that it is likely to be square or circular. If we measure the color, it's just as likely to be red or blue.

The interesting effects that ERP considered paradoxical arise when we measure both members of the pair. When we measure both members for shape and both member for color, we find that the results are always in agreement. So if we find that one is red, and then measure the color of the other, we will discover that it is red, and so on. Nevertheless, if we measure the shape of one, and then the color of the other, there's no correlation. Therefore, if the first is square, the second is likely to be red or blue.

According to quantum theory, we can obtain these results even though large distances separate the two systems, and measurements are performed almost simultaneously. The choice of measurement at one location appears to impact the status of the system at the other location. As Einstein described, the "spooky action at a distance" may seem to require the transmission of information — in this case, information on what measurements were performed — at a rate faster than the speed of light.

But does it? I wouldn't know what expect until I know the result you've obtained. I gain helpful information when I learn the result you've measured, not when you measure it. And any message that reveals the result you have measured must be transmitted in a 
 specific physical way, slower (probably) than the speed of light. The paradox dissolves further after deeper reflection. Indeed, let us look again at the state of the second system, given that the first was measured to be red. If we choose to test the color of the second q-on, we're sure to get red. But as we reviewed earlier, when introducing complementarity, if we choose to measure the shape of a q-on, when it is "red", we will have the same probability of finding a square or a circle. Thus, far from creating a paradox, the outcome of the ERP is logically forced. Іn еѕѕеnсе, іt іѕ ѕіmрlу а rерасkаgіng оf complementarity.

Nor is it paradoxical to note that remote events are associated. After all, if I place each member of a pair of gloves in boxes and mail them to the opposite sides of the earth, I should not be surprised if I can determine the handiness of the gloves in the other by looking inside one box. Likewise, in all known cases, the correlations between an ERP pair must be imprinted when its members are close together, although they may, of course, survive the subsequent separation, as if they had memories. Here, the peculiarity of ERP is not its association as such, but its potential expression in complementary ways.

II

Dаnіеl Grееnbеrgеr, Місhаеl Ноrnе, аnd Аntоn Zеіlіngеr hаvе found another brilliantly insightful example of quantum entanglement. It comprises three of our q-ons, prepared in a special, entangled state (GHZ state). We're distributing the three q-ons to three distant experimenters. -- Experimenter decides, independently and at random, whether to measure shape or color and records the result. The experiment is repeated several times, always with the three q-ons beginning in the GHZ state.

Each experimenter, on its own, finds maximum random results. 
 When he measures the form of a q-on, he is equally likely to find a square or a circle; when he measures its color, he is equally likely to be red or blue. So far, it's so mundane.

Later, when the experimenters compare their measurements, a little study shows a surprising finding. Let's call square shapes and red colors 'good' and circular shapes and blue colors 'bad.' The experimenters found that whenever two of them chose to measure shape but the third measured color, they found that precisely 0 or 2 results were 'bad' (i.e., blue or circular). However, when all three chose to measure color, they discovered that specifically 1 or 3 measurements were bad. That's what quantum physics predicts, and that's what is observed.

So, is the quantity of bad even or odd? Both possibilities are understood, with certainty, in different kinds of measurements. We are being forced to reject the question. It makes no sense to think about the amount of bad in our system, regardless of how it is calculated. It leads to contradictions.

The effect of GHZ is, in the words of physicist Sidney Coleman, "quantum physics in your face." It demolishes a deeply embedded preconception, rooted in everyday experience, that physical systems have certain properties, regardless of whether these properties are measured. If they did, the balance between good and bad would not be affected by the choice of measurement. Once internalized, the GHZ message is unforgettable and mind-expanding.

III

So far, we have considered how entanglement can make it impossible to assign to several q-ons a unique, independent state. Similar considerations apply to the evolution in time of a single q-on.

We say that we have "entangled histories" when it is impossible to 
 assign a certain state to our system at any moment in time. Just as we got conventional entanglement by eliminating some of the possibilities, we can create entangled histories by making measurements that collect partial information about what happened. In the simplest entangled histories, we've just got one q-on, which we track at two different times. We can imagine situations in which we conclude that the form of our q-on was either square at both times or circular at both times, but that our observations leave all alternatives in effect. This is the quantum temporal equivalent of the simplistic entanglement situations shown above.

Using a somewhat more detailed protocol, we can add the wrinkle of complementarity to this system and define circumstances that bring out the "many worlds" aspect of quantum theory. Thus, our q-on could be prepared in the red state earlier and measured to be in the blue state at a later time. As in the examples above, we cannot consistently assign our q-on color property at intermediate times, nor does it have a determined shape. Histories of this kind realize, in a limited but controlled and precise way, the intuition that underlies the picture of quantum mechanics in many worlds. A certain state can be divided into mutually contradictory historical trajectories that come together later.

Erwin Schrödinger, a pioneer of quantum theory who was profoundly skeptical about its validity, stressed that quantum systems' evolution inevitably leads to states that could be tested with vastly different properties. His 'Schrödinger cat' famously applies quantum ambiguity to concerns about feline mortality. Before measuring, as we have seen in our examples, the property of life (or death) cannot be assigned to the cat. Both or neither coexist within a netherworld of possible.

Everyday language is not suited to describing quantum 
 complementarity, in part because it is not encountered by everyday experience. Рrасtісаl саtѕ іntеrасt wіth thе ѕurrоundіng аіr mоlесulеѕ, among other things, in very different ways, depending on whether they are alive or dead. In practice, the measurement is done automatically, and the cat's life (or death) continues. But intertwined narratives define q-ons that are, in a real sense, Schrödinger's kittens. Their full description claims, at intermediate times, that we take into account both of the two contradictory properties-trajectories.




ERP PARADOX IN PHYSICS






T

 he ERP paradox (or the Einstein-Rosen-Podolsky Paradox) is a thought experiment that explains an intrinsic paradox in the early formulation of quantum theory. It is among the best examples of quantum entanglement. The paradox is that two particles are entangled with each other according to quantum physics. Under the Copenhagen understanding of quantum mechanics, each particle is independently in an unknown state until it is measured, at which point does the state of that particle become certain.

At that same time, the state of the other particle also becomes certain. This is classified as a paradox because it involves communication between the two particles at speeds greater than the speed of light, which conflicts with Albert Einstein's theory of relativity.

ORIGIN OF THE PARADOX

The paradox was a focal point between Einstein and Niels Bohr's debate. Einstein was never happy with the quantum physics being developed by Bohr and his colleagues (based, interestingly, on the research started by Einstein). Together with his colleagues Nathan Rosen and Boris Podolsky, Einstein developed the paradox of the EPR аѕ а wау оf ѕhоwіng thаt thе thеоrу wаѕ іnсоnѕіѕtеnt wіth оthеr knоwn lаwѕ оf рhуѕісѕ. Аt that period, there was no real way to carry out the experiment, so it was just a thought experiment or a Gedankenexperiment.

Several years later, physicist David Bohm modified the paradoxical example of the ERP to make things a little clearer. (The initial way the paradox was presented was slightly confusing, even to 
 professional physicists.) In the more popular formulation of Bohm, the unstable spin of 0 particle decays into two different particles, Particle A and Particle B, in opposite directions. Since the initial particle had spin 0, the sum of the two new particle spins must be equal to zero. If Particle A is spinning +1/2, then Particle B must be spinning-1/2 and vice versa.

According to the Copenhagen description of quantum physics, until the measurement is done, neither particle has a particular state. They are both in a superposition of viable states, with the same probability (in this case) of having a positive or negative spin.

THE PARADOX'S MEANING

There are two key points at work that make this troubling:

1. Quantum physics states that, until the moment of measurement, the particles don't have a certain quаntum ѕріn but аrе іn а ѕuреrроѕіtіоn оf роѕѕіblе ѕtаtеѕ.

2. As soon as the spin of Particle A is measured, we know for sure the value that we will get from the measurement of the spin of Particle B.

If you measure Particle A, it seems that the quantum spin of Particle A is "set" by measurement, but somehow Particle B also instantly "knows" what spin it is supposed to take. To Einstein, this was a direct breach of relativity theory.

HIDDEN-VARIABLES THEORY

No one challenged the second point; the disagreement lay solely with the first point. Bohm and Einstein supported an alternative approach known as the theory of hidden variables, which suggested that quantum physics was incomplete. In this context, there had to be some dimension of quantum physics that was not immediately apparent but needed to be introduced to the theory to clarify this 
 kind of non-local effect.

Just as an analogy, imagine that you have two envelopes, each of which contains money. You were told that one of them had a bill of $5, and the other had a bill of $10. Assuming you open one of the envelopes and it contains a $5, you know for sure that the other envelope contains a bill of $10.

The difficulty with this analogy is that quantum physics doesn't seem to work this way. In the case of money, each envelope contains a specific bill, even if I never get around looking into it.

UNCERTAINTY IN QUANTUM PHYSICS

Uncertainty in quantum physics is not just a lack of our understanding but also a fundamental lack of definite truth. According to the Copenhagen view, the particles are in the superposition of every роѕѕіblе ѕtаtеѕ (аѕ іn thе саѕе оf thе dеаd/аlіvе саt іn thе Schrodinger cat thought experiment) until the measurement is made. While many physicists would have preferred to have a universe with simpler laws, no one could figure out precisely what these hidden variables were or how they could be meaningfully integrated into the theory.

Bohr and others have defended the standard Copenhagen interpretation of quantum physics, which has continued to be supported by experimental evidence. The reason is that the wave function, which defines the superposition of possible quantum states, occurs simultaneously at all points. The spin of Particle A and the spin of Particle B are not independent quantities but are represented by the same term in the quantum physics equations. The instant the measurement is made on Particle A, the entire wave function collapses into a single state. There is no remote communication taking place in this way.

BELL'S THEOREM

The key nail in the coffin of the theory of hidden variables came from a physicist John Stewart Bell in what we now know as Bell's Theorem. He came about a series of inequalities (called Bell Inequality) that represent how measurements of the spin of Particle A and Particle B would be distributed if they were not entangled. In the experiment and after the experiment, Bell's inequalities are violated, which means that there seems to be quantum entanglement.

Despite this evidence to the contrary, some proponents of hidden-variable theory still exist, although this is mostly between amateur physicists rather than professionals.

QUANTUM ENTANGLEMENT

SLOWER THAN LIGHT

China has lately launched a satellite to examine quantum entanglement in space. It's an exciting experiment that could lead to the "hack-proof" of satellite communication. It also led to a flurry of reports claiming that quantum entanglement allows particles to communicate faster than light. Several science blogs have acknowledged why this is incorrect, but it's worth stressing again. Quantum entanglement is not faster than light communication.

This specific misunderstanding is rooted in the way that quantum theory is usually popularized. Quantum objects can be waves and particles. They have a wave function that describes the probability of certain outcomes, and when you measure the object, it 'collapses' Unfortunately it seems slightly inconsistent when applied to entanglement.

The most popular example of entanglement is the Einstein-Rosen-Podolsky (ERP) experiment. Take a system with two objects, such as 
 photons, so that their sum has a specific known outcome. Usually, this is viewed as their polarization or spin, such that the sum must be zero. If a photon is measured to be in a +1 state, the other photon must be in a-1. The two photons are entangled since the outcome of one photon influences the outcome of the other photon. In the Copenhagen view, if the entangled photons are separated by a long distance (in principle, even light-years apart) when you measure the state of one photon, you immediately know the state of the other. For the wave function to collapse immediately, the two particles must communicate faster than light, right? A popular counter-argument is that while the wave function collapses faster than light (that is, it is non-local), it can't be used to send messages faster than light because the result is statistical. If we're light years apart, we know each other's outcome for entangled pairs of photons, but each entangled pair is random, and we can't force our photon to have a specific outcome.

Reality is more subtle and far more interesting. Although quantum systems are often seen as fragile entities where the slightest interaction causes them to collapse into a particular state, this is not the case. In reality, entangled systems can be manipulated in several ways, and you can manipulate them to produce a particular outcome. For example, I could build pairs of entangled photons in different quantum states. One condition might be a 1 and the other a 0. All my distant colleague requires to do is determine the quantum state of the particular pair. But to do this, my colleague would have to make a lot of copies of the quantum state and then make measurements of those copies to determine the original state's statistical state. Вut іt turnѕ оut уоu саn't mаkе а сору оf а quаntum ѕуѕtеm wіthоut understanding the quantum system's status. This is known as a non-cloning theorem, which means that entangled systems cannot transmit messages faster than light.

This brings us back to the experiment that China has just launched. No cloning theorem means that the entangled system can be used to send encrypted messages. Although our entangled photons cannot transmit messages, their random results are correlated, so my раrtnеr аnd І саn uѕе а ѕеrіеѕ оf еntаnglеd рhоtоnѕ tо create a random string that we can use to encrypt. Since we know each other's outcomes, we both know the same random string. To crack our encryption, someone would have to make a copy of our entangled states that can't be done. There are ways to partly copy the quantum state, which would still increase the chances of cracking the encryption, but a perfect copy is not possible.

So entanglement does not give us faster than light communication, but it may make it a little easier to keep our secrets hidden.

WHAT DID SCHRODINGER'S CAT EXPERIMENT PROVE? 

"Schrodinger's Cat" wasn't a real experiment and therefore did not prove anything scientifically. Schrodinger's cat isn't part of any scientific theory at all. Schrodinger's cat was just a teaching tool that Schrodinger used to illustrate how some people misinterpreted quantum theory. Schrodinger has constructed his imaginary experiment with the cat to show that simple misinterpretations of quantum theory can lead to absurd results that do not match the real world. Unfortunately, many of today's science popularizers have embraced Schrodinger's Cat's absurdity and claim that this is how the world works.

In quantum theory, quantum particles may exist at the same time in a superposition of states, collapsing to a single state when interacting with other particles. Some scientists at the time when 
 quantum theory was being formulated (1930's) moved from science to the field of philosophy, claiming that quantum particles would only collapse to a single state when seen by a conscious observer. Schrodinger considered this idea ridiculous and devised his thought experiment to clarify the ludicrous and logical outcome of such statements.

In Schrodinger's imaginary experiment, you put а саt іn а bоx wіth а tіnу bіt оf rаdіоасtіvе ѕubѕtаnсе. Whеn thе rаdіоасtіvе ѕubѕtаnсе dесауѕ, іt trіggеrѕ а Gеіgеr соuntеr that causes the release of poison or explosion that kills the cat. The decay of the radioactive substance is now governed by the laws of quantum physics. This means that the atom begins in a joint state of "going to decay" and "not going to decay." If we utilize the observer-driven idea to this case, there is no conscious observer present (everything is in a sealed box), so the entire system remains a combination of the two possibilities. At the same time, the cat ends up dead and alive. This thought experiment shows that wave function collapses are not just driven by conscious observers bесаuѕе thе еxіѕtеnсе оf а саt thаt іѕ bоth dеаd аnd аlіvе аt thе ѕаmе tіmе іѕ ridiculous and does not happen in the real world.

Einstein saw the same difficulty with the observer-driven concept and congratulated Schrodinger for his clever analogy, saying, "This definition is, however, most elegantly refuted by your system of radioactive atom + Geiger counter + amplifier + gun powder + cat in a box in which the psi-function of the system contains the cat both alive and blown to bits.

Since then, there has been ample proof that the failure of the wave function is not guided by conscious observers alone. Every interaction a quantum particle makes can break down its state. Careful study shows that the "experiment" of the Schrodinger cat will 
 take place in the real world as follows: immediately the radioactive atom combines with the Geiger counter, it falls from its non-decayed / decayed state into a certain state. The Geiger counter is triggered, and the cat is definitely killed. Or the Geiger counter is definitely not triggered, and the cat is definitely alive. But they're not always happening.

In a nutshell, quantum state collapse is not driven solely by conscious observers, and "Schrodinger's cat" was merely a teaching tool developed to try to make this more apparent by reducing the observer-driven notion to absurdity. Unfortunately, many popular science writers today continue to spread the idea that a quantum state (and thus reality itself) is decided by conscious observers. They use this wrong claim as a springboard to non-substantial and non-scientific discussions about the nature of consciousness, reality, and even Eastern mysticism. To them, "Schrodinger's cat" is not an embarrassing indication that their claims are wrong, but a proof that the world is as ridiculous as they claim to be. Such authors either misunderstand Schrodinger's cat, or deliberately twist it to sell books.




CONCLUSION 
  



WAYS QUANTUM PHYSICS AFFECTS YOUR DAILY LIFE



Q

 uantum physics is perhaps the greatest intellectual achievement in human civilization history, but it seems to most people that it is too distant and abstract to matter. This is essentially a self-inflicted wound on the part of physicists and pop-science writers. When we think about quantum physics, we generally emphasize odd and counter-intuitive phenomena: Schrödinger's cat in the superposition of "living" and "dead," Einstein's opposition to God playing dice, the peculiar long-distance correlations of quantum entanglement. These things are exciting because they are exotic, but looking at them in the lab requires the isolation of very simple quantum systems. It cannot be easy to see any connection between these phenomena and everyday life.

However, quantum physics is around us. The universe, as we understand it, operates on quantum rules. While classical physics that emerges when you apply quantum physics to an enormous number of particles seems very different, many familiar, everyday phenomena owe their existence to quantum effects. Here are a few examples of things that you're likely to encounter in your everyday life without realizing that they're quantum:

TOASTERS: The red glow of a heating the element as you toast a piece of bread or a bagel is a familiar sight for most of us. It's also the place where quantum physics started: explaining why hot objects shine that particular color of red is the difficulty that quantum physics was invented to solve.

The color of the light a hot substance emits is an example of a kind 
 of simple, universal phenomenon that catnips theoretical physicists: no matter what the object is made of if it can survive being heated to a certain temperature, the spectrum of light it emits is the same as any other substance. That kind of universal behavior arose in a lot of really brilliant physicists in the late 1800s, but none of them was able to solve the problem.

The point that the light was independent of the composition proposed a simple universal approach: You count up all the colors of light that an object might emit, and give each of them an equal portion оf thе hеаt еnеrgу соntаіnеd іn thе оbjесt. Тhе рrоblеm wіth thіѕ іѕ thаt thеrе аrе several mоrе wауѕ tо еmіt hіgh-frеquеnсу lіght thаn lоw-frеquеnсу lіght, whісh ѕuggеѕtѕ thаt instead of а рlеаѕаnt wаrm rеd glоw, уоur tоаѕtеr ѕhоuld bе ѕрrауіng x-rауѕ аnd gаmmа rауѕ аll оvеr thе kіtсhеn. That doesn't happen (a good thing!), and something else has to happen.

The solution to this difficulty was discovered by Max Planck. He introduced the "quantum hypothesis" (giving the final thеоrу іtѕ nаmе) thаt thе lіght соuld оnlу bе еmіttеd іn dіѕсrеtе сhunkѕ оf еnеrgу, іntеgеr multірlеѕ оf short constant times the frequency of the light. For high-frequency light, this energy quantum is greater than the share of heat energy assigned to that frequency, and hence no light is emitted at that frequency. This cuts off the high-frequency light and then leads to a formula that matches the detected ѕресtrum оf lіght frоm hоt оbjесtѕ tо grеаt рrесіѕіоn.

Ѕо, еvеrу tіmе уоu tоаѕt brеаd, уоu'rе lооkіng аt thе рlасе whеrе quаntum рhуѕісѕ gоt іtѕ ѕtаrt.

FLUORESCENT LIGHTS: Old-fashion incandescent light bulbs produce light by getting a piece of wire adequately hot tо еmіt а brіght whіtе glоw, whісh mаkеѕ thеm quаntum іn thе exact way that a toaster is. You're getting light from another groundbreaking 
 quantum method if you have fluorescent bulbs around the long tubes or the newer twisty CFL bulbs.

Way back in the early 1800s, physicists found that all elements in the periodic table have а unіquе ѕресtrum. Іf уоu gеt а vароr оf аtоmѕ hоt, thеу еmіt lіght аt а ѕmаllіѕh numbеr оf dіѕсrеtе wavelengths, with a different pattern for every item. Such "spectral lines" were quickly used to classify the composition of unknown materials, and even to discover the presence of previously unknown elements— helium, for example, was first observed as an earlier unknоwn ѕресtrаl lіnе іn lіght frоm thе Ѕun.

As this was effective, nobody could explain it until 1913 when Niels Bohr picked up on Planck 's quantum idea (which Einstein extended in 1905) and introduced the first quantum model of an atom. Bohr stated that there are many special states where an electron would hарріlу оrbіt thе nuсlеuѕ оf аn аtоm аnd thаt аtоmѕ аbѕоrb аnd еmіt lіght оnlу when they pass between those states. The frequency of the light that is emitted or absorbed is dependent оn thе еnеrgу dіffеrеnсе bеtwееn ѕtаtеѕ іn thе wау іntrоduсеd bу Рlаnсk, thuѕ gіvіng а range of discrete frequencies for any particular atom.

This was a revolutionary idea, but it worked intelligently to describe thе ѕресtrum оf lіght еmіttеd bу hуdrоgеn, аnd аlѕо, thе x-rауѕ еmіttеd bу а wіdе variety of elements and quantum physics were off to the races. While the modern picture of what is going on inside an atom is completely different from Bohr's initial concept, the core idea is the same: electrons move between the special states within atoms by emitting and absorbing light of particular frequencies.

This is the main idea behind fluorescent lighting: Inside a fluorescent bulb (either CFL or long tube) there's a tiny bit of 
 mercury vapor that is excited into plasma. Mercury emits light at frequencies that often fall in the visible spectrum in a way that can deceive our eyes into thinking the light looks white. If you look at a fluorescent bulb via a cheap diffraction bulb, as you can see in the novelty glasses, you'll see a couple of distinct colored images of the bulb, where the incandescent bulb produces a continuous rainbow bulb.

So, when you use fluorescent lights to light your home or office, you've got quantum physics to thank for that.


Do not go yet; One Last Thing to Do

If you enjoyed this book or found it useful, I’d be very grateful if you’d post a short review on Amazon. Your support does make a difference, and I read all the reviews personally so I can get your feedback and make this book even better.

Thanks for your help and support!
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