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Preface

The McGraw-Hill Dictionary of Mathematics provides a compendium of more than
5000 terms that are central to mathematics and statistics but may also be
encountered in virtually any field of science and engineering. The coverage in
this Second Edition includes branches of mathematics taught at the secondary
school, college, and university levels, such as algebra, geometry, analytic geom-
etry, trigonometry, calculus, and vector analysis, group theory, and topology,
as well as statistics.

All of the definitions are drawn from the McGraw-Hill Dictionary of Scientific and
Technical Terms, Sixth Edition (2003). The pronunciation of each term is provided
along with synonyms, acronyms, and abbreviations where appropriate. A guide
to the use of the Dictionary appears on pages vii-viii, explaining the alphabeti-
cal organization of terms, the format of the book, cross referencing, and how
synonyms, variant spellings, and similar information are handled. The Pronun-
ciation Key is provided on page ix. The Appendix provides conversion tables
for commonly used scientific units, extensive listings of mathematical notation
along with definitions, and useful tables of mathematical data.

It is the editors’ hope that the Second Edition of the McGraw-Hill Dictionary of
Mathematics will serve the needs of scientists, engineers, students, teachers,
librarians, and writers for high-quality information, and that it will contribute
to scientific literacy and communication.

Mark D. Licker
Publisher
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How to Use the Dictionary

ALPHABETIZATION. The terms in the McGraw-Hill Dictionary of Mathematics,
Second Edition, are alphabetized on a letter-by-letter basis; word spacing,
hyphen, comma, solidus, and apostrophe in a term are ignored in the sequenc-
ing. For example, an ordering of terms would be:

Abelian group binary system
Abel’s problem binary-to-decimal conversion
Abel theorem binomial

FORMAT. The basic format for a defining entry provides the term in boldface,
and the single definition in lightface:

term Definition.

A term may be followed by multiple definitions, each introduced by a bold-
face number:

term 1. Definition. 2. Definition. 3. Definition.
A simple cross-reference entry appears as:
term See another term.
A cross reference may also appear in combination with definitions:
term 1. Definition. 2. See another term.
CROSS REFERENCING. A cross-reference entry directs the user to the
defining entry. For example, the user looking up “abac” finds:
abac See nomograph.

The user then turns to the “N” terms for the definition. Cross references are
also made from variant spellings, acronyms, abbreviations, and symbols.

AD See average deviation.
cot See cotangent.
geodetic triangle See spheroidal triangle.

ALSO KNOWN AS ..., etc. A definition may conclude with a mention of a
synonym of the term, a variant spelling, an abbreviation for the term, or other
such information, introduced by “Also known as ..., “Also spelled ...~
“Abbreviated . ..,” “Symbolized ... ,” “Derived from ....” When a term has

vii
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more than one definition, the positioning of any of these phrases conveys the
extent of applicability. For example:

term 1. Definition. Also known as synonym. 2. Definition. Symbol-

ized T.
In the above arrangement, “Also known as . . .” applies only to the first defini-
tion; “Symbolized . . .” applies only to the second definition.

term Also known as synonym. 1. Definition. 2. Definition.

In the above arrangement, “Also known as .. .” applies to both definitions.

viii



Pronunciation Key

Vowels Consonants
a as in bat, that b as in bib, dribble
a as in bait, crate ch as in charge, stretch
& as in bother, father d asin dog, bad
e asin bet, net f  asin fix, safe
& as in beet, treat g as in good, signal
i asin bit, skit h  as in hand, behind
T as in bite, light j asin joint, digit
0 as in boat, note k asin cast, brick
o as in bought, taut k as in Bach (used rarely)
U as in book, pull 1 as in loud, bell
i as in boot, pool m as in mild, summer
9 as in but, sofa n asin new, dent
al as in crowd, power n indicates nasalization of preced-
oi as in boil, spoil ing vowel
yo as in formula, spectacular p as in ring, single
yi as in fuel, mule p asin pier, slip

r asin red, scar
Semivowels/Semiconsonants s as in sign, post
w as in wind, twin sh as in sugar, shoe
y as in yet, onion t as in timid, cat

th as in thin, breath
Stress (Accent) th as in then, breathe
' precedes syllable with primary v as in veil, weave

stress z  as in zoo, cruise

zh as in beige, treasure
. precedes syllable with
secondary stress Syllabication
Indicates syllable boundary
when following syllable is
unstressed

! precedes syllable with variable
or indeterminate primary/
secondary stress
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abac See nomograph. { o'bak }

abacus An instrument for performing arithmetical calculations manually by sliding
markers on rods or in grooves. { 'ab-okas}

Abelian domain See Abelian field. {o'bél-yon do'man }

Abelian extension A Galois extension whose Galois group is Abelian. { o'b&él-yon ik
'sten-chon }

Abelian field A set of elements q, b, ¢, ... forming Abelian groups with addition and
multiplication as group operations where a(b + ¢) = ab + ac. Also known as
Abelian domain; domain. { o'bél-yon 'feld }

Abelian group A group whose binary operation is commutative; that is, ab = ba for
each a and b in the group. Also known as commutative group. { 9'bél-yan 'griip }

Abelian operation See commutative operation. { 9'bél-yon ,dp-o'ra-shon }

Abelian ring See commutative ring. { 9'bél-yan 'rip }

Abelian theorems A class of theorems which assert that if a sequence or function
behaves regularly, then some average of the sequence or function behaves regularly;
examples include the Abel theorem (second definition) and the statement that if
a sequence converges to s, then its Cesaro summation exists and is equal to s.
{ o'bél-yon 'thir-omz }

Abel’s inequality An inequality which states that the absolute value of the sum of n
terms, each in the form ab, where the b’s are positive numbers, is not greater than
the product of the largest b with the largest absolute value of a partial sum of the
a’s. {'d-balz in-e'kwil-i-de }

Abel’s integral equation The equation

flx) = Jx uR)(x—2)dz(0<a<l,x=a)

a

where f(x) is a known function and u(2) is the function to be determined; when
a = 1/2, this equation has application to Abel’s problem. {'d-balz 'in-to-gral
i'kwa-zhon }

Abel’s problem The problem which asks what path a particle will follow if it moves
under the influence of gravity alone and its altitude-time function is to follow a
specific law. { '4-balz 'préb-lom }

Abel’s summation method A method of attributing a sum to an infinite series whose
nth term is a, by taking the limit on the left at x = 1 of the sum of the series
whose nth term is a, 2" { '4-balz sa'ma-shon ;meth-ad }

Abel theorem 1. A theorem stating that if a power series in z converges for z = a, it
converges absolutely for |z| < |a]. 2. A theorem stating that if a power series in
2 converges to f(2) for |2| < 1 and to a for z = 1, then the limit of f(2) as =
approaches 1 equals a. 3. A theorem stating that if the three series with nth term
ay, by, and ¢, = agb,, + ab,—; + -+ + a,by, respectively, converge, then the third
series equals the product of the first two series. {'d-bal 'thir-om }

abscissa One of the coordinates of a two-dimensional coordinate system, usually the
horizontal coordinate, denoted by x. { ab'sis-o}

absolute convergence That property of an infinite series (or infinite product) of real
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absolute coordinates

or complex numbers if the series (product) of absolute values converges; absolute
convergence implies convergence. { 'ab-sg liit kon'varj-ons }

absolute coordinates Coordinates given with reference to a fixed point of origin.
{ 'ab-s9 liit ko'ord-on-ots }

absolute deviation The difference, without regard to sign, between a variate value
and a given value. {'ab-so,liit dév-&'a-shon }

absolute error In an approximate number, the numerical difference between the num-
ber and a number considered exact. { 'ab-so liit 'er-or }

absolute inequality See unconditional inequality. { 'ab-so liit ,in-&'kwél-o-dé }

absolutely continuous function A function defined on a closed interval with the prop-
erty that for any positive number e there is another positive number m such that,
for any finite set of nonoverlapping intervals, (ay,b;), (@s,bs), . .., (ayb,), whose
lengths have a sum less than v, the sum over the intervals of the absolute values
of the differences in the values of the function at the ends of the intervals is less
than e. {}ab-so,liit-1é konjtin-yo-was 'fogk-shon }

absolutely continuous measure A sigma finite measure m on a sigma algebra is
absolutely continuous with respect to another sigma finite measure »n on the same
sigma algebra if every element of the sigma algebra whose measure n is zero also
has measure m equal to zero. { ab-sajliit-lé kon,tin-ya-was 'mezh-aor }

absolute magnitude The absolute value of a number or quantity. { 'ab-so lit 'mag-
na-tid }

absolute mean deviation The arithmetic mean of the absolute values of the deviations
of a variable from its expected value. { 'ab-so liit ,mén dé-vé'a-shon }

absolute moment The nth absolute moment of a distribution f(x) about a point x; is
the expected value of the nth power of the absolute value of x — x, { ab-so,liit
mo-mont }

absolute number A number represented by numerals rather than by letters. { 'ab-
s9 liit 'nom-bar }

absolute retract A topological space, A, such that, if B is a closed subset of another
topological space, C, and if A is homeomorphic to B, then B is a retract of C.
{ 1ab-sa liit ri'trakt }

absolute term See constant term. { 'ab-sg liit 'torm }

absorbing state A special case of recurrent state in a Markov process in which the
transition probability, P;;, equals 1; a process will never leave an absorbing state
once it enters. { ob'sorb-ig stat }

absorbing subset A subset, A, of a vector space such that, for any point, x, there
exists a number, b, greater than zero such that ax is a member of A whenever the
absolute value of a is greater than zero and less than b. { ob,sorb-ip 'sob,set }

absorption property For set theory or for a Boolean algebra, the property that the
union of a set, A, with the intersection of A and any set is equal to A, or the
property that the intersection of A with the union of A and any set is also equal
to A. {ob'sorp-shon ,préip-ord-é }

absorptive laws Either of two laws satisfied by the operations, usually denoted U and
N, on a Boolean algebra, namely a U (¢ N d) = aand a N (¢ U b) = a, where
a and b are any two elements of the algebra; if the elements of the algebra are
sets, then U and N represent union and intersection of sets. { ob'sorp-tiv |10z }

abstract algebra The study of mathematical systems consisting of a set of elements,
one or more binary operations by which two elements may be combined to yield
a third, and several rules (axioms) for the interaction of the elements and the
operations; includes group theory, ring theory, and number theory. { 'abz-trakt
'al-jo-bro }

abundant number A positive integer that is greater than the sum of all its divisors,
including unity. Also known as redundant number. {9'bon-dont 'nom-bor }

accessibility condition The condition that any state of a finite Markov chain can be
reached from any other state. { ak,ses-o'bil-od-é kon,dish-on }

accretive operator A linear operator 7' defined on a subspace D of a Hilbert space



adjacency matrix

which satisfies the following condition: the real part of the inner product of Tu
with « is nonnegative for all u belonging to D. { sjkréd-iv 'dp-o,rad-or }

accumulation factor The quantity (1 + 7) in the formula for compound interest, where
7 is the rate of interest; measures the rate at which the principal grows. { a-kyii-
mya'la-shon 'fak-tor }

accumulation point See cluster point. { o-kyii-mya'la-shon point }

accumulative error See cumulative error. { 9'kyii-my?,lad-iv 'er-or }

acnode See isolated point. { 'ak-nod }

acute angle An angle of less than 90°. { o'Kkyiit 'ap-gal }

acute triangle A triangle each of whose angles is less than 90°. { 9'kyiit 'tr1,ap-gal }

acyclic 1. A transformation on a set to itself for which no nonzero power leaves an
element fixed. 2. A chain complex all of whose homology groups are trivial.
{ a'sik-lik }

acyclic digraph A directed graph with no directed cycles. { asik-lik 'di,graf }

acyclic graph A graph with no cycles. Also known as forest. { ajsik-lik 'graf }

AD See average deviation.

Adams-Bashforth process A method of numerically integrating a differential equation
of the form (dy/dx) = f(x,y) that uses one of Gregory’s interpolation formulas to
expand f. {'a-domz 'bash forth ,pri-sos }

adaptive integration A numerical technique for obtaining the definite integral of a
function whose smoothness, or lack thereof, is unknown, to a desired degree of
accuracy, while doing only as much work as necessary on each subinterval of the
interval in question. {9'dap-tiv ,int-o'gra-shon }

add To perform addition. {ad }

addend One of a collection of numbers to be added. {'a,dend }

addition 1. An operation by which two elements of a set are combined to yield a third;
denoted +; usually reserved for the operation in an Abelian group or the group
operation in a ring or vector space. 2. The combining of complex quantities in
which the individual real parts and the individual imaginary parts are separately
added. 3. The combining of vectors in a prescribed way; for example, by algebrai-
cally adding corresponding components of vectors or by forming the third side of the
triangle whose other sides each represent a vector. Also known as composition.
{ o'di-shon }

addition formula An equation expressing a function of the sum of two quantities in
terms of functions of the quantities themselves. { a'dish-on ,for-mya-lo }

addition sign The symbol +, used to indicate addition. Also known as plus sign.
{ 9'di-shon ,sin }

additive Pertaining to addition. That property of a process in which increments of the
dependent variable are independent for nonoverlapping intervals of the indepen-
dent variable. {'ad-od-iv }

additive function Any function f that preserves addition; that is, f(x + y) = f(x) +
Sf@). {'ad-ad-iv 'fop-shon }

additive identity In a mathematical system with an operation of addition denoted +,
an element 0 such that 0 + e = e + 0 = e for any element e in the system. { 'ad-
9-div T'den-o-dé }

additive inverse In a mathematical system with an operation of addition denoted +,
an additive inverse of an element e is an element —e such that e + (—e) =
(—e) + e = 0, where 0 is the additive identity. { 'ad-o-div 'in,vors }

additive set function A set function with the properties that (1) the union of any two
sets in the range of the function is also in this range and (2) the value of the
function at a finite union of disjoint sets in the range of the set function is equal
to the sum of the values at each set in the union. Also known as finitely additive
set function. {jad-od-iv ;set fopk-shon }

adherent point For a set in a topological space, a point that is either a member of the
set or an accumulation point of the set. { adihir-ont 'point }

adjacency matrix 1. For a graph with » vertices, the n X n matrix A = a;; where the
nondiagonal entry a;; is the number of edges joining vertex ¢ and vertex j, and the
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adjacency structure

diagonal entry a;; is twice the number of loops at vertex ¢. 2. For a diagraph
with no loops and not more than one are joining any two vertices, an n X n matrix
A = [ay], in which a;; = 1 if there is an are directed from vertex ¢ to vertex j, and
otherwise a; = 0. {2'jas-on'sé ma-triks }

adjacency structure A listing, for each vertex of a graph, of all the other vertices
adjacent to it. { o'jas-on-sé ,strok-chor }

adjacent angle One of a pair of angles with a common side formed by two intersecting
straight lines. {a'jas-ont 'ap-gol }

adjacent side For a given vertex of a polygon, one of the sides of the polygon that
terminates at the vertex. {9o'jas-ont 'sid }

adjoined number A number z that is added to a number field F' to form a new field
consisting of all numbers that can be derived from z and the numbers in F' by the
operations of addition, subtraction, multiplication, and division. { o}joind 'nom-
bar }

adjoint of a matrix See adjugate; Hermitian conjugate. { 'aj,oint ov o 'ma-triks }

adjoint operator An operator B such that the inner products (Ax,y) and (x,By) are
equal for a given operator A and for all elements x and y of a Hilbert space.
Also known as associate operator; Hermitian conjugate operator. { 'aj,oint 'dp-
o,rad-or }

adjoint vector space The complete normed vector space constituted by a class of
bounded, linear, homogeneous scalar functions defined on a normed vector space.
{ 'aj,oint 'vek-tor ,spas }

adjugate For a matrix A, the matrix obtained by replacing each element of A with
the cofactor of the transposed element. Also known as adjoint of a matrix.
{'aj-o,gat }

affine connection A structure on an n-dimensional space that, for any pair of neigh-
boring points P and @, specifies a rule whereby a definite vector at @ is associated
with each vector at P; the two vectors are said to be parallel. { o'fin koa'nek-shon }

affine geometry The study of geometry using the methods of linear algebra. {o'fin
je'am-o-tre }

affine Hjelmslev plane A generalization of an affine plane in which more than one
line may pass through two distinct points. Also known as Hjelmslev plane. { ojfin
'hyelm,slev plan }

affine plane In projective geometry, a plane in which (1) every two points lie on exactly
one line, (2) if p and L are a given point and line such that p is not on L, then
there exists exactly one line that passes through p and does not intersect L, and
(3) there exist three noncollinear points. { 9'fin ,plan }

affine space An n-dimensional vector space which has an affine connection defined
on it. {9'fin ;spas}

affine transformation A function on a linear space to itself, which is the sum of a
linear transformation and a fixed vector. { o'fin tranz-for'ma-shon }

Airy differential equation The differential equation (d7dz?) — zf = 0, where z is the
independent variable and f is the value of the function; used in studying the
diffraction of light near caustic surface. {|er-é dif-ojren-chal i'kwa-zhon }

Airy function Either of the solutions of the Airy differential equation. { |er-é [fopk-
shan }

aleph null The cardinal number of any set which can be put in one-to-one correspon-
dence with the set of positive integers. Also known as aleph zero. { )i lef nal }

aleph one The smallest cardinal number that is larger than aleph zero. { |ilef 'won }

aleph zero See aleph null. { il ef 'zir-6 }

Alexander’s subbase theorem The theorem that a topological space is compact if and
only if its topology has a subbase with the property that any set that is contained
in the union of a collection of members of the subbase is contained in the union of
a finite number of members of this collection. { ,al-ig'zan-dorz jsob bas  thir-om }

Alexandroff compactification See one-point compactification. { al-ikjsan,drof
kom,pak-ta-fa'ka-shon }

algebra 1. A method of solving practical problems by using symbols, usually letters,
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algebraic language

for unknown quantities. 2. The study of the formal manipulations of equations
involving symbols and numbers. 3. An abstract mathematical system consisting
of a vector space together with a multiplication by which two vectors may be
combined to yield a third, and some axioms relating this multiplication to vector
addition and scalar multiplication. Also known as hypercomplex system. { 'al:

jobro }
algebraic addition The addition of algebraic quantities in the sense that adding a
negative quantity is the same as subtracting apositive one. { |al-jojbra-ik 9'dish-on }

algebraically closed field 1. A field F' such that every polynomial of degree equal to
or greater than 1 with coefficients in F' has a root in . 2. A field F'is said to be
algebraically closed in an extension field K if any root in K of a polynominal with
coefficients in F also lies in . Also known as algebraically complete field. {}al-
Jjoibra-ik-1e |klozd 'feld }

algebraically complete field See algebraically closed field. {  al-jo,bra-ik-le kom
pléet 'feld }

algebraically independent A subset S of a commutative ring B is said to be algebraically
independent over a subring A of B (or the elements of S are said to be algebraically
independent over A) if, whenever a polynominal in elements of S, with coefficients
in A, is equal to 0, then all the coefficients in the polynomial equal 0. { jal-jobra-
ik-1é ,in-da'pen-dont }

algebraic closure of a field An algebraic extension field which has no algebraic exten-
sions but itself. { al-jojbra-ik 'klo-zhor ov o 'feld }

algebraic curve 1. The set of points in the plane satisfying a polynomial equation in two
variables. 2. More generally, the set of points in n-space satisfying a polynomial
equation in n» variables. { |al-jojbra-ik 'korv }

algebraic deviation The difference between a variate and a given value, which is
counted positive if the variate is greater than the given value, and negative if less.
{ 1al-jojbra-ik ,de-vée'a-shon }

algebraic equation An equation in which zero is set equal to an algebraic expression.
{ jal-jo;bra-ik i'kwa-zhon }

algebraic expression An expression which is obtained by performing a finite number
of the following operations on symbols representing numbers: addition, subtraction,
multiplication, division, raising to a power. {jal-jojbra-ik ik'spresh-on }

algebraic extension of a field A field which contains both the given field and all roots
of polynomials with coefficients in the given field. { |al-jojbra-ik ik'sten-shon ov
9 'feld }

algebraic function A function whose value is obtained by performing only the following
operations to its argument: addition, subtraction, multiplication, division, raising
to a rational power. { jal-jojbra-ik 'fopk-shon }

algebraic geometry The study of geometric properties of figures using methods of
abstract algebra. {jal-jojbra-ik je'dm-o-tre }

algebraic hypersurface For an n-dimensional Euclidean space with coordinates x,
X, ..., X, the set of points that satisfy an equation of the form f(x, ay, ...,
x,) = 0, where fis a polynomial in the coordinates. {  al-jojbra-ik 'hi-por,sor-fos }

algebraic identity A relation which holds true for all possible values of the literal
symbols occurring in it; for example, (x + y)(x — y) = 2* — ¥ {lal‘jolbra-ik

i'den-o-te }
algebraic integer The root of a polynomial whose coefficients are integers and whose
leading coefficient is equal to 1. { al-jojbra-ik 'in-ta-jor }

algebraic invariant A polynomial in coefficients of a quadratic or higher form in a
collection of variables whose value is unchanged by a specified class of linear
transformations of the variables. {|al-jojbra-ik in'ver-&-ont }

algebraic K theory The study of the mathematical structure resulting from associating
with each ring A the group K(A), the Grothendieck group of A. {|al-jojbra-ik 'ka
thé-o-ré }

algebraic language The conventional method of writing the symbols, parentheses, and
other signs of formulas and mathematical expressions. {jal-jojbra-ik 'lap-gwij }



algebraic number

algebraic number Any root of a polynomial with rational coefficients. { |al-jojbra-ik
'nom-bor }

algebraic number field A finite extension field of the field of rational numbers. { jal-
jobra-ik 'mam-bar feld }

algebraic number theory The study of properties of real numbers, especially integers,
using the methods of abstract algebra. {|al-jojbra-ik 'nom-bor ,thé-o-ré }

algebraic object Either an algebraic structure, such as a group, ring, or field, or an
element of such an algebraic structure. {|al-jojbra-ik 'db jekt }

algebraic operation Any of the operations of addition, subtraction, multiplication,
division, raising to a power, or extraction of roots. { al-jo-bra-ik ,4p-a'ra-shon }

algebraic set A set made up of all zeros of some specified set of polynomials in
n variables with coefficients in a specified field F] in a specified extension field
of I { al-jojbra-ik 'set }

algebraic subtraction The subtraction of signed numbers, equivalent to reversing the
sign of the subtrahend and adding it to the minuend. { al-jo,bra-ik sob'trak-shon }

algebraic sum 1. The result of the addition of two or more quantities, with the addition
of a negative quantity equivalent to subtraction of the corresponding positive
quantity. 2. For two fuzzy sets A and B, with membership functions m, and mg,
that fuzzy set whose membership function m, 5 satisfies the equation m,,z(x) =
my (@) + mp@) — [my (@) - mP(x)] for every element x. { lal-jolbra-ik 'som }

algebraic surface A subset S of a complex n-space which consists of the set of complex
solutions of a system of polynomial equations in % variables such that S is a
complex two-manifold in the neighborhood of most of its points. { |al-jojbra-ik
'sor-fas }

algebraic symbol A letter that represents a number or a symbol indicating an algebraic
operation. { jal-jojbra-ik 'sim-bal }

algebraic term In an expression, a term that contains only numbers and algebraic
symbols. {al-jojbra-ik 'torm }

algebraic topology The study of topological properties of figures using the methods
of abstract algebra; includes homotopy theory, homology theory, and cohomology
theory. {al-jojbra-ik ta'pil-a-jé }

algebraic variety A set of points in a vector space that satisfy each of a set of polynomial
equations with coefficients in the underlying field of the vector space. { ,al-jo,bra-
ik vo'ri-od-€ }

algebra of subsets An algebra of subsets of a set S is a family of subsets of S that
contains the null set, the complement (relative to S) of each of its members, and
the union of any two of its members. { jal-jo-bra ov 'sab,sets }

algebra with identity An algebra which has an element, not equal to 0 and denoted
by 1, such that, for any element x in the algebra, x1 = lx = 2. {al-jo-bra with
i'den-o-té }

algorithm A set of well-defined rules for the solution of a problem in a finite number
of steps. { 'al-gorith-om }

alias Either of two effects in a factorial experiment which cannot be differentiated
from each other on the basis of the experiment. {'a-1é-as }

aliasing Introduction of error into the computed amplitudes of the lower frequencies
in a Fourier analysis of a function carried out using discrete time samplings whose
interval does not allow the proper analysis of the higher frequencies present in
the analyzed function. { 'al-yos-ip }

alignment chart See nomograph. { o'lin‘mont ,chirt }

aliquant A divisor that does not divide a quantity into equal parts. { 'al-9,kwint }

aliquot A divisor that divides a quantity into equal parts with no remainder. { 'al-
9,kwiit }

allometry A relation between two variables x and y that can be written in the form
y = ax”, where a and n are constants. {9'lam-o-tré }

almost every A proposition concerning the points of a measure space is said to be
true at almost every point, or to be true almost everywhere, if it is true for every
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point in the space, with the exception at most of a set of points which form a
measurable set of measure zero. {|0l,most 'ev-ré }

almost-perfect number An integer that is 1 greater than the sum of all its factors other
than itself. { 0l,most jpar-fik 'nom-bar }

almost-periodic function A continuous function f() such that for any positive number
€ there is a number M so that for any real number x, any interval of length
M contains a nonzero number ¢ such that [f(x + ) — f(@)|< e. {'6l,most pir-
é'ad-ik 'fopk-shon }

alpha rule See renaming rule. { 'al-fo ril }

alternate angles A pair of nonadjacent angles that a transversal forms with each of
two lines; they lie on opposite sides of the transversal, and are both interior, or
both exterior, to the two lines. { 'ol-tor-nat 'an-golz }

alternating form A bilinear form f'which changes sign under interchange of its indepen-
dent variables; that is, f(x,y) = —f(y, x) for all values of the independent variables
x and y. {'ol-tornad-ip 'form }

alternating function A function in which the interchange of two independent variables
causes the dependent variable to change sign. {'Ol-tor-nad-ig 'fopk-shon }

alternating group A group made up of all the even permutations of n objects. {'ol-
tor-nad-ip 'griip }

alternating series Any series of real numbers in which consecutive terms have opposite
signs. { 'olter-nad-ip 'sir-éz }

alternation See disjunction. { ol-tor'na-shon }

alternative algebra A nonassociative algebra in which any two elements generate an
associative algebra. { oljtor-nad-iv 'al-ja-bra }

alternative hypothesis Value of the parameter of a population other than the value
hypothesized or believed to be true by the investigator. ({ oljtor-not-iv hi'pith-
9's9s }

altitude Abbreviated alt. The perpendicular distance from the base to the top (a
vertex or parallel line) of a geometric figure such as a triangle or parallelogram.
{ 'al-to,tid }

ambiguous case 1. For the solution of a plane triangle, the case in which two sides
and the angle opposite one of them is given, and there are two distinct solutions.
2. For the solution of a spherical triangle, the case in which two sides and the
angle opposite one of them is given, or two angles and the side opposite one of
them is given, and there are two distinct solutions. { amjbig-yo-was 'kas }

amicable numbers Two numbers such that the exact divisors of each number (except
the number itself) add up to the other number. {'am-9-ka-bal 'nom-baorz }

amplitude The angle between a vector representing a specified complex number on
an Argand diagram and the positive real axis. Also known as argument.
{ 'am-plo,tid }

anallagmatic curve A curve that is its own inverse curve with respect to some circle.
{ ojnal-igimad-ik 'karv }

analysis The branch of mathematics most explicitly concerned with the limit process
or the concept of convergence; includes the theories of differentiation, integration
and measure, infinite series, and analytic functions. Also known as mathematical
analysis. {9o'nal-9-sas }

analysis of variance A method for partitioning the total variance in experimental data
into components assignable to specific sources. { ojnal-o-sas ov 'ver-é-ans }

analytic continuation The process of extending an analytic function to a domain larger
than the one on which it was originally defined. {  an-ol'id-ik kon-tin-yii'a-shon }

analytic curve A curve whose parametric equations are real analytic functions of the
same real variable. { an-ol'id-ik 'korv }

analytic function A function which can be represented by a convergent Taylor series.
Also known as holomorphic function. { ,an-al'id-ik 'fupk-shon }

analytic geometry The study of geometric figures and curves using a coordinate system
and the methods of algebra. Also known as Cartesian geometry. { an-al'id-ik
je'am-o-tre }



analytic hierarchy

analytic hierarchy A systematic procedure for representing the elements of any problem
which breaks down the problem into its smaller constituents and then calls for
only simple pairwise comparison judgments to develop priorities at each level.
{ ,an-al'id-ik 'hi-or édr-ke }

analytic number theory The study of problems concerning the discrete domain of
integers by means of the mathematics of continuity. { ,an-al'id-ik 'nom-bor ,thé-
oTé |}

analytic set A subset of a separable, complete metric space that is a continuous image
of a Borel set in this metric space. { an-ojlid-ik 'set }

analytic structure A covering of a locally Euclidean topological space by open sets,
each of which is homeomorphic to an open set in Euclidean space, such that the
coordinate transformation (in both directions) between the overlap of any two of
these sets is given by analytic functions. { an-ol'id-ik 'strok-char }

analytic trigonometry The study of the properties and relations of the trigonometric
functions. { ,an-ol'id-ik trig-o'ndm-o-tré }

anchor point Either of the two end points of a Bézier curve. {'ap-kor ,point }

AND function An operation in logical algebra on statements P, @, R, such that the
operation is true if all the statements P, @, R, ... are true, and the operation is
false if at least one statement is false. { 'and fupk-shon }

angle The geometric figure, arithmetic quantity, or algebraic signed quantity deter-
mined by two rays emanating from a common point or by two planes emanating
from a common line. { 'ap-gal}

angle bisection The division of an angle by a line or plane into two equal angles.
{ 'an-gal bi'sek-shon }

angle of contingence For two points on a plane curve, the angle between the tangents
to the curve at those points. { 'ap-gol ov kon'tin-jons }

angle of geodesic contingence For two points on a curve on a surface, the angle of
intersection of the geodesics tangent to the curve at those points. { 'ap-gol ov
Jjé-oides-ik kon'tin-jons }

angular distance 1. For two points, the angle between the lines from a point of
observation to the points. 2. The angular difference between two directions,
numerically equal to the angle between two lines extending in the given directions.
3. The arc of the great circle joining two points, expressed in angular units. { 'an-
gyo-lor 'dis-tons }

angular radius For a circle drawn on a sphere, the smaller of the angular distances
from one of the two poles of the circle to any point on the circle. { 'ap-gyo-lor
'rad-€-9s }

annihilator For a set S, the class of all functions of specified type whose value is zero
at each point of S. {o'ni-9,lad-or }

annular solid A solid generated by rotating a closed plane curve about a line which
lies in the plane of the curve and does not intersect the curve. { 'an-yo-lor 'sél-od }

annulus The ringlike figure that lies between two concentric circles. {'an-ya-1os }

annulus conjecture For dimension 7, the assertion that if f and g are locally flat
embeddings of the (n — 1) sphere, S"!, in real n space, R", with f(S"!) in the
bounded component of R* — g(S™ 1), then the closed region in R” bounded by
f(S™ Y and g (S™ 1) is homeomorphic to the direct product of S*~! and the closed
interval [0,1]; it is established for n # 4. { 'an-ya-los kon'jek-chor }

antecedent 1. The numerator of a ratio. 2. The first of the two statements in an
implication. 3. For an integer, n, that is greater than 1, the preceding integer,
n — 1. {'an-to,séd-ont }

antiautomorphism An antiisomorphism of a ring, field, or integral domain with itself.
{ .an-te,od-o'mor fiz-om }

antichain 1. A subset of a partially ordered set in which no pair is a comparable pair.
2. See Sperner set. { 'an-té,chan }

anticlastic Having the property of a surface or portion of a surface whose two principal
curvatures at each point have opposite signs, so that one normal section is concave
and the other convex. {jan-tgklas-tik }
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anticommutative operation A method of combining two objects, a - b, such that
a-b=—->-a {,antekim-yotadiv dp-o'ra-shon }

anticommutator The anticommutator of two operators, A and B, is the operator
AB + BA. { an-té'kdm-yotad-or }

anticommute Two operators anticommute if their anticommutator is equal to zero.
{ ,an-té-ko'mytit }

anticosecant See arc cosecant. { ,an-té-ko'sé kant }

anticosine See arc cosine. { an-te'kd,sin }

anticotangent See arc contangent. { an-té-ko'tan-jont }

antiderivative See indefinite integral. { an-té-dijriv-ad-iv }

anti-isomorphism A one-to-one correspondence between two rings, fields, or integral
domains such that, if x' corresponds to x and y’ corresponds to y, then x' + y
corresponds to « + y, but y'x’ corresponds to xy. {,an-té 1-so'mor fiz-om }

antilog See antilogarithm. { 'an-ti lig }

antilogarithm For a number x, a second number whose logarithm equals x. Abbrevi-
ated antilog. Also known as inverse logarithm. { jan-ti'lég-o,rith-om }

antiparallel Property of two nonzero vectors in a vector space over the real numbers
such that one vector equals the product of the other vector and a negative number.
{ \an-té'par-o lel }

antiparallel lines Two lines that make equal angles in opposite order with two specified
lines. {,an-té,par-olel 'linz}

antipodal points The points at opposite ends of a diameter of a sphere. { anjtip-od-
al 'poins }

antisecant See arc secant. { ,an-té'sé kant }

antisine See arc sine. { an-té'sin }

antisymmetric determinant The determinant of an antisymmetric matrix. Also known
as skew-symmetric determinant. { an-té-so,me-trik di'tor-mo-nant }

antisymmetric dyadic A dyadic equal to the negative of its conjugate. { jan-té-sijme-
trik di‘ad-ik }

antisymmetric matrix A matrix which is equal to the negative of its transpose. Also
known as skew matrix; skew-symmetric matrix. { an-té-sijme-trik 'ma-triks }

antisymmetric relation A relation, which may be denoted e, among the elements of
aset such thatifa € b and b € a then a = b. { ant-i-sijme-trik ri'la-shon }

antisymmetric tensor A tensor in which interchanging two indices of an element
changes the sign of the element. { }an-té-sijme-trik 'ten-sor }

antitangent See arc tangent. { an-té'tan-jont }

antithetic variable One of two random variables having high negative correlation, used
in the antithetic variate method of estimating the mean of a series of observations.
{ jan-téjthed-ik 'ver-e-a-bal }

apex 1. The vertex of a triangle opposite the side which is regarded as the base.
2. The vertex of a cone or pyramid. {'a,peks }

Apollonius’ problem The problem of constructing a circle that is tangent to three
given circles. { ap-9jlon-e-as ;priab-lom }

a posteriori probability See empirical probability. {|a ,pi,stir-é'or,é ,prib-o'bil-od-€ }

apothem The perpendicular distance from the center of a regular polygon to one of
its sides. Also known as short radius. {'ap-9,them }

applicable surfaces Surfaces such that there is a length-preserving map of one onto
the other. {}ap-lo-ka-bal 'sor-fos-oz }

approximate 1. To obtain a result that is not exact but is near enough to the correct
result for some specified purpose. 2. To obtain a series of results approaching
the correct result. { o'prik-so,mat }

approximate reasoning The process by which a possibly imprecise conclusion is
deduced from a collection of imprecise premises. { ojpriks-a-mat 'réz-on-ip }

approximation 1. A result that is not exact but is near enough to the correct result
for some specified purpose. 2. A procedure for obtaining such aresult. { ojprik-
so;ma-shan }

approximation property The property of a Banach space, B, in which compact sets



a priori

are approximately finite-dimensional in the sense that, for any compact set, K,
continuous linear transformations, L, from K to finite-dimensional subspaces of
B can be found with arbitrarily small upper bounds on the norm of L(x) — « for
all points x in K. { 9,prik-so'ma-shon ,priap-ord-¢ }

a priori Pertaining to deductive reasoning from assumed axioms or supposedly self-
evident principles, supposedly without reference to experience. {|a préor-é }

a priori probability See mathematical probability. {;a prejor-é ,prib-a'bil-od-€ }

arabic numerals The numerals 0, 1, 2, 3,4, 5,6, 7, 8§, and 9. Also known as Hindu-
Arabic numerals. { 'ar-o-bik 'niim-rolz }

arbilos A plane figure bounded by a semicircle and two smaller semicircles which
lie inside the larger semicircle, have diameters along the diameter of the larger
semicircle, and are tangent to the larger semicircle and to each other. Also known
as shoemaker’s knife. { 'dr-bi,los }

arc 1. A continuous piece of the circumference of a circle. Also known as circular
arc. 2. See edge. {irk}

arc cosecant Also known as anticosecant; inverse cosecant. 1. For a number x, any
angle whose cosecant equals x. 2. For a number x, the angle between —m/2
radians and 7/2 radians whose cosecant equals x; it is the value at x of the inverse
of the restriction of the cosecant function to the interval between —m/2 and /2.
{ 'ark ko'se kant }

arc cosine Also known as anticosine; inverse cosine. 1. For a number x, any angle
whose cosine equals . 2. For a number x, the angle between 0 radians and
radians whose cosine equals x; it is the value at x of the inverse of the restriction
of the cosine function to the interval between 0 and w. { 'drk 'ko,sin }

arc cotangent Also known as anticotangent; inverse cotangent. 1. For a number z,
any angle whose cotangent equals . 2. For a number x, the angle between 0
radians and 7 radians whose cotangent equals x; it is the value at x of the inverse
of the restriction of the cotangent function to the interval between 0 and w. { 'drk
ko'tan-jont }

arc-disjoint paths In a graph, two paths with common end points that have no arcs
in common. { &rk'dis,joint pathz }

Archimedean ordered field A field with a linear order that satisfies the axiom of
Archimedes. {  drk-ojmé-dé-on jord-ord 'feld }

Archimedean solid One of 13 possible solids whose faces are all regular polygons,
though not necessarily all of the same type, and whose polyhedral angles are all
equal. Also known as semiregular solid. { dr-kojméd-é-on 'sdl-od }

Archimedean spiral A plane curve whose equation in polar coordinates (7, 0) is 1™ =
a™0, where a and m are constants. { ir-kojméd-&-on 'spi-ral }

Archimedes’ axiom See axiom of Archimedes. { jdr-kojméd,éz 'ak-sé-om }

Archimedes’ problem The problem of dividing a hemisphere into two parts of equal
volume with a plane parallel to the base of the hemisphere; it cannot be solved
by Euclidean methods. { jir-kojméd,éz 'prib-lom }

Archimedes’ spiral See spiral of Archimedes. { |ir-kojméd'ez 'spi-ral }

arc-hyperbolic cosecant For a number, «x, not equal to zero, the number whose hyper-
bolic cosecant equals x; it is the value at x of the inverse of the hyperbolic cosecant
function. Also known as inverse hyperbolic cosecant. {drk  hi-parbil-ik
ko'se kant }

arc-hyperbolic cosine Also known as inverse hyperbolic cosine. 1. For a number,
x, equal to or greater than 1, either of the two numbers whose hyperbolic cosine
equals x. 2. For a number, x, equal to or greater than 1, the positive number
whose hyperbolic cosine equals x; it is the value at x of the restriction of the
inverse of the hyperbolic cosine function to the positive numbers. { drk  hi
par,bél-ik 'ko,sin }

arc-hyperbolic cotangent For a number, x, with absolute value greater than 1, the
number whose hyperbolic cotangent equals z; it is the value at x of the inverse of
the hyperbolic cotangent function. Also known as inverse hyperbolic cotangent.
{ ,ark hi-porbil-ik ko'tan-jont }
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arc-hyperbolic secant Also known as inverse hyperbolic secant. 1. For a number,
x, equal to or greater than 0 and equal to or less than 1, either of the two numbers
whose hyperbolic secant equals x. 2. For a number, x, equal to or greater than
0, and equal to or less than 1, the positive number whose hyperbolic cosecant
equals x; it is the value at x of the restriction of the hyperbolic secant function to
the positive numbers. { drk hi-porbil-ik 'sé kant }

arc-hyperbolic sine For a number, x, the number whose hyperbolic sine equals x; it
is the value at x of the inverse of the hyperbolic sine function. Also known as
inverse hyperbolic sine. { drk /hi-por,bal-ik 'sin }

arc-hyperbolic tangent For a number, x, with absolute value less than 1, the number
whose hyperbolic tangent equals x; it is the value at x of the inverse of the hyperbolic
tangent function. Also known as inverse hyperbolic tangent. { érk hi-por bél-
ik 'tan-jont }

arcmin See minute.

arc secant Also known as antisecant; inverse secant. 1. For a number x, any angle
whose secant equals x. 2. For a number x, the angle between 0 radians and
radians whose secant equals z; it is the value at x of the inverse of the restriction
of the secant function to the interval between 0 and w. { jark 's€ kant }

arc sine Also known as antisine; inverse sine. 1. For a number x, any angle whose
sine equals x. 2. For a number x, the angle between —n/2 radians and /2 radians
whose sine equals x; it is the value at x of the inverse of the restriction of the sine
function to the interval between —m/2 and w/2. { ark |sin }

arc sine transformation A technique used to convert data made up of frequencies or
proportions into a form that can be analyzed by analysis of variance or by regression
analysis. {ark ;sin tranz-for'ma-shon }

arc tangent Also known as antitangent; inverse tangent. 1. For a number x, any
angle whose tangent equals x. 2. For anumber x, the angle between —n/2 radians
and /2 radians whose tangent equals z; it is the value at x of the inverse of the
restriction of the tangent function to the interval between —m/2 and w/2. {ark
'tan-jont }

arcwise-connected set A set in which each pair of points can be joined by a simple
arc whose points are all in the set. Also known as path-connected set; pathwise-
connected set. { 'drk,wiz ko,nek-tod 'set }

area A measure of the size of a two-dimensional surface, or of a region on such a
surface. {'er-éo}

area sampling A method in which the area to be sampled is subdivided into smaller
blocks which are selected at random and then subsampled or fully surveyed;
method is used when a complete frame of reference is not available. {er-é-o
\samp-lip }

Argand diagram A two-dimensional Cartesian coordinate system for representing the
complex numbers, the number x + iy being represented by the point whose
coordinates are x and y. { 'dr,gin 'di-o,gram }

Arguesian plane See Desarguesian plane. { drjgesh-on 'plan }

argument See amplitude; independent variable. { 'dr-gyo-mont }

arithlog paper Graph paper marked with a semilogarithmic coordinate system.
{ 9'rith,14g pa-por }

arithmetic Addition, subtraction, multiplication, and division, usually of integers, ratio-
nal numbers, real numbers, or complex numbers. { o'rith-ma,tik }

arithmetical addition The addition of positive numbers or of the absolute values of
signed numbers. { ja-rithjmed-a-kal o'dish-an }

arithmetic average See arithmetic mean. { |a-rithjmed-ik 'av-rij }

arithmetic-geometric mean For two positive numbers a; and b, the common limit of
the sequences {a,} and {b,) defined recursively by the equations a,,,; = Y(a, +
b,) and b,,; = (a,b,)"?. {'a-rith'med-ik jé-o!me-trik 'mén }

arithmetic mean The average of a collection of numbers obtained by dividing the sum
of the numbers by the quantity of numbers. Also known as arithmetic average;
average (av). {,arithmed-ik 'mén }
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arithmetic progression A sequence of numbers for which there is a constant d such
that the difference between any two successive terms is equal to d. Also known
as arithmetic sequence. { a-rithjmed-ik pro'gresh-on }

arithmetic sequence See arithmetic progression. { ja-rithmed-ik 'sé-kwans }

arithmetic series A series whose terms form an arithmetic progression. { ja-rithjmed-
ik sir,éz }

arithmetic sum 1. The result of the addition of two or more positive quantities.
2. The result of the addition of the absolute values of two or more quantities.
{ ja-rithjmed-ik 'som }

arithmetization 1. The study of various branches of higher mathematics by methods
that make use of only the basic concepts and operations of arithmetic. 2. Repre-
sentation of the elements of a finite or denumerable set by nonnegative integers.
Also known as Godel numbering. { o rith-mad-a'za-shon }

arm A side of an angle. {&rm }

array The arrangement of a sequence of items in statistics according to their values,
such as from largest to smallest. {o'ra}

Artinian ring A ring is Artinian on left ideals (or right ideals) if every descending
sequence of left ideals (or right ideals) has only a finite number of distinct members.
{ arjtin-&-on 'rip }

ascending chain condition The condition on a ring that every ascending sequence of
left ideals (or right ideals) has only a finite number of distinct members. { 9,sen-
dip 'chan kon,dish-on }

ascending sequence 1. A sequence of elements of a partially ordered set such that
each member of the sequence is equal to or less than the following one. 2. In
particular, a sequence of sets such that each member of the sequence is a subset
of the following one. { 9,sen-dip 'sé-kwans }

ascending series 1. A series each of whose terms is greater than the preceding term.
2. See power series. { 9'send-ip 'sir-éz }

Ascoli’s theorem The theorem that a set of uniformly bounded, equicontinuous, real-
valued functions on a closed set of a real Euclidean n-dimensional space contains a
sequence of functions which converges uniformly on compact subsets. { as'ko,lez
,thir-om }

associate curve See Bertrand curve. {9'so-sé-ot korv }

associated prime ideal A prime ideal I in a commutative ring R is said to be associated
with a module M over R if there exists an element x in M such that I is the
annihilator of x. {9's0-s€,ad-od 'prim ,1-dél }

associated radii of convergence For a power series in » variables, zj, . . ,2,, any set
of numbers, 74, ..., 7, such that the series converges when |z;| < 7,7 =1,..,
n, and diverges when |2;| > r;,i =1,..,n. {9|s6-s¢,ad-ad lrad-de 1av kon'var-jons }

associated tensor A tensor obtained by taking the inner product of a given tensor
with the metric tensor, or by performing a series of such operations. { o's6-sé,ad-
od 'ten-sor }

associate matrix See Hermitian conjugate. {9'so-sé-ot 'ma-triks }

associate operator See adjoint operator. { 0's6-sé-ot 'dp-o,rad-or }

associates Two elements x and y in a commutative ring with identity such that x =
ay, where a is a unit. Also known as equivalent elements. { 9's6-sé-otz }

associative algebra An algebra in which the vector multiplication obeys the associative
law. {9o'so-s€,ad-iv 'al-jo-bro }

associative law For a binary operation that is designated °, the relationship expressed
byac®eoc)=(a°b)eoc {9'so-séad-iv'lo}

astroid A hypocycloid for which the diameter of the fixed circle is four times the
diameter of the rolling circle. { 'a,stroid }

asymptote 1. A line approached by a curve in the limit as the curve approaches infinity.
2. The limit of the tangents to a curve as the point of contact approaches infinity.
{ 'as-om,tot }

asymptotic curve A curve on a surface whose osculating plane at each point is the
same as the tangent plane to the surface. {a,sim'tid-ik 'korv }
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asymptotic directions For a hyperbolic point on a surface, the two directions in which
the normal curvature vanishes; equivalently, the directions of the asymptotic curves
passing through the point. { a-sim'tid-ik do'rek-shonz }

asymptotic efficiency The efficiency of an estimator within the limiting value as the
size of the sample increases. {,a-sim'tdd-ik o'fish-on-sé }

asymptotic expansion A series of the form a, + (a/x) + (ay/x®) + - - - + (a/x,)
+ - - - is an asymptotic expansion of the function f(x) if there exists a number N
such that for all n > N the quantity x,[f(x) — S,(x)] approaches zero as x
approaches infinity, where S,,() is the sum of the first n terms in the series. Also
known as asymptotic series. {a,sim'tid-ik ik'span-shon }

asymptotic formula A statement of equality between two functions which is not a true
equality but which means the ratio of the two functions approaches 1 as the variable
approaches some value, usually infinity. { a,sim'tid-ik 'for-myo-lo }

asymptotic series See asymptotic expansion. {asim'tad-ik 'sir-ez }

asymptotic stability The property of a vector differential equation which satisfies the
conditions that (1) whenever the magnitude of the initial condition is sufficiently
small, small perturbations in the initial condition produce small perturbations in
the solution; and (2) there is a domain of attraction such that whenever the initial
condition belongs to this domain the solution approaches zero at large times.
{ a,sim'tad-ik sto'bil-od-€ }

atlas An atlas for a manifold is a collection of coordinate patches that covers the
manifold. { 'at-los}

atom An element, A, of a measure algebra, other than the zero element, which has
the property that any element which is equal to or less than A is either equal to
A or equal to the zero element. {'ad-om }

augend A quantity to which another quantity is added. {'o,jond }

augmented matrix The matrix of the coefficients, together with the constant terms,
in a system of linear equations. {'o0g-men-tod 'ma-triks }

autocorrelation In a time series, the relationship between values of a variable taken
at certain times in the series and values of a variable taken at other, usually earlier
times. {|0d-0 kir-o'la-shon }

autocorrelation function For a specified function f(t), the average value of the product
Sf@f(@ — 7), where 7 is a time-delay parameter; more precisely, the limit as T
approaches infinity of 1/(27) times the integral from —7 to T of F(¢)f(t — ) dt.
{ 10d-0,kér-9'1a-shon ,fupk-shon }

automata theory A theory concerned with models used to simulate objects and proc-
esses such as computers, digital circuits, nervous systems, cellular growth and
reproduction. { o'tim-od-o 'thé-o-ré}

automorphism An isomorphism of an algebraic structure with itself. {}od-6'mor
fiz-om }

autoregressive series A function of the form f(t) = a.f (¢t — 1) + axf(t — 2) +
-+ a,f (t — m)+ k, where k is any constant. {|od-o-rijgres-iv 'sir-éz }

auxiliary equation The equation that is obtained from a given linear differential equation
by replacing with zero the term that involves only the independent variable. Also
known as reduced equation. { ogzil-ya-re i'kwa-zhon }

av See arithmetic mean.

average See arithmetic mean. { 'av-rij }

average curvature For a given arc of a plane curve, the ratio of the change in inclination
of the tangent to the curve, over the arc, to the arc length. { jav-rij 'karv-a-char }

average deviation In statistics, the average or arithmetic mean of the deviation, taken
without regard to sign, from some fixed value, usually the arithmetic mean of the
data. Abbreviated AD. Also known as mean deviation. { 'av-rij ,dé-vé'a-shon }

axial symmetry Property of a geometric configuration which is unchanged when rotated
about a given line. {'ak-sé-ol 'sim-o-tré }

axiom Any of the assumptions upon which a mathematical theory (such as geometry,
ring theory, and the real numbers) is based. Also known as postulate. { 'ak-
sé-om }
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axiom of Archimedes The postulate that if « is any real number, there exists an integer
n such that » is greater than x. Also known as Archimedes’ axiom. {ak-sé-om
ov drk-o'me,déez }

axiom of choice The axiom that for any family A of sets there is a function that assigns
to each set S of the family A a member of S. {|ak-sé-om ov 'chais }

axis 1. In a coordinate system, the line determining one of the coordinates, obtained
by setting all other coordinates to zero. 2. A line of symmetry for a geometric
figure. 3. For a cone whose base has a center, a line passing through this center

and the vertex of the cone. {'ak'sos}
axis of abscissas The horizontal or x axis of a two-dimensional Cartesian coordinate
system, parallel to which abscissas are measured. { 'ak-sas ov ab'sis-oz }

axis of ordinates The vertical or y axis of a two-dimensional Cartesian coordinate
system, parallel to which ordinates are measured. { 'ak-sas ov 'ord-nats }
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backward difference One of a series of quantities obtained from a function whose
values are known at a series of equally spaced points by repeatedly applying the
backward difference operator to these values; used in interpolation and numerical
calculation and integration of functions. { |bak-word 'dif-rons }

backward difference operator A difference operator, denoted V, defined by the equation
Vi) = f(x) — f(x — h), where h is a constant denoting the difference between
successive points of interpolation or calculation. {|bak-word |dif-rons 'dp-
9rad-or }

Baire function The smallest class of functions on a topological space which contains
the continuous functions and is closed under pointwise limits. { 'ber ,fopk-shon }

Baire measure A measure defined on the class of all Baire sets such that the measure
of any closed, compact set is finite. { 'ber mezh-or }

Baire’s category theorem The theorem that a complete metric space is of second
category; equivalently, the intersection of any sequence of open dense sets in a
complete metric space is dense. { berz 'kad-2,gor-é  thir-om }

Baire set A member of the smallest sigma algebra containing all closed, compact
subsets of a topological space. { 'ber set }

Baire space A topological space in which every countable intersection of dense, open
subsets is dense in the space. { 'ber ,spas }

balanced digit system A number system in which the allowable digits in each position
range in value from —n to n, where n is some positive integer, and n + 1 is greater
than one-half the base. { 'bal-onst 'dij-ot ,sis-tom }

balanced incomplete block design For positive integers b, v, 7, k, and \, an arrangement
of v elements into b subsets or blocks so that each block contains exactly k distinct
elements, each element occurs in r blocks, and every combination of two elements
occurs together in exactly A blocks. Also known as (b,v,r;k,\)-design. { |bal-onst
\ip-kom plét 'blék di,zin }

balanced range of error A range of error in which the maximum and minimum possible
errors are opposite in sign and equal in magnitude. { 'bal-onst jranj ov 'er-or }

balanced set A set S in a real or complex vector space X such that if x is in S and
la] = 1, then ax is in S. { 'bal-onst ,set }

balance equation An equation expressing a balance of quantities in the sense that the
local or individual rates of change are zero. { 'bal-ons i'kwa-zhon }

Banach algebra An algebra which is a Banach space satisfying the property that for
every pair of vectors, the norm of the product of those vectors does not exceed
the product of their norms. { 'bd n#k 'al-jo-bro }

Banach'’s fixed-point theorem A theorem stating that if a mapping f' of a metric space
FE into itself is a contraction, then there exists a unique element x of £ such that
f(x) = x. Also known as Caccioppoli-Banach principle. { |bdnéks  fikst ,point
'thir-om }

Banach space A real or complex vector space in which each vector has a non-negative
length, or norm, and in which every Cauchy sequence converges to a point of the
space. Also known as complete normed linear space. { 'bdnik spas }

Banach-Steinhaus theorem If a sequence of bounded linear transformations of a
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Banach space is pointwise bounded, then it is uniformly bounded. { bdnik
istin, haus thir-om }

Banach-Tarski paradox A theorem stating that, for any two bounded sets, with interior
points in a Euclidean space of dimension at least three, one of the sets can be
disassembled into a finite number of pieces and reassembled to form the other
set by moving the pieces with rigid motions (translations and rotations). { jbd,nik
\tiar-ske 'par-o,diks }

bar chart See bar graph. { 'bar chirt }

bar graph A diagram of frequency-table data in which a rectangle with height propor-
tional to the frequency is located at each value of a variate that takes only certain
discrete values. Also known as bar chart; rectangular graph. { 'bar graf }

Bartlett’s test A method to test for the equalities of variances from a number of
independent normal samples by testing the hypothesis. { 'birt-lots test }

barycenter The center of mass of a system of finitely many equal point masses distrib-
uted in euclidean space in such a way that their position vectors are linearly
independent. { 'bar-o,sen-tor }

barycentric coordinates The coefficients in the representation of a point in a simplex as
alinear combination of the vertices of the simplex. { bar-a'sen-trik ko'ord-on,ats }

base 1. A side or face upon which the altitude of a geometric configuration is thought
of as being constructed. 2. For a logarithm, the number of which the logarithm
is the exponent. 3. For a number system, the number whose powers determine
place value. 4. For a topological space, a collection of sets, unions of which
form all the open sets of the space. {bas}

base angle Either of the two angles of a triangle that have the base for a side. { 'bas
an-gol }

base for the neighborhood system See local base. { |bas for tho 'na-bor,hud ,sis-tom }

base notation See radix notation. { 'bas no'ta-shon }

base period The period of a year, or other unit of time, used as a reference in
constructing an index number. Also known as base year. { 'bas ,pir-é-ad }

base space of a bundle The topological space B in the bundle (E,p,B). {|bas spas
ov 2 'bon-dal; }

base vector One of a set of linearly independent vectors in a vector space such that
each vector in the space is a linear combination of vectors from the set; that is,
a member of a basis. { 'bas ,vek-tor }

base year See base period. { 'bas yir }

base-year method See Laspeyre’s index. { |bas ,yir 'meth-aod }

basic solution In bifurcation theory, a simple, explicitly known solution of a nonlinear
equation, in whose neighborhood other solutions are studied. { 'ba-sik so'lii-shan }

basis A set of linearly independent vectors in a vector space such that each vector
in the space is a linear combination of vectors from the set. {'ba-sas}

Bayes decision rule A decision rule under which the strategy chosen from among
several available ones is the one for which the expected value of payoff is the
greatest. { 'baz di'sizh-on riil }

Bayesian statistics An approach to statistics in which estimates are based on a synthe-
sis of a prior distribution and current sample data. { |baz-&-on sto'tis-tiks }

Bayesian theory A theory, as of statistical inference or decision making, in which
probabilities are associated with individual events or statements rather than with
sequences of events. { 'baz-&é-on ,thé-o-ré}

Bayes rule The rule that the probability P(E;|A) of some event E;, given that another
event A has been observed, is P(E;)P(A|E;)/P(A), where P(E;) is the prior probabil-
ity of E;, determined either objectively or subjectively, and P(A), the probability
of 4, is given by the sum over all possible events E; of the quantity P(E;)P(A|E)).
{ 'baz rul }

Bayes’ theorem A theorem stating that the probability of a hypothesis, given the
original data and some new data, is proportional to the probability of the hypothesis,
given the original data only, and the probability of the new data, given the original
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data and the hypothesis. Also known as inverse probability principle. { baz
'thir-om }

Behrens-Fisher problem The problem of calculating the probability of drawing two
random samples whose means differ by some specified value (which may be zero)
from normal populations, when one knows the difference of the means of these
populations but not the ratio of their variances. { ber-onz fish-or ,prib-lom }

bei function One of the functions that is defined by ber,(2) * ¢ bei,(z) =
J,(ze*>™%) where J, is the nth Bessel function. { 'bI ,fopk-shon }

Bell numbers The numbers, B,, that count the total number of partitions of a set with
n elements. { 'bel nom-borz }

bell-shaped curve The curve representing a continuous frequency distribution with a
shape having the overall curvature of the vertical cross section of a bell; usually
applied to the normal distribution. { |bel |shapt 'karv }

ber function One of the functions defined by ber,(2) * i bei,(2) = J,(ze™>™"*), where
J, is the nth Bessel function. { 'ber ,fopk-shon }

Bernoulli differential equation See Bernoulli equation. { ber nii-lé or ber-niiyé dif-
9'ren-chal i'kwa-zhon }

Bernoulli distribution See binomial distribution. { bernii-1€ dis-tro'byii-shon }

Bernoulli equation A nonlinear first-order differential equation of the form (dy/dx) +
yf(x) = y"g(x), where n is a number different from unity and f and g are given
functions. Also known as Bernoulli differential equation. {bernii-le i'kwa-
zhon }

Bernoulli experiments See binomial trials. { barjnii-lé ik ,sper-a-mans }

Bernoulli number The numerical value of the coefficient of 2%/(2n)! in the expansion
of xe'/(e*—1). {bernii-le ,nom-bor }

Bernoulli polynomial The nth such polynomial is

3t

=0

where (Z) is a binomial coefficient, and B;, is a Bernoulli number. { ber nii-lé ,pil-

9'no-me-al }

Bernoulli’s lemniscate A curve shaped like a figure eight whose equation in rectangular
coordinates is expressed as (2° + ¥%)? = a?(@*> — *). {bernii-1éz lem'nis-kot }

Bernoulli theorem See law of large numbers. { ber nii-lé 'thir-om }

Bernoulli trials See binomial trials. { bor'niil-é trilz }

Bertrand curve One of a pair of curves having the same principal normals. Also
known as associate curve; conjugate curve. { 'bertrind korv}

Bertrand’s postulate The proposition that there exists at least one prime number
between any integer greater than three and twice the integer minus two. { 'ber
tranz 'pas-cha-lot }

Bessel equation The differential equation 2%f” (2) + 2f'(2) + (2> — n?)f(2) =0. { 'bes-
al i'kwa-zhon }

Bessel function A solution of the Bessel equation. Also known as cylindrical function.
Symbolized J,(2). { 'bes-al ,fogk-shon }

Bessel inequality The statement that the sum of the squares of the inner product of
a vector with the members of an orthonormal set is no larger than the square of
the norm of the vector. { 'bes-al in-&é'kwil-od-€ }

Bessel transform See Hankel transform. { 'bes-al 'tranz form }

best estimate A term applied to unbiased estimates which have a minimum variance.
{ best 'es-to-mat }

best fit See goodness of fit. { best 'fit }

beta coefficient Also known as beta weight. 1. One of the coefficients in a regression
equation. 2. A moment ratio, especially one used to describe skewness and
kurtosis. { 'bad-o ko-o'fish-ont }

beta distribution The probability distribution of a random variable with density function
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f@) = [x*"'(1 — 2)*"']/B(«,B), where B represents the beta function, « and B are
positive real numbers, and 0 < x < 1. Also known as Pearson Type I distribution.
{ "bad-o dis-tra'byii-shon }
beta function A function of two positive variables, defined by
1

B(m,n) = J " (1 = 2y ldw
0

{ 'bad-o ,fonk-shon }

beta random variable A random variable whose probability distribution is a beta
distribution. {bad-s ran-dom 'ver-€-a-bal }

beta weight See beta coefficient. { 'bad-o ,wat}

Betti group See homology group. { 'bat-té ,griip }

Betti number See connectivity number. { 'bat-té nom-baor }

Bézier curve A simple smooth curve whose shape is determined by a mathematical
formula from the locations of four points, the two end points of the curve and
two interior points. { baz-ya 'korv }

Bézout domain An integral domain in which all finitely generated ideals are principal.
{ ,ba,zo do,man }

Bézout’'s theorem The theorem that the product of the degrees of two algebraic
plane curves that lack a common component equals the number of their points
of intersection, counted to the degree of their multiplicity, including points of
intersection at infinity. { 'ba,zoz ,thir-om }

Bianchi identity A differential identity satisfied by the Riemann curvature tensor: the
antisymmetric first covariant derivative of the Riemann tensor vanishes identically.
{ 'byép-ke 1'den-od-€ }

bias In estimating the value of a parameter of a probability distribution, the difference
between the expected value of the estimator and the true value of the parameter.
{ 'b1-0s }

biased sample A sample obtained by a procedure that incorporates a systematic error
introduced by taking items from a wrong population or by favoring some elements
of a population. { bi-ast 'sam-pal }

biased statistic A statistic whose expected value, as obtained from a random sampling,
does not equal the parameter or quantity being estimated. { 'bi-ost sto'tis-tik }

bias error A measurement error that remains constant in magnitude for all observations;
a kind of systematic error. { 'bi-os ,er-or}

bicompact set See compact set. { bi'kdm,pakt |set }

biconditional operation A logic operator on two statements P and Q whose result is
true if P and Q are both true or both false, and whose result is false otherwise.
Also known as if and only if operation; match. { |bi-kon,dish-on-al ,ép-o'ra-shon }

biconditional statement A statement that one of two propositions is true if and only
if the other is true. { bi-kon,dish-on-al 'stat-mont }

biconnected graph A connected graph in which two points must be removed to
disconnect the graph. { bl-ka'nek-tad 'graf }

bicontinuous function See homeomorphism. { |bi-kan'tin-ys-was 'fogk-shon }

bicorn A plane curve whose equation in cartesian coordinates x and y is (4* + 2ay —
a?)? = y*(a®> — 2?), where a is a constant. { 'bikorn }

Bieberbach conjecture The proposition, proven in 1984, that if a function f(z) is
analytic and univalent in the unit disk, and if it has the power series expansion
2+ ay2® + a,® + -+, then, forallm (n = 2, 3, . . .), the absolute value of a,, is equal
to or less than n. { 'b&-bo,bik kon, jek-char }

Bienayme-Chebyshev inequality The probability that the magnitude of the difference
between the mean of the sample values of a random variable and the mean of the
variable is less than st, where s is the standard deviation and ¢ is any number
greater than 1, is equal to or greater than 1 — (1/¢%). {!benim-o cha-bi'shof ,in-
i'kwal-od-€ }

bifurcation The appearance of qualitatively different solutions to a nonlinear equation
as a parameter in the equation is varied. { bi-for'ka-shon }
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bifurcation theory The study of the local behavior of solutions of a nonlinear equation
in the neighborhood of a known solution of the equation; in particular, the study
of solutions which appear as a parameter in the equation is varied and which at
first approximate the known solution, thus seeming to branch off from it. Also
known as branching theory. { bi-for'ka-shon ,thé-o-ré }

bigraded module A collection of modules E,, indexed by pairs of integers s and ¢,
with each module over a fixed principal ideal domain. { jbi,grad-od ;méj-al }

biharmonic function A solution to the partial differential equation A%u(x,y,2) = 0,
where A is the Laplacian operator; occurs frequently in problems in electrostatics.
{ bI-hédr'mén-ik 'fopk-shon }

bijection A mapping f from a set A onto a set B which is both an injection and a
surjection; that is, for every element b of B there is a unique element a of A for
which f(a) = b. Also known as bijective mapping. { 'bijek-shon }

bijective mapping See bijection. { b1'jek-tiv 'map-ip }

bilateral Laplace transform A generalization of the Laplace transform in which the
integration is done over the negative real numbers as well as the positive ones.
{ br'lad-o-ral 1a'plds 'tranz,form }

bilinear concomitant An expression B(u,v), where u, v are functions of x, satisfying
vL(w) — uL(v) = (d/dx) - B(u,v), where L, L are given adjoint differential equations.
{ bT'lin-&-or kon'kim-o-tont }

bilinear expression An expression which is linear in each of two variables separately.
{ bT'lin-€-or ik'spresh-on }

bilinear form 1. A polynomial of the second degree which is homogeneous of the first
degree in each of two sets of variables; thus, it is a sum of terms of the form
a;x:y;, where x,, ..., x, and yy, ..., ¥, are two sets of variables and the a,; are
constants. 2. More generally, a mapping f(x, y) from E X F into R, where R is
a commutative ring and £ X F is the Cartesian product of two modules E and
F over R, such that for each x in E the function which takes y into f(x, y) is linear,
and for each y in F the function which takes x into f(x, y) is linear. { bilin-é-
or 'form }

bilinear transformations See Mobius transformations. {bi'lin-é-or tranz-for'ma-
shonz }

billion 1. The number 10°. 2. In British usage, the number 10'2. { 'bil-yon }

bimodal distribution A probability distribution with two different values that are mark-
edly more frequent than neighboring values. { b1-mod-al di-stra'byii-shon }

binary notation See binary number system. { 'bin-o-ré no'ta-shon }

binary number A number expressed in the binary number system of positional notation.
{ 'bIn-o-ré 'nom-bar }

binary number system A representation for numbers using only the digits 0 and 1 in
which successive digits are interpreted as coefficients of successive powers of the
base 2. Also known as binary notation; binary system; dyadic number system.
{ 'bIn-o-ré 'mom-bar ,sis-tom }

binary numeral One of the two digits 0 and 1 used in writing a number in binary
notation. { 'biner-é 'nim-rol }

binary operation A rule for combining two elements of a set to obtain a third element
of that set, for example, addition and multiplication. { 'bin-ao-ré dp-9'ra-shon }

binary quantic A quantic that contains two variables. { bin-o-ré 'kwén-tik }

binary sequence A sequence, every element of whichisOor 1. { ,bin-o-ré 'sé-kwons }

binary system See binary number system. { 'bin-o-ré 'sis-tom }

binary-to-decimal conversion The process of converting a number written in binary
notation to the equivalent number written in ordinary decimal notation. { 'bin-o-
ré to 'des-mal kon'vor-zhon }

binary tree A rooted tree in which each vertex has a maximum of two successors.
{ 'bIn-o-ré 'tre }

binomial A polynomial with only two terms. {bi'no-meé-al }

binomial array See Pascal’s triangle. { bI'no-mé-al o'ra }

binomial coefficient A coefficient in the expansion of (x + y)", where n is a positive
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integer; the (k + 1)st coefficient is equal to the number of ways of choosing

k objects out of n without regard for order. Symbolized (Z), 2Cr; C(n,k); C.

{ bi'no-mé-al ko-o'fish-ant }

binomial differential A differential of the form 2”(a + bx?)"dx, where p, q, r are integers.
{ bI'no-mé-al ,dif-a'ren-chal }

binomial distribution The distribution of a binomial random variable; the distribution

(n,p) is given by P(B = r) = (Z) pq""",p + q = 1. Also known as Bernoulli

distribution. { bi'no-mé-al ,dis-tra'byii-shon }
binomial equation An equation having the form 2™ — a = 0. { bi'no-mé-ali'kwa-zhon }
binomial expansion See binomial series. { bi'no-mé-al ik'span-shon }
binomial law The probability of an event occurring 7 times in 7 Bernoulli trials is

equal to (7:) p"(1 — p)"~", where p is the probability of the event. { bi'no-mé-al 10 }

binomial probability paper Graph paper designed to aid in the analysis of data from
a binomial population, that is, data in the form of proportions or as percentages;
both axes are marked so that the graduations are square roots of the variable.
{ \bI,no-mé-al ,pri-ba'bil-od-& ,pa-par }

binomial random variable A random variable, parametrized by a positive integer n
and a number p in the closed interval between 0 and 1, whose range is the set

{0, 1,.. ., »} and whose value is the number of successes in n independent binomial
trials when p is the probability of success in a single trial. { bTjno-mé-al ran-dom
'ver-&-9-bal }

binomial series The expansion of (x + y)" when n is neither a positive integer nor
zero. Also known as binomial expansion. {bI'no-mé-sl 'sir-éz }

binomial surd A sum of two roots of rational numbers, at least one of which is an
irrational number. { bi'no-mé-al 'sord }

binomial theorem The rule for expanding (x + y)". {bI'no-mé-al 'thir-om }

binomial trials A sequence of trials, each trial offein that a certain result may or may
not happen. Also known as Bernoulli experiments; Bernoulli trials. { bI'no-meé-
al 'tr1lz }

binomial trials model A product model in which each factor has two simple events
with probabilities p and ¢ = 1 — p. { bI'no-me-al 'trilz ,mad-al }

binormal A vector on a curve at a point so that, together with the positive tangent
and principal normal, it forms a system of right-handed rectangular Cartesian axes.
{ br'nor-mal }

binormal indicatrix For a space curve, all the end points of those radii of a unit sphere
that are parallel to the positive directions of the binormals of the curve. Also
known as spherical indicatrix of the binormal. { bi'nor-mal in'dik-9,triks }

biometrician A person skilled in biometry. Also known as biometricist. { bI,am-
9'trish-on }

biometricist See biometrician. { ,bi-6'me-tra,sist }

biometrics The use of statistics to analyze observations of biological phenomena.
{ ,b1-6'me-triks }

biometry The use of statistics to calculate the average length of time that a human
being lives. { bT'am-a-tré }

biostatistics The use of statistics to obtain information from biological data. { bl
0-sta'tis-tiks }

bipartite cubic The points satisfying the equation 4> = x(x — a)(x — b). | bI'pér,tit
'kyt-bik }

bipartite graph A linear graph (network) in which the nodes can be partitioned into
two groups G; and G, such that for every arc (i,5) node 7 is in G; and node j in
Gy.  { b'par,tit 'graf }

bipolar coordinate system 1. A two-dimensional coordinate system defined by the
family of circles that pass through two common points, and the family of circles
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that cut the circles of the first family at right angles. 2. A three-dimensional
coordinate system in which two of the coordinates depend on the x and y coordi-
nates in the same manner as in a two-dimensional bipolar coordinate system and
are independent of the z coordinate, while the third coordinate is proportional to
the z coordinate. { b1,p6-lar ko'ord-on-at ,sis-tom }

biquadratic Any fourth-degree algebraic expression. Also known as quartic. { |bi-
kwo'drad-ik }

biquadratic equation See quartic equation. { |bi-kwo'drad-ik i'kwa-zhon }

biquinary abacus An abacus in which the frame is divided into two parts by a bar
which separates each wire into two- and five-counter segments. { bi'kwin-o-ré
'ab-9-kas }

biquinary notation A mixed-base notation system in which the first of each pair of
digits counts 0 or 1 unit of five, and the second counts 0, 1, 2, 3, or 4 units. Also
known as biquinary number system. { bi'kwin-a-ré no'ta-shon }

biquinary number system See biquinary notation. { bi'kwin-o-ré 'nom-baor ,sis-tom }

birectangular Property of a geometrical object that has two right angles. { jbi-rek'tan-
gya-lor }

Birkhoff-von Neumann theorem The theorem that a matrix is doubly stochastic if and
only if it is a convex combination of permutation matrices. { bor,hof fon 'noi-
mén thir-om }

birth-death process A method for describing the size of a population in which the
population increases or decreases by one unit or remains constant over short time
periods. { borth ;deth ,pré,sos }

birth process A stochastic process that defines a population whose members may
have offspring; usually applied to the case where the population increases by one.
{ 'borth ,pri,ses }

bisection algorithm A procedure for determining the root of a function to any desired
accuracy by repeatedly dividing a test interval in half and then determining in
which half the value of the function changes sign. { 'bi,sek-shon 'al-go rith-om }

bisector The ray dividing an angle into two equal angles. { bi'sek-tor }

biserial correlation coefficient A measure of the relationship between two qualities,
one of which is a measurable random variable and the other a variable which is
dichotomous, classified according to the presence or absence of an attribute; not a
product moment correlation coefficient. { bijsir-e-al kér-a'la-shon ko-9, fish-ant }

bit In a pure binary numeration system, either of the digits 0 or 1. Also known as
bigit; binary digit. { bit }

bitangent See double tangent. { bi'tan-jont }

biunique correspondence A correspondence that is one to one in both directions.
{ bI-yiinek kir-a'span-dons }

bivariate distribution The joint distribution of a pair of variates for continuous or
discontinuous data. { bijver-e-ot ,dis-tra'byii-shon }

Blaschke’s theorem The theorem that a bounded closed convex plane set of width 1
contains a circle of radius 1/3. { 'bldsh-koz ,thir-om }

blind trial See double-blind technique. { |blind 'tril }

block In experimental design, a homogeneous aggregation of items under observation,
such as a group of contiguous plots of land or all animals in a litter. { blik }

blocking The grouping of sample data into subgroups with similar characteristics.

{ 'blik-ip }
blurring An operation that decreases the value of the membership function of a fuzzy
set if it is greater than 0.5, and increases it if it is less than 0.5. { 'blor-ip }

Bochner integral The Bochner integral of a function, f, with suitable properties, from
a measurable set, A, to a Banach space, B, is the limit of the integrals over A of
a sequence of simple functions, s,, from A to B such that the limit of the integral
over A of the norm of f — s, approaches zero. { |bdk-nor int-i-gral }

body of revolution A symmetrical body having the form described by rotating a plane
curve about an axis in its plane. { 'bid-& ov rev-a'lii-shon }

Bolyai geometry See Lobachevski geometry. { 'bol-y1 jé'dm-o-tré }
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Bolzano’s theorem

Bolzano’s theorem The theorem that a single-valued, real-valued, continuous function
of a real variable is equal to zero at some point in an interval if its values at the
end points of the interval have opposite sign. { ,bol'tsén-6z thir-om }

Bolzano-Weierstrass property The property of a topological space, each of whose
infinite subsets has at least one accumulation point. {bolitsidn-0 'vi-or,shtris

préip-ord-€ }

Bolzano-Weierstrass theorem The theorem that every bounded, infinite set in finite
dimensional Euclidean space has a cluster point. { bol'tsdn-o 'vi-or,shtris
,thir-om }

Boolean algebra An algebraic system with two binary operations and one unary
operation important in representing a two-valued logic. { 'bii-lé-on 'al-jo-bro }
Boolean calculus Boolean algebra modified to include the element of time. { 'bii-lé-

on 'kal-kya-los }

Boolean determinant A function defined on Boolean matrices which depends on the
elements of the matrix in a manner analogous to the manner in which an ordinary
determinant depends on the elements of an ordinary matrix, with the operation
of multiplication replaced by intersection and the operation of addition replaced
by union. { biil-é-on di'tor-mo-nont }

Boolean function A function f(x,y,. . .,2) assembled by the application of the operations
AND, OR, NOT on the variables x, ¥,. . ., 2 and elements whose common domain
is a Boolean algebra. { 'bii-lé-on 'fogk-shon }

Boolean matrix A rectangular array of elements each of which is a member of a
Boolean algebra. { biil-é-on 'ma,triks }

Boolean operation table A table which indicates, for a particular operation on a
Boolean algebra, the values that result for all possible combination of values of
the operands; used particularly with Boolean algebras of two elements which may
be interpreted as “true” and “false.” { biil-&-on ,dp-a'ra-shon ,ta-bal }

Boolean operator A logic operator that is one of the operators AND, OR, or NOT, or
can be expressed as a combination of these three operators. { biil-é-on 'dp-
o,rad-or }

Boolean ring A commutative ring with the property that for every element a of the
ring, a X a = a and a + a = 0; it can be shown to be equivalent to a Boolean
algebra. {btl-€-on 'rip }

bordering For a determinant, the procedure of adding a column and a row, which
usually have unity as a common element and all other elements equal to zero.
{ "bord-ar-ip }

Borel measurable function 1. A real-valued function such that the inverse image of
the set of real numbers greater than any given real number is a Borel set.

2. More generally, a function to a topological space such that the inverse image
of any open set is a Borel set. { bo-rel mezh-ra-bal 'fonk-shon }

Borel measure A measure defined on the class of all Borel sets of a topological space
such that the measure of any compact set is finite. { ba'rel mezh-or }

Borel set A member of the smallest o-algebra containing the compact subsets of a
topological space. {bo-rel |set }

Borel sigma algebra The smallest sigma algebra containing the compact subsets of a
topological space. {bo-rel |sig-ma 'al-ja-bra }

borrow An arithmetically negative carry; it occurs in direct subtraction by raising the
low-order digit of the minuend by one unit of the next-higher-order digit; for
example, when subtracting 67 from 92, a tens digit is borrowed from the 9, to raise
the 2 to a factor of 12; the 7 of 67 is then subtracted from the 12 to yield 5 as the
units digit of the difference; the 6 is then subtracted from 8, or 9 — 1, yielding 2
as the tens digit of the difference. { 'bd-ro }

boundary See frontier. { 'baun-dré }

boundary condition A requirement to be met by a solution to a set of differential
equations on a specified set of values of the independent variables. { 'baun-dré
kon'dish-on }

boundary of a set See frontier. { 'baun-dré ov o 'set }
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branching diagram

boundary point In a topological space, a point of a set with the property that every
neighborhood of the point contains points of both the set and its complement.
{ 'baun-dré ,point }

boundary value problem A problem, such as the Dirichlet or Neumann problem, which
involves finding the solution of a differential equation or system of differential
equations which meets certain specified requirements, usually connected with
physical conditions, for certain values of the independent variable. { 'baun-dré
val-yu ,prib-lom }

bounded difference For two fuzzy sets A and B, with membership functions m, and
mp, the fuzzy set whose membership function m oz has the value my, (x) — mp(x)
for every element x for which my(x) = mg(x), and has the value 0 for every
element x for which m, (x) = mpg(x). {'baund-od 'dif-rons }

bounded function 1. A function whose image is a bounded set. 2. A function of a
metric space to itself which moves each point no more than some constant distance.
{ jbaun-dad 'fopk-shan }

bounded growth The property of a function f* defined on the positive real numbers
which requires that there exist numbers M and a such that the absolute value of
f(®) is less than Ma' for all positive values of t. { |baun-dod 'groth }

bounded linear transformation A linear transformation 7" for which there is some
positive number A such that the norm of T(x) is equal to or less than A times the
norm of x for each x. { baun-dad |lin-&-or tranz-for'ma-shon }

bounded product For two fuzzy sets A and B, with membership functions m, and
mp, the fuzzy set whose membership function m,op has the value m,(x) +
mp(x) — 1 for every element x for which m, (x) + mg(x) = 1, and has the value

0 for every element x for which m,(x) + mp(x) = 1. { 'baund-od 'prad-okt }
bounded sequence A sequence whose members form a bounded set. { 'baund-od
'sé-kwans }

bounded set 1. A collection of numbers whose absolute values are all smaller than
some constant. 2. A set of points, the distance between any two of which is
smaller than some constant. { jbaun-dad 'set }

bounded sum For two fuzzy sets A and B, with membership functions m, and mgp,
the fuzzy set whose membership function m,qp has the value m, (x) + mp(x) for
every element x for which m,(x) + mg(x) = 1, and has the value 1 for every
element x for which m, (x) + mp(x) = 1. {|baun-dad 'som }

bounded variation A real-valued function is of bounded variation on an interval if its
total variation there is bounded. { baun-dod ver-&'a-shon }

bound variable In logic, a variable that occurs within the scope of a quantifier, and
cannot be replaced by a constant. { baund 'ver-&-9-bal }

boxcar function A function whose value is zero except for a finite interval of its
argument, for which it has a constant nonzero value. { 'biks kér ,fopk-shon }

braid A braid of order n consists of two parallel lines, sets of n points on each of the
lines with a one-to-one correspondence between them, and n nonintersecting space
curves, each of which connects one of the n points on one of the parallel lines
with the corresponding point on the other; the space curves are configured so that
no curve turns back on itself, in the sense that its projection on the plane of the
parallel lines lies between the parallel lines and intersects any line parallel to them
no more than once, and any two such projections intersect at most a finite number
of times. {brad }

branch 1. A complex function which is analytic in some domain and which takes on
one of the values of a multiple-valued function in that domain. 2. A section of
a curve that is separated from other sections of the curve by discontinuities,
singular points, or other special points such as maxima and minima. { branch }

branch cut A line or curve of singular points used in defining a branch of a multiple-
valued complex function. { 'branch kot }

branching diagram In bifurcation theory, a graph in which a parameter characterizing
solutions of a nonlinear equation is plotted against a parameter that appears in
the equation itself. { 'branch-ig ,di-o,gram }
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branching process

branching process A stochastic process in which the members of a population may
have offspring and the lines of descent branch out as the new members are born.
{ "oranch-ip 'pras-os }

branching theory See bifurcation theory. { 'branch-ig ,thé-o-ré}

branch point 1. A point at which two or more sheets of a Riemann surface join together.
2. In bifurcation theory, a value of a parameter in a nonlinear equation at which
solutions branch off from the basic solution. { 'branch point }

breakdown law The law that if the event E is broken down into the exclusive events
E\, E,,. ..sothat E is the event E| or E; or . . ., then if F'is any event, the probability
of F is the sum of the products of the probabilities of E; and the conditional
probability of F' given E;. { 'brak,daun 10 }

Brianchon’s theorem The theorem that if a hexagon circumscribes a conic section,
the three lines joining three pairs of opposite vertices are concurrent (or are
parallel). { bré-onkénz  thir-om }

bridge A line whose removal disconnects a component of a graph. Also known as
isthmus. { brij }

bridging The operation of carrying in addition or multiplication. { 'brij-ip }

Briggsian logarithm See common logarithm. { |brigz-&-on 'lag-o,rith-om }

Briggs’ logarithm See common logarithm. { |brigz 'log-o,rith-om }

broken line A line which is composed of a series of line segments lying end to end,
and which does not form a continuous line. { }bro-kan lin }

Bromwich contour A path of integration in the complex plane running from ¢ — 7%
to ¢ + 4%, where c is a real, positive number chosen so that the path lies to the
right of all singularities of the analytic function under consideration. { 'briam
,wich Kén,tur }

Brouwer’s theorem A fixed-point theorem stating that for any continuous mapping f
of the solid n-sphere into itself there is a point « such that f(x) = x. { 'brau-orz
,thir-om }

Budan’s theorem The theorem that the number of roots of an nth-degree polynomial
lying in an open interval equals the difference in the number of sign changes
induced by 7 differentiations at the two ends of the interval. { 'bii,dénz thir-om }

Buffon’s problem The problem of calculating the probability that a needle of specified
length, dropped at random on a plane ruled with a series of straight lines a specified
distance apart, will intersect one of the lines. { bii'fonz ,prib-lom }

bullet nose A plane curve whose equation in cartesian coordinates x and y is
(a®x*) — (b*/y?*) = 1, where a and b are constants. { 'bul-ot noz }

bunch-map analysis A graphic technique in confluence analysis; all subsets of regres-
sion coefficients in a complete set are drawn on standard diagrams, and the repre-
sentation of any set of regression coefficients produces a “bunch” of lines; allows
the observer to determine the effect of introducing a new variate on a set of
variates. { jbanch jmap 9'nal-9-sas }

bundle A triple (¥, p, B), where E and B are topological spaces and p is a continuous
map of E onto B; intuitively E is the collection of inverse images under p of points
from B glued together by the topology of X. { 'ban-dal}

bundle of planes See sheaf of planes. { ban-dal av 'planz }

Buniakowski’s inequality See Cauchy-Schwarz inequality. { bun-yo'kof-skéz ,in-
i'kwal-od-€ }

Burali-Forti paradox The order-type of the set of all ordinals is the largest ordinal, but
that ordinal plus one is larger. {bu'ril-é 'for-té 'par-o,diks }

Burnside-Frobenius theorem Pertaining to a group of permutations on a finite set,
the theorem that the sum over all the permutations, g, of the number of fixed
points of g is equal to the product of the number of distinct orbits with respect
to the group and the number of permutations in the group. { barn,sid fro'bé-né-
9s ,thir-om }

(b,v,r,k,\)-design See balanced incomplete block design. {}bé |vé jar ka 'lam-do
di,zin }
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Caccioppoli-Banach principle See Banach’s fixed-point theorem. { ké-ché'dp-o-1é
'ba,nédk prin-so-pal }

Calabi conjecture If the volume of a certain type of surface, defined in a higher
dimensional space in terms of complex numbers, is known, then a particular kind
of metric can be defined on it; the conjecture was subsequently proved to be
correct. { ka'ld-bé kan,jek-char }

calculus The branch of mathematics dealing with differentiation and integration and
related topics. { 'kal-kyo-los }

calculus of enlargement See calculus of finite differences. { 'kal-kya-los ov in'lérj-
mont }

calculus of finite differences A method of interpolation that makes use of formal
relations between difference operators which are, in turn, defined in terms of the
values of a function on a set of equally spaced points. Also known as calculus
of enlargement. { 'kal-kyo-los ov 'finit 'dif-ron-sos }

calculus of residues The application of the Cauchy residue theorem and related
theorems to compute the residues of a meromorphic function at simple poles,
evaluate contour integrals, expand meromorphic functions in series, and carry out
related calculations. { 'kal-kyo-los ov 'rez-o,dliz }

calculus of tensors The branch of mathematics dealing with the differentiation of
tensors. { 'kal-kyo-los ov 'ten-sors }

calculus of variations The study of problems concerning maximizing or minimizing a
given definite integral relative to the dependent variables of the integrand function.
{ 'kal-kyo-los ov ,ver-é'a-shonz }

calculus of vectors That branch of calculus concerned with differentiation and integra-
tion of vector-valued functions. { 'kal-kya-las av 'vek-torz }

Camp-Meidell condition For determining the distribution of a set of numbers, the
guideline stating that if the distribution has only one mode, if the mode is the same
as the arithmetic mean, and if the frequencies decline continuously on both sides
of the mode, then more than 1 — (1/2.25¢%) of any distribution will fall within the
closed range X + (o, where { = number of items in a set, X = average, and ¢ =
standard deviation. {kamp ,mi'del kon,dish-on }

canal surface The envelope of a family of spheres of equal radii whose centers are
on a given space curve. { ko'nal sor-fos }

cancellation law A rule which allows formal division by common factors in equal
products, even in systems which have no division, as integral domains; ab = ac
implies that b = ¢. { kan-sa'la-shon 10}

canonical coordinates Any set of generalized coordinates of a system together with
their conjugate momenta. { ko'nén-o-kal ko'ord-on-ots }

canonical correlation The maximum correlation between linear functions of two sets
of random variables when specific restrictions are imposed upon the coefficients
of the linear functions of the two sets. { koa'nin-o-kal kor-o'la-shon }

canonical matrix A member of an equivalence class of matrices that has a particularly
simple form, where the equivalence classes are determined by one of the relations
defining equivalent, similar, or congruent matrices. { ko'nidn-o-kol 'ma,triks }
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canonical transformation

canonical transformation Any function which has a standard form, depending on the
context. {ko'nédn-a-kal tranz-for'ma-shon }

Cantor diagonal process A technique of proving statements about infinite sequences,
each of whose terms is an infinite sequence by operation on the nth term of the
nth sequence for each n; used to prove the uncountability of the real numbers.
{ 'kdn-tor di'ag-on-ol ,pris-os }

Cantor function A real-valued nondecreasing continuous function defined on the closed
interval [0,1] which maps the Cantor ternary set onto the interval [0,1]. { 'kén-
tor ,fopk-shon }

Cantor’s axiom The postulate that there exists a one-to-one correspondence between
the points of a line extending indefinitely in both directions and the set of real
numbers. { 'kan-torz 'ak-sé-om }

Cantor ternary set A perfect, uncountable, totally disconnected subset of the real
numbers having Lebesgue measure zero; it consists of all numbers between 0 and
1 (inclusive) with ternary representations containing no ones. { 'kin-tor 'tor-no-
ré set }

Cantor theorem A theorem that there is no one-to-one correspondence between a set
and the collection of its subsets. { 'kén-tor 'thir-om |}

cap The symbol N, which indicates the intersection of two sets. { kap }

Carathéodory outer measure A positive, countably subadditive set function defined
on the class of all subsets of a given set; used for defining measures. { Kkir-ojta-
d'dor-é |aud-or 'mezh-or }

Carathéodory theorem The theorem that each point of the convex span of a set in
an n-dimensional Euclidean space is a convex linear combination of points in that
set. {, kér-o,ta-o'dor-€  thir-om }

cardinal measurement See interval measurement. { 'kird-nel 'mezh-or-mont }

cardinal number The number of members of a set; usually taken as a particular
well-ordered set representative of the class of all sets which are in one-to-one
correspondence with one another. { 'kdrd-nal 'nom-baor }

cardioid A heart-shaped curve generated by a point of a circle that rolls without
slipping on a fixed circle of the same diameter. { 'kérd-€,oid }

carry An arithmetic operation that occurs in the course of addition when the sum of
the digits in a given position equals or exceeds the base of the number system; a
multiple m of the base is subtracted from this sum so that the remainder is less
than the base, and the number m is then added to the next-higher-order digit.
{ 'kar-e }

Cartesian axis One of a set of mutually perpendicular lines which all pass through a
single point, used to define a Cartesian coordinate system; the value of one of the
coordinates on the axis is equal to the directed distance from the intersection of
axes, while the values of the other coordinates vanish. { kér'té-zhon 'ak-sos }

Cartesian coordinates 1. The set of numbers which locate a point in space with respect
to a collection of mutually perpendicular axes. 2. See rectangular coordinates.
{ kér'te-zhon ko'ord-nats }

Cartesian coordinate system A coordinate system in n dimensions where n is any
integer made by using » number axes which intersect each other at right angles
at an origin, enabling any point within that rectangular space to be identified by
the distances from the n lines. Also known as rectangular Cartesian coordinate
system. { kir'té-zhon ko'ord-nat sis-tom }

Cartesian geometry See analytic geometry. { kér'té-zhan jé'am-o-tré }

Cartesian oval A plane curve consisting of all points P such that aFP + bF'P = c,
where F and F' are fixed points and a, b, and ¢ are constants which are not
necessarily positive. { kir'té-zhon '6-val }

Cartesian plane A plane whose points are specified by Cartesian coordinates. { kir
'tézh-on 'plan }

Cartesian product In reference to the product of P and @, the set P X @ of all pairs
(p,q), where p belongs to P and q belongs to Q. { kéir'té-zhan 'prad-okt }
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Cauchy mean

Cartesian surface A surface obtained by rotating the curve ny(x®> + )2 +
(@ — a)® + y?*]¥? = ¢ about the x axis. { kéir'te-zhan 'sor-fos }

Cartesian tensor The aggregate of the functions of position in a tensor field in an
n-dimensional Cartesian coordinate system. { kir'té-zhan 'ten-sor }

Cassinian oval See oval of Cassini. { ko'sin-é-on '6-val }

casting-out nines A method of checking the correctness of elementary arithmetical
operations, based on the fact that an integer yields the same remainder as the sum
of its decimal digits, when divided by 9. { |kast-ip ,aut 'ninz }

Catalan conjecture The conjecture that the only pair of consecutive positive integers
that are powers of smaller integers is the pair (8,9). { 'ki-to,ldn kon jek-char }

Catalan numbers The numbers, c¢,, which count the ways to insert parentheses in a
string of n terms so that their product may be unambiguously carried out by
multiplying two quantities at a time. { 'kat-ol-on ,nom-borz }

catastrophe theory A theory of mathematical structure in which smooth continuous
inputs lead to discontinuous responses. { ko'tas-tro-fé ;thé-o-ré }

categorical data Data separable into categories that are mutually exclusive, for exam-
ple, age groups. { kad-o|gor-i-kal 'dad-o }

category A class of objects together with a set of morphisms for each pair of objects
and a law of composition for morphisms; sets and functions form an important
category, as do groups and homomorphisms. { 'kad-o,gor-€ }

catenary The curve obtained by suspending a uniform chain by its two ends; the
graph of the hyperbolic cosine function. Also known as alysoid; chainette. { 'kat-
oner-é |}

catenoid The surface of revolution obtained by rotating a catenary about a horizontal
axis. { 'kat-on,oid }

caterer problem A linear programming problem in which it is required to find the
optimal policy for a caterer who must choose between buying new napkins and
sending them to either a fast or a slow laundry service. { 'kad-o-ror ,préb-lom }

Cauchy boundary conditions The conditions imposed on a surface in euclidean space
which are to be satisfied by a solution to a partial differential equation. { ko-shé
'baun-dré kon,dish-onz }

Cauchy condensation test A monotone decreasing series of positive terms Za,, con-
verges or diverges as does p"a," for any positive integer p. { ko-shé kén-den'sa-
shon test }

Cauchy distribution A distribution function having the form M/[wM? + (x — a)?], where
x is the variable and M and a are constants. Also known as Cauchy frequency
distribution. { ko-shé dis-tra'bytii-shon }

Cauchy formula An expression for the value of an analytic function f at a point z in

1 [ S©

terms of a line integral f(z) = %J g_z d{ where C is a simple closed curve
v Jo
containing z. Also known as Cauchy integral formula. { ko-shé ,for-myo-1o }

Cauchy frequency distribution See Cauchy distribution. { ko-shé 'fré-kwon-sé dis-
tro'byii-shon }

Cauchy-Hadamard theorem The theorem that the radius of convergence of a Taylor
series in the complex variable z is the reciprocal of the limit superior, as n
approaches infinity, of the nth root of the absolute value of the coefficient of z".
{ ko-shé 'had-o-mér ,thir-om }

Cauchy inequality The square of the sum of the products of two variables for a range
of values is less than or equal to the product of the sums of the squares of these
two variables for the same range of values. { ko-shé in-i'kwil-od-€ }

Cauchy integral formula See Cauchy formula. { ko-shé jin-ta-gral for-mya-ls }

Cauchy integral test See Cauchy’s test for convergence. { ko-shé 'in-to-gral test }

Cauchy integral theorem The theorem that if y is a closed path in a region R satisfying
certain topological properties, then the integral around vy of any function analytic
in R is zero. {ko-shé 'in-to-gral  thir-om }

Cauchy mean The Cauchy mean-value theorem for the ratio of two continuous func-
tions. { ko-shé ,mén }
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Cauchy mean-value theorem

Cauchy mean-value theorem The theorem that if f and g are functions satisfying
certain conditions on an interval [a,b], then there is a point x in the interval at
which the ratio of derivatives f'(x)/g'(x) equals the ratio of the net change in f,
f() — f(a), to that of g. { ko-shé jmén val-yi ,thir-om }

Cauchy net A net whose members are elements of a topological vector space and
which satisfies the condition that for any neighborhood of the origin of the space
there is an element a of the directed system that indexes the net such that if b
and ¢ are also members of this directed system and b = a and ¢ = a, then
x, — &, is in this nieghborhood. { 'kd-shé net }

Cauchy principal value Also known as principal value. 1. The Cauchy principal value

%0 S

of S(@)dx is limJ f(@)dx provided the limit exists. 2. If a function f is

—o

bounded on an interval (a,b) except in the neighborhood of a point ¢, the Cauchy

b e—A b
principal value of J Sf(@)dx is lim U Sf(@)dx + J’

a A0 a ct+A
exists. { ko-shé jprin-so-pal (val-yii }

Cauchy problem The problem of determining the solution of a system of partial
differential equation of order m from the prescribed values of the solution and of
its derivatives of order less than m on a given surface. { ko-shé ,prib-lom }

Cauchy product A method of multiplying two absolutely convergent series to obtain
a series which converges absolutely to the product of the limits of the original

series: (i an) (i b"> = i ¢, where ¢, = i apb, . { ko-shé prad-okt }
k=0

n=0 n=0 n=0

Cauchy radical test A test for convergence of series of positive terms: if the nth root
of the nth term is less than some number less than unity, the series converges; if
it remains equal to or greater than unity, the series diverges. {ko-shé 'rad-i-
kol test }

Cauchy random variable A random variable that has a Cauchy distribution. { ko-shé
ran-dom 'ver-é-9-bal }

Cauchy ratio test A series of nonnegative terms converges if the limit, as » approaches
infinity, of the ratio of the (n + 1)st to nth term is smaller than 1, and diverges if
it is greater than 1; the test fails if this limit is 1. Also known as ratio test. { ko-
shé 'ra-sho test }

Cauchy residue theorem The theorem expressing a line integral around a closed curve
of a function which is analytic in a simply connected domain containing the curve,
except at a finite number of poles interior to the curve, as a sum of residues of
the function at these poles. { ko-shé 'rez-9,du ,thir-om }

Cauchy-Riemann equations A pair of partial differential equations that is satisfied by
the real and imaginary parts of a complex function f(2) if and only if the function
is analytic: du/ox = Jdv/dy and du/dy = — 9Iv/dx, where f(2) = u +  and 2 =
x + dy. { ko-shé 'ré,min i'kwa-zhonz }

Cauchy-Schwarz inequality The square of the inner product of two vectors does not
exceed the product of the squares of their norms. Also known as Buniakowski’s
inequality; Schwarz’ inequality. { ko-shé 'shworts in-i'kwiil-od-é }

Cauchy sequence A sequence with the property that the difference between any two
terms is arbitrarily small provided they are both sufficiently far out in the sequence;
more precisely stated: a sequence {a,} such that for every e > 0 there is an integer
N with the property that, if » and m are both greater than N, then |a, — a,| < e.
Also known as fundamental sequence; regular sequence. { ko-shé 'sé-kwons }

Cauchy’s mean-value theorem See second mean-value theorem. { ko'shéz mén ,val-
yu 'thir-om }

Cauchy’s test for convergence 1. A series is absolutely convergent if the limit as n
approaches infinity of its nth term raised to the 1/n power is less than unity.

2. A series a,, is convergent if there exists a monotonically decreasing function f
such that f(n) = a, for n greater than some fixed number N, and if the integral

f (x)dx] provided the limit

28



center of geodesic curvature

of f(x)dx from N to » converges. Also known as Cauchy integral test; Maclaurin-
Cauchy test. { ko-shéz test for kon'var-jons }

Cauchy transcendental equation An equation whose roots are characteristic values
of a certain type of Sturm-Liouville problem: tan ow = (k + K)/(o? — kK), where
k and K are given, and o is to be determined. { ko-shé jtrans enjdent-oli'kwa-zhon }

Cavalieri’s theorem The theorem that two solids have the same volume if their altitudes
are equal and all plane sections parallel to their bases and at equal distances from
their bases are equal. { kav-o'lyer-ez ,thir-om }

Cayley algebra The nonassociative division algebra consisting of pairs of quaternions;
it may be identified with an eight-dimensional vector space over the real numbers.
{ 'ka-1e ,al-jo-bra }

Cayley-Hamilton theorem The theorem that a linear transformation or matrix is a root
of its own characteristic polynomial. Also known as Hamilton-Cayley theorem.
{ )kal-e jham-al-ton thir-om }

Cayley-Klein parameters A set of four complex numbers used to describe the orienta-
tion of a rigid body in space, or equivalently, the rotation which produces that
orientation, starting from some reference orientation. { /kal-é klin pa,ram-ad-orz }

Cayley numbers The members of a Cayley algebra. Also known as octonions. { 'kal
& nom-borz }

Cayley’s sextic A plane curve with the equation = 4a cos® (6/3), where 7 and 6 are
radial and angular polar coordinates and a is a constant. { 'ka-1éz 'sek-stik }
Cayley’s theorem A theorem that any group G is isomorphic to a subgroup of the

group of permutations on G. { 'ka,léz thir-om }

ceiling The smallest integer that is equal to or greater than a given real number a;
symbolized [a | { 'sé-lip }

cell 1. The homeomorphic image of the unit ball. 2. One of the (n — 1)-dimensional
polytopes that enclose a given n-dimensional polytope. {sel}

cell complex A topological space which is the last term of a finite sequence of spaces,
each obtained from the previous by sewing on a cell along its boundary. { 'sel
kim,pleks }

cell frequency The number of observations of specified conditional constraints on
one or more variables; used mainly in the analysis of data obtained by performing
actual counts. { 'sel (fré-kwon-se }

cellular automaton A mathematical construction consisting of a system of entities,
called cells, whose temporal evolution is governed by a collection of rules, so that
its behavior over time may appear highly complex or chaotic. { 'sel-ya-lor o'tdm-
9-ton }

censored data Observations collected by determining in advance whether to record
only a specified number of the smallest or largest values, or of the remaining values
in a sample of a particular size. { sen-sord 'dad-s}

census A complete counting of a population, as opposed to a partial counting or
sampling. { 'sen-sos }

center 1. The point that is equidistant from all the points on a circle or sphere.
2. The point (if it exists) about which a curve (such as a circle, ellipse, or hyperbola)
is symmetrical. 3. The point (if it exists) about which a surface (such as a sphere,
ellipsoid, or hyperboloid) is symmetrical. 4. For a regular polygon, the center
of its circumscribed circle. 5. The subgroup consisting of all elements that
commute with all other elements in a given group. 6. The subring consisting of
all elements a such that ax = xa for all x in a given ring. 7. For a distribution,
the expected value of any random variable which has the distribution. { 'sen-tor }

center of area For a plane figure, the center of mass of a thin uniform plate having
the same boundaries as the plane figure. Also known as center of figure; centroid.
{ 'sen-tor ov 'er-é-o }

center of curvature At a given point on a curve, the center of the osculating circle of
the curve at that point. { 'sen-tor ov 'kor-va-chaor }

center of figure See center of area; center of volume. { 'sen-tor ov 'fig-yor }

center of geodesic curvature For a curve on a surface at a given point, the center of
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center of inversion

curvature of the orthogonal projection of the curve onto a plane tangent to the
surface at the point. {|sen-tor ov ,jé-o'des-ik korv-o-chor }

center of inversion The point O with respect to which an inversion is defined, so that
every point P is mapped by the inversion into a point @ that is collinear with
O and P. { 'sen-tor ov in'vor-zhon }

center of normal curvature For a given point on a surface and for a given direction,
the normal section of the surface through the given point and in the given direction.
{ 'sen-tor ov 'norm-al 'kor-vo-chaor }

center of perspective The point specified by Desargues’ theorem, at which lines passing
through corresponding vertices of two triangles are concurrent. { 'sen-tor ov
par'spek-tiv }

center of principal curvature For a given point on a surface, the center of normal
curvature at the point in one of the two principal directions. { 'sen-tor ov 'prin-
s9-pal kor-vo-char }

center of projection The fixed point in a central projection. { |sen-tor ov pra'jek-shon }

center of similitude 1. A point of intersection of lines that join the ends of parallel
radii of coplanar circles. 2. See homothetic center. { 'sen-tor ov si'mil-o,tid }

center of spherical curvature The center of the osculating sphere at a specified point
on a space curve. { sen-tor av |sfer-a-kal 'kor-va-char }

center of volume For a three-dimensional figure, the center of mass of a homogeneous
solid having the same boundaries as the figures. Also known as center of figure;
centroid. { 'sen-tor ov 'vil-yom }

centrad A unit of plane angle equal to 0.01 radian or to about 0.573 degree. { 'sent,rad }

central angle In a circle, an angle whose sides are radii of the circle. { 'sen-tral 'ap-gal }

central conic A conic that has a center, namely, a circle, ellipse, or hyperbola. { 'sen-
tral 'kén-ik }

central difference One of a series of quantities obtained from a function whose values
are known at a series of equally spaced points by repeatedly applying the central
difference operator to these values; used in interpolation or numerical calculation
and integration of functions. { 'sen-tral 'dif-rons }

central difference operator A difference operator, denoted 9, defined by the equation
If (@) = f(x + h/2) — f(x — h/2), where h is a constant denoting the difference
between successive points of interpolation or calculation. { jsen-tral |dif-rons 'dp-
o,rad-or }

centralizer The subgroup consisting of all elements which commute with a given
element of a group. { 'sen-tra,liz-or }

central-limit theorem The theorem that the distribution of sample means taken from
a large population approaches a normal (Gaussian) curve. {|sen-tral jlim-st
,thir-om }

central mean operator A difference operator, denoted ., defined by the equation wf (x)
= [f(x + W2) + f(x — h/2)])/2, where h is a constant denoting the difference
between successive points of interpolation or calculation. Also known as averag-
ing operator. {isen-tral jmén 'dp-o,rad-or }

central plane For a fixed ruling of a ruled surface, the plane tangent to the surface
at the central point of the ruling. { 'sen-tral 'plan }

central point For a fixed ruling L on a ruled surface, the limiting position, as a variable
ruling L’ approaches L, of the foot on L of the common perpendicular to L and
L'. {'sen-tral 'point }

central projection A mapping of a configuration into a plane that associates with any
point of the configuration the intersection with the plane of the line passing through
the point and a fixed point. { 'sen-tral pro'jek-shon }

central quadric A quadric surface that has a center, namely, a sphere, ellipsoid, or
hyperboloid. { 'sen-trol 'kwé-drik }

centroid See center of area; center of volume. { 'sen,troid }

centroids of areas and lines Points positioned identically with the centers of gravity
of corresponding thin homogeneous plates or thin homogeneous wires; involved
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characteristic equation

in the analysis of certain problems of mechanics such as the phenomenon of
bending. { 'sen,troidz ov jer-é-0z on 'linz }

Cesaro equation An equation which relates the arc length along a plane curve and
the radius of curvature. {cha'zi-ro i, kwa-zhon }

Cesaro summation A method of attaching sums to certain divergent sequences and
series by taking averages of the first n terms and passing to the limit. { cha'zi-
ro s9'ma-shon }

Ceva’s theorem The theorem that if three concurrent straight lines pass through the
vertices A, B, and C of a triangle and intersect the opposite sides, produced if
necessary, at D, E, and F, then the product AF-BD-CE of the lengths of three
alternate segments equals the product FB-DC-EA of the other three. { 'cha-vaoz
,thir-om }

cevian A straight line that passes through a vertex of a triangle or tetrahedron and
intersects the opposite side or face. { 'chav-é-on}

chain See linearly ordered set. {chan }

chain complex A sequence {C,}, —» < n < %, of Abelian groups together with a
sequence of boundary homomorphisms d,: C,, — C,_; such that d,_; > d, = 0 for
each n. {'chan kim,pleks }

chainette See catenary. { cha'net}

chain homomorphism A sequence of homomorphisms f,: C,, — D, between the groups
of two chain complexes such that f,,_, d,, = d,f, where d,, and d,, are the boundary
homomorphisms of {C,} and {D,} respectively. {'chan ho-mo'mor fiz-om }

chain index An index number derived by relating the value at any given period to the
value in the previous period rather than to a fixed base. { 'chan ,in,deks }

chain of simplices A member of the free Abelian group generated by the simplices
of a given dimension of a simplicial complex. { 'chan ov 'sim-plo,séz }

chain rule A rule for differentiating a composition of functions: (d/dx)f(g(x)) =
S'(g@) - g'(®). {'chan ril}

chance variable See random variable. { chans 'ver-é-a-bal }

character group The set of all continuous homomorphisms of a topological group
onto the group of all complex numbers with unit norm. { 'kar-ik-tor ,grip }

characteristic 1. That part of the logarithm of a number which is the integral (the
whole number) to the left of the decimal point in the logarithm. 2. For a family
of surfaces that depend continuously on a parameter, the limiting curve of intersec-
tion of two members of the family as the two values of the parameter determining
them approach a common value. 3. For a ring or field, the smallest possible
integer whose product with any element of the ring or field equals zero, provided
that such an integer exists; otherwise the characteristicis zero. { kar-ik-to'ris-tik }

characteristic cone A conelike region important in the study of initial value problems
in partial differential equations. { kar-ik-to'ris-tik 'kon }

characteristic curve 1. One of a pair of conjugate curves in a surface with the property
that the directions of the tangents through any point of the curve are the characteris-
tic directions of the surface. 2. A curve plotted on graph paper to show the relation
between two changing values. 3. A characteristic curve of a one-parameter family
of surfaces is the limit of the curve of intersection of two neighboring surfaces of
the family as those surfaces approach coincidence. { kar-ik-to'ris-tik 'korv }

characteristic directions For a point P on a surface S, the pair of conjugate directions
which are symmetric with respect to the directions of the lines of curvature on
S through P { kar-ik-ta'ris-tik do'rek-shonz }

characteristic equation 1. Any equation which has a solution, subject to specified
boundary conditions, only when a parameter occurring in it has certain values.
2. Specifically, the equation Au = \u, which can have a solution only when the
parameter \ has certain values, where A can be a square matrix which multiplies
the vector u, or a linear differential or integral operator which operates on the
function u, or in general, any linear operator operating on the vector u in a finite
or infinite dimensional vector space. Also known as eigenvalue equation.
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characteristic form

3. An equation which sets the characteristic polynomial of a given linear transforma-

tion on a finite dimensional vector space, or of its matrix representation, equal to
zero. { kar-ik-to'ris-tik i'kwa-zhon }

characteristic form A means of classifying partial differential equations. { kar-ik-
to'ris-tik 'form }

characteristic function 1. The function x, defined for any subset A of a set by setting
xa(@) =1ifxrisin A and x4, = 0 if x is not in A. Also known as indicator
function. 2. A function that uniquely defines a probability distribution; it is equal
to \/2_17 times the Fourier transform of the frequency function of the distribution.
3. See eigenfunction. { kar-ik-to'ris-tik 'fopk-shon }

characteristic manifold 1. A surface used to study the problem of existence of solutions
to partial differential equations. 2. The linear set of eigenvectors corresponding
to a given eigenvalue of a linear transformation. { kar-ik-ta'ris-tik 'man-9,fold }

characteristic number See eigenvalue. { kar-ik-to'ris-tik 'nom-bor }

characteristic point The characteristic point of a one-parameter family of surfaces
corresponding to the value u, of the parameter is the limit of the point of intersection
of the surfaces corresponding to the values u,, u;, and u, of the parameter as u,
and u, approach u, independently. { kar-ik-to'ris-tik 'point }

characteristic polynomial The polynomial whose roots are the eigenvalues of a given
linear transformation on a finite dimensional vector space. { kar-ik-to'ris-tik pal-
9'no-me-al }

characteristic ray For a differential equation, an integral curve which generates all
the others. { kar-ik-to'ris-tik 'ra }

characteristic root See eigenvalue. { kar-ik-to'ris-tik 'rit }

characteristic value See eigenvalue. { kar-ik-to'ris-tik 'val-yi }

characteristic vector See eigenvector. { kar-ik-to'ris-tik 'vek-tor }

Charlier polynomials Families of polynomials which are orthogonal with respect to
Poisson distributions. { shirjlya ,pél-9'no-mé-alz }

Charpit’s method A method for finding a complete integral of the general first-order
partial differential equation in two independent variables; it involves solving a set
of five ordinary differential equations. { 'chir,pits meth-ad }

chart An n-chart is a pair (U,k), where U is an open set of a topological space and
h is a homeomorphism of U onto an open subset of n-dimensional Euclidean
space. { chért}

Chebyshev approximation See min-max technique.

Chebyshev polynomials A family of orthogonal polynomials which solve Chebyshev’s
differential equation. { 'cheb-a-shof ,pél-i'n6-mé-slz }

Chebyshev’s differential equation A special case of Gauss’ hypergeometric second-
order differential equation: (1 — x%)f"(x) — af'(x) + n%f(x) = 0. {'cheb-o-shofs
dif-a'ren-chal i'kwa-zhan }

Chebyshev’s inequality Given a nonnegative random variable f(x), and k > 0, the
probability that f(x) = k is less than or equal to the expected value of f divided
by k. {'cheb-a-shofs in-i'kwil-od-é }

Chinese remainder theorem The theorem that if the integers m;, ms, ..., m, are
relatively prime in pairs and if b, b, ..., b, are integers, then there exists an
integer that is congruent to b; modulo m; for 1=1,2, ..., n. {|chinéz ri'man-der
,thir-om }

chirplet A wavelet whose instantaneous frequency drifts upward or downward at a
fixed rate throughout its duration. { 'chorp-lot}

chi-square distribution The distribution of the sum of the squares of a set of variables,
each of which has a normal distribution and is expressed in standardized units.
{ 'ki jskwer dis-tra'byii-shon }

chi-square statistic A statistic which is distributed approximately in the form of a chi-
square distribution; used in goodness-of-fit. { 'ki jskwar sta,tis-tik }

chi-square test A generalization, and an extension, of a test for significant differences
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circular nomograph

between a binomial population and a multinomial population, wherein each obser-
vation may fall into one of several classes and furnishes a comparison among
several samples instead of just two. { 'ki jskwer 'test }

Choquet theorem Let K be a compact convex set in a locally convex Hausdorff real
vector space and assume that either (1) the set of extreme points of K is closed
or (2) K is metrizable; then for every point x in K there is at least one Radon
probability measure m on X, concentrated on the set of extreme points of K, such
that «x is the centroid of m. {sho'ka  thir-om }

chord A line segment which intersects a curve or surface only at the endpoints of the
segment. { kord }

Christoffel symbols Symbols that represent particular functions of the coefficients
and their first-order derivatives of a quadratic form. Also known as three-index
symbols. { 'kris-tof-ol ,sim-bolz }

chromatic number For a specified surface, the smallest number » such that for any
decomposition of the surface into regions the regions can be colored with n colors
in such a way that no two adjacent regions have the same color. { kro'mad-ik
'nom-bar }

Church-Rosser theorem If for a lambda expression there is a terminating reduction
sequence yielding a reduced form B, then the leftmost reduction sequence will
yield a reduced form that is equivalent to B up to renaming. { charch jros-or
ithir-om }

Church’s thesis The claim that a function is computable in the intuitive sense if and
only if it is computable by a Turing machine. Also known as Turing’s thesis.
{ icharch-az |thé-sas }

circle 1. The set of all points in the plane at a given distance from a fixed point.

2. A unit of angular measure, equal to one complete revolution, that is, to 2w
radians or 360°. Also known as turn. { 'sor-kal }

circle graph See pie chart. { 'sor-kal ,graf }

circle of convergence The region in which a power series possesses a limit. { 'sor-
kol ov kon'vor-jons }

circle of curvature The circle tangent to a curve on the concave side and having the
same curvature at the point of tangency as does the curve. { 'sor-kol ov 'kor-
va-char }

circle of inversion A circle with respect to which two specified curves are inverse
curves. {'sor-kal ov in'vor-zhen }

circuit See cycle. { 'sor-kot }

circulant determinant A determinant in which the elements of each row are the same
as those of the previous row moved one place to the right, with the last element
put first. { 'sor-kya-lont do'tor-ma-nont }

circulant matrix A matrix in which the elements of each row are those of the previous
row moved one place to the right. { 'sor-kya-lont 'ma,triks }

circular arc See arc. { 'sor-kyo-lor 'drk }

circular argument An argument that is not valid because it uses the theorem to be
proved or a consequence of that theorem that is not proven. { |sor-kyo-lor 'dr-
gyo-mont }

circular cone A cone whose base is a circle. { 'sor-kya-lor 'kon }

circular conical surface The lateral surface of a right circular cone. {|sor-kyo-lor
1kdn-9-kal 'sor-fos }

circular cylinder A solid bounded by two parallel planes and a cylindrical surface
whose intersections with planes perpendicular to the straight lines forming the
surface are circles. { 'sor-kyo-lor 'sil-on-dor }

circular functions See trigonometric functions. { 'sor-kyo-lor 'fopk-shonz }

circular helix A curve that lies on a right circular cylinder and intersects all the ele-
ments of the cylinder at the same angle. { 'sor-kya-lor 'hé liks }

circular nomograph A chart with concentric circular scales for three variables, laid
out so that any straight line passes through values of the variables satisfying a
given equation. { 'sor-kyo-lor 'n6-mo,graf }
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circular permutation

circular permutation An arrangement of objects around a circle. { sor-kya-lor ,par-
mya'ta-shon }

circular point A point on a surface at which the normal curvature is the same in all
directions. { 'sor-kya-lor 'point }

circular point at infinity In projective geometry, one of two points at which every circle
intersects the ideal line. { sor-kyo-lor |point at in'fin-od-€ }

circular segment Portion of circle cut off from the main body of the circle by a straight
line (chord) through the circle. { 'sor-kyo-lor 'seg-mont }

circular slide rule A slide rule in a circular form whose advantages over a straight
slide rule are its precision, because it is equivalent to a straight slide rule many
times longer than the circular slide rule’s diameter, and ease of multiplication,
because the scale is continuous. { 'sor-kyo-lor 'slid riil }

circular word A sequence of elements arranged clockwise around a circle. { sor-kyo-
lor 'ward }

circulation For the circulation of a vector field around a closed path, the line integral
of the field vector around the path. { sor-kyo-'la-shon }

circumcenter For a triangle or a regular polygon, the center of the circle that is
circumscribed about the triangle or polygon. { |sor-kom;sen-tor }

circumcircle A circle that passes through all the vertices of a given polygon, if such
a circle exists. { 'sor-kom,sor-kal }

circumference 1. The length of a circle. 2. For a sphere, the length of any great
circle on the sphere. { sor'kom-fo-rons }

circumradius The radius of a circle that is circumscribed about a polygon. {|sor-
kom'rad-€-9s }

circumscribed 1. A closed curve (or surface) is circumscribed about a polygon (or
polyhedron) if every vertex of the polygon (or polyhedron) is incident upon the
curve (or surface) and the polygon (or polyhedron) is contained in the curve (or
surface). 2. A polygon (or polyhedron) is circumscribed about a closed curve
(or surface) if every side of the polygon (or face of the polyhedron) is tangent to
the curve (or surface) and the curve (or surface) is contained within the polygon
(or polyhedron). { 'sor-kom,skribd }

cissoid A plane curve consisting of all points which lie on a variable line passing
through a fixed point, and whose distance from the fixed point is equal to the
distance between the intersections of the line with two given curves. { 'sis,oid }

cissoid of Diocles The cissoid of a circle and a tangent line with respect to a fixed
point on the circumference of the circle diametrically opposite the point of tangency.
{ 'si,s0id ov 'di-o-kléz }

class 1. A set that consists of all the sets having a specified property. 2. The class
of a plane curve is the largest number of tangents that can be drawn to the curve
from any point in the plane that is not on the curve. A collection of adjacent values
of a random variable. { Kklas }

class C" The class of all functions that are continuous on a given domain and have
continuous derivatives of all orders up to and including the nth. { klas 'sé 'en }

class formula A formula which states that the order of a finite group G is equal to
the sum, over a set of representatives x; of the distinct conjugacy classes of G, of
the index of the normalizer of x; in G. { 'klas for-mya-ls}

class frequency The frequency with which a random variable assumes the values
included in a given class interval. { 'klas |fré-kwon-sé }

classical canonical matrix A form to which any matrix can be reduced by a collineatory
transformation, with zeros except for a sequence of Jordan matrices siutated along
the principal diagonal. { 'klas-o-kol ko'ndn-o-kol 'ma-triks }

class interval One of several convenient intervals into which the values of the variate
of a frequency distribution may be grouped. { klas 'int-or-val }

class limits The lower and upper limits of a class interval. { 'klas |lim-its }

class mark The mid-value of a class interval, or the integral value nearest the midpoint
of the interval. { 'klas mirk }

clique In a graph, a complete subgraph of that graph. { klek }
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closure

cloithoid See Cornu’s spiral. { 'kloi,thoid }

closed ball In a metric space, a closed set about a point x which consists of all points
that are equal to or less than a fixed distance from x. { klozd 'bol }

closed braid A modification of a braid in which plane curves are added that connect
each of the n points on one of the parallel lines specified in the definition of the
braid to one of the n points on the other in such a way that no two of these curves
intersect or terminate at the same point, and the parallel lines themselves are
deleted. { klozd 'brad }

closed circular region The union of the interior of a circle with the circle itself.
{ klozd sor-kya-lor 'ré-jon }

closed covering A closed covering of a set S in a topological space is a collection of
closed sets whose union contains S. { klozd 'kev-or-ip }

closed curve A curve that has no end points. { klozd 'korv }

closed dipath A directed path whose initial and final vertices are the same.
{ \klozd 'di,path }

closed disk A circle and its interior. Also known as disk. { |klozd 'disk }

closed graph theorem If 7' is a linear transformation on Banach space X to Banach
space Y whose domain D(T) is closed and whose graph, that is, the set of pairs
(x,Tx) for x in D(T), is closed in X X Y, then T'is bounded (and hence continuous).
{ klozd graf 'thir-om }

closed half plane A half plane that includes the line that boundsit. { kl6zd jhaf 'plan }

closed half space A half space that includes the plane that bounds it. { klozd jhalf
'spas }

closed intervals A closed interval of real numbers, denoted by [a,b], consists of all
numbers equal to or greater than a and equal to orlessthan b. { |klozd 'in-tor-velz }

closed linear manifold A topologically closed vector subspace of a topological vector
space. { klozd |lin-é-or 'man-o-fold }

closed linear transformation A linear transformation 7" such that the set of points of
the form [x,T(2)] is closed in the Cartesian product D X R of the closure of the
domain D and the closure of the range Rof 7" { |klozd |lin-&-ar tranz-for'ma-shon }

closed map A function between two topological spaces which sends each closed set
of one into a closed set of the other. { klozd 'map }

closed-mapping theorem The theorem that a linear, surjective mapping between two
Banach spaces is continuous if and only if it is closed. { klozd 'map-ip ,thir-om }

closed n-cell A set that is homeomorphic with the set of points in n-dimensional
Euclidean space (n = 1, 2, ...) whose distance from the origin is equal to or less
than unity. { klozd 'en ,sel }

closed operator A linear transformation f whose domain A is contained in a normed
vector space X satisfying the condition that if lim x,, = x for a sequence x,, in A,
and lim f(x,) = y, then x is in A and f(x) = y. { klozd 'dp-o,rad-or }

closed orthonormal set See complete orthonormal set. { [klozd |or-thojnor-mal 'set }

closed path In a graph, a path whose initial and final vertices are the same.
{ klozd 'path }

closed polygonal region The union of the interior of a polygon with the polygon itself.
{ \klozd pojlig-on-al 'ré-jon }

closed pyramidal surface A surface generated by a line passing through a fixed point
and moving along a polygon in a plane not containing that point. { |klozd ,pir-
9jmid-al 'sor-fos }

closed rectangular region The union of the interior of a rectangle with the rectangle
itself. { klozd rekjtap-gya-lor 'ré-jon }

closed region The closure of an open, connected set. { klozd 'ré-jon }

closed set A set of points which contains all its cluster points. Also known as
topologically closed set. { klozd 'set }

closed surface A surface that has no bounding curve. { klozd 'sor-fos }

closed triangular region The union of the interior of a triangle with the triangle itself.
{ klozd trTjan-gya-lor 'ré-jon }

closure 1. The union of a set and its cluster points; the smallest closed set containing
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clothoid

the set. 2. Property of a mathematical set such that a specified mathematical
operation that is applied to elements of the set produces only elements of the
same set { 'klo-zhar }

clothoid See Cornu’s spiral. { 'kloth-oid }

cluster analysis A general approach to multivariate problems whose aim is to determine
whether the individuals fall into groups or clusters. { 'klos-tor o'nal-9-sos }

cluster point A cluster point of a set in a topological space is a point p whose
neighborhoods all contain at least one point of the set other than p. Also known
as accumulation point; limit point. { 'klos-tor ,point }

cluster sampling A random sampling plan in which the population is subdivided into
groups called clusters so that there is small variability within clusters and large
variability between clusters. { 'klos-tor ,sam-plip }

clutter See Sperner set. { 'klod-or }

coarser A partition P of a set is coarser than another partition @ of the same set if
each member of @ is a subset of a member of P { 'kors-or }

coaxial circles Family of circles such that any pair have the same radical axis. { ko'ak-
sé-al 'sor-kalz }

coaxial cylinders Two cylinders whose cylindrical surfaces consist of the lines that
pass through concentric circles in a given plane and are perpendicular to this
plane. {ko'ak-se-al 'sil-on-dorz }

coaxial planes Planes that pass through the same straight line. Also known as collin-
ear planes. {ko'ak-sé-al 'planz }

coboundary An image under the coboundary operator. { ko'baun-dré }

coboundary operator If {C"} is a sequence of Abelian groups, coboundary operators
are homomorphisms {8} such that 8" C* — C™*! and 8"*! — " = 0. {ko'baun-
dré 'dp-o,rad-or }

cochain complex A sequence of Abelian groups C", — » < n < «, together with
coboundary homomorphisms 8% C" — C"*! such that 8! « 8" = 0. {'ko,chan
'kam,pleks }

cochleoid A plane curve whose equation in polar coordinates is 79 = a sin 6.
{ 'kik-le,oid }

Cochran’s test A test used when one estimated variance appears to be very much
larger than the remainder of the estimated variances; based on the ratio of the
largest estimate of the variance to the total of all the estimates. { 'kik-ronz test }

cocycle A chain of simplices whose coboundary is 0. { 'ko,si-kal }

coefficient A factor in a product. { ko-o'fish-ont }

coefficient of alienation A statistic that measures the lack of linear association between
two variables; computed by taking the square root of the difference between 1
and the square of the correlation coefficient. { ko-a'fish-ont ov ,a-1€-9'na-shon }

coefficient of association A statistic used as a measure of the association of data
grouped in a 2 X 2 table; the value of the statistic ranges from —1 to +1, with
the former indicating perfect negative association and the latter perfect positive
association. Usually designated as . { ko-o'fish-ont ov 9,56-s€'a-shon }

coefficient of concordance A statistic that measures the agreement among sets of
rankings by two or more judges. { ko-a'fish-ont ov kon'kord-ons }

coefficient of contingency A measure of the strength of dependence between two
statistical variables, based on a contingency table. {ko-o'fish-ont ov kon'tin-
jon-se }

coefficient of determination A statistic which indicates the strength of fit between
two variables implied by a particular value of the sample correlation coefficient
r. Designated by 7. { Iko-a'fish-ont ov di,tor-mo'na-shan }

coefficient of multiple correlation A measure used as an index of the strength of a
relationship between a variable y and a set of one or more variables x;; computed
by deriving the square root of the ratio of the explained variation to the total
variation. { |ko-o'fish-ont ov ,mol-to-pal kir-o'la-shon }

coefficient of nondetermination The coefficient of alienation squared; represents that
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part of the dependent variable’s total variation not accounted for by linear associa-
tion with the independent variable. { ko-o'fish-ont ov \nin-di,tor-mo'na-shon }

coefficient of strain Multiplier used in transformations to elongate or compress configu-
rations in a direction parallel to an axis. { ko-o'fish-ont ov 'stran }

coefficient of variation The ratio of the standard deviation of a distribution to its
arithmetic mean. { ko-o'fish-ont ov ,ver-é'a-shon }

cofactor See minor. { 'ko,fak-tor }

cofinal A subset C of a directed set D is cofinal if for each element of D there is a
larger element in C. { ko'fin-al }

cohomology group One of a series of Abelian groups H"(K) that are used in the study
of a simplicial complex K and are closely related to homology groups, being
associated with cocycles and coboundaries in the same manner as homology groups
are associated with cycles and boundaries. { 'k6-ha'mél-o-jé griip }

cohomology theory A theory which uses algebraic groups to study the geometric
properties of topological spaces; closely related to homology theory. { k6-ho'mal-
9-jé 'the-oré }

cohort A group of individuals who experience a significant event, such as birth, during
the same period of time. { 'ko,hort }

collinear Lying on a single straight line. { ko'lin-&-or }

collinear planes See coaxial planes. { ko'lin-é-or 'planz }

collinear vectors Two vectors, one of which is a non-zero scalar multiple of the other.
{ ko'lin-é-or 'vek-torz }

collineation A mapping which transforms points into points, lines into lines, and planes
into planes. Also known as collineatory transformation. { ko lin-&'a-shon }

collineatory transformation See collineation. { ka'lin-yo,tor-€é tranz-for'ma-shon }

colog See cologarithm. { 'ko,lig }

cologarithm The cologarithm of a number is the logarithm of the reciprocal of that
number. Abbreviated colog. { ko'ldg-o rith-om }

color class In a given coloring of a graph, the set of vertices which are assigned the
same color. {'kal-or Kklas }

coloring An assignment of colors to the vertices of a graph so that adjacent vertices
are assigned different colors. { 'kal-or-ip }

column See place. { 'kil-om }

column matrix See column vector. { 'kil-om ,ma-triks }

column operations A set of rules for manipulating the columns of a matrix so that
the image of the corresponding linear transformation remains unchanged. { 'kil-
om ,dp-9'ra-shonz }

column rank The number of linearly independent columns of a matrix; the dimension
of the image of the corresponding linear transformation. { 'kil-om rapk }

column space The vector space spanned by the columns of a matrix. { 'kdl-om spas }

column vector A matrix consisting of only one column. Also known as column matrix.
{ 'kél-om ,vek-tor }

Combescure transformation A one-to-one continuous mapping of one space curve
onto another space curve so that tangents to corresponding points are parallel.
{ 'kom-bes kyur tranz-for'ma-shon }

combination A selection of one or more of the elements of a given set without regard
to order. { kdm-bo'na-shon }

combinatorial analysis 1. The determination of the number of possible outcomes in
ideal games of chance by using formulas for computing numbers of combinations
and permutations. 2. The study of large finite problems. { kom,bi-no'tor-&-al
9'nal-9-sas }

combinatorial proof A proof that uses combinatorial reasoning instead of calculation.
{ kdm-ba-na, tor-e-1 prif }

combinatorial theory The branch of mathematics which studies the arrangements of
elements into sets. { kom,bi-no'tor-é-ol 'thé-o-ré }
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combinatorial topology The study of polyhedrons, simplicial complexes, and general-
izations of these. Also known as piecewise linear topology. { kom,bi-no'tor-e-
ol to'pél-a-je }

combinatorics Combinatorial topology which studies geometric forms by breaking
them into simple geometric figures. { kom-ba-na'tor-iks }

common denominator Any common multiple of the denominators of a collection of
fractions. { kdm-on do'ndm-o nad-or }

common difference The fixed difference between any term in an arithmetic progression

and the preceding term. {'kdm-on 'dif-rons }
common divisor For a set of integers, an integer ¢ such that each of the integers in
the set is divisible by ¢. Also known as common factor. { 'kdm-on di'viz-or }

common factor See common divisor { kam-on 'fak-tor }

common fraction A fraction whose numerator and denominator are both integers.
Also known as simple fraction; vulgar fraction. { 'kdm-on 'frak-shon }

common logarithm The exponent in the representation of a number as a power of 10.
Also known as Briggsian logarithm; Briggs’ logarithm. { kdm-on 'lig-o,rith-om }

common multiple A quantity (polynomial number) divisible by all quantities in a given
set. { kdm-on 'mol-to-pal }

common tangent A common tangent of two circles is a line that is tangent to both
circles. { kidm-on 'tan-jont }

commutative algebra An algebra in which the multiplication operation obeys the
commutative law. { kdm-yo tad-iv 'al-jo-bro }

commutative diagram A diagram in which any two mappings between the same pair
of sets, formed by composition of mappings represented by arrows in the diagram,
are equal. { kidm-yo,tad-iv 'di-9,gram }

commutative group See Abelian group. { kdm-yotad-iv griip }

commutative law A rule which requires that the result of a binary operation be indepen-
dent of order; that is, ab = ba. { kdm-yo tad-iv 10}

commutative operation A binary operation that obeys a commutative law, such as
addition and multiplication on the real or complex numbers. Also known as
Abelian operation. { kidm-ys,tad-iv ,dp-o'ra-shon }

commutative ring A ring in which the multiplication obeys the commutative law. Also
known as Abelian ring. { kdm-yo,tad-iv rip }

commutator The commutator of @ and b is the element ¢ of a group such that
bac = ab. {'kdm-yotad-or}

commutator subgroup The subgroup of a given group G consisting of all products of
the form g¢,9; ... g,, where each g; is the commutator of some pair of elements
in G. {'kdm-yotad-or 'sab grip }

compactification For a topological space X, a compact topological space that contains
X. { kiim'pak-to-fe ka-shon }

compact-open topology A topology on the space of all continuous functions from one
topological space into another; a subbase for this topology is given by the sets
W(K,U) = {f.f(K) C U}, where K is compact and U is open. { kidm pakt ;0-psan
to'pil-o-je }

compact operator A linear transformation from one normed vector space to another,
with the property that the image of every bounded set has a compact closure.
{ \kdm,pakt 'dp-o,rad-or }

compact set A set in a topological space with the property that every open cover has
a finite subset which is also a cover. Also known as bicompact set. { kim
pakt 'set }

compact space A topological space which is a compact set. { kdm,pakt 'spas }

compact support The property of a function whose support is a compact set. { 'kdm
pak s port }

compactum A topological space that is metrizable and compact. { kdm'pak-tom }

comparable functions Two real-valued functions with a common domain of definition
such that the values of one of the functions are equal to or greater than the values
of the other for all the points in this domain. { 'kdm-pra-bal 'fonk-shonz }
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comparable pair A pair of elements, x and y, of a partially ordered set such that either
x=yory =ux {kim-pra-bal 'per}

comparative experiments Experiments conducted to determine statistically whether
one procedure is better than another. { kom'par-od-iv ik'sper-o-mons }

comparison property See trichotomy property. { kom'par-o-son ,prip-ord-é }

comparison test A simple test for the convergence of an infinite series, according to
which a series converges if the absolute values of each of its terms are equal to
or less than the corresponding term of a series that is known to converge, and
diverges if each of its terms is equal to or greater than the absolute value of the
corresponding term of a series that is known to diverge. { kom'par-a-son test }

complement 1. The complement of a number A is another number B such that the
sum A + B will produce a specified result. 2. For a subset of a set, the collection
of all members of the set which are not in the given subset. 3. For a fuzzy set
A with membership function m,, the complement of A is the fuzzy set A whose
membership function mj has the value 1 — my4 (x) for every element x. 4. The
complement of a simple graph, G, is the graph, G with the same vertices as G, in
which there is an edge between two vertices if and only if there is no edge between
those vertices in G. 5. The complement of an angle A is another angle B such
that the sum A + B equals 90°. 6. See radix complement. { 'kdm-plo-mont }

complementary angle One of a pair of angles whose sum is 90°. { kdm-plo'men-tré
‘an-gal }

complementary function Any solution of the equation obtained from a given linear
differential equation by replacing the inhomogeneous term with zero. { kim-
plo'men-tré 'fopk-shon }

complementary minor See minor. { kidm-plo'men-tré 'mi-nor }

complementary operation An operation on a Boolean algebra of two elements (labeled
“true” and “false”) whose result is the negation of a given operation; for example,
NAND is complementary to the AND function. { kém-plo'men-tré &p-o'ra-shon }

complementation The act of replacing a set by its complement. { kidm-plo-mon'ta-
shon }

complementation law The law that the probability of an event E is 1 minus the
probability of the event not E. { kdm-plo-mon'ta-shon 10 }

complemented lattice A lattice with distinguished elements a and b, and with the
property that corresponding to each point x of the lattice, there is a ¥ such that
the greatest lower bound of x and y is a, and the least upper bound of x and y is
b. {'kdm-plo,ment-od 'lad-as }

complete bipartite graph A graph whose vertices can be partitioned into two sets
such that every edge joins a vertex in one set with a vertex in the other, and each
vertex in one set is joined to each vertex in the other by exactly one edge.
{ kamplét bi'par,tit ,graf }

complete class of decision functions A concept in decision theory which states that
for a class of decision functions to be complete it must include a uniformly better
decision function, which is a decision function that is sometimes better but never
worse (according to some criterion) than each decision function not in the class.
{ komjplét klas ov di'sizh-on ,fopk-shonz }

complete four-point See four-point. { kamjplét 'for point }

complete graph A graph with exactly one edge connecting each pair of distinct vertices
and no loops. { kemjplét 'graf }

complete induction See mathematical induction. { kom'plét in'dok-shen }

complete integral 1. A solution of an nth order ordinary differential equation which
depends on n arbitrary constants as well as the independent variable. Also known
as complete primitive. 2. A solution of a first-order partial differential equation
with n independent variables which depends upon 7 arbitrary parameters as well
as the independent variables. { kom'plét 'in-to-gral }

complete lattice A partially ordered set in which every subset has both a supremum
and an infimum. { kom'plét 'lad-as }

complete limit See limit superior. { kamjplét 'lim-at }
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complete linear topological space A topological vector space in which each Cauchy
net undergoes Moore-Smith convergence to some point in the space. { kom;plét
ilin-é-or tip-ojldj-o-kal 'spas }

completely additive set function See countably additive set function. { kam|plét-le
1ad-ad-iv 'set ,fopk-shon }

completely ordered set See linearly ordered set. { komjplét-1é ,ord-ord 'set }

completely normal space A topological space with the property that any pair of sets
with disjoint closures can be separated by open sets. { kom'plét-1€ jnor-mal 'spas }

completely reducible representation A representation of a group as a family of linear
operators of a vector space V such that V is the direct sum of subspaces Vi, .. .,
V,, which are invariant under these operators, but V, . . ., V,, do not have any proper
closed subspaces which are also invariant under these operators. Also known as
semisimple representation. { komjplét-lé rijdiis-a-bal ,rep-ri-zen'ta-shon }

completely regular space A topological space X where for every point  and neighbor-
hood U of x there is a continuous function from X to [0,1] with f(x) = 1 and
f() =0,ifyisnotin U. {kom'plét-lé jreg-ya-lor 'spas }

completely separable space See perfectly separable space. {komplét-lé sep-ro-
bal 'spas }

complete matching A subset of the edges of a bipartite graph that consists of edges
joining each of the vertices in one of the sets of vertices defining the bipartite
structure with distinct vertices in the other such set. { kam/plét 'mach-ip }

complete metric space A metric space in which every Cauchy sequence converges to
a point of the space. Also known as complete space. { kom'plét me-trik 'spas }

complete normed linear space See Banach space. { kom'plét mormd |lin-&-ar 'spas }

complete order See linear order. { kom'plét 'ord-or }

complete ordered field An ordered field in which every nonempty set that has an
upper bound also has a least upper bound. { komjplét jord-ord 'feld }

complete orthonormal set A set of mutually orthogonal unit vectors in a (possibly
infinite dimensional) vector space which is contained in no larger such set, that
is no nonzero vector is perpendicular to all the vectors in the set. Also known
as closed orthonormal set. { kam'plét jor-thonor-mal 'set }

complete primitive See complete integral. { kom'plét 'prim-od-iv }

complete quadrangle A plane figure consisting of a quadrangle and its two diagonals.
Also known as complete quadrilateral. { kom'plét 'kwdi,drap-gaol }

complete quadrilateral See complete quadrangle. { kom'plét kwi-dra'lad-o-ral }

complete residue system modulo n A set of integers that includes one and only
one member of each number class modulo n. { kamplét jrez-o-di sis-tom jméj-
9,16 'en }

complete space See complete metric space. { kom'plét 'spas }

complete system of representations A set of representations of a group by matrices
(or operators) such that, for any member of the group other than the identity,
there is at least one representation for which this member does not correspond
to the identity matrix (or the identity operator). { komjplét sis-tom ov rep-ri-
zen'ta-shonz }

completing the square A method of solving quadratic equations, consisting of moving
all terms to the left side of the equation, dividing through by the coefficient of the
square term, and adding to both sides a number sufficient to make the left side a
perfect square. { kom'pléd-ip tho 'skwer }

completion For a metric space X, a complete metric space obtained from X by formally
adding limits to Cauchy sequences. { kom'plé-shon }

complex A space which is represented as a union of simplices which intersect only
on their faces. { 'kdm,pleks }

complex conjugate 1. One of a pair of complex numbers with identical real parts and
with imaginary parts differing only in sign. Also known as conjugate. 2. The
matrix whose elements are the complex conjugates of the corresponding elements
of a given matrix. { 'kdm,pleks 'kdn-jo-gat }
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£

complex fourier series For a function f(x), the series 2 ¢, €™ with ¢, =

n=x
1 (™ ) .
Z—J f@) e ™ dx { kdm-pleks 'fiir-ya sir-ez }
v -
complex fraction A fraction whose numerator or denominator is a fraction. { 'kdm

pleks 'frak-shon }

complex integer See Gaussian integer. { }kdm pleks 'int-o-jor }

complex measure A function whose domain is a sigma algebra of subsets of a particular
set, whose range is in the complex numbers, whose value on the empty set is 0,
and whose value on a countable union of pairwise disjoint sets is the sum of its
values on each of these sets. { kim,pleks 'mezh-or }

complex number Any number of the form a + b7, where a and b are real numbers,
and i = —1. { 'kdm,pleks 'nom-bar }

complex number system The field of complex numbers. { kidm pleks mom-bor
,sis-tom }

complex plane A plane whose points are assigned the real and imaginary parts of
complex numbers for coordinates. { }kdm,pleks 'plan }

complex sphere See Riemann sphere. { 'kdm,pleks 'sfir }

complex unit Any complex number, x + iy, whose absolute value, /(x> + y%), equals
1. {'kdm,pleks 'yii-not }

complex variable A variable which assumes complex numbers for values. { 'kdm
pleks 'ver-é-a-bal }

component 1. In a graph system, a connected subgraph which is not a subgraph of
any other connected subgraph. 2. For a set S, a connected subset of S that is
not a subset of any other connected subset of S. 3. The projection of a vector
in a given direction of a coordinate system. { kom'po-nont }

component bar chart A bar chart which shows within each bar the components that
make up the bar; each component is represented by a section proportional in size
to its representation in the total of each bar. { komjpo-nont 'bir ,chirt }

component vectors Vectors parallel to specified (usually perpendicular) axes whose
sum equals a given vector. { kom'po-nont vek-torz }

composite function A function of one or more independent variables that are them-
selves functions of one or more other independent variables. {kom'piz-ot
'fapk-shan }

composite group A group that contains normal subgroups other than the identity
element and the whole group. { kom'péz-ot 'griip }

composite hypothesis A hypothesis that specifies a range of values for the distribution
of the observed random variables. { kom'péz-ot hi'pith-a-sos }

composite number Any positive integer which is not prime. Also known as composite
quantity. { kom'péz-ot 'nom-baor }

composite quantity See composite number. { kom'péz-ot 'kwén-od-é }

composition 1. The composition of two mappings, f and g, denoted g ° f, where the
domain of g includes the range of f, is the mapping which assigns to each element
2 in the domain of f the element g(y), where y = f(x). 2.See addition. { kidm-
pa'zish-on }

composition series A normal series Gy, G, . . ., of a group, where each G; is a proper
normal subgroup of G;_; and no further normal subgroups both contain G; and
are contained in G;—;. { kidm-pa'zish-on 'sir,éz }

compositum Let £ and F be fields, both contained in some field L; the compositum
of E' and F] denoted EF, is the smallest subfield of L containing £ and F. { kom'péz-
od-om }

compound curve A curve made up of two arcs of differing radii whose centers are
on the same side, connected by a common tangent; used to lay out railroad curves
because curvature goes from nothing to a maximum gradually, and vice versa.
{ 'kdm,paund 'korv }

compound distribution A frequency distribution resulting from the combining of two
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or more separate distributions of the same general type. { kdmpund dis-
tro'byti-shon }

compound event 1. An event whose probability of occurrence depends upon the
probability of occurrence of two or more independent events. 2. An event that
consists of two or more events that are not mutually exclusive. { 'kdm,paund
i'vent }

compound number A quantity which is expressed as the sum of two or more quantities
in terms of different units, for example, 3 feet 10 inches, or 2 pounds 5 ounces.
{ 'kdm,paund 'nom-bar }

computable function A function whose value can be calculated by some Turing machine
in a finite number of steps. Also known as effectively computable function.
{ komjpyiid-a-bal 'fagk-shon }

computation 1. The act or process of calculating. 2. The result so obtained. { kiam-
pya'ta-shan }

computational statistics The conversion of statistical algorithms into computer code
that can retrieve useful information from large, complex data sets. Also known
as statistical computing. { kdm-pyii'ta-shon-al sto'tis-tiks }

concave function A function f(x) is said to be concave over the interval a,b if for any
three points xy, &5, 23 such that @ < x; < x; < a3 < b, f(x) = L(x,), where L(x)
is the equation of the straight line passing through the points [x;, f(x;)] and
[xs, f(23)]. { 'kdn kav 'fopk-shon }

concave polygon A polygon at least one of whose angles is greater than 180°. { 'kin
kav 'padl-o,gén }

concave polyhedron A polyhedron for which there is at least one plane that contains
a face of the polyhedron and that is such that parts of the polyhedron are on both
sides of the plane. { 'kdnkav pil-o'hé-dron }

concentrated A measure (or signed measure) m is concentrated on a measurable set
A if any measurable set B with nonzero measure has a nonnull intersection
with A. { 'kdn-son,trad-od }

concentration An operation that provides a relatively sharp boundary to a fuzzy set;
for a fuzzy set A with membership function m,, a concentration of A is a fuzzy
set whose membership function has the value [m, (x)]* for every element x, where

« is a fixed number that is greater than 1. { kin-son'tra-shon }
concentric circles A family of coplanar circles with the same center. { kon'sen-trik
'sor-kolz }

conchoid A plane curve consisting of the locus of both ends of a line segment of
constant length on a line which rotates about a fixed point, while the midpoint of
the segment remains on a fixed curve which does not contain the fixed point.
{ 'kép koid }

conchoid of Nicomedes The conchoid of a straight line with respect to a fixed point
that does not lie on the line. { 'kép koid ov nik-o'mé-déz }

concurrent line One of two or more lines that have a point in common. { kon'kar-
ont lin }

concurrent plane One of three or more planes that have a point in common. { kon'kor-
ont 'plan }

concyclic points Points that are located on a common circle. { kanjsik-lik 'poins }

condensation point For a set in a topological space, a point whose neighborhoods all
contain uncountably many points of the set. { kin-don'sa-shon ,point }

condition The product of the norm of a matrix and of its inverse. { kon'dish-on }

conditional convergence The property of a series that is convergent but not absolutely
convergent. { kon'dish-on-al kon'vor-jons }

conditional distribution If W and Z are random variables with discrete values w,, w,
..., and 2y, 2y, . . ., the conditional distribution of W given Z = z is the distribution
which assigns to w;, ¢ = 1, 2, ..., the conditional probability of W = w; given
Z = z. {kon'dish-on-al dis-tra'byii-shon }

conditional expectation 1. If X is a random variable on a probability space ({LFP),
the conditional expectation of X with respect to a given sub o-field F’ of F is an
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F'-measurable random variable whose expected value over any set in F” is equal
to the expected value of X over this set. 2. The expected value of a conditional
distribution. { kon'dish-on-al ,ek,spek'ta-shon }

conditional frequency If » and s are possible outcomes of an experiment which is
performed 7 times, the conditional frequency of s given that » has occurred is the
ratio of the number of times both » and s have occurred to the number of times
r has occurred. { kon'dish-on-al 'fré-kwon-sé }

conditional implication See implication. { kanjdish-an-al ,im-pla'ka-shon }

conditional inequality An inequality which fails to hold true for some of the values of
the variable involved. { kon;dish-on-al ,in-i'kwéil-ad-€ }

conditionally compact set A set whose closure is compact. Also known as relatively
compact set. { kon'dish-on-al-& jkim,pakt set }

conditional probability The probability that a second event will be B if the first event
is A, expressed as P(B/A). {kon'dish-on-al prib-o'bil-od-€ }

cone A solid bounded by a region enclosed in a closed curve on a plane and a surface
formed by the segments joining each point of the closed curve to a point which
is not in the plane. { kon }

cone of revolution The surface obtained by rotating a line around another line which
it intersects, using the intersection point as a pivot. { 'kon ov rev-o'lii-shon }

confidence The degree of assurance that a specified failure rate is not exceeded.
{ 'kdn-fo-dons }

confidence coefficient The probability associated with a confidence interval; that is,
the probability that the interval contains a given parameter or characteristic. Also
known as confidence level. { 'kin-fo-dons ko-i'fish-ont }

confidence interval An interval which has a specified probability of containing a given
parameter or characteristic. { 'kdn-fo-dons ,in-tor-val }

confidence level See confidence coefficient. { 'kin-fo-dons 1lev-al }

confidence limit One of the end points of a confidence interval. { 'kén-fo-dons lim-ot }

configuration An arrangement of geometric objects. { kon,fig-yo'ra-shon }

confluent hypergeometric function A solution to differential equation z(d*w/dz?) +
(p — &)(dw/dz) — aw = 0. {kon'fli-ont }hi-par jé-ojme,trik 'fopk-shan }

confocal conics 1. A system of ellipses and hyperbolas that have the same pair of
foci. 2. A system of parabolas that have the same focus and the same axis of
symmetry. { kén'fo-kol 'kéin-iks }

confocal coordinates Coordinates of a point in the plane with norm greater than 1 in
terms of the system of ellipses and hyperbolas whose foci are at (1,0) and (—1,0).
{ kén'fo-kal |ko'ord-an-ots }

confocal quadrics Quadrics that have the same principal planes and whose sections
by any one of these planes are confocal conics. { kédn'fo-kal 'kwid-riks }

conformable matrices Two matrices which can be multiplied together; this is possible
if and only if the number of columns in the first matrix equals the number of rows
in the second. { kon'for-ma-bal 'ma-tro seéz }

conformal mapping An angle-preserving analytic function of a complex variable.
{ kon'for-mal 'map-ip }

confounding Method used in design of factorial experiments in which some information
about higher-order interaction is sacrificed so that estimates of main effects in
lower-order interactions can be more precise. { kon'faund-ip }

congruence 1. The property of geometric figures that can be made to coincide by a
rigid transformation. Also known as superposability. 2. The property of two
integers having the same remainder on division by another integer. { kon'grii-ons }

congruence transformation 1. Also known as transformation. 2. A mapping which
associates with each real quadratic form on a set of coordinates the quadratic
form that results when the coordinates are subjected to a linear transformation.
3. A mapping which associates with each square matrix A the matrix B = SAT,
where S and T are nonsingular matrices, and 7' is the transpose of S; if A repre-
sents the coefficients of a quadratic form, then this definition is equivalent to
definition 1. { kon'grii-ons ,tranz-for,ma-shon }
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congruent figures Two geometric figures (plane or solid), one of which can be made
to coincide with the other by a rigid motion in space. { ken,grii-ont 'fig-yorz }

congruent matrices Two matrices A and B related by the transformation B = SAT,
where S and T are nonsingular matrices and T is the transpose of S. { kon'grii-
ont 'ma-tro,sez }

congruent numbers Two numbers having the same remainder when divided by a given
quantity called the modulus. { kon'grii-ont 'nom-borz }

conic A curve which may be represented as the intersection of a cone with a plane;
the four types of conics are circle, ellipse, parabola, and hyperbola. Also known
as conic section. { 'kén-ik }

conical helix A curve that lies on a cone and cuts all the elements of the cone at the
same angle. { 'kédn-o-kol 'hé-liks }

conical projection A projection which associates with each point P in a plane @ the
point p in a second plane q which is collinear with O and P, where O is a fixed
point lying outside Q. { 'kén-o-kal pro'jek-shon }

conical surface A surface formed by the lines which pass through each of the points
of a closed plane curve and a fixed point which is not in the plane of the curve.
{ 'kdn-o-kal 'sor-fos }

conicoid A quadric surface (ellipsoid, paraboloid, or hyperboloid) other than a limiting
(degenerate) case of such a surface. { 'kéin-9 koid }

conic section See conic. { kin-ik 'sek-shon }

conjugate 1. An element y of a group related to a given element x by y = 2z~ 'xz or
2y = xz, where 2z is another element of the group. Also known as transform.
2. For a quaternion, x = x7 + x;¢2 + xyj + a3k, the quaternion x = x, — x17 —
X — xsk. 3. See complex conjugate. { 'kdn-jo-got }

conjugate angles Two angles whose sum is 360° or 2w radians. Also known as

explementary angles. { 'kin-jo-got 'ap-golz }
conjugate arcs Two arcs of a circle whose sum is the complete circle. { 'kén-jo-
got 'drks }

conjugate axis For a hyperbola whose equation in cartesian coordinates has the
standard form (2#%a®) — (¥%/b*) = 1, the portion of the y axis from (0,—b) to (0,b).
{ 'kdn-jo-gat 'ak-sas }

conjugate binomial surds See conjugate radicals. { 'kin-jo-got bi'nom-é-al 'sordz }

conjugate convex functions Two functions f(x) and g(y) are conjugate convex func-
tions if the derivative of f(x) is 0 for x = 0 and constantly increasing for x > 0,
and the derivative of g(y) is the inverse of the derivative of f(x). { 'kdn-jo-got
'kéan,veks 'fogk-shonz }

conjugate curve 1. A member of one of two families of curves on a surface such that
exactly one member of each family passes through each point P on the surface,
and the directions of the tangents to these two curves at P are conjugate directions.
2. See Bertrand curve. { 'kén-jo-got 'korv }

conjugate diameters 1. For a conic section, any pair of straight lines either of which
bisects all the chords that are parallel to the other. 2. For an ellipsoid or hyperbo-
loid, any three lines passing through the point of symmetry of the surface such
that the plane containing the conjugate diameters (first definition) of one of the
lines also contains the other two lines. { 'kin-jo-got di'am-ad-orz }

conjugate diametral planes A pair of diametral planes, each of which is parallel to
the chords that define the other. { 'kin-jo-got ,di-o'me-tral 'planz }

conjugate directions For a point on a surface, a pair of directions, one of which is
the direction of a curve on the surface through the point, while the other is the
direction of the characteristic of the planes tangent to the surface at points on the
curve. {'kén-jo-got di'rek-shonz }

conjugate elements 1. Two elements a and b in a group G for which there is an element
2 in G such that ax = xb. 2. Two elements of a determinant that are interchanged
if the rows and columns of the determinant are interchanged. { 'kin-jo-got 'el-
9'monts }

conjugate foci See conjugate points. { 'kén-jo-got 'fo,sI }
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conjugate hyperbolas Two hyperbolas having the same asymptotes with semiaxes
interchanged. { 'kén-jo-got hi'par-bo-loz }

conjugate lines 1. For a conic section, two lines each of which passes through the
intersection of the tangents to the conic at its points of intersection with the other
line. 2. For a quadric surface, two lines each of which intersects the polar line
of the other. { 'kén-jo-got 'linz }

conjugate partition If P is a partition, a conjugate partition of P is a partition that is
obtained from P by interchanging the rows and columns in its star diagram. { jkin-
jo-got péar'tish-on }

conjugate planes For a quadric surface, two planes each of which contains the pole
of the other. { 'kin-jo-got 'planz }

conjugate points For a conic section, two points either of which lies on the line that
passes through the points of contact of the two tangents drawn to the conic from
the other. { 'kin-jo-gat 'poins }

conjugate quaternion One of a pair of quaternions that can be expressed as q = s +
ta + jb + kcand ¢ = s — (ta + jb + kc), where s, a, b, and ¢ are real numbers
and 7, j, and k are generators of the quaternions. ({ kin-ji-got kwa'tor-né-on }

conjugate radicals Binomial surds that are of the type a\/B + c\/E and a/b — c\/E,
where a, b, ¢, d are rational but /b and ./d are not both rational. Also known
as conjugate binomial surds. { 'kdn-jo-gat 'rad-o-kolz }

conjugate roots Conjugate complex numbers which are roots of a given equation.
{ 'kdn-jo-got 'riits }

conjugate ruled surface The ruled surface whose rulings are the lines that are tangent
to a given ruled surface at the points of its line of striction and are perpendicular
to the rulings of the given ruled surface at these points. { 'kén-jo-gat jriild 'sor-fas }

conjugate space The set of all continuous linear functionals defined on a normed
linear space. { 'kin-jo-got 'spas }

conjugate subgroups Two subgroups A and B of a group G for which there exists an
element x in G such that B consists of the elements of the form xax !, where a
isin A. { 'kdn-jo-gat 'sob,griips }

conjugate system of curves Two one-parameter families of curves on a surface such
that a unique curve of each family passes through each point of the surface, and
the directions of the tangents to these two curves at any point on the surface are
the conjugate directions at that point. { 'kdn-jo-gat sis-tom av 'karvz }

conjugate triangles Two triangles in which the poles of the sides of each with respect
to a given curve are the vertices of the other. { 'kin-jo-gat 'tri,an-golz }

conjunction The connection of two statements by the word “and.” { kan'jopk-shan }

conjunctive matrices Two matrices A and B related by the transformation B = SAT,
where S and T are nonsingular matrices and S is the Hermitian conjugate of T
{ kon'jopk-tiv 'ma-tro,séz }

conjunctive transformation The transformation B = SAT, where S is the Hermitian
conjugate of 7, and matrices A and B are equivalent. {ken'jopk-tiv  tranz-
for'ma-shon }

connected graph A graph in which each pair of points is connected by apath. { ka'nek-
tod 'graf }

connected relation A relation such that for any two distinct elements a and b, either
(a,b) or (b,a) is a member of the relation. { konek-tod ri'la-shon }

connected set A set in a topological space which is not the union of two nonempty
sets A and B for which both the intersection of the closure of A with B and the
intersection of the closure of B with A are empty; intuitively, a set with only one
piece. {ko'nek-tod 'set }

connected space A topological space which cannot be written as the union of two
nonempty disjoint open subsets. { ka'nek-tad 'spas }

connected surface A surface between any two points of which there is a continuous
path that does not cross the surface’s boundary. { ko'nek-tod 'sor-fos }

connectivity number 1. The number of points plus 1 which can be removed from a
curve without separating the curve into more than one piece. 2. The number of
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closed cuts or cuts joining points of previous cuts (or joining points on the bound-
ary) plus 1 which can be made on a surface without separating the surface. Also
known as Betti number. 3. In general, the n-dimensional connectivity number
of a topological space X is the number of infinite cyclic groups whose direct sum
with the torsion group G,(X) forms the homology group H,(X). {konek'tiv-od-
€ nom-bar }

consecutive Immediately following one another in a sequence. { kon'sek-yad-iv }

consecutive angles Two angles of a polygon that have a common side. { kon,sek-
yod-iv 'ap-golz }

consecutive sides Two sides of a polygon that have a common angle. { kon,sek-yod-
iv 'sidz }

consequent 1. The second term or denominator of a ratio. 2. The second of the
two statements in an implication. 3. See successor. { 'kidn-so-kwont }

consistency condition The requirement that a mathematical theory be free from contra-
diction. { kon'sis-ton-sé kon'dish-on }

consistent equations Two or more equations that are all satisfied by at least one set
of values of the variables. { kon'sis-tont i'kwa-zhonz }

consistent estimate A method of estimation which has the property that the estimate
is practically certain to fall very close to a parameter being estimated, provided
there are sufficient observations. { kon'sis-tont 'es-to-mat }

constant-effect model A model of a test in which the effect of a treatment is the same
for all subjects. { |kin-stont i'fekt ,mad-al }

constant function A function whose value is the same number for all elements of the
function’s domain. { 'kdn-stont ,fopk-shon }

constant of integration An arbitrary constant that must be added to an indefinite
integral of a function to obtain all the indefinite integrals of that function. Also
known as integration constant. { 'kin-stont ov ,in-ta'gra-shon }

constant term A term that does not contain a variable. Also known as absolute term.
{ 'kdn-stont 'torm }

constrained optimization problem A nonlinear programming problem in which there
are constraint functions. { kon'strand dp-to-mo'za-shon ,préb-lom }

constraint function A function defining one of the prescribed conditions in a nonlinear
programming problem. { kon'strant ,fogk-shon }

construction The process of drawing with suitable instruments a geometrical figure
satisfying certain specified conditions. { kon'strok-shon }

contact transformation See canonical transformation. { 'kén,takt tranz-for'ma-shon }

contagious distribution A probability distribution which is dependent on a parameter
that itself has a probability distribution. { kon'ta-jos dis-tra'byti-shon }

content See Jordan content. { 'kén tent }

contiguous functions Any pair of hypergeometric functions in which one of the parame-
ters differs by unity and the other two are equal. { kon'tig-yo-was 'fopk-shonz }

contingency table A table for classifying elements of a population according to two
variables, the rows corresponding to one variable and the columns to the other.
{ kon'tin-jon-sé ,ta-bal }

continuant The determinant of a continuant matrix. { kon'tin-yo-want }

continuant matrix A square matrix all of whose nonzero elements lie on the principal
diagonal or the diagonals immediately above and below the principal diagonal.
Also known as triple-diagonal matrix. { kon'tin-yo-wont 'ma-triks }

continued equality An expression in which three or more quantities are set equal by
means of two or more equality signs. { kon'tin-yiid i'kwal-od-¢ }

continued fraction The sum of a number and a fraction whose denominator is the
sum of a number and a fraction, and so forth; it may have either a finite or an
infinite number of terms. { kon'tin-ytid 'frak-shon }

continued-fraction expansion 1. An expansion of a driving-point function about infinity
(or zero) in a continued fraction, in which the terms are alternately constants and
multiples of the complex frequency (or multiples of the reciprocal of the complex
frequency). 2. A representation of a real number by a continued fraction, in a

46



contravariant functor

manner similar to the representation of real numbers by a decimal expansion.
{ ken'tin-ytid 'frak-shon ik'span-shan }

continued product A product of three or more factors, or of an infinite number of
factors. { kon'tin-yiid 'prad-okt }

continuous at a point A function f is continuous at a point x, if for every sequence
{2,} whose limit is , the sequence f{x,) converges to f(x); in a general topological
space, for every neighborhood W of f(x), there is a neighborhood N of x such that
f (W) is contained in N. { kon!tin-ya-was ad o 'point }

continuous deformation A transformation of an object that magnifies, shrinks, rotates,
or translates portions of the object in any manner without tearing. { konjtin-ya-
wos ,dé-for'ma-shan }

continuous distribution Distribution of a continuous population, which is a class of
pairs such that the second member of each pair is a value, and the first member of
the pair is a proportion density for that value. { kanjtin-yo-was ,dis-tra'byii-shan }

continuous extension A continuous function which is equal to another continuous
function defined on a smaller domain. { konjtin-yo-was ik'sten-shon }

continuous function A function which is continuous at each point of its domain. Also
known as continuous transformation. { konjtin-yo-wos 'fopk-shen }

continuous geometry A generalization of projective geometry. { konjtin-yo-wos jé'am-
o-tré }

continuous image The image of a set under a continuous function. { konjtin-yo-wos
'im-ij }

continuous operator A linear transformation of Banach spaces which is continuous
with respect to their topologies. { kanjtin-ya-was 'dp-o rad-ar }

continuous population A population in which a random variable is measuring a continu-
ous characteristic. { konjtin-yo-was ,pip-yo'la-shon }

continuous set In an infinite number of outcomes of an experiment, those outcomes
in which any value in a given interval can occur. { konjtin-ya-was 'set }

continuous spectrum The portion of the spectrum of a linear operator which is a
continuum. { kanjtin-ya-was 'spek-trom }

continuous surface The range of a continuous function from a plane or a connected
region in a plane to three-dimensional Euclidean space. { konjtin-ya-was 'sor-fos }

continuous transformation See continuous function. { konjtin-ya-was tranz-for'ma-
shon }

continuum A compact, connected set. { kon'tin-yo-wom }

continuum hypothesis The conjecture that every infinite subset of the real numbers
can be put into one-to-one correspondence with either the set of positive integers
or the entire set of real numbers. { kon'tin-yii-om hi path-a-sos }

contour integral A line integral of a complex function, usually over a simple closed
curve. { 'kén,tur in-to-gral}

contracted curvature tensor A symmetric tensor of second order, obtained by summa-
tion on two indices of the Riemann curvature tensor which are not antisymmetric.
Also known as contracted Riemann-Christoffel tensor; Ricci tensor. { kon'trak-
tod 'kor-vo-chor ten-sor }

contracted Riemann-Christoffel tensor See contracted curvature tensor. { kon'trak-
tad jré-min kris'tof-al ,ten-sar }

contraction A function f from a metric space to itself for which there is a constant
K that is less than 1 such that, for any two elements in the space, a and b, the
distance between f(a) and f(b) is less than K times the distance between a
and b. { kon'trak-shon }

contraction semigroup A strongly continuous semigroup all of whose elements have
norms which are equal to or less than a constant which is, in turn, less than 1.
{ kon'trak-shon 'sem-i,griip }

contrapositive The contrapositive of the statement “if p, then ¢” is the equivalent
statement “if not ¢, then not p.” { kén-tro'piz-od-iv }

contravariant functor A functor which reverses the sense of morphisms. { kin-
tro'ver-é-ont 'fopk-tor }
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contravariant index A tensor index such that, under a transformation of coordinates,
the procedure for obtaining a component of the transformed tensor for which this
index has the value p involves taking a sum over q of the product of a component
of the original tensor for which the index has the value q times the partial derivative
of the pth transformed coordinate with respect to the gth original coordinate; it
is written as a superscript. { /kin-tro'ver-é-ont 'in,deks }

contravariant tensor A tensor with only contravariant indices. { jkdn-tra'ver-é-ont
'ten-sor }

contravariant vector A contravariant tensor of degree 1, such as the tensor whose
components are differentials of the coordinates. { kin-tro'ver-&-ont 'vek-tor }

control 1. A test made to determine the extent of error in experimental observations
or measurements. 2. A procedure carried out to give a standard of comparison
in an experiment. 3. Observations made on subjects which have not undergone
treatment, to use in comparison with observations made on subjects which have
undergone treatment. { kon'trol }

control group A sample in which a factor whose effect is being estimated is absent
or is held constant, in order to provide a comparison. { kon'trol ,griip }

convergence The property of having a limit for infinite series, sequences, products,
and so on. { kon'vor-jons }

convergence in measure A sequence of functions f,(x) converges in measure to f(x)
if given any e > 0, the measure of the set of points at which |f,,(x) — f(x) | > €
is less than €, provided 7 is sufficiently large. { kon'vor-jons in 'mezh-or }

convergent One of the continued fractions that is obtained from a given continued
fraction by terminating after a finite number of terms. { kon'vor-jont }

convergent integral An improper integral which has a finite value. { kon'vor-jont 'in-
to-gral }

convergent sequence A sequence which has a limit. { kon'vor-jont 'sé-kwans }

convergent series A series whose sequence of partial sums has a limit. { kon'vor-
jont 'sir,éz }

converse The converse of the statement “if p, then q” is the statement “if ¢, then
p.” {'kén,vors }

conversion factor The numerical factor by which one must multiply (or divide) a
quantity that is expressed in terms of a certain unit to express the quantity in
terms of another unit. Also known as conversion ratio; unit conversion factor.
{ kon'var-zhon fak-tor }

conversion ratio See conversion factor. { kon'vor-zhon ,ra-sho }

convex angle A polyhedral angle that lies entirely on one side of each of its faces.
{ 'kdn,veks 'ap-gol }

convex body A convex set that has at least one interior point. { 'kén,veks 'bad-é }

convex combination A linear combination of vectors in which the sum of the coeffi-
cients is 1. { 'kén,veks kidm-bo'na-shon }

convex curve A plane curve for which any straight line that crosses the curve crosses
it at just two points. { 'kdn,veks 'korv }

convex function A function f(x) is considered to be convex over the interval a,b if
for any three points xy, xs, 23 such that a < x; < x, < 23 < b, f(x3) = L(x3), where
L(x) is the equation of the straight line passing through the points [x;, f(x;)] and
[xs, f(2x3)]. { 'kdn,veks 'fopk-shon }

convex function in the sense of Jensen A function f(x) over an interval a, b such
that, for any two points x; and x, satisfying a < x; < xs < b, f[(x; + 22)/2] =
(1/2) [f(x1) + f(x2)]. {kén,veks ;fogk-shon in tho ;sens ov 'jen-son }

convex hull The smallest convex set containing a given collection of points in a real
linear space. Also known as convex linear hull. { 'kén,veks 'hal }

convex linear combination A linear combination in which the scalars are nonnegative
real numbers whose sum is 1. { kin,veks lin-&-or kiém-bo'na-shon }

convex linear hull See convex hull. { 'kén,veks 'lin-é-or 'hal }

convex polygon A polygon all of whose interior angles are less than or equal to 180°.
{ 'kdn,veks 'pél-i,gin }
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convex polyhedron A polyhedron in the plane which is a convex set, for example,
any regular polyhedron. { 'kén,veks |pil-ihé-dran }

convex polytope A bounded, convex subset of an n-dimensional space enclosed by a
finite number of hyperplanes. { /kin,veks 'pal-i top }

convex programming Nonlinear programming in which both the function to be max-
imized or minimized and the constraints are appropriately chosen convex or con-
cave functions of the independent variables. { 'kén,veks 'pro,gram-ip }

convex sequence A sequence of numbers, a,, ay, . . ., such that a;,; = (1/2)(a; + a;,2)
for all ¢ = 1 (or for all ¢ satisfying 1 = ¢ <n — 2 if the sequence is a finite sequence
with n terms). { 'kin,veks 'sé-kwaons }

convex set A set which contains the entire line segment joining any pair of its points.
{ 'kén,veks 'set }

convex span For a set A, the intersection of all convex sets that contain A.
{ kn,veks 'span }

convolution 1. The convolution of the functions f and g is the function F, defined

X

by F(x) = J’ f(®g(x — ) dt. 2. Amethod for finding the distribution of the sum

0
of two or more random variables; computed by direct integration or summation
as contrasted with, for example, the method of characteristic functions. { kan-
va'lii-shan }

convolution family See faltung. { kin-va'lii-shon ,fam-lé }

convolution rule The statement that C(p + q, r) is the sum over the index j from
J = 0toj = r of the quantity C(p, j) C(q, r — j), where, in general, C(n, r) is the
number of distinct subsets of r elements in a set of n elements (the binomial
coefficient). Also known as Vandermonde’s identity. { kin-vo lii-shon riil }

convolution theorem A theorem stating that, under specified conditions, the integral
transform of the convolution of two functions is equal to the product of their
integral transforms. { kén-va'lii-shon thir-om }

coordinate axes One of a set of lines or curves used to define a coordinate system,;
the value of one of the coordinates uniquely determines the location of a point on
the axis, while the values of the other coordinates vanish on the axis. { ko'ord-
an-at 'ak,séz }

coordinate basis A basis for tensors on a manifold induced by a set of local coordinates.
{ ko'ord-on-ot 'ba-sos }

coordinates A set of numbers which locate a point in space. { ko'ord-on-ats }

coordinate systems A rule for designating each point in space by a set of numbers.
{ ko'ord-on-at sis-tomz }

coordinate transformation A mathematical or graphic process of obtaining a modified
set of coordinates by performing some nonsingular operation on the coordinate
axes, such as rotating or translating them. { ko'ord-on-ot tranz-for'ma-shon }

Cornu’s spiral A plane curve whose curvature is proportional to its arc length, and
whose Cartesian coordinates are given in parametric form by the Fresnel integrals.
Also known as clothoid; Euler’s spiral. { 'kor-niiz |spi-ral }

correction for attenuation A method used to adjust correlation coefficients upward
because of errors of measurement when two measured variables are correlated;
the errors always serve to lower the correlation coefficient as compared with what
it would have been if the measurement of the two variables had been perfectly
reliable. { ka'rek-shon for 9,ten-ya'wa-shan }

correlation The interdependence or association between two variables that are quanti-
tative or qualitative in nature. { kér-o'la-shon }

correlation coefficient A measurement, which is unchanged by both addition and
multiplication of the random variable by positive constants, of the tendency of
two random variables X and Y to vary together; it is given by the ratio of the
covariance of X and Y to the square root of the product of the variance of X and
the variance of Y. { kér-o'la-shon ko-i'fish-ont }

correlation curve See correlogram. { kér-o'la-shon korv }

correlation ratio A measure of the nonlinear relationship between two variables; in a
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two-way frequency table it may be regarded as the ratio of the variance between
arrays to the total variance. { kir-o'la-shon ,ra-sho }

correlation table A table designed to categorize paired quantitative data; used to
calculate correlation coefficients. { kir-o'la-shon ta-bal}

correlogram A curve showing the assumed correlation between two mathematical
variables. Also known as correlation curve. { ka'rel-o,gram }

corresponding angles For two lines, ; and Iy, cut by a transversal ¢, a pair of angles
such that (1) one of the angles has sides [, and ¢ while the other has sides I, and
t; (2) both angles are on the same side of ¢; and (3) the angles are on the same
sides of I; and l,, respectively. { 'kér-9,spiand-ip 'ap-golz }

cos See cosine function.

cosecant The reciprocal of the sine. Denoted csc. { ko'sé kant }

coset For a subgroup of a group, a set consisting of all elements of the form xh or
of all elements of the form hx, where h is an element of the subgroup and x is a
fixed element of the group. { 'ko,set}

cosh See hyperbolic cosine.

cosine function In a right triangle with an angle 6, the cosine function gives the ratio
of adjacent side to hypotenuse; more generally, it is the function which assigns to
any real number 6 the abscissa of the point on the unit circle obtained by moving
from (1,0) counterclockwise 0 units along the circle, or clockwise |6| units if 0 is
less than 0. Denoted cos. { 'ko,sin ,fopk-shon }

cosine series A Fourier series that contains only terms that are even in the independent
variable, that is, the constant term and terms involving the cosine function.
{ 'ko,sIn sir-éz }

cot See cotangent.

cotangent The reciprocal of the tangent. Denoted cot; ctn. { ko'tan-jont }

coterminal angles Two angles that have the same initial line and the same terminal
line and therefore differ by a multiple of 27 radians or 360°. { kojtorm-on-al
'an-galz }

coth See hyperbolic cotangent.

count 1. To name a set of consecutive positive integers in order of size, usually starting
with 1. 2. To associate consecutive positive integers, starting with 1, with the
members of a finite set in order to determine the cardinal number of the set.
{ kaunt }

countability axioms Two conditions which are satisfied by a euclidean space and one
or the other of which is often assumed in the study of a general topological space;
the first states that any point in the topological space has a countable local base,

while the second states that the topological space has a countable base. { kaun-
to'bil-od-€é ,ax-sé-omz }
countable Either finite or denumerable. Also known as enumerable. { 'kaunt-a-bal }

countably additive Given a measure m, and a sequence of pairwise disjoint measurable
sets, the property that the measure of the union is equal to the sum of the measures
of the sets. { 'kaunt-o-blé 'ad-ad-iv }

countably additive set function A set function with the properties that (1) the union
of any finite or countable collection of sets in the range of the function is also in
this range, and (2) the value of the function at the union of a finite or countable
collection of sets that are in the range of the set function and are pairwise disjoint
is equal to the sum of the values at each set in the collection. Also known as
completely additive set function. { kaun-ta-blé jad-ad-iv 'set ,fopk-shon }

countably compact set A set with the property that every cover with countably many
open sets contains a finite number of sets which is also a cover. { 'kaunt-a-blé
kéam pakt 'set }

countably infinite set See denumerable set. { 'kaunt-o-blé ,in-fo-nat 'set }

countably metacompact space A topological space with the property that every open
covering F'is associated with a point-finite open covering G, such that every element
of G is a subset of an element of F. { kaunt-o-blé ,med-9,kidm,pakt 'spas }
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countably paracompact space A topological space with the property that every count-
able open covering F'is associated with a locally finite open covering G, such that
every element of G is a subset of an element of F. { kaunt-o-blé par-okim
pakt 'spas }

countably subadditive A set function m is countably subadditive if, given any sequence
of sets, the measure of the union is less than or equal to the sum of the measures
of the sets. { kaunt-o-blé sob'ad-od-iv }

countably subadditive set function A real-valued function defined on a class of sets
such that the value of the function on the union of any sequence of sets is equal
to or less than the sum of the sequence of the values of the function on the sets.
{ jkaun-ta-blé sabjad-ad-iv 'set ,fopk-shon }

counting number One of the numbers used in counting objects, either the set of
positive integers or the set of positive integers and the number 0. { 'kaunt-ip
,nom-bar }

covariance A measurement of the tendency of two random variables, X and Y, to vary
together, given by the expected value of the variable (X — X)(Y — ¥), where X
and Y are the expected values of the variables X and Y respectively. { ko'ver-&-ons }

covariance analysis An extension of the analysis of variance which combines linear
regression with analysis of variance; used when members falling into classes have
values of more than one variable. { ko'ver-é-ons 9,nal-9-s3s }

covariant components Vector or tensor components which, in a transformation from
one set of basis vectors to another, transform in the same manner as the basis
vectors. { ko'ver-é-ont kom'po-nans }

covariant derivative For a tensor field at a point P of an affine space, a new tensor
field equal to the difference between the derivative of the original field defined in
the ordinary manner and the derivative of a field whose value at points close to
P are parallel to the value of the original field at P as specified by the affine
connection. { ko'ver-é-ont do'riv-od-iv }

covariant functor A functor which does not change the sense of morphisms. { ko'ver-
é-ant 'fopk-tor }

covariant index A tensor index such that, under a transformation of coordinates, the
procedure for obtaining a component of the transformed tensor for which this
index has value p involves taking a sum over q of the product of a component of
the original tensor for which the index has the value q times the partial derivative
of the gth original coordinate with respect to the pth transformed coordinate; it
is written as a subscript. { ko'ver-é-ont 'in,deks }

covariant tensor A tensor with only covariant indices. { ko'ver-é-ont 'ten-sor }

covariant vector A covariant tensor of degree 1, such as the gradient of a function.
{ ko'ver-é-ont 'vek-tor }

cover 1. An element, x, of a partially ordered set covers another element y if x is
greater than y, and the only elements that are both greater than or equal to y and
less than or equal to x are x and y themselves. 2. See covering. { 'kov-or}

covering For a set A, a collection of sets whose union contains A. Also known as
cover. { 'kov'rip }

covers See coversed sine.

coversed sine The coversed sine of A is 1 — sine A. Denoted covers. Also known
as coversine; versed cosine. { ko,varst 'sin }

coversine See coversed sine. { ,ko,vor'sin }

cracovian An object which is the same as a matrix except that the product of cracovians
A and B is equal to the matrix product A'B, where A’ is the transpose of A.
{ kro'ko-vé-on }

Cramér-Rao inequality An inequality that is the basis of a method for determining a
lower bound to the variance of an estimator of a parameter. { krojma 'riu ,in-
ikwil-od-€ }

Cramer’s rule The method of solving a system of linear equations by means of determi-
nants. { 'kra-morz riil }
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crisp set

crisp set A conventional set, wherein the degree of membership of any object in the
set is either 0 or 1. { |krisp 'set }

critical function A function satisfying the Euler equations in the calculus of variations.
{ 'krid-o-kal 'fogk-shon }

critical point A point at which the first derivative of a function is either 0 or does not
exist. { 'krid-o-kal 'point }

critical ratio The ratio of a particular deviation from the mean value to the standard
deviation. { 'krid-o-kal 'ra-sho }

critical region In testing hypotheses, the set of sample values leading to rejection of
the null hypothesis. { 'krid-o-kal 'ré-jon }

critical table A table, usually for a function that varies slowly, which gives only values
of the argument near which changes in the value of the function, as rounded to
the number of decimal places displayed in the table, occur. { 'krid-o-kal ,ta-bal }

critical value The value of the dependent variable at a critical point of a function. A
number which causes rejection of the null hypothesis if a given test statistic is
this number or more, and acceptance of the null hypothesis if the test statistic is
smaller than this number. { 'krid-o-kal 'val-yii }

cross-cap The self-intersecting surface that results when a Mobius band is deformed
so that its boundary is a circle. { 'kros kap }

cross-correlation 1. Correlation between corresponding members of two or more
series: if qy, . . ., g, and 7y, . . ., 7, are two series, correlation between q; and r;, or
between g; and 7;,; (for fixed j), is a cross correlation. 2. Correlation between
or expectation of the inner product of two series of random variables, where the
difference in indices between the corresponding values of the two series is fixed.
{ 'kros kér-o'la-shon }

cross curve A plane curve whose equation in cartesian coordinates x and y is (a*2%)
+ (b*y*) = 1, where a and b are constants. Also known as cruciform curve.
{ 'kros korv }

cross multiplication Multiplication of the numerator of each of two fractions by the
denominator of the other, as when eliminating fractions from an equation. { jkros
,mol-ta-pla'ka-shon }

crossover length A length characteristic of a fractal network such that at scales which
are small compared with this length the fractal nature of the structure is manifest
in its dynamics, whereas at scales which are large compared with this length the
dynamics resemble those of a crystalline structure. { 'kros,6-vor (lepkth }

cross product 1. An anticommutative multiplication on the vectors of Euclidean three-
dimensional space. Also known as vector product. 2. The product of the two
mean terms of a proportion, or the product of the two extreme terms; in the
proportion a/b = ¢/, it is ad or be. { 'kros ,pri-dokt }

cross ratio For four collinear points, A, B, C, and D, the ratio (AB)(CD)/(AD)(CB),
or one of the ratios obtained from this quantity by a permutation of A, B, C, and
D. {'kros ra-sho }

cross section 1. The intersection of an n-dimensional geometric figure in some Euclid-
ean space with a lower dimensional hyperplane. 2. A right inverse for the projec-
tion of a fiber bundle. { 'kros ,sek-shon }

Crout reduction Modification of the Gauss procedure for numerical solution of simulta-
neous linear equations; adapted for use on desk calculators and digital computers.
{ 'kraut ri'dok-shon }

cruciform curve See cross curve. { 'krii-so,form korv }

crunode A point on a curve through which pass two branches of the curve with
different tangents. Also known as node. { kriijnod }

csc See cosecant.

csch See hyperbolic cosecant.

ctn See cotangent.

cubature The numerical integration of a function of two variables. { 'kyiib-o-chaor }

cube 1. Regular polyhedron whose faces are all square. 2. For a number a, the new
number obtained by taking the threefold product of a withitself:a X a X a. { kyiib }
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cube root Another number whose cube is the original number. { 'kyiib 'riit }

cubical parabola A plane curve whose equation in Cartesian coordinates x and y is
y = 2°. | 'kyiib-a-kol pa'rab-o-Io }

cubic curve A plane curve which has an equation of the form f(x,y) = 0, where f(x,y)
is a polynomial of degree three in x and y. { 'kyii-bik 'korv }

cubic determinant A mathematical form analogous to an ordinary determinant, with
the elements forming a cube instead of a square. { 'kyii-bik di'tor-mo-nont }

cubic equation A polynomial equation with no exponent larger than 3. { 'kyii-bik
i'kwa-zhon }

cubic polynomial A polynomial in which all exponents are no greater than 3. { 'kyii-
bik péil-o'no-me-al }

cubic quantic A quantic of the third degree. { kyiib-ik 'kwén-tik }

cubic spline One of a collection of cubic polynomials used in interpolating a function
whose value is specified at each of a collection of distinct ordered values, X;
(@ =1, ..., n), and whose slope is specified at X; and X,;; one cubic polynomial
is found for each interval, such that the interpolating system has the prescribed
values at each of the X;, the prescribed slope at X,, and X,,, and a continuous slope
at each of the X;. { 'kyii-bik 'splin }

cubic surd A cube root of a rational number that is itself an irrational number. { 'kyii-
bik 'sord }

cuboctahedron A polyhedron whose faces consist of six equal squares and eight equal
equilateral triangles, and which can be formed by cutting the corners off a cube;
it is one of the 13 Archimedean solids. Also spelled cubooctahedron. { Kkyiibik-
to'hé-dron }

cuboid See rectangular parallelepiped. { 'kyii,boid }

cubooctahedron See cuboctahedron. { |kyii-bo,dk-to'hé-dron }

Cullen number A number having the form C,, = (n - 2") + 1 forn =0, 1,2,... {'kol-
an nom-bar }
cumulants A set of parameters k;, (h =1, ... 1) of a one-dimensional probability

distribution defined by In x.(q) = 2 k,[(19)"/h!] + o(q") where x,(q) is the charac-
=1

teristic function of the probability dlstrlbutlon of x. Also known as semi-invariants.
{ 'kyii-myo-lons }

cumulative error An error whose magnitude does not approach zero as the number
of observations increases. Also known as accumulative error. { 'kyii-myo-lod-
iv 'er-or }

cumulative frequency distribution The frequency with which a variable assumes values
less than or equal to some number, obtained by summing the values in a frequency
distribution. { 'kyti-myo-lod-ov 'fré-kwon-sé ,di-stro,byii-shon }

cup The symbol U, which indicates the union of two sets. { kop }

cup product A multiplication defined on cohomology classes; it gives cohomology a
ring structure. { 'kop ,prad-okt }

curl The curl of a vector function is a vector which is formally the cross product of
the del operator and the vector. Also known as rotation (rot). { korl }

curtate cycloid A trochoid in which the distance from the center of the rolling circle
to the point describing the curve is less than the radius of the rolling circle.
{ 'kor tat 's1kloid }

curvature The reciprocal of the radius of the circle which most nearly approximates
a curve at a given point; the rate of change of the unit tangent vector to a curve
with respect to arc length of the curve. { 'kor-va-chor }

curvature tensor See Riemann-Christoffel tensor. { 'kor-vo-chor ten-sor }

curve The continuous image of the unit interval. { korv }

curved surface A surface having no part that is a plane surface. { 'korvd 'sor-fos }

curve fitting The calculation of a curve of some particular character (as a logarithmic
curve) that most closely approaches a number of points in a plane. { 'korv fid-ip }

curve tracing The method of graphing a function by plotting points and analyzing
symmetries, derivatives, and so on. { 'korv tras-ip }
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curvilinear coordinates

curvilinear coordinates Any linear coordinates which are not Cartesian coordinates;
frequently used curvilinear coordinates are polar coordinates and cylindrical coor-
dinates. { 'kor-vo'lin-&-or ko'ord-on-ots }

curvilinear regression Regression study of jointly distributed random variables where
the function measuring their statistical dependence is analyzed in terms of curvi-
linear coordinates. Also known as nonlinear regression. { 'kor-vo'lin-é-or ri
'gresh-on }

curvilinear solid A solid whose surfaces are not planes. { kor-va'lin-é-or 'sil-od }

curvilinear transformation A transformation from one coordinate system to another
in which the coordinates in the new system are arbitrary twice-differentiable func-
tions of the coordinates in the old system. { 'kor-va'lin-é-or tranz-for'ma-shan }

curvilinear trend A nonlinear trend which may be expressed as a polynomial or a
smooth curve. { kor-va'lin-é-or 'trend }

cusp A singular point of a curve at which the limits of the tangents of the portions
of the curve on either side of the point coincide. Also known as spinode. { kasp }

cuspidal cubic A cubic curve that has one cusp, one point of inflection, and no node.
{ 'kas-pad-al 'kyii-bik }

cuspidal locus A curve consisting of the cusps of some family of curves. { 'kos-pad-
ol '16-kes }

cusp of the first kind A cusp such that the two portions of the curve adjacent to the
cusp lie on opposite sides of the limiting tangent to the curve at the cusp. Also
known as simple cusp. { 'kosp ov tho 'forst kind }

cusp of the second kind A cusp such that the two portions of the curve adjacent to
the cusp lie on the same side of the limiting tangent to the curve at the cusp.
{ 'kasp ov tho 'sek-ond kind }

cut A subset of a given set whose removal from the original set leaves a set that is
not connected. { kot }

cut capacity For a network whose points have been partitioned into two specified
classes, C; and C,, the sum of the capacities of all the segments directed from a
point in C; to a point in C,. Also known as cut value. { 'kot ko'pas- od-€ }

cut point A point in a component of a graph whose removal disconnects that compo-
nent. Also known as articulation point. { 'kat ,point }

cut value See cut capacity. { 'kot ,val-yii }

cycle 1. A member of the kernel of a boundary homomorphism. 2. A closed path
in a graph that does not pass through any vertex more than once and passes
through at least three vertices. Also known as circuit. 3. See cyclic permutation.
A periodic movement in a time series. { 'si-kal }

cyclic curve 1. A curve (such as a cycloid, cardioid, or epicycloid) generated by a
point of a circle that rolls (without slipping) on a given curve. 2. The intersection
of a quadric surface with a sphere. Also known as spherical cyclic curve.
3. The stereographic projection of a spherical cyclic curve. Also known as plane
cyclic curve. {'sik-lik 'korv }

cyclic extension A Galois extension whose Galois group is cyclic. { 'sik-lik ik'sten-
chon }

cyclic graph A graph whose vertices correspond to the vertices of a regular polygon
and whose edges correspond to the sides of the polygon. { si-klik 'graf }

cyclic group A group that has an element a such that any element in the group can
be expressed in the form a”, where n is an integer. { 'sik-lik ,griip }

cyclic identity The principle that the sum of any component of the Riemann-Christoffel
tensor and two other components obtained from it by cyclic permutation of any
three indices, while the fourth is held fixed, is zero. { 'sik-lik 1,den-tod-¢€ }

cyclic left module A left module over a ring A that has a member x such that any
member of the module has the form ax, where a is a member of A. { si-klik left

'méj-al }
cyclic permutation A permutation of an ordered set of symbols which sends the first
to the second, the second to the third, ..., the last to the first. Also known as

cycle. { 'sik-lik por-myo'ta-shon }
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cylindrical surface

cyclic polygon A polygon whose vertices are located on a common circle. {|st-klik
'pél-i,gin }

cyclindroid 1. A cylindrical surface generated by the lines perpendicular to a plane
that pass through an ellipse in the plane. 2. A surface that is generated by a
straight line that moves so as to intersect two curves and remain parallel to a
given plane. { si'klin,droid }

cycloid The curve traced by a point on the circumference of a circle as the circle rolls
along a straight line. { 's1 kloid }

cyclomatic number For a graph, the number e — n + 1, where e is the number of
edges and 7 is the number of nodes. { si-klo,mad-ik nom-bar }

cyclosymmetric function A function whose value is unchanged under a cyclic permuta-
tion of its variables. { si-klo-sijme-trik 'fopk-shon }

cyclotomic equation An equation which has the form " ! + 2" 2 + - + x + 1 =
0, where 7 is a prime number. { si-klojtdm-ik i'kwa-zhen }

cyclotomic field The extension field of a given field K which is the smallest extension
field of K that includes the nth roots of unity for some integer n. { sT-klojtim-
ik 'feld }

cyclotomic integer A number of the form ay + a,2 + ay 2* + -+ + a,_; 2"}, where
2 is a primitive nth root of unity and each a; is an ordinary integer. { si-klo tim-
ik 'in-a-jor }

cyclotomic polynomial The nth cyclotomic polynomic is the monic polynomial of
degree ¢(n) [where ¢ represents Euler’s phi function] whose zeros are the primitive
nth roots of unity. { si-klotdm-ik,pil-o'nome-al }

cyclotomy Theory of dividing the circle into equal parts or constructing regular poly-
gons or, analytically, of finding the nth roots of unity. {si'klad-o-mé }

cylinder 1. A solid bounded by a cylindrical surface and two parallel planes, or the
surface of such a solid. 2. See cylindrical surface. { 'sil-on-dor }

cylinder function Any solution of the Bessel equation, including Bessel functions,
Neumann functions, and Hankel functions. { 'sil-on-dor ,fopk-shon }

cylindrical coordinates A system of curvilinear coordinates in which the position of
a point in space is determined by its perpendicular distance from a given line, its
distance from a selected reference plane perpendicular to this line, and its angular
distance from a selected reference line when projected onto this plane. { sa'lin-
dra-kal ko'ord-on-ots }

cylindrical function See Bessel function. { so'lin-dri-kal ,fopk-shon }

cylindrical helix A curve lying on a cylinder which intersects the elements of the
cylinder at a constant angle. { sa'lin-dra-kal 'hé liks }

cylindrical surface A surface consisting of each of the straight lines which are parallel
to a given straight line and pass through a given curve. Also known as cylinder.
{ so'lin-dra-kal 'sor-fos }
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2 2 2
d’Alembertian A differential operator in four-dimensional space, % + da_y2 + % -
Zo which is used in the study of relativistic mechanics. { }dal-omjbor-shon }
d’Alembert’s test for convergence A series Za, converges if there is an N such that
the absolute value of the ratio a,/a,_; is always less than some fixed number
smaller than 1, provided = is at least N, and diverges if the ratio is always greater
than1. Also known as generalized ratio test. { dal-omjbarz test for kan'vor-jons }
damped regression analysis See ridge regression analysis. { dampt ri'gresh-on o nal-
9598 |

Dandelin sphere For a conic that is represented as the intersection of a plane and a
circular cone, a sphere that is a tangent to both the plane and the cone. { 'dind
Jlan sfir }

Darboux’s monodromy theorem The proposition that, if the function f(z) of the com-
plex variable z is analytic in a domain D bounded by a simple closed curve C, and
f(2) is continuous in the union of D and C and is injective for z on C, then f(2)
is injective for z in D. { 'déar-biiz mén-9,drd-mé  thir-om }

data reduction The conversion of all information in a data set into fewer dimensions
for a particular purpose, as, for example, a single measure such as a reliability
measure. {'dad-o ri,dok-shon }

decagon A 10-sided polygon. { 'dek-9,gén }

decahedron A polyhedron that has 10 faces. { dek-o'hé-dron }

decidable predicate A predicate for which there exists an algorithm which, for any
given value of its independent variables, provides a definite answer as to whether
or not it is true. { di'sid-o-bol 'pred-o-kaot }

decile Any of the points which divide the total number of items in a frequency distribu-
tion into 10 equal parts. { 'des1l}

decimal A number expressed in the scale of tens. {'des-mal }

decimal fraction Any number written in the form: an integer followed by a decimal
point followed by a (possibly infinite) string of digits. { des-mal frak-shon }

decimal number A number signifying a decimal fraction by a decimal point to the left
of the numerator with the number of figures to the right of the point equal to the
power of 10 of the denominator. {des-mal jnom-bar }

decimal number system A representational system for the real numbers in which
place values are read in powers of 10. {|des-mal 'nom-bar ,sis-tom }

decimal place Reference to one of the digits following the decimal point in a decimal
fraction; the kth decimal place registers units of 107%. { !des-mal |plas }

decimal point A dot written either on or slightly above the line; used to mark the
point at which place values change from positive to negative powers of 10 in the
decimal number system. {'des-mal point }

decimal system A number system based on the number 10; in theory, each unit is 10
times the next smaller one. { 'des-mal ,sis-tom }

decision-making under uncertainty The process of drawing conclusions from limited
information or conjecture. ({ dijsizh-on mak-ip ,on-dor on'sort-on-te }

decomino One of the 4655 plane figures that can be formed by joining 10 unit squares
along their sides. { ,dek-9'mé-no }
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decomposable process

decomposable process A process which can be reduced to several basic events.
{ de-kom'po-za-bal 'pris-os }

decomposition 1. The expression of a fraction as a sum of partial fractions.
2. The representation of a set as the union of pairwise disjoint subsets. { de kiam-
pa'zish-on }

decreasing function A function, f, of a real variable, x, whose value gets smaller as
x gets larger; that is, if ¥ < y then f(x) > f(y). Also known as strictly decreasing
function. { di'krés-ip ,fopk-shon }

decreasing sequence A sequence of real numbers in which each term is less than
the preceding term. { dijkrés-ip 'sé-kwans }

decrement The quantity by which a variable is decreased. { 'dek-ro-mont }

Dedekind cut A set of rational numbers satisfying certain properties, with which a
unique real number may be associated; used to define the real numbers as an
extension of the rationals. { 'da-do-kint kot }

Dedekind test If the series E(bi — b;+1) converges absolutely, the b; converge to zero,

K2
and the series Eai has bounded partial sums, then the series 2%:17;: converges.
k2 (2
{ 'da-do-kint test }
deduction The process of deriving a statement from certain assumed statements by
applying the rules of logic. { di'dok-shon }
defective equation An equation that has fewer roots than another equation from which
it has been derived. { di'fekt-iv i'kwa-zhon }
defective number See deficient number. { di'fek-tiv 'nom-bar }
deficiency index For a curve or equation involving two complex variables this is the
genus of the Riemann surface associated to the equation. { da'fish-on-sé ,in,deks }
deficient number A positive integer the sum of whose divisors, including 1 but excluding
itself, is less thanitself. Also known as defective number. { do'fish-ont 'nom-bar }
definite Riemann integral A number associated with a function defined on an interval
N-1
[a,b] which is lim Ef(a + E) e
N—ox» =0

N if f is bounded and continuous; denoted

b

by [ Sf(@)dx; if f is a positive function, the definite integral measures the area

a
between the graph of f and the x axis. {|def-o-nat 'ré min ,in-to-gral }

deformation A homotopy of the identity map to some other map. { def-or'ma-shon }

degeneracy The condition in which two characteristic functions of an operator have
the same characteristic value. { di'jen-o-ro-sé }

degenerate conic A straight line, a pair of straight lines, or a point, which is a limiting
form of a conic. { di'jen-o-rot 'kén-ik }

degenerate simplex A modification of a simplex in which the points py, ..., p, on
which the simplex is based are linearly dependent. { di'jen-o-rat 'sim,pleks }

degree 1. A unit for measurement of plane angles, equal to 1/360 of a complete
revolution, or 1/90 of a right angle. Symbolized °. 2. For a term in one variable,
the exponent of that variable. 3. For a term in several variables, the sum of the
exponents of its variables. 4. For a polynomial, the degree of the highest-degree
term. 5. For a differential equation, the greatest power to which the highest-
order derivative occurs. 6. For an algebraic curve defined by the polynomial
equation f(x,y) = 0, the degree of the polynomial f(x,y). 7. For a vertex in a
graph, the number of arcs which have that vertex as an end point. 8. For an
extension of a field, the dimension of the extension field as a vector space over
the original field. { di'gré }

degree of degeneracy The number of characteristic functions of an operator having
the same characteristic value. Also known as order of degeneracy. {di'grée ov
di'jen-o-ro-sé }

degree of freedom A number one less than the number of frequencies being tested
with a chi-square test. { di'gré ov 'fré-dom }
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depressed equation

degree vector The sequence of degrees of the vertices of a simple graph, arranged in
nonincreasing order. { di'gré ,vek-tor }

de Gua’s rule The rule that if, in a polynomial equation f (x) = 0, a group of * consecutive
terms is missing, then the equation has at least » imaginary roots if 7 is even, or
the equation has at least » + 1 or » — 1 imaginary roots if 7 is odd (depending on
whether the terms immediately preceding and following the group have like or
unlike signs). { do'gwéz riil }

Delambre analogies See Gauss formulas. { do'lam-bro 9,nal-9-jéz }

del operator The rule which replaces the function f* of three variables, x, y, 2, by the
vector valued function whose components in the x, ¥, 2 directions are the respective
partial derivatives of f. Written Vf. Also known as nabla. { 'del ,dp-o,rad-or }

delta function A distribution 3 such that J SM®OA@ — t)dt is f(x). Also known as

Dirac delta function; Dirac distribution; unit impulse. { 'del-to ,fopk-shon }
deltahedron Any polyhedron whose faces are congruent equilateral triangles. { ,del-
to'hé-dron }

deltoid 1. The plane curve traced by a point on a circle while the circle rolls along
the inside of another circle whose radius is three times as great. 2. A concave
quadrilateral with two pairs of adjacent equal sides. Also known as Steiner’s
hypocycloid tricuspid. { 'del,toid }

De Moivre’s theorem The nth power of the quantity cos 6 + 7 sin 6 is cos nf +
i sin n0 for any integer n. { do'mwéiv-roz ,thir-om }

De Morgan’s rules The complement of the union of two sets equals the intersection
of their respective complements; the complement of the intersection of two sets
equals the union of their complements. { do'mor-gonz riilz }

De Morgan’s test A series with term u,,, for which |u,,.,1/u,| converges to 1, will converge
absolutely if there is ¢ > 0 such that the limit superior of n(|u,./u,| —1) equals
—1—¢. {do'mor-gonz test }

denial See negation. { di'ni-ol }

denominator In a fraction, the term that divides the other term (called the numerator),
and is written below the line. { do'ndm-onad-or }

dense-in-itself set A set every point of which is an accumulation point; a set without
any isolated points. { 'dens in it'self set }

dense subset A subset of a topological space whose closure is the entire space.
{ |dens 'sab,set }

density For an increasing sequence of integers, the greatest lower bound of the quantity
F(n)/n, where F(n) is the number of integers in the sequence (other than zero)
equal to or less than n. {'den- sad-€}

density function 1. A density function for a measure m is a function which gives rise
to m when it is integrated with respect to some other specified measure. 2. See
probability density function. { 'den-sad-é fopk-shon }

denumerable set A set which may be put in one-to-one correspondence with the
positive integers. Also known as countably infinite set. { do'ntim-ra-bal 'set }

dependence The existence of a relationship between frequencies obtained from two
parts of an experiment which does not arise from the direct influence of the result
of the first part on the chances of the second part but indirectly from the fact that
both parts are subject to influences from a common outside factor. { di'pen-dons }

dependent equation 1. An equation is dependent on one or more other equations if
it is satisfied by every set of values of the unknowns that satisfy all the other
equations. 2. A set of equations is dependent if any member of the set is dependent
on the others. {dijpen-dont i'kwa-zhon }

dependent events Two events such that the occurrence of one affects the probability
of the occurrence of the other. { di'pen-dont i'vens }

dependent variable If y is a function of «, that is, if the function assigns a single value
of y to each value of x, then y is the dependent variable. { di'pen-dont 'ver-&-a-bal }

depressed equation An equation that results from reducing the number of roots in a
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derangement

given equation with one unknown by dividing the original equation by the difference
of the unknown and a root. { di'prest i'kwa-zhon }

derangement A permutation of a finite set of elements that carries no element of the
set into itself. { di'ranj-mont }

derangement numbers The numbers D,, n = 1, 2, 3, . . ., giving the number of permuta-
tions of a set of n elements that carry no element of the set into itself. { di'ranj-
mont ,nom-borz }

derivation 1. The process of deducing a formula. 2. A function D on an algebra
which satisfies the equation D(uv) = uD(v) + vD(w). { der-o'va-shon }

derivative The slope of a graph y = f(x) at a given point ¢; more precisely, it is the
limit as h approaches zero of f(c + h) — f(c¢) divided by h. Also known as
differential coefficient; rate of change. { doa'riv-ad-iv }

derived curve A curve whose ordinate, for each value of the abscissa, is equal to the
slope of some given curve. Also known as first derived curve. {da'rivd 'korv }

derived set The set of cluster points of a given set. { do'rivd 'set }

derogatory matrix A matrix whose order is greater than the order of its reduced
characteristic equation. { do'rdg-o,tor-é 'ma-triks }

Desarguesian plane Any projective plane in which points and lines satisfy Desargues’
theorem. Also known as Arguesian plane. { da-zér|ga-zé-on 'plan }

Desargues’ theorem If the three lines passing through corresponding vertices of two
triangles are concurrent, then the intersections of the three pairs of corresponding
sides lie on a straight line, and conversely. { da'zérgz thir-om }

Descartes’ rule of signs A polynomial with real coefficients has at most k real positive
roots, where k is the number of sign changes in the polynomial. { da'karts 'riil
ov 'sinz }

descending chain condition The condition on a ring that every descending sequence
of left ideals (or right ideals) has only a finite number of distinct members. { di
isend-ip 'chan kon,dish-on }

descending sequence 1. A sequence of elements in a partially ordered set such that
each member of the sequence is equal to or less than the preceding one. 2. In
particular, a sequence of sets such that each member of the sequence is a subset
of the preceding one. {dijsend-ip 'sé-kwans }

descriptive geometry The application of graphical methods to the solution of three-
dimensional space problems. { di'skrip-tiv jé'dm-o-tré }

descriptive statistics Presentation of data in the form of tables and charts or summari-
zation by means of percentiles and standard deviations. { di'skrip-tiv sto'tis-tiks }

determinant A certain real-valued function of the column vectors of a square matrix
which is zero if and only if the matrix is singular; used to solve systems of linear
equations and to study linear transformations. { da'tar-ma-nont }

determinant tensor A tensor whose components are each equal to the corresponding
component of the Levi-Civita tensor density times the square root of the determinant
of the metric tensor, and whose contravariant components are each equal to the
corresponding component of the Levi-Civita density divided by the square root of
the metric tensor. Also known as permutation tensor. { do'tor-mo-nont 'ten-sor }

developable surface A surface that can be obtained from a plane sheet by deformation,
without stretching or shrinking. { dijvel-ap-a-bal 'sor-fas }

deviation The difference between any given number in a set and the mean average
of those numbers. { dév-&'a-shon }

devil on two sticks See devil’s curve. {'dev-al on ti 'stiks }

devil’'s curve A plane curve whose equation in Cartesian coordinates x and y is
y' — a®y? = 2 — b%2?, where a and b are constants. Also known as devil on two
sticks. {'dev-alz 'korv }

dextrorse curve See right-handed curve. { 'dek,strors korv }

dextrorsum See right-handed curve. { dek'stror-som }

diagonal 1. The set of points all of whose coordinates are equal to one another in an
n-dimensional coordinate system. 2. A line joining opposite vertices of a polygon
with an even number of sides. { di'ag-on-al }
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difference quotient

diagonalize To convert a square matrix to a diagonal matrix, usually by multiplying
it on the left by a second matrix A of the same order, and on the right by the
inverse of A. {di'ag-on-o,liz}

diagonal Latin square A Latin square in which each of the symbols appears exactly
once in each diagonal. { dijag-on-ol lat-on 'skwer }

diagonally dominant matrix A matrix in which the absolute value of each diagonal
element is either greater than the sum of the absolute values of the off-diagonal
elements of the same row or greater than the sum of the off-diagonal elements in
the same column. {di'ag-on-ol-é 'ddm-9-nont 'ma,triks }

diagonal matrix A matrix whose nonzero entries all lie on the principal diagonal.
{ di'ag-an-al 'ma-triks }

diagram A picture in which sets are represented by symbols and mappings between
these sets are represented by arrows. { 'di-o,gram }

diakoptics A piecewise approach to the solution of large-scale interconnected systems,
in which the large system is first broken up into several small pieces or subdivisions,
the subdivisions are solved separately, and finally the effect of interconnection is
determined and added to each subdivision to yield the complete solution of the
system. { di-o'kédp-tiks }

diameter 1. A line segment which passes through the center of a circle, and whose
end points lie on the circle. 2. The length of such a line. 3. For a conic, any
straight line that passes through the midpoints of all the chords of the conic that
are parallel to a given chord. 4. For a set, the smallest number that is greater
than or equal to the distance between every pair of points of the set. { di'am-od-or }

diametral curve A curve that passes through the midpoints of a family of parallel
chords of a given curve. {di'am-o-tral 'korv }

diametral plane 1. A plane that passes through the center of a sphere. 2. A plane
that passes through the mid-points of a family of parallel chords of a quadric
surface that are parallel to a given chord. {di'am-a-tral 'plan }

diametral surface A surface that passes through the midpoints of a family of parallel
chords of a given surface that are parallel to a given chord. { di'am-o-tral 'sor-fos }

dicycle A simple closed dipath. Also known as directed cycle. { 'di,si-kol }

Dido’s problem The problem of finding the curve, with a given perimeter, that encloses
the greatest possible area; the curve is a circle. {'dé,doz ,prdb-lom }

diffeomorphic sets Sets in Euclidean space such that there is a diffeomorphism
between them. {, dif-&-o0,mor-fik 'sets }

diffeomorphism A bijective function, with domain and range in the same or different
Euclidean spaces, such that both the function and its inverse have continuous
mixed partial derivatives of all orders in neighborhoods of each point of their
respective domains. { dif-&-9'mor-fiz-om }

difference 1. The result of subtracting one number from another. 2. The difference
between two sets A and B is the set consisting of all elements of A which do not
belong to B; denoted A —B. { 'dif-rons }

difference equation An equation expressing a functional relationship of one or more
independent variables, one or more functions dependent on these variables, and
successive differences of these functions. { 'dif-rons i'kwa-zhon }

difference methods Versions of the predictor-corrector methods of calculating numeri-
cal solutions of differential equations in which the prediction and correction formu-
las express the value of the solution function in terms of finite differences of a
derivative of the function. { 'dif-rons meth-odz }

difference operator One of several operators, such as the displacement operator,
forward difference operator, or central mean operator, which can be used to
conveniently express formulas for interpolation or numerical calculation or integra-
tion of functions and can be manipulated as algebraic quantities. { 'dif-rons ,&ap-
o,rad-or }

difference quotient The increment of the value of a function divided by the increment
of the independent variable; for the function y = f(x), it is Ay/Ax = [f(x + Ax) —
Sf(®)]Ax, where Ax and Ay are the increments of x and y. { 'dif-rons ,kwo-shont }
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differentiable atlas

differentiable atlas A family of embeddings 2;:E" — M of Euclidean space into a
topological space M with the property that h,i’lhj:E"l — E" is a differentiable map
for each pair of indices, 7, j. { dif-o'ren-cho-bal 'at-los }

differentiable function A function which has a derivative at each point of its domain.
{ ,dif-o'ren-cha-bal 'fogk-shon }

differentiable manifold A topological space with a maximal differentiable atlas; roughly
speaking, a smooth surface. { dif-o'ren-cha-bal 'man-o,fold }

differential 1. The differential of a real-valued function f(x), where x is a vector,
evaluated at a given vector c, is the linear, real-valued function whose graph is the
tangent hyperplane to the graph of f(x) at x = c¢; if x is a real number, the usual
notation is df = f'(c)dx. 2. See total differential. { dif-a'ren-chal }

differential calculus The study of the manner in which the value of a function changes
as one changes the value of the independent variable; includes maximum-minimum
problems and expansion of functions into Taylor series. { dif-o'ren-chal 'kal-
kyo-los }

differential coefficient See derivative. { dif-o-ren-chol ko-i'fish-ont }

differential equation An equation expressing a relationship between functions and
their derivatives. {  dif-o'ren-chal i'’kwa-zhon }

differential form A homogeneous polynomial in differentials. { dif-o'ren-chal 'form }

differential game A game in which the describing equations are differential equations.
{ dif-o'ren-chal 'gam }

differential geometry The study of curves and surfaces using the methods of differential
calculus. { dif-o'ren-chal jé'am-o-tré }

differential operator An operator on a space of functions which maps a function f
into a linear combination of higher-order derivatives of f. { dif-o'ren-chal 'dp-
o,rad-or }

differential selection A biased selection of a conditioned sample. { dif-a'ren-chal
si'lek-shon }

differential topology The branch of mathematics dealing with differentiable manifolds.
{ .dif-a'ren-chal to'pél-o-jé }

differentiation The act of taking a derivative. { dif-o,ren-ché'a-shon }

digamma function The derivative of the natural logarithm of the gamma function.
{ 'di,gam-o ,fopk-shon }

digit A character used to represent one of the nonnegative integers smaller than
the base of a system of positional notation. Also known as numeric character.
{ 'dij-at }

digit place See digit position. {'dij-ot ,plas }

digit position The position of a particular digit in a number that is expressed in
positional notation, usually numbered from the lowest significant digit of the num-
ber. Also known as digit place. { 'dij-ot po,zish-on }

digraph See directed graph. { 'digraf }

dihedral See dihedron. {di'hé-dral }

dihedral angle The angle between two planes; it is said to be zero if the planes are
parallel; if the planes intersect, it is the plane angle between two lines, one in each
of the planes, which pass through a point on the line of intersection of the two
planes and are perpendicular to it. { di'hé-dral ,ap-gal }

dihedral group The group of rotations of three-dimensional space that carry a regular
polygon into itself. { di'hé-dral ,griip }

dihedron A geometric figure formed by two half planes that are bounded by the same
straight line. Also known as dihedral. { di'hé-dron }

dilation 1. A transformation which changes the size, and only the size, of a geometric
figure. 2. An operation that provides a relatively flexible boundary to a fuzzy
set; for a fuzzy set A with membership function m,, a dilation of A is a fuzzy set
whose membership function has the value [m4(x)]? for every element x, where
is a fixed number that is greater than 0 and less than 1. { do'la-shon }

Dilworth’s theorem The theorem that, in a finite partially ordered set, the maximum
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direction angles

cardinality of an antichain is equal to the minimum number of disjoint chains into
which the partially ordered set can be partitioned. { 'dil,worths ,thir-om }

dimension 1. The number of coordinates required to label the points of a geometrical
object. 2. For a vector space, the number of vectors in any basis of the vector
space. 3. For a simplex, one less than the number of vertices of the simplex.
4. For a simplicial complex, the largest of the dimensions of the simplices that
make up the complex. 5. The length of one of the sides of a rectangle. 6. The
length of one of the edges of a rectangular parallelepiped. { do'men-chaon }

dimensionless number A ratio of various physical properties (such as density or heat
capacity) and conditions (such as flow rate or weight) of such nature that the
resulting number has no defining units of weight, rate, and so on. Also known
as nondimensional parameter. { do'men-chon-los 'nom-bar }

dimension theory The study of abstract notions of dimension, which are topological
invariants of a space. {do'men-chon ,thé-o-ré}

Dini condition A condition for the convergence of a Fourier series of a function f at
a number x, namely, that the limits of f at x on the left and right, f(x—) and
f(x+), both exist, and that the function given by the absolute value of [f(x + ) —
Sf(x+) + f(@ — t) — f(x—))/t be integrable on some closed interval, —d = t = d,
where d is a positive number. { 'dé-né konjdidh-an }

Dini theorem The theorem that, if a monotone sequence of continuous real-valued
functions converges to a continuous function f on a compact set C, this convergence
is uniform; that is, the sequence converges uniformly to f on C. {'dé'né thir-om }

dioctahedral Having 16 faces. { ,didk-to'hé-dral }

diophantine analysis A means of determining integer solutions for certain algebraic
equations. { di-o;fant-on 9'nal-o0-s9s }

diophantine equations Equations with more than one independent variable and with
integer coefficients for which integer solutions are desired. {|di-ojfant-on
i'kwa-zhonz }

dipath See directed path. { 'dipath }

Dirac delta function See delta function. { di'rak 'del-to ,fopk-shon }

Dirac distribution See delta function. { dejrak di-stra'byii-shon }

Dirac spinor See spinor. { di'rak 'spin-or }

directed angle An angle for which one side is designated as initial, the other as terminal.
{ do'rek-tod 'ap-gol }

directed cycle See dicycle. { dojrek-tod 'si-kal }

directed graph A graph in which a direction is shown for every arc. Also known as
digraph. { do'rek-tod 'graf }

directed line A line on which a positive direction has been specified. { do'rek-tod 'lin }

directed network A directed graph in which each arc is assigned a unique nonnegative
integer called its weight. { dojrek-tad 'net,work }

directed number A number together with a sign. { do'rek-tod 'nom-bar }

directed path A sequence of vertices, vy, vy, . . ., ¥, in a directed graph such that there
is an arc from v; to v;.; fort = 1,2,...,n — 1. Also known as dipath. { dojrek-
tod 'path }

directed set A partially ordered set with the property that for every pair of elements
a,b in the set, there is a third element which is larger than both a and b. Also
known as directed system; Moore-Smith set. { do'rek-tod 'set }

directed system See directed set. { dojrek-tad 'sis-tom }

directional derivative The rate of change of a function in a given direction; more
precisely, if f maps an n-dimensional Euclidean space into the real numbers, and
x = (xy, ..., ¥,) is a vector in this space, and u = (uy, ..., %,) is a unit vector in
the space (that is, u,> +---+ u,> = 1), then the directional derivative of f at x in
the direction of u is the limit as » approaches zero of [f(x + hu) — f(X)]/h.
{ do'rek-shon-ol do'riv-ad-iv }

direction angles The three angles which a line in space makes with the positive x, y,
and z axes. {do'rek-shon 'ap-golz }
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direction cosine

direction cosine The cosine of one of the direction angles of a line in space. { do'rek-
shon 'ko,sin }

direction numbers Any three numbers proportional to the direction cosines of a line
in space. Also known as direction ratios. { di'rek-shon nom-borz }

direction ratios See direction numbers. { di'rek-shon ,ra-shoz }

directly congruent figures Two solid geometric figures, one of which can be made to
coincide with the other by a rigid motion in space, without reflection. { do,rek-
le kon|grii-ont 'fig-yorz }

director circle A circle consisting of the points of intersection of pairs of perpendicular
tangents to an ellipse or hyperbola. { di'rek-tor 'sor-kal }

direct product Given a finite family of sets A, . . ., 4,, the direct product is the set of
all n-tuples (ay, . . ., a,,), where a; belongsto A; fori =1,...,n. {do'rekt 'prad-okt }

direct proof An argument that establishes the truth of a statement by making direct
use of the hypotheses, as opposed to a proof by contradiction. { do,rekt 'priif }

direct proportion A statement that the ratio of two variable quantities is equal to a
constant. { do'rekt pra'por-shon }

directrix 1. A fixed line used in one method of defining a conic; the distance from this
line divided by the distance from a fixed point (called the focus) is the same for
all points on the conic. 2. A curve through which a line generating a given ruled
surface always passes. { do'rek-triks }

direct sum If each of the sets in a finite direct product of sets has a group structure,
this structure may be imposed on the direct product by defining the composition
“componentwise”; the resulting group is called the direct sum. { dojrekt 'som }

direct variation 1. A relationship between two variables wherein their ratio remains
constant. 2. An equation or function expressing such a relationship. { do'rekt
ver-é'a-shon }

Dirichlet conditions The requirement that a function be bounded, and have finitely
many maxima, minima, and discontinuities on the closed interval [—, w]. { dé-
ré'kla kon,dish-onz }

Dirichlet drawer principle See pigeonhole principle. { ,dé-ré'kla 'dro-or ,prin-so-pal }

Dirichlet problem To determine a solution to Laplace’s equation which satisfies certain
conditions in a region and on its boundary. { dé-ré'kla ,prib-lom }

Dirichlet series A series whose nth term is a complex number divided by n to the zth
power. { de-rée'kla sir-éz}

Dirichlet test for convergence If >b, is a series whose sequence of partial sums is
bounded, and if {a,} is a monotone decreasing null sequence, then the series
2 a,b, converges. { dé-ré'kla test for kon'vor-jons }
n=1

Dirichlet theorem The theorem that, if @ and b are relatively prime numbers, there
are infinitely many prime numbers of the form a + nb, where 7 is an integer.
{ de-ré'kla  thir-om }

Dirichlet transform For a function f(x), this is the integral of f(x) - sin (kx)/x; its
convergence determines the convergence of the Fourier series of f(x). {,dé-
ré'kla tranz,form }

disc See disk. { disk }

disconnected set A set in a topological space that is the union of two nonempty sets
A and B for which both the intersection of the closure of A with B and the
intersection of the closure of B with A are empty. { ,dis-konek-tod 'set }

discontinuity A point at which a function is not continuous. { dis ként-on'ti-od-& }

discrete mathematics See finite mathematics. { di,skrét math-o'mat-iks }

discrete Fourier transform A generalization of the Fourier transform to finite sets of
data; for a function f defined at N data values, 0, 1, 2, ..., N — 1, the discrete
Fourier transform is a function, F, also defined on the set (0, 1,2, ..., N — 1),
whose value at n is the sum over the variable 7, from 0 through N—1, of the quantity
N1 f(r) exp (—i2mwnr/N). | dilskret fir-ya 'tranz,form )

discrete set A set with no cluster points. { di'skrét 'set }

discrete topology For a set A, the set of all subsets of A. { di,skrét to'pil-o-jé }
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distribution function

discrete variable A variable for which the possible values form a discrete set. { dijskrét
'ver-&-9-bal }

discretization A procedure in the numerical solution of partial differential equations
in which the domain of the independent variable is subdivided into cells or elements
and the equations are expressed in discrete form at each point by finite difference,
finite volume, or finite element methods. { dis kréd-o'za-shon }

discretization error The error in the numerical calculation of an integral that results
from using an approximate expression for the true mathematical function to be
integrated. { dis-kro-do'za-shon ,er-or }

discriminant 1. The quantity b> — 4ac, where a,b,c are coefficients of a given quadratic
polynomial: ax®> + bx + c¢. 2. More generally, for the polynomial equation
apr" + a "t + - + a2 = 0, a,> 2 times the product of the squares of all the
differences of the roots of the equation, taken in pairs. { di'skrim-o-nont }

discriminant function A linear combination of a set of variables that will classify events
or items for which the variables are measured with the smallest possible proportion
of misclassifications. { dijskrim-o-nont 'fopk-shon }

disintegration of measure The representation of a measure as an integral of a family
of positive measures. { dis,in-to'gra-shon ov 'mezh-or }

disjoint sets Sets with no elements in common. { dis'joint 'sets }

disjunction The connection of two statements by the word “or.” Also known as alterna-
tion. { dis'jopk-shon }

disk Also spelled disc. 1. The region in the plane consisting of all points with norm
less than 1 (sometimes less than or equal to 1). 2. See closed disk. { disk }

disk method A method of computing the volume of a solid of revolution, by integrating
over the volumes of infinitesimal disk-shaped slices bounded by planes perpendicu-
lar to the axis of revolution. { 'disk ,meth-od }

dispersion The degree of spread shown by observations in a sample or a population.
{ do'spar-zhon }

dispersion index Statistics used to determine the homogeneity of a set of samples.
{ di'spar-zhon ,in,deks }

displacement operator A difference operator, denoted E, defined by the equation
Ef(x) = f(x + h), where k is a constant denoting the difference between successive
points of interpolation or calculation. Also known as forward shift operator.
{ dis'plas-mont ,dp-o,rad-or }

dissimilar terms Terms that do not contain the same unknown factors or that do not
contain the same powers of these factors. { dijsim-o-lor 'tormz }

distance 1. A nonnegative number associated with pairs of geometric objects.
2. The spatial separation of two points, measured by the length of a hypothetical
line joining them. 3. For two parallel lines, two skew lines, or two parallel planes,
the length of a line joining the two objects and perpendicular to both. 4. For a
point and a line or plane, the length of the perpendicular from the point to the
line or plane. { 'dis-tons }

distribution 1. An abstract object which generalizes the idea of function; used in applied
mathematics, quantum theory, and probability theory; the delta function is an
example. Also known as generalized function. 2. For a discrete random variable,
a function (or table) which assigns to each possible value of the random variable
the probability that this value will occur; for a continuous random variable x, the
monotone nondecreasing function which assigns to each real ¢ the probability that
x is less than or equal to t. Also known as distribution function; probability
distribution; statistical distribution. { ,dis-tro'byii-shen }

distribution curve The graph of the distribution function of a random variable. { dis-
tro'byti-shon 'karv }

distribution-free method Any method of inference that does not depend on the charac-
teristics of the population from which the samples are obtained. { dis-tra'byi-
shon fré meth-od }

distribution function See distribution. { ,dis-tro'byii-shon ,fopk-shon }
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distributive lattice

distributive lattice A lattice in which “greatest lower bound” obeys a distributive law
with respect to “least upper bound,” and vice versa. { di'strib-yad-iv 'lad-as }

distributive law A rule which stipulates how two binary operations on a set shall
behave with respect to one another; in particular, if +, o are two such operations
then o distributes over + means a ° (b + ¢) = (a ° b) + (a ° ¢) for all a,b,c in the
set. {di'strib-yad-iv '1o }

divergence For a vector-valued function, the sum of the diagonal entries of the Jacobian
matrix; it is the scalar product of the del operator and the vector. { da'var-jons }

divergence theorem See Gauss’ theorem. { da'var-jons thir-om }

divergent integral An improper integral which does not have a finite value. { do'vor-
Jjont 'in-ta-gral }

divergent sequence A sequence which does not converge. { do'vor-jont 'sé-kwaons }

divergent series An infinite series whose sequence of partial sums does not converge.
{ do'vor-jont 'sir-ez }

divide One object (integer, polynomial) divides another if their quotient is an object
of the same type. {do'vid}

divide-and-conquer relation A recurrence relation which expresses the value of a
number-theoretic function for an argument » in terms of its value for an argument
n/b, where b is an integer greater than 1. { dijvid on 'kép-kor ri,la-shon }

divided differences Quantities which are used in the interpolation or numerical calcula-
tion or integration of a function when the function is known at a series of points
which are not equally spaced, and which are formed by various operations on the
difference between the values of the function at successive points. {do'vid-ad
'dif-ron-sos }

dividend A quantity which is divided by another quantity in the operation of division.
{ 'div-o,dend }

divine proportion See golden section. { di,vin pro'por-shan }

division The inverse operation of multiplication; the number a divided by the number
b is the number ¢ such that b multiplied by c is equal to a. { do'vizh-on }

division algebra A hypercomplex system that is also a skew field. { do'vizh-on al-
jorbra }

division algorithm The theorem that, for any integer m and any positive integer n,
there exist unique integers q and 7 such that m = qn + v and 7 is equal to or
greater than 0 and less than n. { dijvizh-an 'al-garith-om }

division modulo p Division in the finite field with p elements, where p is a prime
number. { da'vizh-on |mij-2-16 'pé }

division ring 1. A ring in which the set of nonzero elements form a group under
multiplication. 2. More generally, a nonassociative ring with nonzero elements
in which, for any two elements a and b, there are elements x and y such that
ax = b and ya = b. {di'vizh-on rip }

division sign 1. The symbol -+, used to indicate division. 2. The diagonal /, used to
indicate a fraction. { di'vizh-on sin }

divisor 1. The quantity by which another quantity is divided in the operation of division.
2. An element b in a commutative ring with identity is a divisor of an element a
if there is an element ¢ in the ring such that @ = bc. { do'viz-or}

divisor of zero A nonzero element x of a commutative ring such that xy = 0 for some
nonzero element y of the ring. Also known as zero divisor. { dijvi-zor ov 'zir-o }

Dobinski’s equality A formula which expresses a Bell number as the sum of an infinite
series. { dobin-skéz &'kwil-ad-€ }

dodecagon A 12-sided polygon. {do'dek-o,gén }

dodecahedron A polyhedron with 12 faces. { do,dek-o'hé dron }

dodecomino One of the 63,600 plane figures that can be formed by joining 12 unit
squares along their sides. {,do-dek-oméno }

domain 1. For a function, the set of values of the independent variable. 2. A nonempty
open connected set in Euclidean space. Also known as open region; region.
3. See Abelian field. {do'man }

domain of dependence For an initial-value problem for a partial differential equation,
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dual basis

a portion of the range such that the initial values on this portion determine the
solution over the entire range. { do;man av di'pen-dons }

dominant strategy Relative to a given pure strategy for one player of a game, a second
pure strategy for that player that has at least as great a payoff as the given strategy
for any pure strategy of the opposing player. {'ddm-o-nont 'strad-o-jé }

dominated convergence theorem If a sequence {f,} of Lebesgue measurable functions
converges almost everywhere to f and if the absolute value of each f,, is dominated
by the same integrable function, then f is integrable and lim [ f,dm = [ fdm.
{ 'ddm-o,nad-od kon'vor-jons ,thir-om }

dominating edge set A set of edges of a graph such that every edge is either a member
of this set or has a vertex in common with a member of this set. {}dam-o,nad-
in 'ej ,set}

dominating integral An improper integral whose nonnegative, nonincreasing integrand
function has the property that its value for all sufficiently large positive integers
7 is no smaller than the nth term of a given series of positive terms; used in the
integral test for convergence. {'ddm-o,nad-ip 'in-to-gral }

dominating series A series, each term of which is larger than the respective term in
some other given series; used in the comparison test for convergence of series.
{ 'ddm-onad-ip 'sir-ez }

dominating vertex set A set of vertices in a simple graph such that every vertex of
the graph is either a member of this set or is adjacent to a member of this set.
Also known as external dominating set. { |ddm-o,nad-ip 'vor,teks ,set }

domino The plane figure formed by joining two unit squares along a common side; a
rectangle whose length is twice its width. { 'ddm-o,no }

dot product See inner product. {'dit ,prad-okt }

double angle formula An equation that expresses a trigonometric function of twice
an angle in terms of trigonometric functions of the angle. {|dab-al 'ap-gal for-
mya-19 }

double-blind technique An experimental procedure in which neither the subjects nor
the experimenters know the makeup of the test and control group during the actual
course of the experiments. Also known as blind trial. { |deb-al 'blind ,teknék }

double cusp A point on a curve through which two branches of the curve with the
same tangent pass, and at which each branch extends in both directions of the

tangent. Also known as point of osculation; tacnode. { 'deb-al kaosp }
double integral The Riemann integral of functions of two variables. {dob-al 'in-
to-gral }

double law of the mean See second mean-value theorem. {|dob-al |l6 ov tho 'mén }

double minimal surface A minimal surface that is also a one-sided surface. {|dob-
3l /min-9-mal 'sor-fas }

double point A point on a curve at which a curve crosses or touches itself, or has a
cusp; that is, a point at which the curve has two tangents (which may be coincident).
{ \dob-al 'point }

double root For an algebraic equation, a number a such that the equation can be
written in the form (x — a)*p(x) = 0 where p(x) is a polynomial of which a is not
aroot. {|dsb-al 'riit }

double series A two-dimensional array of numbers whose sum is the limit of S,,, ,,
the sum of the terms in the rectangular array formed by the first n terms in each
of the first m rows, as m and n increase. { dob-al 'sir,éz }

double tangent A line which is tangent to a curve at two distinct noncoincident points.
Also known as bitangent. Two coincident tangents to branches of a curve at a
given point, such as the tangents to a cusp. { dob-al 'tan-jont }

doubly ruled surface A ruled surface that can be generated by either of two distinct
moving straight lines; quadric surfaces are the only surfaces of this type. {dob-
1é jriild 'sor-fos }

doubly stochastic matrix A matrix of nonnegative real numbers such that every row
sum and every column sum are equal to 1. {|dab-lé stojkas-tik 'ma-triks }

dual basis 1. For a finite-dimensional vector space with basis x;, x, . . ., x,, the dual
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basis of the conjugate space is the set of linear functionals f, f5, ..., f, With
Sfilx;) = 1 and fi(x;) = 0 for ¢ not equal to j. 2. For a Banach space with basis
X1, X, ..., the dual basis of the conjugate space is the sequence of continuous

linear functionals, f;, f5, . . ., defined by f;(x;) = 1 and f;(x;) = 0 for 7 not equal to
J, provided that the conjugate space is shrinking. { dii-al 'ba-ses }

dual coordinates Point coordinates and plane coordinates are dual in geometry since
an equation about one determines an equation about the other. {|dii-al ko'ord-
an-ats }

dual graph A planar graph corresponding to a planar map obtained by replacing each
country with its capital and each common boundary by an arc joining the two
countries. { dii-al 'graf }

dual group The group of all homomorphisms of an Abelian group G into the cyclic
group of order n, where n is the smallest integer such that g” is the identity element
of G. {\di-al 'grip }

duality principle Also known as principle of duality. A principle that if a theorem is
true, it remains true if each object and operation is replaced by its dual; important
in projective geometry and Boolean algebra. { dii'al-ad-é ,prin-so-pal }

duality theorem 1. A theorem which asserts that for a given n-dimensional space, the
(n — p) dimensional homology group is isomorphic to a p-dimensional cohomology
group for each p = 0, ..., n, provided certain conditions are met. 2. Let G be
either a compact group or a discrete group, let X be its character group, and let
G' be the character group of X; then there is an isomorphism of G onto G’ so that
the groups G and G’ may be identified. 3. If either of two dual linear-programming
problems has a solution, then so does the other. { dii'al-od-& ,thir-om }

dual linear programming Linear programming in which the maximum and minimum
number are the same number. { 'dii-al |lin-&-or 'pro,gram-ip }

dual operation In projective geometry, an operation that is obtained from a given
operation by replacing points with lines, lines with points, the drawing of a line
through a point with the marking of a point on a line, and so forth. {|diil dp-

d'ra-shon }
dual space The vector space consisting of all linear transformations from a given
vector space into its scalar field. { 'dii-ol 'spas }

dual tensor The product of a given tensor, covariant in all its indices, with the contrava-
riant form of the determinant tensor, contracting over the indices of the given
tensor. {'dii-al 'ten-sor }

dual theorem In projective geometry, the theorem that is obtained from a given theorem
by replacing points with lines, lines with points, and operations with their dual
operations. Also known as reciprocal theorem. {|dil 'thir-om }

dual variables Mutually dependent variables. { 'dii-al 'ver-&é-o-balz }

Duhamel’s theorem If f and g are continuous functions, then

n b
tim, Y o, = [ g
i=1 a

|Ax|—0

where x;" and x;” are between x; ; and x;, i = 1, ..., n, and |Ax| = max {x; —
x;—,} for a partition a = 2y < x; < - < x, = b. {dya'melz thir-om }

dummy suffix A suffix which has no true mathematical significance and is used only
to facilitate notation; usually an index which is summed over. {|dom-é 'sof-iks }

dummy variable A variable which has no true mathematical significance and is used
only to facilitate notation; usually a variable which is integrated over. {|dom-&
'ver-&-o-bal }

duodecimal number system A representation system for real numbers using 12 as the
base. { dii-ojdes'mal 'nom-bar sis-tom }

Dupin’s theorem The proposition that, given three families of mutually orthogonal
surfaces, the line of intersection of any two surfaces of different families is a line
of curvature for both the surfaces. { dyii'paz ,thir-om }

Durer’s conchoid A plane curve consisting of points that lie on a variable line passing
through points @ and R and are a constant distance a from @, where @ and R have
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Cartesian coordinates (q,0) and (0,7) and q and r satisfy the equation ¢ + r = b,
where b is a constant. { 'dur-orz 'kip koid }

Durfee square The largest square that is filled with asterisks in the star diagram of a
particular partition. { 'dor-fe ,skwer }

dyad An abstract object which is a pair of vectors AB in a given order on which
certain operations are defined. {'di,ad}

dyadic expansion The representation of a number in the binary number system.
{ di'ad-ik ik'span-chon }

dyadic number system See binary number system. { dijad-ik nom-baor sis-tom }

dyadic operation An operation that has only two operands. { di'ad-ik ,4p-o'ra-shon }

dyadic rational A fraction whose denominator is a power of 2. { di'ad-ik 'rash-on-al }

dynamical system An abstraction of the concept of a family of solutions to an ordinary
differential equation; namely, an action of the real numbers on a topological space
satisfying certain “flow” properties. { dinam-o-kal 'sis-tom }

dynamic programming A mathematical technique, more sophisticated than linear pro-
gramming, for solving a multidimensional optimization problem, which transforms
the problem into a sequence of single-stage problems having only one variable
each. {dinam-ik 'pro-gro-mip }
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e The base of the natural logarithms; the number defined by the equation J 1 dx =
1; approximately equal to 2.71828. 1 %

eccentric angle 1. For an ellipse having semimajor and semiminor angles of lengths
a and b respectively, lying along the x and y axes of a coordinate system respectively,

and for a point (x,y) on the ellipse, the angle arc cosg = arc sin % 2. For a

hyperbola having semitransverse and semiconjugate axes of lengths a and b respec-
tively, lying along the x and y axes of a coordinate system respectively, and for a
point (x,y) onthe hyperbola, the angle arc sec g = arc tan % { ekjsen-trik 'ang-al }

eccentric circles 1. For an ellipse, two circles whose centers are at the center of the
ellipse and whose diameters are, respectively, the major and minor axes of the
ellipse. 2. For a hyperbola, two circles whose centers are at the center of symme-
try of the hyperbola and whose diameters are, respectively, the transverse and
conjugate axes of the hyperbola. { ekjsen-trik 'sork-alz }

eccentricity The ratio of the distance of a point on a conic from the focus to the
distance from the directrix. { ,ek-son'tris-od-é }

echelon matrix A matrix in which the rows whose terms are all zero are below those
with some nonzero terms, the first nonzero term in a row is 1, and this 1 appears
to the right of the first nonzero term in any row above it. { 'esh-9 ldn ma-triks }

edge 1. A line along which two plane faces of a solid intersect. 2. A line segment
connecting nodes or vertices in a graph (a geometric representation of the relation
among situations). 3. The edge of a half plane is the line that bounds it. Also
known as arc. {e€j}

edge cover A set of edges in a graph such that every vertex of positive degree is the
vertex of at least one of the edges in this set. {'ej kov-or}

edge-covering number For a graph, the sum of the number of edges in a minimum
edge cover and the number of isolated vertices. {'ej kov-or-ip nom-baor}

edge domination number For a graph, the smallest possible number of edges in a
dominating edge set. {|ej ,dédm-o'na-shon nom-baor }

edge independence number For a graph, the largest possible number of edges in a
matching. {|ej ,in-do'pen-dons ,nom-bar }

edge-induced subgraph A subgraph whose vertices consist of all the vertices in
the original graph that are incident on at least one edge in the subgraph. {|ej
in,diist 'sob,graf }

edge of regression The curve swept out by the characteristic point of a one-parameter
family of surfaces. {|ej ov ré'gresh-on }

effectively computable function Any function that can be computed on the natural
numbers by means of an effective procedure. { ojfek-tivle kompyiid-a-bal
'fogk-shon }

effective procedure A procedure or process determined by a finite list of precise
instructions. { ijfek-div pra'sé-jor }

effective transformation group A transformation group in which the identity element
is the only element to leave all points fixed. { ojfek-tiv ,tranz-for'ma-shon ,griip }

efficiency Abbreviated eff. 1. An estimator is more efficient than another if it has a
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efficient estimator

smaller variance. 2. An experimental design is more efficient than another if the
same level of precision can be obtained in less time or with less cost. { o'fish-
on-sé |

efficient estimator A statistical estimator that has minimum variance. { o/fish-ont 'es-
to,mad-or }

Egerov’s theorem If a sequence of measurable functions converges almost everywhere
on a set of finite measure to a real-valued function, then given any € > 0 there is
a set of measure smaller than € on whose complement the sequence converges
uniformly. { 'eg-oréfs thir-om }

eigenfunction Also known as characteristic function. 1. An eigenvector for a linear
operator on a vector space whose vectors are functions. Also known as proper
function. 2. A solution to the Sturm-Liouville partial differential equation. { 'T-
gon,fopk-shon }

eigenfunction expansion By using spectral theory for linear operators defined on
spaces composed of functions, in certain cases the operator equals an integral or
series involving its eigenvectors; this is known as its eigenfunction expansion and
is particularly useful in studying linear partial differential equations. { 'T-gon,fopk-
shon ik'span-cheon }

eigenmatrix Corresponding to a diagonalizable matrix or linear transformation, this
is the matrix all of whose entries are 0 save those on the principal diagonal where
appear the eigenvalues. { 'T-gon,ma-triks }

eigenvalue One of the scalars \ such that T(v) = \v, where T is a linear operator on
a vector space, and v is an eigenvector. Also known as characteristic number;
characteristic root; characteristic value; latent root; proper value. { '1-gon,val-yii }

eigenvalue equation See characteristic equation. { 'T-gon,val-yi i, kwa-zhon }

eigenvalue problem See Sturm-Liouville problem. { 'i-gon,val-yii ,préb-lom }

eigenvector A nonzero vector v whose direction is not changed by a given linear
transformation 7; thatis, 7(v) = Avforsome scalar \.  Also known as characteristic
vector. {'T'gon,vek-tor }

eight curve A plane curve whose equation in Cartesian coordinates x and y is 2* =
a*(x® — y*), where a is a constant. Also known as lemniscate of Gerono. {'at
korv }

Einstein space A Riemannian space in which the contracted curvature tensor is propor-
tional to the metric tensor. { jinjstin 'spas }

Einstein’s summation convention A notational convenience used in tensor analysis
whereupon it is agreed that any term in which an index appears twice will stand
for the sum of all such terms as the index assumes all of a preassigned range of
values. { 'In,stinz so'ma-shon kon,ven-chon }

Eisentein irreducibility criterion The proposition that a polynomial with integer coeffi-
cients is irreducible in the field of rational numbers if there is a prime p that does
not divide the coefficient of 2" but divides all the other coefficients, and if p* does
not divide the coefficient of x°.

element See component. {'el-o-moant }

elementary event A single outcome of an experiment. Also known as simple event.
{ ,el-ojmen-tre i'vent }

elementary function Any function which can be formed from algebraic functions and
the exponential, logarithmic, and trigonometric functions by a finite number of
operations consisting of addition, subtraction, multiplication, division, and compo-
sition of functions. { el-o'men-tré 'fogk-shon }

elementary symmetric functions For a set of n variables, a set of n functions, oy, o,

., 0, where o, is the sum of all products of k of the n variables. { el-a'men-
tré sime-trik 'fopk-shonz }

eliminant See resultant. {i'lim-9-nont }

elimination A process of deriving from a system of equations a new system with fewer
variables, but with precisely the same solutions. { 9 lim-o'na-shon }

ellipse The locus of all points in the plane at which the sum of the distances from a
fixed pair of points, the foci, is a given constant. { 9'lips }
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elliptic partial differential equation

ellipsoid A surface whose intersection with every plane is an ellipse (or circle).
{ o'lip,soid }

ellipsoidal coordinates Coordinates in space determined by confocal quadrics. { 9,lip-
'soid-al ko'ord-an-ats }

ellipsoidal harmonics Lamé functions that play a role in potential problems on an
ellipsoid analogous to that played by spherical harmonics in potential problems
on a sphere. { ajlip,soid-al ,hir'min-iks }

ellipsoidal wave functions See Lamé wave functions. { ojlip,soid-al 'wav ,fopk-shonz }

ellipsoid of revolution An ellipsoid generated by rotation of an ellipse about one of
its axes. Also known as spheroid. { o'lip,soid ov ,rev-o'lii-shon }

elliptic cone A cone whose base is an ellipse. { ojlip-tik 'kon }

elliptic conical surface A conical surface whose directrix is an ellipse. { 9lip-tik |kén-
9-kal 'sor-fos }

elliptic coordinates The coordinates of a point in the plane determined by confocal
ellipses and hyperbolas. { 9'lip-tik ko'ord-on-ots }

elliptic cylinder A cylinder whose directrix is an ellipse. { ojlip-tik 'sil-on-dor }

elliptic differential equation A general type of second-order partial differential equation

n
which includes Laplace’s equation and has the form 2 Ay (0%u/ox; dx;) +
ij=1

n

E B; (du/ox;) + Cu + F = 0 where A;;, B;, C, and F are suitably differentiable
i=1
real functions of x}, a», . . ., x,, and there exists at each point (1, x, . . ., x,,) a real

n
linear transformation on the x; which reduces the quadratic form E Ay x; x; to
ij=1

a sum of n squares, all of the same sign. Also known as elliptic partial differential
equation. { 9'lip-tik dif-sjren-chal i'kwa-zhaon }

elliptic function An inverse function of an elliptic integral; alternatively, a doubly
periodic, meromorphic function of a complex variable. { a'lip-tik 'fopk-shon }

elliptic geometry The geometry obtained from Euclidean geometry by replacing the
parallel line postulate with the postulate that no line may be drawn through a
given point, parallel to a given line. Also known as Riemannian geometry. { o'lip-
tik je'dm-o-tré }

elliptic integral An integral over x whose integrand is a rational function of x and the
square root of p(x), where p(x) is a third- or fourth-degree polynomial without
multiple roots. {9'lip-tik 'int-o-gral }

elliptic integral of the first kind Any elliptic integral which is finite for all values of
the limits of integration and which approaches a finite limit when one of the limits
of integration approaches infinity. { ojlip-tik jint-a-grol ov tho forst kind }

elliptic integral of the second kind Any elliptic integral which approaches infinity as
one of the limits of integration y approaches infinity, or which is infinite for some
value of y, but which has no logarithmic singularities in y. { ajlip-tik |int-o-gral
ov tho ;sek-ond Kkind }

elliptic integral of the third kind Any elliptic integral which has logarithmic singularities
when considered as a function of one of its limits of integration. { ojlip-tik |int-
9-gral ov tho jthord kind }

ellipticity Also known as oblateness. 1. For an ellipse, the difference between the
semimajor and semiminor axes of the ellipse, divided by the semimajor axis.
2. For an oblate spheroid, the difference between the equatorial diameter and the
axis of revolution, divided by the equatorial diameter. { & lip'tis-od-& }

elliptic paraboloid A surface which can be so situated that sections parallel to one
coordinate plane are parabolas while those parallel to the other plane are ellipses.
{ olip-tik pa'rab-9,loid }

elliptic partial differential equation See elliptic differential equation. { o'lip-tik |pér-
shal dif-ajren-chal i'kwa-zhon }
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elliptic point

elliptic point A point on a surface at which the total curvature is strictly positive.
{ o'lip-tik 'point }

elliptic Riemann surface See elliptic type. { ijlip-tik 'ré€ min ,sor-fos }

elliptic type A type of simply connected Riemann surface that can be mapped confor-
mally on the closed complex plane, including the point at infinity. Also known
as elliptic Riemann surface. { o]lip-tik 'tip }

elliptic wedge The surface generated by a moving straight line that remains parallel
to a given plane and intersects both a given straight line and an ellipse whose
plane is parallel to the given line but does not contain it. { ojlip-tik 'wej }

embedding An injective homomorphism between two algebraic systems of the same
type. {em'bed-ip }

empirical curve A smooth curve drawn through or close to points representing meas-
ured values of two variables on a graph. { em'pir-ao-kal 'karv }

empirical probability The ratio of the number of times an event has occurred to
the total number of trials performed. Also known as a posteriori probability.
{ em'pir-o-kol ,prib-o'bil-od-& }

empty set The set with no elements. {'em-té 'set }

Encke roots For any two numbers a; and a,, the numbers —x; and —x,, where x; and
2, are the roots of the equation ¥° + ax + a, = 0, with |x;| < |x,|. {'ep-ko riits }

endogenous variables In a mathematical model, the dependent variables; their values
are to be determined by the solution of the model equations. { en'déj-o-nos 'ver:
&-9-bolz }

endomorphism A function from a set with some structure (such as a group, ring,
vector space, or topological space) to itself which preserves this structure. { 'en-
do'mor fiz-om }

end point Either of two values or points that mark the ends of an interval or line
segment. { 'end point }

end-vertex A vertex of a graph that has exactly one edge incidenttoit. { 'end,vor,teks }

enneagon See nonagon. { 'en-&-9,g4n }

entire function A function of a complex variable which is analytic throughout the
entire complex plane. Also known as integral function. { enjtir fopk-shon }

entire ring See integral domain. { enjtir 'rip }

entire series A power series which converges for all values of its variable; a power
series with an infinite radius of convergence. { enjtir 'sir-éz }

entire surd A surd that does not contain a rational factor or term. { enjtir 'sord }

entropy In a mathematical context, this concept is attached to dynamical systems,
transformations between measure spaces, or systems of events with probabilities;
it expresses the amount of disorder inherent or produced. { 'en-tra-pé }

entropy of a partition If £ is a finite partition of a probability space, the entropy of &
is the negative of the sum of the products of the probabilities of elements in &
with the logarithm of the probability of the element. { 'en-tro-pé ov o pér'tish-on }

entropy of a transformation See Kolmogorov-Sinai invariant. { 'en-tro-pé ov o tranz-
for'ma-shon }

entropy of a transformation given a partition If 7'is a measure preserving transformation
on a probability space and & is a finite partition of the space, the entropy of T'
given £ is the limit as n — o of 1/n times the entropy of the partition which is the
common refinement of & T, ..., T7"& {'en-tro-pé ov o tranz-for'ma-shon
'giv-on 9 pér'tish-on }

enumerable See countable. { &'niim-ro-bal }

envelope 1. The envelope of a one-parameter family of curves is a curve which has
a common tangent with each member of the family. 2. The envelope of a one-
parameter family of surfaces is the surface swept out by the characteristic curves
of the family. { 'en-vo,10p }

epicenter The center of a circle that generates an epicycloid or hypocycloid. { 'ep-
9,sen-tor }

epicycle The circle which generates an epicycloid or hypocycloid. { 'ep-9,si-kal }
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equilateral polygon

epicycloid The curve traced by a point on a circle as it rolls along the outside of a
fixed circle. {  ,ep-o'sikloid }

epi spiral A plane curve whose equation in polar coordinates (7, 6) is » cos n = a,
where a is a constant and » is an integer. {'ep-& ,spi-ral}

epitrochoid A curve traced by a point rigidly attached to a circle at a point other than
the center when the circle rolls without slipping on the outside of a fixed circle.
{ 1ep-a'tro, koid }

epsilon chain A finite sequence of points such that the distance between any two

successive points is less than the positive real number epsilon (e). {'ep-s9,lin
,chan }

epsilon neighborhood The set of all points in a metric space whose distance from a
given point is less than some number; this number is designated e. {'ep-s9,lin
'ma-bor,hud } -

epsilon symbols The symbols €' -'» and €;;, . ;, which are +1if ¢, 9, ..., 7, is an
even permutation of 1, 2, .. ., n; —1if it is an odd permutation; and zero otherwise.

{ 'eprs9,ldn sim-balz }

equal Being the same in some sense determined by context. { '&-kwal}

equality The state of being equal. { &'kwal-od-€ }

equally likely cases All simple events in a trial have the same probability. { |&é-kwao-
le Jlik-le 'kas-os }

equal ripple property For any continuous function f(x) on the interval —1,1, and for
any positive integer n, a property of the polynomial of degree n, which is the best
possible approximation to f(x) in the sense that the maximum absolute value of
e,(x) = f(x) — p,(x) is as small as possible; namely, that e, (x) assumes its extreme
values at least n + 2 times, with the consecutive extrema having opposite signs.
{ 1&-kwal 'rip-al ,prap-ord-€ }

equal sets Sets with precisely the same elements. {|&-kwal 'sets }

equals relation See equivalence relation. {'é-kwolz ri la-shon }

equal tails test A technique for choosing two critical values for use in a two-sided
test; it consists of selecting critical values ¢ and d so that the probability of
acceptance of the null hypothesis if the test statistic does not exceed c is the same
as the probability of acceptance of the null hypothesis if the test statistic is not
smaller than d. {|&-kwal 'talz test }

equate To state algebraically that two expressions are equal to one another. { &é'kwat }

equation A statement that each of two expressions is equal to the other. {i'kwa-zhon }

equation of mixed type A partial differential equation which is of hyperbolic, parabolic,
or elliptic type in different parts of a region. { ijkwa-zhon ov jmikst 'tip }

equiangular polygon A polygon all of whose interior angles are equal. { &-kwéjap-
gyo-lor 'pil-o,gén }

equiangular spiral See logarithmic spiral. { |&-kwé,an-gya-lor 'spi-ral }

equicontinuous at a point A family of functions is equicontinuous at a point x if for
any € > 0 there is a § > 0 such that, whenever [x — y| <3, |f(x) — f(¥)|< € for
every function f(x) in the family. {|&-kwe-kon'tin-yo-was at o 'péint }

equicontinuous family of functions A family of functions with the property that given
any € > 0 there is a 8 > 0 such that whenever |x — y| <3, |[f(®) — f()| < € for
every function f(x) in the family. Also known as uniformly equicontinuous family
of functions. { |é-kwé-kon'tin-yo-wos 'fam-1é ov 'fopk-shonz }

equidecomposable The property of two plane or space regions, either of which can
be disassembled into finite number of pieces and reassembled to form the other
one. { ek-wé dé-kom'poz-a-bal}

equidistant Being the same distance from some given object. { }&-kwajdis-tont }

equidistant system A system of parametric curves on a surface obtained by setting
surface coordinates u and v equal to various constants, where the coordinates are
chosen so that an element of length ds on the surface is given by ds? = du? +
F du dv + dv? where F is a function of  and v. { [e-kwoldis-tont 'sis-tom }

equilateral polygon A polygon all of whose sides are the same length. { |&-kwollad-
9-ral 'pél-o,gén }
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equilateral polyhedron

equilateral polyhedron A polyhedron all of whose faces are identical. { |&-kwajlad-
9-ral pél-o'hé-dran }

equinumerable sets See equivalent sets. { ,ek-wojniim-ra-bal 'sets }

equipotent sets See equivalent sets. { ,ek-wojpot-ant 'sets }

equitangential curve See tractrix. { ,&-kwo-tan'jen-chol 'korv }

equivalence A logic operator having the property that if P, Q, R, etc., are statements,
then the equivalence of P, Q, R, etc., is true if and only if all statements are true
or all statements are false. {i'kwiv-o-lons }

equivalence classes The collection of pairwise disjoint subsets determined by an
equivalence relation on a set; two elements are in the same equivalence class if
and only if they are equivalent under the given relation. {i'kwiv-o-lons klas-as }

equivalence law of ordered sampling If a random ordered sample of size s is drawn
from a population of size N, then on any particular one of the s draws each of the
N items has the same probability, 1/N, of appearing. {i'kwiv-a-lons |10 ov jor-dord
'sam-plip }

equivalence relation A relation which is reflexive, symmetric, and transitive. Also
known as equals functions. {i'kwiv-o-lons ri'la-shon }

equivalence transformation A mapping which associates with each square matrix A
the matrix B = SAT, where S and T are nonsingular matrices. Also known as
equivalent transformation. {i'kwiv-a-lons tranz-for,ma-shon }

equivalent angles Two rotation angles that have the same measure. ({ikwiv-o-lont
'an-gals }

equivalent continued fractions Continued fractions whose values to n terms are the
same forn = 1, 2, 3, .... {ikwiv-a-lont konjtin-yiid 'frak-shonz }

equivalent elements See associates. { ojkwiv-o-lont 'el-o-mons }

equivalent equations Equations that have the same set of solutions. {ikwiv-o-lont
i'kwa-zhonz }

equivalent inequalities Inequalities that have the same set of solutions. {ikwiv-o-
lont |in-i'kwél-od-€z }

equivalent propositional functions Propositional functions that have the same truth
sets. {ikwiv-a-lont ,prip-ojzish-an-al 'fopk-shonz }

equivalent propositions Two propositions, either of which is true if and only if the
other is true. {ikwiv-o-lont prip-o'zish-onz }

equivalent sets Sets which have the same cardinal number; sets whose elements can
be put into one-to-one correspondence with each other. Also known as equinumer-
able sets; equipotent sets. { ijkwiv-o-lont 'sets }

ergodic 1. Property of a system or process in which averages computed from a data
sample over time converge, in a probabilistic sense, to ensemble or special averages.
2. Pertaining to such a system or process. {or'gid-ik }

ergodic theory The study of measure-preserving transformations. { or'gidd-ik 'the-
91é }

ergodic transformation A measure-preserving transformation on X with the property
that whenever X is written as a union of two disjoint invariant subsets, one of
these must have measure zero. { or'gid-ik tranz-for'ma-shon }

Erlang distribution See gamma distribution. { 'er ldp ,dis-tro,byii-shon }

error equation The equation of a normal distribution. { 'er-or i, kwa-zhon }

error function The real function defined as the integral from 0 to x of
e " dt or e dt, or the integral from x to © of e dt. { 'er-or ,fopk-shon }

error of the first kind See type I error. { jer-or ov tho forst ,kind }

error of the second kind See type II error. { |er-or ov tho |sekond Kind }

error range The difference between the highest and lowest error values; a measure
of the uncertainty associated with a number. {'er-or ranj }

error sum of squares In analysis of variance, the sum of squares of the estimates of
the contribution from the stochastic component. Also known as residual sum of
squares. { jer-or jsom ov ;skwerz }

escribed circle For a triangle, a circle that lies outside of the triangle and is tangent
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to one side of the triangle and to the extensions of the other two sides. Also
known as excircle. { ojskribd 'sor-kal }

essential bound For a function f, a number A such that the set of points x for which
the absolute value of f(x) is greater than A is of measure zero. {ijsen-chol 'baund }

essential constants A set of constants in an equation that cannot be replaced by a
smaller number of constants in another equation that has the same solutions.
{ ijsen-chal 'kén-stons }

essentially bounded function A function that has an essential bound. {ijsen-cho-lé
baund-ad 'fopk-shan }

essential mapping A mapping between topological spaces that is not homotopic to a
mapping whose range is a single point. { ijsen-chal 'map-ip }

essential singularity An isolated singularity of a complex function which is neither
removable nor a pole. {i'sen-chal sip-gyo'lar-od-€ }

essential supremum For an essentially bounded function, the greatest lower bound
of the essential bounds. { ijsen-chol so'prém-om }

estimation theory A branch of probability and statistics concerned with deriving infor-
mation about properties of random variables, stochastic processes, and systems
based on observed samples. { es-to'ma-shon thé-o-ré}

estimator A random variable or a function of it used to estimate population parameters.
{ 'esto,mad-or }

Euclidean algorithm A method of finding the greatest common divisor of a pair of
integers. { yi'klid-é-on 'al-go,rith-om }

Euclidean geometry The study of the properties preserved by isometries of two- and
three-dimensional Euclidean space. { yii'klid-é-on jé'am-o-tré }

Euclidean ring A commutative ring, together with a function, f, from the nonzero
elements of the ring to the nonnegative integers, such that (1) f(xy) = f(x) if
xy # 0, and (2) for any members of the ring, x and y, with x # 0, there are members
q and r such that y = qx + r and either » = 0 or f(r) < f(x). {yi,klid-é-on 'rip }

Euclidean space A space consisting of all ordered sets (xy, ..., x,) of n numbers
with the distarll/ge between (i, ..., x,) and (¥, ..., ¥,) being given by

[2 (x; — y)*| ; the number n is called the dimension of the space. { yii'klid:

i=1
€-on 'spas }

Euler characteristic of a topological space X The number x(X) = 3(—1)?B,, where B,
isthe gth Bettinumber of X. { '0i-lor kar-ik-to'ris-tik ov o ,tdp-9]ldj-i-kol |spas 'eks }

Euler diagram A diagram consisting of closed curves, used to represent relations
between logical propositions or sets; similar to a Venn diagram. { 'oi-lor di-
9,gram }

Eulerian graph A graph that has an Eulerian path. { oiller-é-on 'graf }

Eulerian path A path that traverses each of the lines in a graph exactly once. { oi'ler-
€-an 'path }

Euler-Lagrange equation A partial differential equation arising in the calculus of
variations, which provides a necessary condition that y(x) minimize the integral
over some finite interval of f(x,y,y")dx, where y' = dy/dx; the equation is
[&f (x,y,y")dy] — (d/dx)[8f (x,y,y")/dy'] = 0. Also known as Euler’s equation.
{ |oi-lor 1o'granj i, kwa-zhon }

Euler-Maclaurin formula A formula used in the numerical evaluation of integrals, which
states that the value of an integral is equal to the sum of the value given by the
trapezoidal rule and a series of terms involving the odd-numbered derivatives of
the function at the end points of the interval over which the integral is evaluated.
{ j0i-lor ma'klor-an for-mya-ls }

Euler method A method of obtaining an approximate solution of an ordinary differential
equation of the form dy/dx = f(x,y), where f is a specified function of x and y.
Also known as Eulerian description. { 'oi-lor ;meth-ad }

Euler’s constant The limit as » approaches infinity, of 1 + 1/2 + 1/3 + --- + 1/n —
In n, equal to approximately 0.5772. Denoted y. Also known as Mascheroni’s
constant. { 'oi-lorz kin-stont }
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Euler’s criterion A criterion for the congruence x"=a (mod m) to have a solution,
namely that a®?=1 (mod m), where ¢ = b(m) is Euler’s phi function evaluated
at m, and d is the greatest common divisor of ¢ and n. { '0i-lorz kri'tir-é-on }

Euler’s equation See Euler-Lagrange equation. { '0i-lorz ijkwa-zhon }

Euler’s formula The formula ¢ = cos x + 4 sin x, where i = \/—_1 { 'oi-lorz for-
myo-lo }

Euler’'s numbers The numbers Es, defined by the equation

1 - EZn P
= —1)r —— 2n
cos 2 Y,ZO b 2n)! z

{ 'oi-lorz ,nom-borz }

Euler’s phi function A function ¢, defined on the positive integers, whose value $(n)
is the number of integers equal to or less than n and relatively prime to n. Also
known as indicator; phi function; totient. { 'oi-lorz 'fi fopk-shon }

Euler’s spiral See Cornu’s spiral. { '0i-lorz |spi-ral }

Euler’s theorem For any polyhedron, V — E + F = 2, where V, E, F represent the
number of vertices, edges, and faces respectively. { '0i-lorz  thir-om }

Euler transformation A method of obtaining from a given convergent series a new
series which converges faster to the same limit, and for defining sums of certain
divergent series; the transformation carries the series ay — a; + a; — az + -+ into

n—1
a series whose nth term is E (= (n ” 1)a,./Z". { 'oi-lor \tranz-for'ma-shon }
r=0

even function A function with the property that f(x) = f(—x) for each number x.
{'e-von fopk-shon }

even number An integer which is a multiple of 2. {'&-von ,nom-bar }

even permutation A permutation which may be represented as a result of an even
number of transpositions. { |&-von par-mya'ta-shan }

event A mathematical model of the result of a conceptual experiment; this model is
a measurable subset of a probability space. {i'vent }

eventually in A net is eventually in a set if there is an element a of the directed system
that indexes the net such that, if b is also an element of this directed system and
b = a, then x;, (the element indexed by b) is in this set. {i'ven-chal-€ ,in }

even vertex A vertex whose degree is an even number. { |év-on 'var,teks }

Everett’s interpolation formula A formula for estimating the value of a function at an
intermediate value of the independent variable, when its value is known at a series
of equally spaced points (such as those that appear in a table), in terms of the
central differences of the function of even order only and coefficients which are
polynomial functions of the independent variable. { jev-rats in-tor-pa'la-shon for-
mya-19 }

evolute 1. The locus of the centers of curvature of a curve. 2. The two surfaces of
center of a given surface. {'ev-oliit }

exact differential equation A differential equation obtained by setting the total differen-
tial of some function equal to zero. {ig'zakt dif-o'ren-chal i, kwa-zhon }

exact differential form A differential form which is the differential of some other form.
{ ig'zakt dif-o'ren-chal form }

exact division Division wherein the remainder is zero. {ig'zakt di'vizh-on }

exact divisor A divisor that leaves a remainder of zero. {ig'zakt di'vi-zor }

exact sequence A sequence of homomorphisms with the property that the kernel
of each homomorphism is precisely the image of the previous homomorphism.
{ ig'zakt 'se-kwaons }

excenter The center of the escribed circle of a given triangle. { ek'sen-tor }

except A logical operator which has the property that if P and Q are two statements,
then the statement “P except Q” is true only when P alone is true; it is false for
the other three combinations (P false Q false, P false Q true, and P true
Q true). {ek'sept}
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exceptional group One of five Lie groups which leave invariant certain forms con-
structed out of the Cayley numbers; they are Lie groups with maximum symmetry
in the sense that, compared with other simple groups with the same rank (number
of independent invariant operators), they have maximum dimension (number of
generators). { ek;sep-shon-al griip }

exceptional Jordan algebra A Jordan algebra that cannot be written as a symmetrized
product over a matrix algebra; used in formulating a generalization of quantum
mechanics. { ek'sep-shon-al jjord-on 'al-jo-bra }

excircle See escribed circle. { ek'sor-kal }

exclusive or A logic operator which has the property that if P is a statement and
Q is a statement, then P exclusive or Q is true if either but not both statements
are true, false if both are true or both are false. {ikjsklii-siv 'or }

existence proof An argument that establishes the truth of an existence theorem.
{ ig'zis-tons ,prif }

existence theorem The theorem that at least one object of a specified type exists.
{ ig'zis-tons ,thir-om }

existential quantifier A logical relation, often symbolized 3, that may be expressed by
the phrase “there is a” or “there exists”; if P is a predicate, the statement (3x)P(x)
is true if there exists at least one value of x in the domain of P for which P(x) is
true, and is false otherwise. { eg-zojsten-chal 'kwin-ta, fi-or }

exogenous variables In a mathematical model, the independent variables, which are
predetermined and given outside the model. { ek'sdj-o-nas 'ver-é-o-balz }

exotic four-space A four-dimensional manifold that is homeomorphic, but not diffeo-
morphic, to four-dimensional Euclidean space. {igjzdd-ik 'for spas }

exotic sphere A smooth manifold that is homeomorphic, but not diffeomorphic, to a
sphere. {igzid-ik 'sfir }

expanded notation The representation of a number as the sum of a series of terms,
each of which is written explicitly as the product of a digit and the base of the
number system raised to some power. { ikjspand-od no'ta-shan }

expanded numeral A number expressed in expanded notation. {ikjspand-ad 'mim-
ral }

expansion The expression of a quantity as the sum of a finite or infinite series of
terms, as a finite or infinite product of factors, or, in general, in any extended
form. {ik'span-shon }

expectation See expected value. {  ek,spek'ta-shon }

expected value 1. For a random variable x with probability density function f(x), this
is the integral from — to « of xf (x)dx. Also known as expectation. 2. For a
random variable x on a probability space ({2, P), the integral of x with respect to
the probability measure P. { ek'spek-tad 'val-yii }

experimental design A pattern for setting up experiments and making observations
about the relationship between several variables in which one attempts to obtain
as much information as possible for a fixed expenditure level. { ik sper-o'ment-
al di'zin }

explementary angles See conjugate angles. { ek-splojmen-to-ré 'an-golz }

exponent A number or symbol placed to the right and above some given mathematical
expression. {ik'spo-nont }

exponential For a bounded linear operator A on a Banach space, the sum of a series
which is formally the exponential series in A. { ,ek-spa'nen-chal }

exponential curve A graph of the function y = a", where a is a positive constant.
{ .ek'spa'nen-chal 'korv }

exponential density function A probability density function obtained by integrating a
function of the form exp (—|xr — m|/a), where m is the mean and o the standard
deviation. { ek-spa'nen-chol den-sod-é fopk-shon }

exponential distribution A continuous probability distribution whose density function
is given by f(x) = ae™*, where a > 0, for x > 0, and f(x) = 0 for x = 0; the mean
and standard deviation are both 1/a. { ek-spa'nen-chal dis-tra'byii-shon }
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exponential equation An equation containing ¢* (the Naperian base raised to a power)
as a term. { ek-spa'nen-chal i'’kwa-zhon }

exponential function The function f(x) = e*, written f(x) = exp (x). {,ek-spa'nen-
chol 'fogk-shon }

exponential generating function A function, G(x), corresponding to a sequence, a,,
ay, . .., where G(x) = ay + (a2/1)) + (as2*2!) + ---. { ,eks-palnen-chal jen-o,rad-
ip 'fopk-shon }

exponential integral The function defined to be the integral from x to o of (e~/t) dt
for x positive. { ,ek-spa'nen-chal 'int-2-gral }

exponential law See law of exponents. { ,ek-spa'nen-chal 'lo }

n
exponential series The Maclaurin series expansion of e*, namely, ¢* = 1 + E %
n=1""

{ ,ek-spa'nen-chal 'sir-éz }

exradius The radius of an escribed circle of a triangle. { ,eks'rad-é-os}

exsecant The trigonometric function defined by subtracting unity from the secant,
that is exsec 6 = sec 6 — 1. { ,ek'sé-kant }

extended mean-value theorem See second mean-value theorem. { ikjsten-ded ,meén
val-yti "thir-om }

extension See extension field. { ik'sten-chon }

extension field An extension field of a given field E is a field F such that F is a subfield
of F. Also known as extension. {ik'sten-chon féld }

extension map An extension map of a map f from a set A to a set L is a map g from
a set B to L such that A is a subset of B and the restriction of g to A equals f.
{ ik'sten-chon ;map }

exterior 1. For a set A in a topological space, the largest open set contained in the
complement of A. 2. For a plane figure, the set of all points that are neither on
the figure nor inside it. 3. For an angle, the set of points that lie in the plane of
the angle but not between the rays defining the angle. 4. For a simple closed
plane curve, one of the two regions into which the curve divides the plane according
to the Jordan curve theorem, namely, the region that isnot bounded. { ek'stir-&-ar }

exterior algebra An algebra whose structure is analogous to that of the collection of
differential forms on a Riemannian manifold. Also known as Grassmann algebra.
{ ek'stir-e-or 'al-jo-bra }

exterior angle 1. An angle between one side of a polygon and the prolongation of an
adjacent side. 2. An angle made by a line (the transversal) that intersects two
other lines, and either of the latter on the outside. { ek'stir-&-or 'ap-gal }

exterior content See exterior Jordan content. { ek'stir-&-or 'kén,tent }

exterior Jordan content Also known as exterior content. 1. For a set of points on
a line, the largest number C such that the sum of the lengths of a finite number
of closed intervals that includes every point in the set is always equal to or greater
than C. 2. The exterior Jordan content of a set of points, X, in n-dimensional
Euclidean space (where n is a positive integer) is the greatest lower bound on the
hypervolume of the union of a finite set of hypercubes that contains X. { ek|stir-
€-or jord-on 'kin,tent }

exterior measure See Lebesgue exterior measure. { ekistir-é-or 'mezh-or }

external angle The angle defined by an arc around the boundaries of an internal angle
or included angle. { ek'storn-al 'ap-gol }

external dominating set See dominating vertex set. { ekjstorn-al ,ddm-o,nad-ip 'set }

externally tangent circles Two circles, neither of which is inside the other, that have
a single point in common. { ekjstorn-ol-€ jtan-jont 'sor-kolz }

external operation For a set S, a function of one or more independent variables such
that at least one of the independent variables has values in S but either one or
more of the independent variables or the dependent variable fails to have values
in S. {ekjstorn-al ,4p-a'ra-shon }

external stability number See vertex domination number. { ek,storn-al sto'bil-od-é
,nom-bar }

external tangent For two circles, each exterior to the other, a line that is tangent to
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both circles such that both circles are on the same side of this line. { ekjstorn-
ol 'tan-jont }

extract a root To determine a root of a given number, usually a positive real root, or
a negative real odd root of a negative number. { ik'strakt o 'riit }

extraneous root A root that is introduced into an equation in the process of solving
another equation, but is not a solution of the equation to be solved. { ikjstran-e-
9s 'riit }

extrapolation Estimating a function at a point which is larger than (or smaller than)
all the points at which the value of the function is known. { ik strap-o'la-shon }

extremals For a variational problem in the calculus of variaitons entailing use of
the Euler-Lagrange equation, the extremals are the solutions of this equation.
{ ek'strem-olz }

extreme See extremum. { ek'strém }

extreme and mean ratio See golden section. { ek'strém on 'mén ,ra-sho }

extreme point 1. A maximum or minimum value of a function. 2. A point in a convex
subset K of a vector space is called extreme if it does not lie on the interior of
any line segment contained in K. { ek'strém 'point }

extreme terms The first and last terms in a proportion. { ekistrem 'tormz }

extreme value problem A set of mathematical conditions which may be met by values
that are less than or greater than an upper or a lower bound, that is, an extreme
value. { ekistrém 'val-yii prib-lom }

extremum A maximum or minimum value of a function. Also known as extreme.
{ ek'strem-om }
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face 1. One of the plane polygons bounding a polyhedron. 2. A face of a simplex
is the subset obtained by setting one or more of the coordinates a;, defining the
simplex, equal to 0; for example, the faces of a triangle are its sides and vertices.
3. The face of a half space is the plane that bounds it. 4. One of the regions
bounded by edges of a planar graph. {fas}

face angle An angle between two successive edges of a polyhedral angle. {'fas
«an-gal }

facet A proper face of a convex polytope that is not contained in any larger face.
{ 'fas-ot }

factor 1. For an integer n, any integer which gives n when multiplied by another
integer. 2. For a polynomial p, any polynomial which gives p when multiplied
by another polynomial. 3. For a graph G, a spanning subgraph of G with at least
one edge. 4. A quantity or a variable being studied in an experiment as a possible
cause of variation. { 'fak-tor }

factorable integer An integer that has factors other than unity and itself. { 'fak-tro-
bal 'int-o-jor }

factorable polynomial A polynomial which has polynomial factors other than itself.
{ 'fak-to-ra-bal ,pal-o'no-meé- al }

factor analysis Given sets of variables which are related linearly, factor analysis studies
techniques of approximating each set relative to the others; usually the variables
denote numbers. { 'fak-tor o,nal-a-sos }

factor group See quotient group. { 'fak-tor ,griip }

factorial The product of all positive integers less than or equal to n; written n!; by
convention 0! = 1. ({ fak'tor-e-al}

factorial design A design for an experiment that allows the experimenter to find out
the effect levels of each factor on levels of all the other factors. { fak'tor-e-
3l di,zin }

factorial moment The nth factorial moment of a random variable X is the expected
valueof XX — DX —2) - X —n + 1). {faktor-é-al 'mo-mont }

factorial ring See unique-factorization domain. { fak'tor-e-al rip }

factorial series The series 1 + (1/1!) + (1/2!) + (1/3!) + ---, whose (n + 1)st term is
1/n! for n = 1, 2, --+; its sum is the number e. { fakjtor-&-ol 'sir,éz }

factoring Finding the factors of an integer or polynomial. { 'fak-to-rip }

factoring of the secular equation Factoring the polynomial that results from expanding
the secular determinant of a matrix, in order to find the roots of this polynomial,
which are the eigenvalues of the matrix. { 'fak-to-rip ov tho |sek-ya- lor i'kwa-
zhon }

factor model Any one of the probability models which goes into the construction of
a product model. { 'fak- tor ,mad-al }

factor module The factor module of a module M over a ring R by a submodule N is
the quotient group M/N, where the product of a coset x + N by an element a in
R is defined to be the coset ax + N. {'fak-tor ,ma-jil }

factor of proportionality Two quantities A and B are related by a factor of proportionality
w if either A = wB or B = pA. {'fak-tor ov pro,porsh-on'al-od-& }

factor-reversal test A test for index numbers in which an index number of quantity,
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factor ring

obtained if symbols for price and quantity are interchanged in an index number
of price, is multiplied by the original price index to give an index of changes in
total value. { fak-tor ri'vor-sal test }

factor ring See quotient ring. { 'fak-tor rip }

factor space See quotient space. { 'fak-tor ,spas }

factor theorem of algebra A polynomial f(x) has (x — a) as a factor if and only if
f(a) = 0. {'fak-tor ,thir-om ov 'al-jo-bro }

fair game A game in which all of the participants have equal expectation of gain.
{ ifer 'gam )

faithful module A module M over a commutative ring R such that if ¢ is an element
in R for which am = 0 for all m in M, then @ = 0. { fath ful 'méi-jil }

faithful representation A homomorphism & of a group onto some group of matrices
or linear operators such that % is an injection. { fath ful rep-ra-zen'ta-shon }

falling factorial polynomials The polynomials [x], =x (x — 1) (x — 2) -*- (x —n + 1).
{ fol-ip fak tor-e-ol ,pél-o'no-me-olz }

false acceptance Accepting on the basis of a statistical test a hypothesis which is
wrong. { fols ak'sep-tons }

false rejection Rejecting on the basis of a statistical test a hypothesis which is correct.
{ ifols ri'jek-shon }

faltung A family of functions where the convolution of any two members of the family
is also a member of the family. Also known as convolution family. { 'faltup }

family of curves A set of curves whose equations can be obtained by varying a finite
number of parameters in a particular general equation. { fam-lé ov 'korvz }

Fano plane A projective plane in which the points of intersection of the three possible
pairs of opposite sides of a quadrilateral are collinear. { 'fia-n6 ,plan }

Fano’s axiom The postulate that the points of intersection of the three possible pairs
of opposite sides of any quadrilateral in a given projective plane are noncollinear;
thus a projective plane satisfying Fano’s axiom is not a Fano plane, and a Fano
plane does not satisfy Fano’s axiom. {|fi-noz 'ak-sé-om }

Farey sequence The Farey sequence of order n is the increasing sequence, from 0 to
1, of fractions whose denominator is equal to or less that n, with each fraction
expressed in lowest terms. { 'far-é ,sé-kwans }

fast Fourier transform A Fourier transform employing the Cooley-Tukey algorithm to
reduce the number of operations. Abbreviated FFT. { |fast fur-€,a 'tranz form }

Fatou-Lebesgue lemma Given a sequence f;, of positive measurable functions on a
measure space (X, w), then

I (lim inf f,)dp = lim J Sndp

X n—x n—=x X
{ fa'tu lo'beg jlem-o }

F distribution The ratio of two independent chi-square variables each divided by its
degree of freedom; used to test hypotheses in the analysis of variance and hypothe-
ses about whether or not two normal populations have the same variance. {'ef
,dis-tra,byii-shon }

feasible flow A flow on a directed network such that the net flow at every intermediate
vertex is zero. {fé-za-bal 'flo }

Feit-Thompson theorem The proposition that every group of odd order is solvable.
{ \fit {tim-son thir-om }

Fermat numbers The numbers of the form F,, = 2% + 1forn =0,1,2,.... { 'fer
mi nom-baorz }

Fermat’s last theorem The proposition, proven in 1995, that there are no positive
integer solutions of the equation 2" + y" = 2" forn = 3. { fer'méz |last 'thir-om }

Fermat’s spiral A plane curve whose equation in polar coordinates (r,0) is ¥>=a’0,
where a is a constant. { fer'méz ,spi-ral }

Fermat’s theorem The proposition that, if p is a prime number and a is a positive
integer which is not divisible by p, then a?~! —1 is divisible by p . { 'fer,miz
,thir-om }
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finite extension

Ferrers diagram An array of dots associated with an integer partitionn = a; + -+ +
ay, whose ith row contains a; dots. { 'fer-orz ,di-o,gram }

FFT See fast Fourier transform.

fiber The set of points in the total space of a bundle which are sent into the same
element of the base of the bundle by the projection map. { 'fi-bor }

fiber bundle A bundle whose total space is a G-space X, whose base is the homomorphic
image of the orbit space of X, and whose fibers are isomorphic to the orbits of
points in the base space under the action of G. { 'fi-bar bon-dal }

Fibonacci number A number in the Fibonacci sequence whose first two terms are
fi=fo = 1. {fib-ojnd-ché mom-bar }
Fibonacci sequence The sequence 1, 1, 2, 3, 5, §, 13, 21, . .., or any sequence where
each entry is the sum of the two previous entries. { fé-bo'nich-é ,sé-kwans }
fiducial inference A type of inference whose purpose is to make probabilistic state-
ments about values of unknown parameters; based on the distribution of population
values about which the inference is to be made. { fojdii-shal ,in-tor'fir-ons }

fiducial limits The boundaries within which a parameter is considered to be located,
a concept in fiducial inference. { fojdii-shal 'lim-ats }

field An algebraic system possessing two operations which have all the properties
that addition and multiplication of real numbers have. { feld }

field of planes on a manifold A continuous assignment of a vector subspace of tangent
vectors to each point in the manifold. Also known as plane field. { 'féld ov 'planz
on 9 'man-9,fold }

field of vectors on a manifold A continuous assignment of a tangent vector to each point
in the manifold. Also known as vector field. { 'féld ov 'vek-torz 6n o 'man-9,fold }

field theory The study of fields and their extensions. {'féld ,thé-o-ré}

filter A family of subsets of a set S: it does not include the empty set, the intersection
of any two members of the family is also a member, and any subset of S containing
a member is also a member. { 'fil-tor }

filter base A family of subsets of a given set with the property that it does not include
the empty set, and the intersection of any finite number of members of the family
includes another member. { 'fil-tor \bas }

final-value theorem The theorem that if f (¢) is a function which has a Laplace transform
F(s), and if the derivative of f(¢) with respect to ¢ is also Laplace transformable,
and if the limit of f(¢) as ¢ approaches infinity exists, then this limit is equal to
the limit of sF(s) as s approaches zero. { fin-ol jval-yii jthir-om }

fineness 1. For a partition of a metric space, the least upper bound on distances
between points in the same member of the partition. 2. For a partition of an
interval into subintervals, the length of the longest subinterval. Also known as
mesh; norm. { 'fin'nas }

finer A partition P of a set is finer than another partition @ of the same set if each
member of P is a subset of a member of ¢. { 'fin-or }

finite character 1. A property of a family C of sets such that any finite subset of a
member of C belongs to C, and C includes any set all of whose finite subsets
belong to C. 2. A characteristic of a property of subsets of a set such that a
subset S has the property if and only if all the nonempty finite subsets of S have
the property. { 'finit 'kar-ik-tor }

finite decimal See terminating decimal. { |finit 'des-mal }

finite difference The difference between the values of a function at two discrete points,
used to approximate the derivative of the function. { [finit 'dif-rons }

finite-difference equations Equations arising from differential equations by substituting
difference quotients for derivatives, and then using these equations to approximate
a solution. { /finit |dif-rons i,kwa-zhonz }

finite discontinuity A discontinuity of a function that lies at the center of an interval
on which the function is bounded. { 'finit ,dis-kédn-to'nii-od-é }

finite extension An extension field F of a given field E such that F, viewed as a vector
space over FE, has finite dimension. { |fi,nit ik'sten-chon }
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finite group

finite group A group which contains a finite number of distinct elements. { |fI,nit
‘grip }

finite intersection property of a family of sets If the intersection of any finite number
of them is nonempty, then the intersection of all the members of the family is
nonempty. { |fi,nit,in-tar'sek-shon ,prip-ord-é ov o 'fam-1é ov 'sets }

finitely additive set function See additive set function. {[finit-lé ad-o-div 'set
[fopk-shon }

finitely generated extension A finitely generated extension of a field k is the smallest
field which contains k¥ and some finite set of elements. { |finit-1é |gen-o,rad-od
ik'sten-chon }

finitely generated left module A left module over a ring A that has a finite subset, xy,
X, . .., Xy, such that any member of the module has the form ax; + -+ + a,x,,
where ay, ..., a, are members of A. { finit-lé jen-orad-od jleft 'mij-ol }

finitely representable A Banach space A is said to be finitely representable in a Banach
space B if every finite-dimensional subspace of A is nearly isometric to a subspace
of B. {finit-lé rep-ro'zen-ta-bal }

finite mathematics 1. Those parts of mathematics which deal with finite sets.
2. Those fields of mathematics which make no use of the concept of limit. Also
known as discrete mathematics. { |fi,nit ;math-o'mad-iks }

finite matrix A matrix with a finite number of rows and columns. { |finit 'ma-triks }

finite measure space A measure space in which the measure of the entire space is a
finite number. { 'fi,nit jmezh-or ,spas }

finite moment theorem The theorem that if f(x) is a continuous function, and if the
integral of f'(x) 2™ over a finite interval is zero for all positive integers n, then f(x)
is identically zero in that interval. { fi,nit 'mo-mont ,thir-om }

finite plane In projective geometry, a plane with a finite number of points and lines.
{ finit 'plan }

finite population A population of finite individuals or elements. { [finit ,pip-ya'la-
shon }

finite quantity Any bounded quantity. { finit 'kwin-od-€é }

finite sequence 1. A listing of some finite number, n, of mathematical entities that is
indexed by the first n positive integers, 1, 2,. .., n. 2. More precisely, a function
whose domain is the first »n positive integers. { |finit 'sé-kwons }

finite series A series that has a limited number of terms. { 'fi,nit 'sir,éz }

finite set A set whose elements can be indexed by integers 1, 2, 3, ..., n inclusive.
{ finit 'set }
Finsler geometry The study of the geometry of a manifold in terms of the various
possible metrics on it by means of Finsler structures. { 'fin-slor jé'am-o-tré }
Finsler structure on a manifold A family of metrics varying continuously from point
to point. { 'fin-slor strok-chor on o 'man-9,fold }

first category 1. A set is of first category if it is a countable union of nowhere dense
sets. 2. A set S is of first category at a point x if there is a neighborhood of x
whose intersection with S is of first category. { 'forst 'kad-o,gor-€ }

first countable topological space A topological space in which every point has a
countable number of open neighborhoods so that any neighborhood of this point
contains one of these. { forst 'kaunt-a-bal tdp-ojldj-a-kal 'spas }

first derivative The derivative of a function, considered as a function of the independent
variable just as was the original function from which the derivative was taken.
{ iforst do'riv-ad-iv }

first derived curve See derived curve. { forst dojrivd 'korv }

first law of the mean See mean value theorem. { 'forst 10 ov tho 'mén }

first law of the mean for integrals The proposition that the definite integral of a
continuous function over an interval equals the length of the interval multiplied
by the value of the function at some point in the interval. { forst jlo ov tho jmén
for 'int-o-grolz }

first negative pedal See negative pedal. { 'forst 'neg-od-iv 'ped-al }

first-order difference A member of a sequence that is formed from a given sequence
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flow

by subtracting each term of the original sequence from the next succeeding term.
{ \forst jord-or 'dif-rons }

first-order theory A logical theory in which predicates are not allowed to have other
functions or predicates as arguments and in which predicate quantifiers and func-
tion quantifiers are not permitted. { forst ord-or 'thé-o-ré }

first pedal curve See pedal curve. { 'forst 'ped-ol korv}

first positive pedal curve See pedal curve. { 'forst 'pédz-od-iv ,ped-oal korv }

first quadrant 1. The range of angles from 0 to 90°. 2. In a plane with a system of
cartesian coordinates, the region in which the x and y coordinates are both positive.
{ iforst 'kwid-rant }

first species The class of sets G, such that one of the sets G, is the null set, where,
in general, G, is the derived set of G,,—,. { 'forst 'sp& shéz }

Fischer’s distribution Given data from a normal population with S, and S,> two
independent estimates of variance, the distribution '/, log (S;%S,?). { 'fish-orz ,dis-
tro'byti-shon }

Fischer-Yates test A test of independence of data arranged in a 2 X 2 contingency
table. { ifish-or |yats  test }

Fisher-Irwin test A method for testing the null hypothesis in an experiment with quantal
response. { fish-or jor-won test }

Fisher’s ideal index The geometric mean of Laspeyres and Paasche index numbers.
Also known as ideal index number. { fish-orz 1,dél 'in,deks }

Fisher’s inequality The inequality whereby the number b of blocks in a balanced
incomplete block design is equal to or greater than the number v of elements
arranged among the blocks. { fish-orz ,in-i'kwil-od-€ }

five-dimensional space A vector space whose basis has five vectors. { 'fiv do,men-
chon-al 'spas }

fixed-base index In a time series, an index number whose base period for computing
the index number is constant throughout the lifetime of the index. { ifikst jbas
'in,deks }

fixed point For a function f mapping a set S to itself, any element of S which f sends
to itself. { fikst 'point }

fixed-point theorem Any theorem, such as the Brouwer theorem or Schauder’s fixed-
point theorem, which states that a certain type of mapping of a set into itself has
at least one fixed point. { fikst 'point thir-om }

fixed radix notation A form of positional notation in which successive digits are
interpreted as coefficients of successive powers of an integer called the base or
radix. { fikst 'ra,diks no,ta-shon }

flat space A Riemannian space for which a coordinate system exists such that the
components of the metric tensor are constants throughout the space; equivalently,
a space in which the Riemann-Christoffel tensor vanishes throughout the space.
{iflat ,spas }

flecnode A node that is also a point of inflection of one of the two branches of the
curve that cross at the node. { 'flek,nod }

floating arithmetic See floating-point arithmetic. { |flod-ip o'rith-mo-tik }

floating-decimal arithmetic See floating-point arithmetic. { flod-ip ;des-moal o'rith-
mo-tik }

floating-point arithmetic A method of performing arithmetical operations, used espe-
cially by automatic computers, in which numbers are expressed as integers
multiplied by the radix raised to an integral power, as 87 X 10~ instead of 0.0087.
Also known as floating arithmetic; floating-decimal arithmetic. { flod-ip |point
9'rith-ma-tik }

Floquet theorem A second-order linear differential equation whose coefficients are
periodic single-valued functions of an independent variable x has a solution of the
form e**P (x) where . is a constant and P(x) a periodic function. { fl6'ka ,thir-om }

flow A function from the set of arcs in an s-t network to the nonnegative integers
whose value at each arc is equal to or less than the weight of the arc. {flo }
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flow value

flow value For a feasible flow on an s-¢ network, the outflow from the source. { 'flo
wvalyi }

fluctuation noise See random noise. { flok-cha'wa-shon noiz }

F martingale A stochastic process {X;, ¢ > 0} such that the conditional expectation of
X, given F equals X; whenever s < ¢, where F' = {F, t = 0} is an increasing family
of sigma algebras that represents the amount of information increasing with time.
{ \ef 'mart-on,gal }

focal chord For a conic, a chord that passes through a focus of the conic. {'fo-
kal jkord }

focal property 1. The property of an ellipse or hyperbola whereby lines drawn from
the foci to any point on the conic make equal angles with the tangent to the conic
at that point. 2. The property of a parabola whereby a line from the focus to
any point on the parabola, and a line through this point parallel to the axis of the
parabola, make equal angles with the tangent to the parabola at this point. { 'fo-
kol 'prap-or-dé }

focal radius For a conic, a line segment from a focus to any point on the conic. { 'fo-
kol 'rad-&-as }

focus A point in the plane which together with a line (directrix) defines a conic
section. { 'fo-kas }

folium A plane curve that is a pedal curve (first positive pedal) of the deltoid. { 'fo-
le-om }

folium of Descartes A plane cubic curve whose equation in cartesian coordinates
2 and y is &° +y® = 3axy, where a is some constant. Also known as leaf of
Descartes. { 'fo-16-om ov da'kart }

Ford-Fulkerson theorem The theorem that in any s-£ network there exists a feasible
flow and an s-t cut such that (1) the flow equals the weight of the cut, (2) on any
arc belonging to the cut, this flow equals the weight of the arc, and (3) on any
arc, that would belong to the cut if its orientation were reversed, the flow equals
zero. Also known as max-flow min-cut theorem. { |ford 'fiil-kor-son thir-om }

forecast To assess the magnitude that a quantity will have at a specified time in the
future. Also known as predict. { 'for kast }

forest See acyclic graph. { 'far-ost}

formal derivative For a polynomial, a,2" + a,_; 2 ' + - + a@ + ay, where the
coefficients ay, ay, ..., a, are elements of a ring, the formal derivative is the
polynomial na,x” ' + (n—1) a,_ "% + -+ + a;. { ,form-al do'riv-od-iv }

formal logic The study of the permissible relationships between propositions, a study
that concerns the form rather than the content. { for-mal 'l4j-ik }

formal power series A power series whose convergence is disregarded, but which is
subject to the operations of addition and multiplication with other such series.
{ for-mal 'pau-or sir-éz }

formula An equation or rule relating mathematical objects or quantities. { 'for-mya-lo }

forward difference One of a series of quantities obtained from a function whose values
are known at a series of equally spaced points by repeatedly applying the forward
difference operator to these values; used in interpolation or numerical calculation
and integration of functions. { |for-word 'dif-rons }

forward difference operator A difference operator, denoted A, defined by the equation
Af(x) = f(x + h) — f(x), where h is a constant indicating the difference between
successive points of interpolation or calculation. { for-word |dif-rons 'dp-o
rad-or }

forward shift operator See displacement operator. { |for-word |shift 'dp-9,rad-or }

four-color problem The problem of proving the statement that, given any map in the
plane, it is possible to color the regions with four colors so that any two regions
with a common boundary have different colors. { for 'kal-or ,prib-lom }

four-group The only group of order 4 other than the cyclic group. { 'for griip }

Fourier analysis The study of convergence of Fourier series and when and how a
function is approximated by its Fourier series or transform. { fur-€,a 9,nal-o-sas }
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Fourier synthesis

Fourier-Bessel integrals Given a function F(7,0) independent of 6 where 7,0 are the
polar coordinates in the plane, these integrals have the form

J uduf F(r)J,,(ur)r dr

0 0
where J,, is a Bessel function order m. { fur-&a |bes-al 'int-9-grolz }

Fourier-Bessel series For a function f(x), the series whose mth term is a,,Jo(j,.%),
where 7, js, . . . are positive zeros of the Bessel function ./, arranged in ascending
order, and a,, is the product of 2/J;> (j,,) and the integral over ¢ from 0 to 1 of
tf ) Jo(mt); J1 is a Bessel function. { fur-€,a jbes-al sir-éz}

Fourier-Bessel transform See Hankel transform. { ,fur-€,a bes-al 'tranz,form }

Fourier expansion See Fourier series. { fur-€,a ik'span-chon }

Fourier integrals For a function f(x) the Fourier integrals are

%J' du J Sf(@®) cos u(x — t)dt

0

L r du r S sin u(x — t)dt
T, .

{ fur-e,a 'int-o-grolz }

Fourier kernel Any kernel K(x,y) of an integral transform which may be written in
the form K(x,y) = k(xy) and which is identical with the kernel of the inverse
transform. { 'for-e-a kor-nol }

Fourier-Legendre series Given a function f(x), the series from n = 0 to infinity of
a,P, (x), where (x),n = 0, 1, 2, ..., are the Legendre polynomials, and a,, is the
product of (2rn + 1)/2 and the integral over x from —1 to 1 of f(x)P,(x). { fur
€,a lo'zhdn-dro sir-éz }

Fourier series The Fourier series of a function f(x) is

1 S .
5“0‘* 2 (a, cos nx + b, sin nx)

n=1

with a, = %r J f(x) cos nx dx

bn:lj Sfx) sin nx dx
‘[T -

Also known as Fourier expansion. { fur-éa sir-éz}

Fourier’s half-range series A Fourier series that either contains only terms that are
even in the independent variable (the cosine series) or contains only terms that
are odd (the sine series). { 'for-é az jhaf jranj siréz }

Fourier space The space in which the Fourier transform of a function is defined.
{ fur-e,a spas}

Fourier’s theorem If f(x) satisfies the Dirichlet conditions on the interval —m < x <
, then its Fourier series converges to f(x for all values of x in this interval at
which f(x) is continuous, and approaches Y, [f(x + 0) + f(x — 0)] at points at
which f(x) is discontinuous, where f(x — 0) is the limit on the left of f at x and
f(x + 0) is the limit on the right of f at x. { fur-€az thir-om}

Fourier-Stieltjes series For a function f(x) of bounded variation on the interval [0,27],
the series from n = 0 to infinity of ¢, exp (inx), where c,, is /o times the integral
from x = 0 to x = 27 of exp (—inx)df (x). { fur-€a 'stél-yes ;sir-éz}

Fourier-Stieltjes transform For a function f(y) of bounded variation on the interval
(=, ), the function F(x) equal to I/Jﬁ times the integral from y = — to
y = x of exp (—ixy)df(y). { fur-ea 'stel-yes tranzform }

Fourier synthesis The determination of a periodic function from its Fourier compo-
nents. { fur-a 'sin-tho-sas}
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Fourier transform

Fourier transform For a function f(¢), the function F() equal to 1//2w times the
integral over ¢t from —« to « of f(t) exp (itx). { fur-ea 'tranz form }

four-point A set of four points in a plane, no three of which are collinear. Also known
as complete four-point. { 'for ,point }

fourth proportional For numbers a, b, and ¢, a number x such that a/b = ¢/x. { 'forth
pra'por-shon-al }

fourth quadrant 1. The range of angles from 270 to 360°. 2. In a plane with a system
of Cartesian coordinates, the region in which the x coordinate is positive and the
y coordinate is negative. { forth 'kwéd-ront }

F process A stochastic process {X,, ¢ > 0} whose value at time ¢ is determined by the
information up to time #; more precisely, the events {X, = a} belong to F, for every
t and a, where F = {F,, t = 0} is an increasing family of sigma algebras that
represents the amount of information increasing with time. {'ef pris-os}

fractal A geometrical shape whose structure is such that magnification by a given
factor reproduces the original object. { 'frakt-al }

fractal dimensionality A number D associated with a fractal which satisfies the equation
N = b”, where b is the factor by which the length scale changes under a magnification
in each step of a recursive procedure defining the object, and N is the factor by
which the number of basic units increases in each such step. Also known as
Mandelbrot dimensionality. { 'frak-tol di,men-sha'nal-od-€ }

fraction An expression which is the product of a real number or complex number
with the multiplicative inverse of a real or complex number. { 'frak-shon }

fractional equation 1. Any equation that contains fractions. 2. An equation in which
the unknown variable appears in the denominator of one or more terms. { |frak-
shon-al i'kwa-zhon }

fractional factorial experiment An experiment in which certain properly chosen levels
of factors are left out. Also known as fractional replicate. { [frak-shon-al fak;tor-
é-ol ik'sper-o-mont }

fractional ideal A submodule of the quotient field of an integral domain. { |frak-shon-
ol i'del }

fractional replicate See fractional factorial experiment. { [frak-shon-al 'rep-la-kat }

fraction in lowest terms A fraction from which all common factors have been divided
out of the numerator and denominator. { 'frak-shon in 16-ast 'tormz }

Fréchet space 1. A topological vector space that is locally convex, metrizable, and
complete. 2. A topological vector space that is metrizable and complete. 3.See
T1 space. { fra'sha ,spas }

Fredholm determinant A power series obtained from the function K(x,y) of the
Fredholm equation which provides solutions to the equation under certain condi-
tions. {'fred,hom dijtor-mo-nont }

Fredholm integral equations Given functions f(x) and K(x,y), the Fredholm integral
equations with unknown function y are

type 1: f(x) = Jh K(x,O)y(t)dt

a

type 2: y(x) = f(x) + \ Jh K(x, Hy(t)dt

a

{ 'fred, hom |int-o-gral i'kwa-zhonz }

Fredholm operator A linear operator between Banach spaces which has closed range,
and both the Fredholm operator and its adjoint have finite dimensional null space.
{ 'fred,hom ,dp-o,rad-or }

Fredholm theorem A Fredholm equation of type 2 with continuous f(x) has a unique
continuous solution, or else the corresponding equation of type 1 has a positive

number of linearly independent solutions. { 'fred,hom thir-om }
Fredholm theory The study of the solutions of the Fredholm equations. { 'fred, hom
the-o-re }
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Fuchsian group

free group A group whose generators satisfy the equation x - y = e (e is the identity
element in the group) only when x = y ! ory = 27 {'fre ,griip )

free module A module which is a free group with respect to its additive group. { fré
méj-yil }

Freeth’s nephroid The strophoid of a circle with respect to a pole located at the center
and a fixed point located on the circumference. Also known as nephroid of Freeth.
{ 'fraths 'nef roid }

free tree A tree graph in which there is no node which is distinguished as the root.
{ 'fre tre }

free ultrafilter An ultrafilter of a set, S, that contains any subset of S whose complement
is finite. { |fre 'sl-tra,fil-tor }

free variable In logic, a variable that has an occurrence which is not within the scope
of a quantifier and thus can be replaced by a constant. { fré 'ver-é-a-bal }

Frenet-Serret formulas Formulas in the theory of space curves, which give the direc-
tional derivatives of the unit vectors along the tangent, principal normal and binor-
mal of a space curve in the direction tangent to the curve. Also known as Serret-
Frenet formulas. { fre'na so'ra for-myo-loz }

frequency The number of times an event or item falls into or is expected to fall into
a certain class or category. { 'fré-kwon-sé }

frequency curve A graphical representation of a continuous frequency distribution;
the value of the variable is the abscissa and the frequency is the ordinate. { 'fré-
kwaon-sé karv }

frequency distribution A function which measures the relative frequency or probability
that a variable can take on a set of values. { fré-kwon-sé dis-tra'byii-shan }

frequency function See probability density function. { 'fré-kwon-sé fopk-shon }

frequency polygon A graph obtained from a frequency distribution by joining with
straight lines points whose abscissae are the midpoints of successive class intervals
and whose ordinates are the corresponding class frequencies. { 'fré-kwon-sé
'pél-o,gin }

frequency probabilities See objective probabilities. { 'fré-kwon-sé ,prib-o,bil-od-€z }

frequency table A tabular arrangement of the distribution of an event or item according
to some specified category or class intervals. { 'fré-kwon-sé ta-bal}

frequently in A net is frequently in a set if, for each element a of the directed system
that indexes the set, there is an element b of the directed system such that b = a
and x;, (the element indexed by b) is in this set. { 'fré-kwont-1€ ,in }
Fresnel integrals Given a parameter z, the integrals over ¢ from 0 to x of sin ? and
of cos 2 or from x to o of (cos t)/t"? and of (sin t)/t"2. { fra'nel 'int-o-grolz }
friendship theorem The proposition that, among a finite set of people, if every pair
of people has exactly one common friend, then there is someone who knows
everyone else. { 'fren,ship ,préib-lom }

Frobenius method A method of finding a series solution near a point for a linear
homogeneous ordinary differential equation. { fr6'ben-yus ;meth-od }

frontier For a set in a topological space, all points in the closure of the set but not
in its interior. Also known as boundary. { fron'tir oav 9 'set }

frustum The part of a solid between two cutting parallel planes. { 'fros-tom }

F test See variance ratio test. { 'ef test}

Fubini’s theorem The theorem stating conditions under which

J Jf(u,v)dudv = J du Jf(u,v)dv = J dv Jf(u,v)du

{ fii'bé-néz thir-om }

Fuchsian differential equation A homogeneous, linear differential equation whose
coefficients are analytic functions whose only singularities, if any, are poles of
order one. | fyiik-sé-on dif-ajren-chal i'kwa-zhan }

Fuchsian group A Kleinian group G for which there is a region D in the complex
plane, consisting of either the interior of a circle or the portion of the plane on
one side of a straight line, such that D is mapped onto itself by every element of
G. | 'fyiik-sé-on ,griip }
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full linear group

full linear group The group of all nonsingular linear transformations of a complex
vector space whose group operation is composition. { jful 'lin-&-or ,griip }

fully parenthesized notation A method of writing arithmetic expressions in which
parentheses are placed around each pair of operands and its associated operator.
{ 'ful-e po,ren-tho,sizd no'ta-shon }

function A mathematical rule between two sets which assigns to each member of the
first, exactly one member of the second. { 'fopk-shon }

functional Any function from a vector space into its scalar field. { 'fogk-shon-al}

functional analysis A branch of analysis which studies the properties of mappings of
classes of functions from one topological vector space to another. { 'fopk-shon-
3l o'nal-9-s9s }

functional constraint A mathematical equation which must be satisfied by the indepen-
dent parameters in an optimization problem, representing some physical principle
which governs the relationship among these parameters. { 'fopk-shon-ol
kon'strant }

function space A metric space whose elements are functions. { 'fopk-shon ,spas }

function table A table that lists the values of a function for various values of the
variable. { 'fopk-shon ta-bal}

functor A function between categories which associates objects with objects and
morphisms with morphisms. { 'fogk-tor }

fundamental affine connection An affine connection whose coefficients arise from
the covariant and contravariant metric tensors of a space. { [fon-dojment-al o'fin
ka'nek-shon }

fundamental forms of a surface Differential forms which express the area and curvature
of the surface. { fon-dojment-al 'formz av o 'sor-fos }

fundamental group For a topological space, the group of homotopy classes of all
closed paths about a point in the space; this group yields information about the
number and type of “holes” in a surface. { ifon-dojment-al 'griip }

fundamental region Any region in the complex plane that can be mapped conformally
onto all of the complex plane. { fon-dojment-al 'ré-jon }

fundamental sequence See Cauchy sequence. { [fon-dojment-al 'sé-kwans }

fundamental tensor See metric tensor. { fon-dojment-al 'ten-sor }

fundamental theorem of algebra Every polynomial of degree n with complex coeffi-
cients has exactly n roots counted according to multiplicity. { fon-do/ment-al
ithir-om ov 'al-jo-bra }

fundamental theorem of arithmetic Every positive integer greater than 1 can be factored
uniquely into the form P;"1. .. P/" ... Pk, where the P; are primes, the n; positive
integers. { fon-dojment-al jthir-om ov o'rith-mo-tik }

fundamental theorem of calculus Given a continuous function f(x) on the closed
interval [a,b] the functional

F(x) = J F@ dt

a

is differentiable on [a,b] and F'(x) = f(x) for every x in [a,b], and if G is any
function on [a,b] such that G'(x) = f(x) for all x in [a,b], then

rf(t) dt = G(b) — G(a)

{ ifon-dojment-al jthir-om ov 'kal-kyo-los }

fuzzy logic The logic of approximate reasoning, bearing the same relation to approxi-
mate reasoning that two-valued logic does to precise reasoning. { foz-& 'l4j-ik }

fuzzy mathematics A methodology for systematically handling concepts that embody
imprecision and vagueness. { foz-é ;math-a'mad-iks }

fuzzy model A finite set of fuzzy relations that form an algorithm for determining the
outputs of a process from some finite number of past inputs and outputs. { |foz-
€ 'mid-al }
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fuzzy relation A fuzzy subset of the Cartesian product X X Y, denoted as a relation
from a set X to a set Y. {|foz-€ ri'la-shon }

fuzzy relational equation An equation of the form A - R = B, where A and B are fuzzy
sets, R is a fuzzy relation, and A - R stands for the composition of A with R. { |foz-
& rijla-shon-ol i'kwa-zhon }

fuzzy set An extension of the concept of a set, in which the characteristic function
which determines membership of an object in the set is not limited to the two
values 1 (for membership in the set) and 0 (for nonmembership), but can take on
any value between 0 and 1 as well. { 'foz-€ 'set }

fuzzy value A membership function of a fuzzy set that serves as the value assigned
to a variable. { foz-é 'valyii }
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Galois field A type of field extension obtained from considering the coefficients and
roots of a given polynomial. Also known as root field; splitting field. { 'gal, wa
feld }

Galois group A group of isomorphisms of a particular field extension associated with
a polynomial’s roots. { 'gal,wi ,griip }

Galois theory The study of the Galois field and Galois group corresponding to a
polynomial. { 'gal, wi ,thé-o-ré }

Galtonian curve A graph showing the variation of any quantity from its normal value.
{ gol'to-né-on 'korv }

gambler’s ruin A game of chance which can be considered to be a series of Bernoulli
trials at which each player wins a specified sum of money for every success and
loses another sum for every failure; play goes on until the initial capital is lost and
the player is ruined. {gam-blorz 'rii-on }

game A mathematical model expressing a contest between two or more players under
specified rules. {gam }

game theory The mathematical study of games or abstract models of conflict situations
from the viewpoint of determining an optimal policy or strategy. Also known as
theory of games. { 'gam ,thé-o-ré}

game tree A tree graph used in the analysis of strategies for a game, in which the
vertices of the graph represent positions in the game, and a given vertex has as
its successors all vertices that can be reached in one move from the given position.
Also known as lookahead tree. { 'gam tré }

gamma distribution A normal distribution whose frequency function involves a gamma
function. Also known as Erlang distribution. { jgam-a ,dis-tra'byii-shon }

gamma function The complex function given by the integral with respect to ¢ from
0 to o of e7'*7!; this function helps determine the general solution of Gauss’
hypergeometric equation. { 'gam-o ,fonk-shon }

gamma random variable A random variable that has a gamma distribution. { jgam-
9 jran-dom 'ver-&-9-bal }

Gaskin’s theorem A theorem in projective geometry which states that if a circle
circumscribes a triangle which is identical with its conjugate triangle with respect
to a given conic, then the tangent to the circle at either of its intersections with
the director circle of the conic is perpendicular to the tangent to the director circle
at the same intersection. { 'gas-kinz  thir-om }

Gauss-Bonnettheorem The theorem that the Euler characteristic of a compact Rieman-
nian surface is 1/(2) times the integral over the surface of the Gaussian curvature.
{ jgaus ba'na ,thir-om }

Gauss-Codazzi equations Equations dealing with the components of the fundamental
tensor and Riemann-Christoffel tensor of a surface. { |gaus ko'dat-sé i, kwa-zhonz }

Gauss’ error curve See normal distribution. { 'gaus 'er-or korv }

Gauss formulas Formulas dealing with the sine and cosine of angles in a spherical
triangle. Also known as Delambre analogies. { 'gaus ,for-myo-1oz }

Gauss’ hypergeometric equation The differential equation, arising in many physical
contexts, x(1 — x)y" + [c — (a + b + Dx]y’ — aby = 0. {'gaus hi-por,jé-o'me-
trik i'kwa-zhon }
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Gaussian complex integers

Gaussian complex integers Complex numbers whose real and imaginary parts are
both integers. {|gau-sé-on jkdm,pleks 'int-o-jorz }

Gaussian curvature The invariant of a surface specified by Gauss’ theorem. Also
known as total curvature. {|gau-sé-oan 'kar-va-char }

Gaussian curve The bell-shaped curve corresponding to a population which has a
normal distribution. Also known as normal curve. {|gau-sé-on 'korv }

Gaussian distribution See normal distribution. { |gau-sé-on dis-tra'byii-shon }

Gaussian elimination A method of solving a system of n linear equations in 7 unknowns,
in which there are first n — 1 steps, the mth step of which consists of subtracting
a multiple of the mth equation from each of the following ones so as to eliminate
one variable, resulting in a triangular set of equations which can be solved by back
substitution, computing the nth variable from the nth equation, the (n — 1)st
variable from the (n — 1)st equation, and so forth. {|gatu-sé-on 9 lim-a'na-shan }

Gaussian integer A complex number whose real and imaginary parts are both ordinary
(real) integers. Also known as complex integer. { gdus-é-on 'int-o-jor }

Gaussian noise See Wiener process. {gau-sé-on 'noiz }

Gaussian reduction A procedure of simplification of the rows of a matrix which is
based upon the notion of solving a system of simultaneous equations. Also known
as Gauss-Jordan elimination. { |gau-sé-an ri'dok-shaon }

Gaussian representation See spherical image. { |gaus-é-on ;rep-ra-zen'ta-shon }

Gauss-Jordan elimination See Gaussian reduction. { |gaus jjord-on 9 lim-o'na-shon }

Gauss’ law of the arithmetic mean The law that a harmonic function can attain its
maximum value only on the boundary of its domain of definition, unless it is a
constant. {'gaus ,10 ov tho ,a-rithjmed-ik 'mén }

Gauss-Legendre rule An approximation technique of definite integrals by a finite
series which uses the zeros and derivatives of the Legendre polynomials. { |gaus
1o'zhdn-dro ril }

Gauss’ mean value theorem The value of a harmonic function at a point in a planar
region is equal to its integral about a circle centered at the point. { 'gaus 'mén
val-yi ,thir-om }

Gauss-Seidel method See Seidel method. { gaus 'zid-al ;meth-od }

Gauss test In an infinite series with general term a,, if a,./a, = 1 — (¥/n) —
[f (n)/n*] where x and \ are greater than 1, and f(n) is a bounded integer function,
then the series converges. { 'gaus test }

Gauss’ theorem 1. The assertion, under certain light restrictions, that the volume
integral through a volume V of the divergence of a vector function is equal to the
surface integral of the exterior normal component of the vector function over the
boundary surface of V. Also known as divergence theorem; Green’s theorem in
space; Ostrogradski’s theorem. 2. At a point on a surface the product of the
principal curvatures is an invariant of the surface, called the Gaussian curvature.
{ 'gaus ,thir-om }

gecd See greatest common divisor.

Gegenbauer polynomials A family of polynomials solving a special case of the Gauss
hypergeometric equation. Also known as ultraspherical polynomials. { 'gag-
on,baur pil-i'no-me-olz }

Gelfond-Schneider theorem The theorem that if @ and b are algebraic numbers, where
a is not equal to 0 or 1, and b is not a rational number, then a’ is a transcendental
number. {gel find 'shnid-or  thir-om }

general continuum hypothesis A generalization of the continuum hypothesis which
asserts that the smallest cardinal number greater than the cardinal number of an
infinite set, S, is the cardinal number of the set of subsets of S. { |jen-ral kon'tin-
yo-wom hi,péth-o-sos }

general integral See general solution. {gen-ral 'int-o-gral }

generalized binomial trials model A product model in which the nth factor model has
two simple events with probabilities p,, and ¢, = 1 — p,. Also known as Poisson
binomial trials model. { 'jen-ro,lizd bino-meé-al 'trilz ,méd-al }
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generalized Euclidean space See inner-product space. { jen-rolizd yiiklid-€-on
'spas }

generalized feasible flow A feasible flow in a generalized s-f network such that the
outflow at any intermediate vertex does not exceed the weight of that vertex.
{ jen'ro lizd ,féz-o-bal 'flo }

generalized function See distribution. { 'jen-rs,lizd 'fogk-shon }

generalized max-flow min-cut theorem The theorem that in a generalized s-t network
the maximum possible flow value of a generalized feasible flow equals the minimum
possible weight of a generalized s-¢t cut. { jen-ro lizd maks,flo min'kat  thir-om }

generalized mean-value theorem See second mean-value theorem. { jjen-ro lizd 'mén
val-yii thir-om }

generalized permutation Any ordering of a finite set of elements that are not necessarily
distinct. { ,jen-ro lizd ,por-myo'ta-shon }

generalized Poincaré conjecture The question as to whether every closed n-manifold
which has the homotopy type of the n-sphere is homeomorphic to the n-sphere.
{ 'jen-ro lizd jpwin-ka,ra kon'jek-chor }

generalized power For a positive number a and an irrational number x, the number
a” defined by the equation a” = ¢"log ¢, where e is the base of the natural logarithms
and log a is taken to that base. { 'jen-rs lizd 'pau-or }

generalized ratio test See d’Alembert’s test for convergence. { jen-rslizd 'ra-sho
test }

generalized s-t cut A set of arcs and vertices in a generalized s-t network such that
any directed path from the source to the terminal includes at least one element
of this set. { jen-rs lizd 'esjté 'kat }

generalized s-t network An s-t network on which is defined a weight function from the
vertices of the network to the nonnegative integers. { jen-rs lizd 'es|té 'net,work }

general solution For an nth-order differential equation, a function of the independent
variables of the equation and of n parameters such that assignment of any numerical
values to the parameters yields a solution to the equation. Also known as general
integral. {}jen-ral sa'lii-shon }

general term The general term of a sequence or series is an expression subscripted
by an integer which determines any desired entry. { jen-ral 'torm }

general topology The branch of topology that studies the relationships between the
basic topological properties that spaces may possess. Also known as point-set
topology. { jen-ral ta'pil-a-jé }

generating function 1. A function g(x,y) corresponding to a family of orthogonal
polynomials fo(x), f1(x), . . ., where a Taylor series expansion of g(x,y) in powers
of y will have the polynomial f,(x) as the coefficient for the term y". 2. A
function, g(y), corresponding to a sequence ay, ay, . .., where g(y) = ag + a,y +
axy® + ---. Also known as ordinary generating function. {'jen-orad-ip ,fopk-
shon }

generator 1. One of the set of elements of an algebraic system such as a group, ring,
or module which determine all other elements when all admissible operations are
performed upon them. 2. See generatrix. { 'jen-o,rad-or }

generatrix The straight line generating a ruled surface. Also known as generator.
{ Jjen-ora-triks }

Genocchi number An integer of the form G, = 2(22* — 1)B,, where B, is the nth
Bernoulli number. { go'nék-& nom-bar }

genus An integer associated to a surface which measures the number of holes in the
surface. {'jé-nos}

geodesic A curve joining two points in a Riemannian manifold which has minimum
length. {|je-ojdes-ik }

geodesic circle The locus of all points on a given surface whose geodesic distance
from a given point on the surface (called the center of the circle) is a given constant.
{ jje-ojdes-ik 'sor-kal }

geodesic curvature For a point on a curve lying on a surface, the curvature of the
orthogonal projection of the curve onto the tangent plane to the surface at the
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point; it measures the departure of the curve from a geodesic. Also known as
tangential curvature. {}jé-ojdes-ik 'karv-a-char }

geodesic distance For two points in a Riemannian manifold, the length of a geodesic
connecting them. { }jé-o|des-ik 'di-stons }

geodesic ellipse The locus of all points on a given surface at which the sum of geodesic
distances from a fixed pair of points is a constant. { jé-ojdes-ik i'lips }

geodesic hyperbola The locus of all points on a given surface at which the difference
between the geodesic distances to two fixed points is a constant. { jjé-o/des-ik
hi'por-ba-lo }

geodesic line The shortest line between two points on a mathematically derived
surface. {}jé-odes-ik 'lin }

geodesic parallels Two curves on a given surface such that the lengths of geodesics
between the curves that intersect both curves orthogonally is a constant. { |jé-
9ides-ik 'par-9,lelz }

geodesic parameters Coordinates u and v of a surface such that the curves obtained
by setting u equal to various constants form a family of geodesic parallels, while
the curves obtained by setting v equal to various constants form the corresponding
orthogonal family, of length u; — u; between the points (u;,v) and (us,v). {jé-
9jdes-ik po'ram-od-orz }

geodesic polar coordinates Coordinates u and v of a surface such that the curves
obtained by setting u equal to various constants are geodesic circles with a common
center P and geodesic radius «, and the curves obtained by setting v equal to
various constants are geodesics passing through P such that v, is the angle between
the tangents at P to the linesv = 0 and v = v,. { }jé-9|des-ik |pol-ar ko'ord-a-nats }

geodesic radius For a geodesic circle on a surface, the geodesic distance from the
center of a circle to the points on the circle. {}jé-ojdes-ik 'rad-&-os }

geodesic torsion 1. For a given point on a surface and a given direction, the torsion
of the geodesic on the surface through the point and in the given direction.
2. For a given curve on a surface at a given point, the torsion of the geodesic
through the point in the same direction as the given curve. { }jé-sjdes-ik 'tor-shon }

geodesic triangle The figure formed by three geodesics joining three points on a given
surface. {jé-ojdes-ik 'tr1,ap-gol }

geodetic triangle See spheroidal triangle. { |jé-ojded-ik 'trT,an-gal }

geometric average See geometric mean. { }jé-ome-trik 'av-rij }

geometric complex See simplicial complex. { ,jé-o,me-trik 'kdm,pleks }

geometric distribution A discrete probability distribution whose probability function
is given by the equation P(x) = p(1 — p)*~! for x any positive integer, p(x) = 0
otherwise, when 0 = p = 1; the mean is 1/p. { jé-ojme-trik ,dis-tra'byii-shaon }

geometric duals Two polyhedra such that the vertices of one are in unique correspon-
dence with the faces of the other. { jé-o,me-trik 'diilz }

geometric mean The geometric mean of n given quantities is the nth root of their
product. Also known as geometric average. { jé-ojme-trik 'meén }

geometric moment of inertia The geometric moment of inertia of a plane figure about
an axis in or perpendicular to the plane is the integral over the area of the figure
of the square of the distance from the axis. Also known as second moment of
area. {,jé-ome-trik jmo-maont av i'nar-sha }

geometric number theory The branch of number theory studying relationships among
numbers by examining the geometric properties of ordered pair sets of such num-
bers. {jé-ojme-trik 'mnom-bar ,thé-o-ré }

geometric progression A sequence which has the form a, ar, ar®, ar®, . ... {lje-o'me-
trik pro'gresh-on }

geometric sequence A sequence in which the ratio of a term to its predecessor is the
same for one term as for any other. { jé-o,me-trik 'sé-kwons }

geometric series An infinite series of the form a + ar + ar> + ar® + ---. {lje-o'me-
trik 'sir-ez }

geometry The qualitative study of shape and size. {jé'dm-o-tré }

Gershgorin’s method A method of obtaining bounds on the eigenvalue of a matrix,
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based on the fact that the absolute value of any eigenvalue is equal to or less than
the maximum over the rows of the matrix of the sum of the absolute values of
the entries in a row, and is also equal to or less than the maximum over the
columns of the matrix of the sum of the absolute values of the entries in a column.
{ gorsh'gor-onz meth-od }

gibbous Bounded by convex curves. { 'jib-os}

Gibbs’ phenomenon A convergence phenomenon occurring when a function with a
discontinuity is approximated by a finite number of terms from a Fourier series.
{ 'gibz fo,ndm-9 nin }

Gibrat’s distribution The distribution of a variable whose logarithm has a normal
distribution. { zhé'bréz di-stra'byti-shon }

give-and-take lines Straight lines which are used to approximate the boundary of an
irregular, curvilinear figure for the purpose of approximating its area; they are
placed so that small portions excluded from the area under consideration are
balanced by other small portions outside the boundary. ({ |giv on 'tak |linz }

Givens’s method A transformation method for finding the eigenvalues of a matrix, in
which each of the orthogonal transformations that reduce the original matrix to
atriple-diagonal matrix makes one pair of elements, a;; and a;, lying off the principal
diagonal and the diagonals immediately above and below it, equal to zero, without
affecting zeros obtained earlier. {'giv-on-zoz ;meth-ad }

given-year method See Paasche’s index. {|giv-on 'yir meth-od }

glb See greatest lower bound.

glisette A curve, such as Watt’s curve, traced out by a point attached to a curve which
moves so that it always touches two fixed curves, or the envelope of any line or
curve attached to the moving curve. { gli'set }

Glivenko-Cantelli lemma The empirical distribution functions of a random variable
converge uniformly in probability to the distribution function of the random vari-
able. { gli'ven-ko kan'tel-€ 'lem-o }

global property A property of an object (such as a space, function, curve, or surface)
whose specification requires consideration of the entire object, rather than merely
the neighborhoods of certain points. { |glo-bal 'priap-ord-¢ }

gnomon A geometric figure formed by removing from a parallelogram a similar parallel-
ogram that contains one of its corners. { 'né-mon }

Godel numbering See arithmetization. { 'gord-ol nom-ba-rip }

Godel’s proof Any formal arithmetical system is incomplete in the sense that, given
any consistent set of arithmetical axioms, there are true statements in the resulting
arithmetical system that cannot be derived from these axioms. { 'gord-slz 'priif }

Godel’s second theorem The theorem that any formal arithmetical system is incom-
plete in the sense that, if it is consistent, it cannot prove its own consistency.
{ 1gard-alz ,sek-ond 'thir-om }

Goldbach conjecture The unestablished conjecture that every even number except
the number 2 is the sum of two primes. { 'gol,bik kop,jek-char }

golden mean See golden section. { ,g6ld-on 'mén }

golden ratio See golden section. { ,gold-on 'ra-sho }

golden rectangle A rectangle that can be divided into a square and another rectangle
similar to itself; its sides have the ratio (1+\/5)/2A { ,gol-don 'rek,tan-gal }

golden section The division of a line so that the ratio of the whole line to the larger
interval equals the ratio of the larger interval to the smaller. Also known as
divine proportion; extreme and mean ratio; golden mean; golden ratio. { 'gol-don
'sek-shan }

Gompertz curve A curve similar to the exponential curve except that the constant a
is raised to the b* power instead of the x power; used in fitting a trend line to a
nonlinear time series. { 'gdm,parts korv }

gon See grade. { géin }

goodness of fit The degree to which the observed frequencies of occurrence of events
in an experiment correspond to the probabilities in a model of the experiment.
Also known as best fit. { gud-nas ov 'fit }
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googol A name for 10 to the power 100. { 'gi,gol }

googolplex A name for 10 to the power googol. { 'gii,gol,pleks }

grade A unit of plane angle, equal to 0.01 right angle, or 7/200 radians, or 0.9°. Also
known as gon. { grad }

graded Lie algebra A generalization of a Lie algebra in which both commutators and
anticommutators occur. { grad-ad |lé 'al-jo-bro }

gradient A vector obtained from a real function f(xy, @y, . . ., x,) whose components
are the partial derivatives of f; this measures the maximum rate of change of f in
a given direction. { 'grad-é-ont }

gradient method A finite iterative procedure for solving a system of n equations in n
unknowns. { 'grad-é-ont ,meth-ad }

gradient projection method Computational method used in nonlinear programming
when constraint functions are linear. { 'grad-é-ont pra'jek-shon meth-ad }

Graeffe’s method A method of solving algebraic equations by means of squaring the
exponents and making appropriate substitutions. { 'gref-oz ;meth-ad }

Gram determinant The Gram determinant of vectors vy, . . ., v,, from an inner product
space is the determinant of the n X n matrix with the inner product of v; and v;
as entry in the ¢th column and jth row; its vanishing is a necessary and sufficient
condition for linear dependence. {'gram di'torm-o-nont }

Gram-Schmidt orthogonalization process A process by which an orthogonal set of
vectors is obtained from a linearly independent set of vectors in an inner product
space. {gram 'shmit ,orjthig-on-ol-0'za-shon ,pris-os }

Gram’s theorem A set of vectors are linearly dependent if and only if their Gram
determinant vanishes. { 'gramz thir-om }

graph 1. The planar object, formed from points and line segments between them, used
in the study of circuits and networks. 2. The graph of a function f" is the set of
all ordered pairs [x,f(x)], where x is in the domain of f. 3. The set of all
points that satisfy a particular equation, inequality, or system of equations or
inequalities. 4. See graphical representation. { graf }

graph component A particular type of maximal connected subgraph of a graph. { 'graf
kom'po-nont }

graphical analysis The study of interdependent phenomena by analyzing graphical
representations. { graf-a-kal o'nal-9-sas }

graphical representation The plot of the points in the plane which constitute the
graph of a given real function or a pictorial diagram depicting interdependence of
variables. Also known as graph. { graf-o-kol rep-ro-zen'ta-shon }

graphical vector A finite, nonincreasing sequence of nonnegative integers that is the
degree vector of some simple graph. { graf-o-kal 'vek-tor }

graph theory 1. The mathematical study of the structure of graphs and networks.
2. The body of techniques used in graphing functions in the plane. { 'graf ,thé-o-ré }

Grassmann algebra See exterior algebra. { 'grés-mon ,al-jo-bro }

Grassmannian See Grassmann manifold. { |grasjman-€-on }

Grassmann manifold The differentiable manifold whose points are all k-dimensional
planes passing through the origin in n-dimensional Euclidean space. Also known
as Grassmannian. { 'gris-mon 'man-9,fold }

great circle The circle on the two-sphere produced by a plane passing through the
center of the sphere. { 'grat |sor-kol }

greatest common divisor The greatest common divisor of integers n;, n, ..., 7 is
the largest of all integers that divide each n;. Abbreviated gcd. Also known as
highest common factor (hcf). {'grad-ost jkdm-on di'viz-or }

greatest lower bound The greatest lower bound of a set of numbers S is the largest
number among the lower bounds of S. Abbreviated glb. Also known as infimum
(inf). { 'grad-ost 16-or 'baund }

greatest-lower-bound axiom The statement that any set of real numbers that has a
lower bound also has a greatest lower bound. { |grad-ost 16-or,baund 'ak-sé-om }
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Gutschoven’s curve

Greco-Latin square An arrangement of combinations of two sets of letters (one set
Greek, the other Roman) in a square array, in such a way that no letter occurs
more than once in the array. Also known as orthogonal Latin square. {|grek-
ojlat-on 'skwer }

Green’s dyadic A vector operator which plays a role analogous to a Green’s function
in a partial differential equation expressed in terms of vectors. { 'grénz di'ad-ik }

Green’s function A function, associated with a given boundary value problem, which
appears as an integrand for an integral representation of the solution to the problem.
{ 'grénz fopk-shon }

Green'’s identities Formulas, obtained from Green’s theorem, which relate the volume
integral of a function and its gradient to a surface integral of the function and its
partial derivatives. { 'grénz i'den-o,déz }

Green’s theorem Under certain general conditions, an integral along a closed curve
C involving the sum of functions P(x,y) and Q(x,y) is equal to a surface integral,
over the region D enclosed by C, of the partial derivatives of P and @; namely,
J Pdr +Qdy = JJ (ﬁ - ﬁ)) dx dy. {'grénz thir-om }

c p \ 0¥ oy

Green’s theorem in space See Gauss’ theorem. { grénz thir-om in 'spas }

Gregory formula A formula used in the numerical evaluation of integrals derived from
the Newton formula. { 'greg-o-ré for-myo-lo}

gross errors Errors that occur when a measurement process is subject occasionally
to large inaccuracies. {|gros 'er-orz }

group A set G with an associative binary operation where g, - g, always exists and
is an element of G, each g has an inverse element g, and G contains an identity
element. { griip }

groupoid A set having a binary relation everywhere defined. { 'grii,poid }

group theory The study of the structure of groups which especially deals with the
classification of finite groups. { 'griip ,thé-o-ré}

group without small subgroups A topological group in which there is a neighborhood
of the identity element that contains no subgroup other than the subgroup consisting
of the identity element alone. { griip with aut ,smol 'sab griips }

growth index For a function of bounded growth f, the smallest real number a such
that for some positive real constant M the quantity Me®" is greater than the absolute
value of f(x) for all positive x; for a function that is not of bounded growth, the
quantity + o. {'groth in,deks }

G space A topological space X together with a topological group G and a continuous
function on the Cartesian product of X and G to X such that if the values of this
function at (,9) are denoted by xg, then x(g,9>) = (xg,)g> and xe = x where e is
the identity in G and g,,9, are elements in G. {'jé ,spas }

Gudermannian The function y of the variable x satisfying tan y = sinh x or
sin y = tanh x; written gdx. {'giid-or,mén-é-on }

Gutschoven’s curve See kappa curve. { 'giit,sho-fonz korv }
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Haar measure A measure on the Borel subsets of a locally compact topological group
whose value on a Borel subset U is unchanged if every member of U is multiplied
by a fixed element of the group. { 'hir mezh-or}

Hadamard’s conjecture The conjecture that any partial differential equation that is
essentially different from the wave equation fails to satisfy Huygens’ principle.
{ 'had-o,mirdz kon'jek-chor }

Hadamard’s inequality An inequality that gives an upper bound for the square of the
absolute value of the determinant of a matrix in terms of the squares of the matrix
entries; the upper bound is the product, over the rows of the matrix, of the sum
of the squares of the absolute values of the entries in a row. { 'had-9,mérdz ,in-
okwil-ad-€ }

Hadamard’s three-circle theorem The theorem that if the complex function f(z) is
analytic in the ring a < |2| < b, and if m(r) denotes the maximum value of |f(2)|
on the circle |2| = r with a < r < b, then log m(7) is a convex function of log r.
{ 'had-o,mérdz thré ;sor-kal 'thir-om }

Hahn-Banach extension theorem The theorem that every continuous linear functional
defined on a subspace or linear manifold in a normed linear space X may be
extended to a continuous linear functional defined on all of X. { han ban-dk
ek'sten-chon thir-om }

Hahn decomposition The Hahn decomposition of a measurable space X with signed
measure m consists of two disjoint subsets A and B of X such that the union of
A and B equals X, A is positive with respect to m, and B is negative with respect
to m. {héan dé kim-pa'zish-on }

half-angle formulas In trigonometry, formulas that express the trigonometric functions
of half an angle in terms of trigonometric functions of the angle. { 'haf ,an-gol
[for-myo-loz }

half line See ray. { 'haf ]lin }

half plane The portion of a plane lying on one side of some line in the plane; in
particular, all points of the complex plane either above or below the real axis.
{ 'haf jplan }

half-side formulas In trigonometry, formulas that express the tangents of one-half of
each of the sides of a spherical triangle in terms of its angles. { 'haf sid  for-
mya-loz }

half space A space bounded only by an infinite plane. { 'haf spas }

half-width For a function which has a maximum and falls off rapidly on either side
of the maximum, the difference between the two values of the independent variable
for which the dependent variable has one-half its maximum value. { 'haf jwidth }

Hall’'s theorem See marriage theorem. { 'holz ,thir-om }

Hamel basis For a normed space, a collection of vectors with every finite subset
linearly independent, while any vector of the space is a linear combination of at
most countably many vectors from this subset. { 'ham-al ba-sas }

Hamilton-Cayley theorem See Cayley-Hamilton theorem. { 'ham-ol-ton 'ka-lé thir-
om }

Hamiltonian circuit See Hamiltonian path. { ham-ol,t6-né-on 'sor-kot }

Hamiltonian cycle See Hamiltonian path. { ham-21't6-né-on ,si-kal }
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Hamiltonian graph

Hamiltonian graph A graph which has a Hamiltonian path. { ham-ol't6-né-on graf }

Hamiltonian path A path along the edges of a graph that traverses every vertex exactly
once and terminates at its starting point. Also known as Hamiltonian circuit;
Hamiltonian cycle. { /ham-al'to6-né-on ,path }

Hamilton-Jacobi equation A particular partial differential equation useful in studying
certain systems of ordinary equations arising in the calculus of variations, dynamics,
and optics: H(qy, - - . , @, 0$/0qy, . . ., IP/Iq,, ) + dd/dt = 0, where qy, . . . , g, are
generalized coordinates, ¢ is the time coordinate, H is the Hamiltonian function, and
¢ is a function that generates a transformation by means of which the generalized
coordinates and momenta may be expressed in terms of new generalized coordi-
nates and momenta which are constants of motion. {'ham-al-ton jo'ko-bé
i,kwa-zhon }

Hamilton-Jacobi theory The study of the solutions of the Hamilton-Jacobi equation
and the information they provide concerning solutions of the related systems of
ordinary differential equations. { 'ham-ol-ton jo'ko-bé ,thé-o-ré }

ham sandwich 1. The theorem that if the functions f and ~ have the same limit L,
and if the value of a third function g is greater to or equal than that of f and less
than or equal to than that of h for all values of the independent variable, then g
also has the limit L. 2. The theorem that there is a plane that cuts each of
three bounded, connected, open sets in space into two sets of equal volume.
{ }ham 'san,wich }

handshaking lemma The result that the sum of the degrees of a graph is twice the
number of its edges. { 'han,shak-ip lem-o}

Hankel functions The Bessel functions of the third kind, occurring frequently in physical
studies. { 'hidpk-ol ,fogk-shonz }

Hankel transform The Hankel transform of order m of a real function f(¢) is the
function F(s) given by the integral from 0 to « of f(¢)tJ,,(st)dt, where J,, denotes
the mth-order Bessel function. Also known as Bessel transform; Fourier-Bessel
transform. { 'hapgk-al tranz form }

harmonic A solution of Laplace’s equation which is separable in a specified coordinate
system. { hir'mén-ik }

harmonic analysis A study of functions by attempting to represent them as infinite
series or integrals which involve functions from some particular well-understood
family; it subsumes studying a function via its Fourier series. { hir'man-ik o'nal-
9898 }

harmonic average See harmonic mean. { hir min-ik 'av-rij }

harmonic conjugates 1. Two points, P; and Py, that are collinear with two given points,
P; and P,, such that Pj lies in the line segment PP, while P, lies outside it, and,
if &y, x5, x5, and x, are the abscissas of the points, (x5 — x)/(x3 — ) =
—(xy — 2)/(xy — 23). 2. A pair of harmonic functions, » and v, such that
u + v is an analytic function, or, equivalently, u and v satisfy the Cauchy-Riemann
equations. { hiar'min-ik 'kin-jo-gots }

harmonic division The division of a line segment externally and internally in the same
ratio; that is, the division of a line segment by the harmonic conjugates of its end
points. { hiar'mén-ik di'vizh-on }

harmonic function 1. A function of two real variables which is a solution of Laplace’s
equation in two variables. 2. A function of three real variables which is a solution
of Laplace’s equation in three variables. { hir'mén-ik 'fogk-shon }

harmonic mean For n positive numbers x;, &y, ..., 2, their harmonic mean is the
number n/(1/xy + 1/xy + -+ + lx,). Also known asharmonic average. { hir'mén-
ik 'mén }

harmonic measure Let D be a domain in the complex plane bounded by a finite number
of Jordan curves I'; and let I" be the disjoint union of a and 8, where « and (3 are
Jordan arcs; the harmonic measure of a with respect to D is the harmonic function
on D which assumes the value 1 on « and the value 0 on 3. { hirjmin-ik 'mezh-or }

harmonic pencil The configuration of four lines, passing through a single point, such
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that any line that is not parallel to one of the four cuts the four lines at points
which are harmonic conjugates. { hiarmén-ik 'pen-sal }

harmonic progression A sequence of numbers whose reciprocals form an arithmetic
progression. Also known as harmonic sequence. { hir'mén-ik pra'gresh-on }

harmonic range The configuration of four collinear points which are harmonic conju-
gates. { hidrjmin-ik 'ranj }

harmonic ratio A cross ratio that is equal to —1. { hiarméin-ik 'ra-sho }

harmonic sequence See harmonic progression. { hir,méin-ik 'sé-kwons }

harmonic series A series whose terms form a harmonic progression. { hirmén-
ik 'sir,ez }

Harnack’s first convergence theorem The theorem that if a sequence of functions
harmonic in a common domain of three-dimensional space and continuous on the
boundary of the domain converges uniformly on the boundary, then it converges
uniformly in the domain to a function which is itself harmonic; the sequence of
any partial derivative of the functions in the original sequence converges uniformly
to the corresponding partial derivative of the limit function in every closed subre-
gion of the domain. { 'hidr-naks forst kon'vor-jons thir-om }

Harnack’s second convergence theorem The theorem that if a sequence of functions
is harmonic in a common domain of three-dimensional space and their values are
monotonically decreasing at any point in the domain, then convergence of the
sequence at any point in the domain implies uniform convergence of the sequence
in every closed subregion of the domain to a function which is itself harmonic.
{ 'hér-naks jsek-ond kon'var-jons thir-om }

Hartley transform An analog of the Fourier transform for finite, real-valued data sets;
for a function f defined at N data values, 0, 1, 2, ..., N — 1, the Hartley transform
is a function, F; also defined on the set (0, 1, 2, ..., N — 1), whose value at n is
the sum over the variable 7, from 0 through N — 1, of the quantity N~f(»)
cas (2mnr/N), where cas 6 = cos 6 + sin 6. { }

Hasse diagram A representation of a partially ordered set as a directed graph, in
which elements of the set are represented by vertices of the graph, and there is
a directed arc from «x to y if and only if y covers x. { 'hds-o ,di-o,gram }

Hausdorff maximal principle The principle that every partially ordered set has a linearly
ordered subset S which is maximal in the sense that S is not a proper subset of
another linearly ordered subset. { 'haus-dorf 'mak-so-mol ,prin-so-pal }

Hausdorff paradox The theorem that a sphere can be represented as the union of four
disjoint sets, A, B, C, and D, where D is a countable set, and A is congruent to
each of the three sets B, C, and the union of B and C. { 'haus,dorf ,par-o,diks }

Hausdorff space A topological space where each pair of distinct points can be enclosed
in disjoint open neighborhoods. Also known as T, space. { 'haus-dorf ,spas }

hav See haversine.

haversine The haversine of an angle A is half of the versine of A, or is Y/5(1 — cos A).
Abbreviated hav. { 'ha-vor,sin }

hcf See greatest common divisor.

Heaviside calculus A type of operational calculus that is used to completely analyze a
linear dynamical system which represents some vibrating physical system. { 'hev-
é,sid kal-kyo-los }

Heaviside’s expansion theorem A theorem providing an infinite series representation
for the inverse Laplace transforms of functions of a particular type. { 'hev-€,sidz
ik'span-chon thir-om }

Heaviside unit function The real function f(x) whose value is 0 if x is negative and
whose value is 1 otherwise. { 'hev-ésid "yii-nat |fopk-shon }

hei function A function that is expressed in terms of Hankel functions in a manner
similar to that in which the bei function is expressed in terms of Bessel functions.
{ 'h1 fopk-shon }

height 1. The perpendicular distance between horizontal lines or planes passing through
the top and bottom of an object. 2. The height of a rational number q is the
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Heine-Borel theorem

maximum of |m| and |n| , where m and n are relatively prime integers such that
q=m/m. {hit}

Heine-Borel theorem The theorem that the only compact subsets of the real line are
those which are closed and bounded. { 'hi-no bo'rel  thir-om }

helical Pertaining to a cylindrical spiral, for example, a screw thread. { 'hel-o-kal }

helicoid A surface generated by a curve which is rotated about a straight line and
also is translated in the direction of the line at a rate that is a constant multiple
of its rate of rotation. { 'hel-9 koid }

helix A curve traced on a cylindrical or conical surface where all points of the surface
are cut at the same angle. { 'hé liks }

helix angle The constant angle between the tangent to a helix and a generator of the
cylinder upon which the helix lies. { 'hé liks ,an-gal }

Helly’s theorem The theorem that there is a point that belongs to each member of a
collection of bounded closed convex sets in an n-dimensional Euclidean space if
the collection has at least n + 1 members and any n + 1 members of the collection
have a common point. { 'hel-éz ,thir-om }

Helmholtz equation A partial differential equation obtained by setting the Laplacian
of a function equal to the function multiplied by a negative constant. { 'helm holts
i,kwa-zhon }

Helmholtz’s theorem The theorem determining a general class of vector fields as being
everywhere expressible as the sum of an irrotational vector with a divergence-free
vector. { 'helm holt-soz thir-om }

hemicycle A curve in the form of a semicircle. { 'he-mé si-kal }

hemisphere One of the two pieces of a sphere divided by a great circle. { 'he-mé sfir }

hemispheroid One of the halves into which a spheroid is divided by a plane of symmetry.
{ he-me'sfir,0id }

heptahedron A polyhedron with seven faces. { hep-to'hé-dron }

heptagon A seven-sided polygon. { 'hep-to,gén }

heptakaidecagon A polygon with 17 sides. { hep-to ki'dek-o,gén }

heptomino One of the 108 plane figures that can be formed by joining seven unit
squares along their sides. { hep'tim-o,no }

her function A function that is expressed in terms of Hankel functions in a manner
similar to that in which the ber function is expressed in terms of Bessel functions.
{ 'her ,fopk-shon }

Hermite polynomials A family of orthogonal polynomials which arise as solutions to
Hermite’s differential equation, a particular case of the hypergeometric differential
equation. { er'mét ,pil-o'no-me-alz }

Hermite’s differential equation A particular case of the hypergeometric equation; it
has the form w" — 2zw’ + 2nw = 0, where n is an integer. { er'méts dif-ojren-
chol i'kwa-zhon }

Hermitian conjugate For a matrix A, the transpose of the complex conjugate of A.
Also known as adjoint; associate matrix. { er'mish-on 'kéin-jo-got }

Hermitian conjugate operator See adjoint operator. {er'mish-on 'kin-jo-got 'dp-
o,rad-or }

Hermitian form 1. A polynomial in n real or complex variables where the matrix
constructed from its coefficients is Hermitian. 2. More generally, a sesquilinear
form g such that g(x,y) = g(y,x) for all values of the independent variables x and
y, where g(x,y) is the image of g(x,y) under the automorphism of the underlying
ring. { er'mish-on 'form }

Hermitian inner product See inner product. { er'mish-on 'in-or jprad-okt }

Hermitian kernel A kernel K(x,t) of an integral transformation or integral equation is
Hermitian if K(x,t) equals its adjoint kernel, K*(¢,x). { er'mish-on 'kor-nal }

Hermitian matrix A matrix which equals its conjugate transpose matrix, that is, is self-
adjoint. { er'mish-on 'ma-triks }

Hermitian operator A linear operator A on vectors in a Hilbert space, such that if x
and y are in the range of A then the inner products (Ax,y) and (x,Ay) are equal.
{ er'mish-on 'dp-o rad-or }
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Hindu-Arabic numerals

Hermitian scalar product See inner product. { er'mish-an 'skal-or |prad-okt }
Hermitian space See inner product space. { er'mish-on 'spas }

hermit point See isolated point. { 'hor-mit ,point }

Heron’s formula See Hero’s formula. { 'her-onz ,for-myo-lo }

Hero’s formula A formula expressing the area of a triangle in terms of the sides a, b,

and ¢ as /s(s —a) (s — b) (s — ¢) where s = (1/2)(a + b + ¢) Also known as
Heron’s formula. { 'hir-6z for-mya-lo }

Hesse’s theorem A theorem in projective geometry which states that, from the three
pairs of lines containing the two pairs of opposite sides and the diagonals of a
quadrilateral, if any two pairs are conjugate lines with respect to a given conic,
then so is the third. { 'hes-oz ,thir-om }

Hessian For a function f(xy, ..., x,) of n real variables, the real-valued function of
(@1, ..., x,) given by the determinant of the matrix with entry 9%f/dx;0x; in the
ith row and jth column; used for analyzing critical points. { 'hesh-on }

heterogeneous Pertaining to quantities having different degrees or dimensions.
{ hed-o'rédj-o-nos }

heuristic method A method of solving a problem in which one tries each of several
approaches or methods and evaluates progress toward a solution after each attempt.
{ hyu'ris-tik 'meth-ad }

hexadecimal Pertaining to a number system using the base 16.  Also known as sexade-
cimal. { hek-so'des'mol }

hexadecimal number system A digital system based on powers of 16, as compared
with the use of powers of 10 in the decimal number system. Also known as
sexadecimal number system. { hek-so'des-mol 'nom-bor sis-tom }

hexafoil A multifoil consisting of six congruent arcs of a circle arranged around a
regular hexagon. { 'hek-so foil }

hexagon A six-sided polygon. { 'hek-so,gin }

hexahedron A polyhedron with six faces. { hek-so'hé-dron }

hexomino One of the 35 plane figures that can be formed by joining six unit squares
along their sides. { hek'sdm-o,no }

hidden Markov model A finite-state machine that is also a doubly stochastic process
involving at least two levels of uncertainty: a random process associated with each
state, and a Markov chain, which characterizes the probabilistic relationship among
the states in terms of how likely one state is to follow another. { hid-on 'mér-
kof méid-al }

higher plane curve Any algebraic curve whose degree exceeds 2. { 'hi-or ,plan |korv }

highest common factor See greatest common divisor. { 'hi-ost 'kdm-on 'fak-tor }

Hilbert cube The topological space which is the Cartesian product of a countable
number of copies of I, the unit interval. { 'hil-bort kytib }

Hilbert parallelotope 1. A subset of an infinite-dimensional Hilbert space with coordi-
nates xy, X, . .., for which the absolute value of x,, is equal to or less that (1/2)"
for each n. 2. The subset of this space for which the absolute value of x, is
equal to or less that 1/n for each n. { 'hil-bort ,par-o'lel-9,top }

Hilbert-Schmidt theory A body of theorems which investigates the kernel of an integral
equation via its eigenfunctions, and then applies these functions to help determine
solutions of the equation. { jhil-bart 'shmit ,thé-o-ré }

Hilbert space A Banach space which also is an inner-product space with the inner
product of a vector with itself being the same as the square of the norm of the
vector. { 'hil-bart |spas }

Hilbert’s theorem The proposition that the ring of polynomials with coefficients in a
commutative Noetherian ring is itself a Noetherian ring. { 'hil,borts ,thir-om }
Hilbert transform The transform F(y) of a function f(x) realized by taking the Cauchy
principal value of the integral over the real numbers of (1/m) f(x)[1/(x—y)] dx.

{ 'hil-bart jtranz,form }

hill-climbing Any numerical procedure for finding the maximum or maxima of a
function. { 'hil klim-ip }

Hindu-Arabic numerals See arabic numerals. { thin-dii jar-o-bik 'niim-ralz }
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hippopede

hippopede A plane curve whose equation in polar coordinates » and 6 is
72 = 4b (a — b sin® ), where a and b are positive constants. Also known as horse
fetter. { 'hip-o,péd }

histogram A graphical representation of a distribution function by means of rectangles
whose widths represent intervals into which the range of observed values is divided
and whose heights represent the number of observations occurring in each interval.
{ 'his-to,gram }

Hitchcock transportation problem The problem in linear programming of minimizing
the cost of moving ships between two configurations in both of which there is a
specified number of ships in each of a finite number of ports, when the costs of
moving one ship from each of the ports in the first configuration to each of the
ports in the second are specified. { thich kik tranz-por'ta-shon prib-lom }

Hjelmslev plane See affine Hjelmslev plane. { 'hyelm,slev plan }

Hodge conjecture The 2p-dimensional rational cohomology classes in an n-dimensional
algebraic manifold M which are carried by algebraic cycles are those with dual
cohomology classes representable by differential forms of bidegree (n — p,
n — p) on M. {'hij kon,jek-chor }

Hélder condition 1. A function f(x) satisfies the Holder condition in a neighborhood
of a point x, if |[f(x) — f(xe)| = c|(x — x0)|", where ¢ and n are constants. 2. A
function f(x) satisfies a Holder condition in an interval or in a region of the plane
if [f(@) — f()| = c|lx — y|" for all x and y in the interval or region, where ¢ and
n are constants. { 'hel-dor kon dish-on }

Hélder’s inequality Generalization of the Schwarz inequality: for real functions
[f @)g@)dr| = (JIf @)rda) - ([]g(@)|*da)"s where Up + 1/q = 1. { 'hel-dorz
Jin-i'kwél-od-€ }

Hélder summation A method of attributing a sum to certain divergent series in which
a new series is formed, each of whose partial sums is the average of the first n
partial sums of the original series, and this process is repeated until a stage is
reached where the limit of this average exists. { 'hel-dor so,ma-shon }

holomorphic function See analytic function. { jhél-6;mor-fik 'fapk-shon }

homeomorphic spaces Two topological spaces with a homeomorphism existing
between them; intuitively one can be obtained from the other by stretching, twisting,
or shrinking. { ho-mé-oymor-fik 'spas-oz }

homeomorphism A continuous map between topological spaces which is one-to-one,
onto, and its inverse function is continuous. Also known as bicontinuous function;
topological mapping. { ho-mé-o;mor,fiz-om }

homogeneity Equality of the distribution functions of several populations. { ho-mo-
jo'né-od-e}

homogeneous Pertaining to a group of mathematical symbols of uniform dimensions
or degree. { hd-mo'jé-ne-os}

homogeneous coordinates To a point in the plane with Cartesian coordinates (x,y)
there corresponds the homogeneous coordinates (x;,2»,23), where x/x3 = &,
Xs/x3 = y; any polynomial equation in Cartesian coordinates becomes homogeneous
if a change into these coordinates is made. { hd-mo'jé-né-os ko'ord-on-ats }

homogeneous differential equation A differential equation where every scalar multiple
of a solution is also a solution. { hi-ma'je-né-as ,dif-o'ren-chal i, kwa-zhon }

homogeneous equation An equation that can be rewritten into the form having zero
on one side of the equal sign and a homogeneous function of all the variables on

the other side. { /hid-ma'jé-né-os i'kwa-zhaon }
homogeneous function A real function f(x;, s, ..., x,) is homogeneous of degree
rif f(ax,, axy, ..., ax,) = d'f(xy, X ..., x,) for every real number a. { hi-

mo'jé-né-os 'fopk-shon }
homogeneous integral equation An integral equation where every scalar multiple of
a solution is also a solution. { hd-ma'jé-né-os 'int-o-gral i kwa-zhon }
homogeneous polynomial A polynomial all of whose terms have the same total degree;
equivalently it is a homogenous function of the variables involved. { hi-ma'jée-
né-as pil-o'no-me-al }
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Hughes plane

homogeneous space A topological space having a group of transformations acting
upon it, that is, a transformation group, where for any two points x and y some
transformation from the group will send x to y. { hd-mo'jé-né-os 'spas }

homogeneous transformation See linear transformation. { hid-mo'jé-né-os tranz-
for'ma-shon }

homographic transformations See Mobius transformations. { jhd-mo,graf-ik tranz-
for'ma-shonz }

homological algebra The study of the structure of modules, particularly by means of
exact sequences; it has application to the study of a topological space via its
homology groups. { hid-mojl4j-a-kal 'al-jo-bro }

homology group Associated to a topological space X, one of a sequence of Abelian
groups H,(X) that reflect how n-dimensional simplicial complexes can be used to
fill up X and also help determine the presence of n-dimensional holes appearing
in X. Also known as Betti group. { ho'mél-o-jé griip }

homology theory Theory attempting to compare topological spaces and investigate
their structures by determining the algebraic nature and interrelationships
appearing in the various homology groups. {ha'miil-a-jé ,thé-o-ré }

homomorphism A function between two algebraic systems of the same type which
preserves the algebraic operations. { hd-mo'mor, fiz-om }

homoscedastic 1. Pertaining to two or more distributions whose variances are equal.
2. Pertaining to a variate in a bivariate distribution whose variance is the same for
all values of the other variate. { hd-mo-skojdas-tik }

homothetic center The fixed point through which pass lines joining corresponding
points of homothetic figures. Also known as center of similitude; ray center.
{ hidm-9,thed-ik 'sen-tor }

homothetic curves For a given point, a set of curves such that any straight line through
the point intersects all the curves in the set at the same angle. {him-9,thed-
ik 'korvz }

homothetic figures Similar figures which are placed so that lines joining corresponding
points pass through a common point and are divided in a constant ratio by this
point. Also known as radially related figures. ({ him-o thed-ik 'fig-yorz }

homothetic ratio See ratio of similitude. { ho-mojthed-ik 'ra-sho }

homothetic transformation A transformation that leaves the origin of coordinates fixed
and multiplies the distance between any two points by the same fixed constant.
Also known as transformation of similitude. { jhim-9,thed-ik ,tranz-for'ma-shon }

homotopy Between two mappings of the same topological spaces, a continuous func-
tion representing how, in a step-by-step fashion, the image of one mapping can be
continuously deformed onto the image of the other. {ho'méad-o-pé }

homotopy groups Associated to a topological space X, the groups appearing for each
positive integer n, which reflect the number of different ways (up to homotopy)
than an n-dimensional sphere may be mapped to X. { ho'mid-o-pé ,griips }

homotopy theory The study of the topological structure of a space by examining the
algebraic properties of its various homotopy groups. {ho'méd-o-pé ,thé-o-ré }

horn angle A geometric figure formed by two tangent plane curves that lie on the
same side of their mutual tangent line in the neighborhood of the point of tangency.
{ 'horn ,ap-gal }

Horner’s method A technique for approximating the real roots of an algebraic equation;
a root is located between consecutive integers, then a successive search is per-
formed. { 'horn-orz meth-od }

horse fetter See hippopede. { 'hors fed-or }

Householder’'s method A transformation method for finding the eigenvalues of a
symmetric matrix, in which each of the orthogonal transformations that reduce
the original matrix to a triple-diagonal matrix reduces one complete row to the
required form. { 'haushol-dorz ;meth-ad }

Hughes plane A finite projective plane with nine points on each line that can be
represented by a nonlinear ternary ring generated by a four-point in the plane.
{ 'hytz plan }
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hull

hull See span. { hal }

Hurwitz polynomial A polynomial whose zeros all have negative real parts. { 'hor-
vitz ,pil-9'no-mé-al }

Hurwitz’s criterion A criterion that determines whether a polynomial is a Hurwitz
polynomial, based on the signs of a set of determinants formed from the polynomi-
al’s coefficients. { 'hor,wit-soz ki1,tir-&-on }

Huygens’ approximation The length of a small circular arc is approximately
5 (8¢" — c¢), where c is the chord of the arc and ¢’ is the chord of half the arc.
{ 'hi-gonz 9,préik-so,ma-shon }

hyperbola The plane curve obtained by intersecting a circular cone of two nappes
with a plane parallel to the axis of the cone. {hi-par-ba-lo}

hyperbolic cosecant A function whose value is equal to the reciprocal of the value
of the hyperbolic sine. Abbreviated csch. { jhi-par)bél-ik ko'sé kant }

hyperbolic cosine A function whose value for the complex number z is one-half the
sum of the exponential of 2 and the exponential of —z. Abbreviated cosh. { jhi-
parbil-ik 'ko,sin }

hyperbolic cotangent A function whose value is equal to the value of the hyperbolic
cosine divided by the value of the hyperbolic sine. Abbreviated coth. { hi-
parbil-ik ko'tan-jont }

hyperbolic cylinder A cylinder whose directrix is a hyperbola. { jhi-parjbil-ik 'sil-
on-dar }

hyperbolic differential equation A general type of second-order partial differential
equation which includes the wave equation and has the form

hj=1 i

n n
D Ay(@Puloxoxy) + ) Biowlow) + Cu + F =0
=1

where the Ay, B;, C, and F are suitably differentiable real functions of xy, @,, . . .,
x,, and there exists at each point (xy, @y, . . ., x,) a real linear transformation on
n

the x; which reduces the quadratic form 2 to a sum of n squares not all of the
ij=1

same sign. { hi-parjbil-ik dif-ajren-chal i'kwa-zhon }

hyperbolic form A nondegenerate, symmetric or alternating form on a vector space
E such that E is a hyperbolic space under this form. { jhi-par,bél-ik 'form }

hyperbolic functions The real or complex functions sinh (x), cosh (x), tanh (x),
coth (x), sech (x), csch (x); they are related to the hyperbola in somewhat the
same fashion as the trigonometric functions are related to the circle, and have
properties analogous to those of the trigonometric functions. { |hi-porbéil-ik
'fopk-shonz }

hyperbolic geometry See Lobachevski geometry. { hi-parjbil-ik jé'am-o-tré }

hyperbolic logarithm See logarithm. { hi-porjbil-ik 'l4g-9,rith-om }

hyperbolic paraboloid A surface which can be so situated that sections parallel to
one coordinate plane are parabolas while those parallel to the other plane are
hyperbolas. { jhi-parbél-ik pa'rab-9,loid }

hyperbolic plane A two-dimensional vector space E on which there is a nondegenerate,
symmetric or alternating form f(x,y) such that there exists a nonzero element w
in E for which f(w,w) = 0. { /hi-par,bél-ik 'plan }

hyperbolic point A point on a surface where the Gaussian curvature is strictly negative.
{ thi-poribal-ik 'point }

hyperbolic Riemann surface See hyperbolic type. { hi-porjbil-ik 'rémén sor-fos }

hyperbolic secant A function whose value is equal to the reciprocal of the value of
the hyperbolic cosine. Abbreviated sech. { jhi-parbil-ik 's€ kant }

hyperbolic sine A function whose value for the complex number z is one-half the
difference between the exponential of z and the exponential of —z. Abbreviated
sinh. { jhi-par)bél-ik 'sin }

hyperbolic space A space described by hyperbolic rather than Cartesian coordinates.
{ }hi-parbil-ik 'spas }
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hyperbolic spiral A plane curve for which the radius vector is inversely proportional
to the polar angle. Also known as reciprocal spiral. { jhi-parbél-ik 'spi-ral }

hyperbolic tangent A function whose value is equal to the value of the hyperbolic sine
divided by the value of the hyperbolic cosine. Abbreviated tanh. { }hi-porjbil-ik
'tan-jont }

hyperbolic type A type of simply connected Riemann surface that can be mapped
conformally on the interior of the unit circle. Also known as hyperbolic Riemann
surface. ({ hi-perjbal-ik 'tip }

hyperboloid A quadric surface given by an equation of the form (x%a*) *+ (y*b%) —
(2%c*) = 1; in certain cases it is a hyperboloid of revolution, which can be realized
by rotating the pieces of a hyperbola about an appropriate axis. { hi'par-bo,loid }

hyperboloid of one sheet A surface whose equation in stardard form is (x%a?) +
W*b%) — (2%c*) = 1, so that it is in one piece, and cuts planes perpendicular to
the x or y axes in hyperbolas and planes perpendicular to the 2z axis in ellipses.
{ hi'por-b9,loid ov 'won ,shét }

hyperboloid of revolution A surface generated by rotating a hyperbola about one of
its axes. { hi'par-bo loid ov ,rev-o'lii-shon }

hyperboloid of two sheets A surface whose equation in standard form is (x%a?) —
Wb — (2% = 1, so that it is in two pieces, and cuts planes perpendicular to
the y and z axes in hyperbolas and planes perpendicular to the x axis in ellipses,
except for the interval —a < x < a, where there is no intersection. { hi'par-bo loid
v 'tii ,shéts }

hypercircle method A geometric method of obtaining approximate solutions of linear
boundary value problems of mathematical physics that cannot be solved exactly,
in which a correspondence is made between physical variables and vectors in a
function space. { thi-porjsor-kal meth-od }

hypercomplex number 1. An element of a division algebra. 2. See quaternion. { }hi-
parikdm,pleks 'nom-bor }

hypercomplex system See algebra. { /hi-porjkidm,pleks 'sis-tom }

hypercube The analog of a cube in n dimensions (n = 2, 3, ....), with 2" vertices,
n2""! edges, and 2n cells; for an object with edges of length 2a, the coordinates
of the vertices are (*a, *a, ..., =a). {'hi-por Kkyib }

hypergeometric differential equation See Gauss’' hypergeometric equation. { hi-
par,jé-a'me-trik dif-ojren-chal i'kwa-zhon }

hypergeometric distribution The distribution of the number D of special items in a
random sample of size s drawn from a population of size N that contains 7 of the

special items:
o= - (i) (20 C)

{ ,hi-por,jé-o'me-trik ,dis-tra'byii-shon }
hypergeometric function A function which is a solution to the hypergeometric equation
and obtained as an infinite series expansion. { hi-porjé-o'me-trik 'fopk-shon }
hypergeometric series A particular infinite series which in certain cases is a solution
to the hypergeometric equation, and having the form:

ab la(@a+ bbb +1) ,
1+ —z+-——————2 22 4 ..
c ® 2! clc+1) ®

{ ,hi-por,jé-o'me-trik 'sir-éz }

hyperplane A hyperplane is an (n — 1)-dimensional subspace of an n-dimensional
vector space. { jhi-par,plan }

hyperplane of support Relative to a convex body in a normed vector space, a hyper-
plane whose distance from the body is zero, and which separates the normed
vector space into two halves, one of which contains no points of the convex body.
{ '"hi-par,plan ov so'port }

hyperreal numbers See nonstandard numbers. { jhi-por,rél 'nom-borz }
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hypersurface

hypersurface The analog of a surface in n-dimensional Euclidean space, where n is
a positive integer; the set of points, (x, a3, . . ., &,), satisfying an equation of the
form f(xy, ..., x,) = 0.

hypervolume 1. The hypervolume of the direct product of open or closed intervals in
each of the coordinates of a Euclidean n-space (where n is a positive integer) is
the product of the lengths of the intervals. 2. The Jordan content of any set in
Euclidean n-space whose exterior Jordan content equals its interior Jordan content.
{ 'hi-por,vil-yom }

hypocycloid The curve which is traced in the plane as a given point fixed on a circle
moves while this circle rolls along the inside of another circle. { }hi-p6'sikloid }

hypotenuse On a right triangle, the side opposite the right angle. { hi'pét-on,iis }

hypothesis A statement which specifies a population or distribution, and whose truth
can be tested by sample evidence. { hi'pith-9-s9s }

hypothesis testing The branch of statistics which considers the problem of choosing
between two actions on the basis of the observed value of a random variable
whose distribution depends on a parameter, the value of which would indicate the
correct action. { hi'péth-o-sos test-ip }

hypotrochoid A curve traced by a point rigidly attached to a circle at a point other
than the center when the circle rolls without slipping on the inside of a fixed circle.
{ th1-po'tro, koid }
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icosahedral group The group of motions of three-dimensional space that transform
a regular icosahedron into itself. {1,kés-ojhé-dral 'griip }

icosahedron A 20-sided polyhedron. {1ki-sojhé-dron }

ideal A subset I of a ring R where x — y is in I for every «,y in I and either 7x is in
I for every r in R and «x in [ or xr is in [ for every r in R and « in [; in the first
case [ is called a left ideal, and in the second a right ideal; an ideal is two-sided
if it is both a left and a right ideal. {1'dél }

ideal index number See Fisher’s ideal index. {1'dél 'in,deks ,nom-bar }

ideal line The collection of all ideal points, each corresponding to a given family of
parallel lines. Also known as line at infinity. {1'dél 'lin }

ideal point In projective geometry, all lines parallel to a given line are hypothesized
to meet at a point at infinity, called an ideal point. Also known as point at infinity.
{ 1'del 'point }

ideal theory The branch of algebra studying the properties of ideals. {1'dél 'thé-o-ré }

idem factor The dyadic I = 7 + jj + kk such that scalar multiplication of I by any
vector yields that vector. { 'i,dem ,fak-tor }

idempotent 1. An element x of an algebraic system satisfying the equation 2> = .
2. An algebraic system in which every element x satisfies x> = x. { li,dem!pot-ont }

idempotent law A law which states that an element x of an algebraic system satisfies
2% = x. {li,dem!pot-ont 1o }

idempotent matrix A matrix E satisfying the equation E> = E. {!i,dem|pot-ont 'ma-
triks }

identity 1. An equation satisfied for all possible choices of values for the variables
involved. 2. See identity element. {1'den-o,dé}

identity element The unique element e of a group where g - e = e - g = g for every
element g of the group. Also known as identity. {1'den-o,dé ,el-o-mont }

identity function The function of a set to itself which assigns to each element the
same element. Also known as identity operator. {1'den-o,dé ,fopk-shon }

identity matrix The square matrix all of whose entries are zero except along the
principal diagonal where they all are 1. {1'den-9,dé yma-triks }

identity operator See identity function. {1'den-o,dé &p-o,rad-or }

if and only if operation See biconditional operation. { |if on 'on-1é |if ,&p-o,ra-shon }

if-then operation See implication.

ill-posed problem A problem which may have more than one solution, or in which the
solutions depend discontinuously upon the initial data. Also known as improperly
posed problem. {'il |pozd 'prib-lom }

illusory correlation See nonsense correlation. {1ilii-zo-ré ké-ra'la-shon }

image 1. For a point « in the domain of a function f, the point f(x). 2. For a subset
A of the domain of a function f, the set of all points that are equal to f(x) for
some point x in A. { 'im-ij }

imaginary axis All complex numbers x + iy where x = 0; the vertical coordinate axis
for the complex plane. {9'maj-oner-é 'ak-sos }

|mag|nary circle The set of points in the x-y plane that satisfy the equation x> +
y> = —1% or (x — h)*> + (y — k)> = —12, where r is greater than zero, and x, ¥,
h, and k are allowed to be complex numbers { iimaj-o,ner-é 'sor-kal }
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imaginary nhumber

imaginary number A complex number of the form a + bi, with b not equal to zero,
where a and b are real numbers, and ¢ = ./—1; some mathematicians require also
that @ = 0. Also known as imaginary quantity. {9'maj-o,ner-é 'nom-baor }

imaginary part For a complex number x + iy the imaginary part is the real number
y. {o'maj-oner-é part}

imaginary quantity See imaginary number. {9'maj-oner-é 'kwin-od-¢é }

imbedding A homeomorphism of one topological space to a subspace of another
topological space. {im'bed-ip }

immersion A mapping f of a topological space X into a topological space Y such that
for every x ;nl X there exists a neighborhood N of z, such that f is a homeomorphism
of N onto f(N). {a'mar-zhon }

implication 1. The logical relation between two statements p and g, usually expressed
as “if p then ¢.” 2. A logic operator having the characteristic that if p and ¢q are
statements, the implication of p and q is false if p is true and q is false, and is true
otherwise. Also known as conditional implication; if-then operation; material
implication. { ,im-plo'ka-shon }

implicit differentiation The process of finding the derivative of one of two variables
with respect to the other by differentiating all the terms of a given equation in the
two variables and solving the resulting equation for this derivative. {im'plis-it
,dif-9,ren-ché'a-shon }

implicit enumeration A method of solving integer programming problems, in which
tests that follow conceptually from using implied upper and lower bounds on
variables are used to eliminate all but a tiny fraction of the possible values, with
implicit treatment of all other possibilities. {im'plis-at i nii-ma'ra-shon }

implicit function A function defined by an equation f(x,y) = 0, when x is considered
as an independent variable and y, called an implicit function of x, as a dependent
variable. {im'plis-at 'fogpk-shon }

implicit function theorem A theorem that gives conditions under which an equation
in variables x and y may be solved so as to express y directly as a function of x;
it states that if F(x,y) and dF(x,y)/dy are continuous in a neighborhood of the
point (xy,yy) and if F(x,y) = 0 and oF(x,y)/dy # 0, then there is a number € > 0
such that there is one and only one function f'(x) that is continuous and satisfies
Flaf(@)] = 0 for |x — x| < €, and satisfies f(x,) = y,. {im'plis-at !fopk-shon
,thir-om }

improper divisor An improper divisor of an element x in a commutative ring with
identity is any unit of the ring or any associate of x. {im'prap-or di'vi-zor }

improper face For a convex polytope, either the empty set or the polytope itself.
{ \imjprap-or 'fas }

improper fraction 1. In arithmetic, the quotient of two integers in which the numerator
is greater than or equal to the denominator. 2. In algebra, the quotient of two
polynomials in which the degree of the numerator is greater than or equal to that
of the denominator. {im'prip-or 'frak-shon }

improper integral Any integral in which either the integrand becomes unbounded
on the domain of integration, or the domain of integration is itself unbounded.
{ im'préap-or 'int-o-gral }

improperly posed problem See ill-posed problem. {im'prip-or-1€ pozd 'préb-lom }

improper orthogonal transformation An orthogonal transformation such that the deter-
minant of its matrix is —1. { imjprdp-or orjthig-o-nal ,tranz-for'ma-shon }

impulse function An idealized or generalized function defined not by its values but
by its behavior under integration, such as the (Dirac) delta function. { 'im,pols
[fopk-shon }

incenter The center of the inscribed circle of a given triangle. { |injsen-tar }

incidence function The function that assigns a pair of vertices to each edge of a graph.
{ 'in-sad-ons ,fogk-shon }

incidence matrix In a graph, the p X ¢ matrix (b;) for which b;; = 1 if the ith vertex
is an end point of the jth edge, and b;; = 0 otherwise. { 'in-sod-ons ,ma-triks }

incircle See inscribed circle. { |injsor-kal }
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inclination 1. The inclination of a line in a plane is the angle made with the positive
x axis. 2. The inclination of a line in space with respect to a plane is the smaller
angle the line makes with its orthogonal projection in the plane. 3. The inclination
of a plane with respect to a given plane is the smaller of the dihedral angles which
it makes with the given plane. { ip-klo'na-shon }

inclusion-exclusion principle The principle that, if A and B are finite sets, the number
of elements in the union of A and B can be obtained by adding the number of
elements in A to the number of elements in B, and then subtracting from this sum
the number of elements in the intersection of A and B. { in klii-zhon 'eks,klii-
zhon ,prin-sa-pal }

inclusion relation 1. A set theoretic relation, usually denoted by the symbol C, such
that, if A and B are two sets, A C B if and only if every element of A is an element
of B. 2. Any relation on a Boolean algebra which is reflexive, antisymmetric,
and transitive. { ip'klii-zhon ri,la-shon }

incommensurable line segments Two line segments the ratio of whose lengths is
irrational. { ,in-kojmens-o-ro-bal 'lin ,seg-mons }

incommensurable numbers Two numbers whose ratio is irrational. { in-ko'mens-o-
r3-bal 'nom-barz }

incompatible equations Two or more equations that are not satisfied by any set of
values for the variables appearing. Also known as inconsistent equations. { ,in-
kom'pad-a-bal ilkwa-zhanz }

incompatible inequalities Two or more inequalities that are not satisfied by any set
of values of the variables involved. Also known as inconsistent inequalities. { ,in-
kom'pad-o-bal |in-o'kwil-od-€z }

incomplete beta function The function B,(p,q) defined by

B..0) = j (= e
0
where 0 =x = 1,p > 0,and q¢ > 0. { in-kom'plét 'bad-o ,fopk-shon }
incomplete gamma function Either of the functions y(a,x) and I'(a,x) defined by

r
y(a,x) = J " letdt
0
I'(ax) = J e tdt

x

where 0 = x = and a > 0. {, in-kom'plét 'gam-o ,fogk-shon }
incomplete Latin square See Yonden square. { |ip-koam,plét |lat-on 'skwer }
inconsistent axioms A set of axioms from which both a proposition and its negation
can be deduced. { in-ken,sis-tont 'ak-sé-omz }

inconsistent equations See incompatible equations. { jin-kon'sis-tont i'kwa-zhonz }
inconsistent inequalities See incompatible inequalities. { ,in-kan;|sis-tant ,in-o'kwil-
od-ez }

increasing function A function, f, of a real variable, x, whose value gets larger as x
gets larger; that is, if x < y, then f(x) < f(y). Also known as strictly increasing
function. {in'krés-ipg ,fopk-shon }

increasing sequence A sequence of real numbers in which each term is greater than
the preceding term. { injkrés-ip 'sé-kwons }

increment A change in the argument or values of a function, usually restricted to
being a small positive or negative quantity. { 'ip-kro-mont }

indefinite integral An indefinite integral of a function f(x) is a function F(x) whose
derivative equals (). Also known as antiderivative; integral. { in'def-a-nat 'int-
9-gral }

indegree For a vertex, v, in a directed graph, the number of arcs directed from other
vertices to v. {'in-di,gré }

independence number For a graph, the largest possible number of vertices in an
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independent set. Also known as internal stability number. { in-di'pen-dons
,nom-bor }

independent axiom A member of a set of axioms that cannot be deduced as a conse-
quence of the other axioms in the set. {,in-di,pen-dont 'ak-sé-om }

independent edge set See matching. { ,in-di,pen-dont 'eg ,set }

independent equations A system of equations such that no one of them is necessarily
satisfied by a solution to the rest. { ,in-do'pen-dont i'kwa-zhonz }

independent events Two events in probability such that the occurrence of one of
them does not affect the probability of the occurrence of the other. {,in-do'pen-
dont i'vens }

independent functions A set of functions such that knowledge of the values obtained
by all but one of them at a point is insufficient to determine the value of the
remaining function. { jin-do'pen-dont 'fopk-shonz }

independent random variables The discrete random variables X;, X,, ... , X, are
independent if for arbitrary values xi, xs, ... , &, of the variables the probability
that X; = x; and X, = a5, etc., is equal to the product of the probabilities that
X; =a;fori = 1,2, ..., n; random variables which are unrelated. { in-do'pen-
dont jran-dom ,ver-&-a-bals }

independent set A set of vertices in a simple graph such that no two vertices in this

set are adjacent. Also known as internally stable set. { ,in-di,pen-dont 'set }
independent variable In an equation y = f(x), the input variable x. Also known as
argument. { ,in-do'pen-dont 'ver-é-9-bal }

indeterminate equations A set of equations possessing an infinite number of solutions.
{ in-do'torm-a-not i'kwa-zhonz }

indeterminate forms Products, quotients, differences, or powers of functions which
are undefined when the argument of the function has a certain value, because one
or both of the functions are zero or infinite; however, the limit of the product,
quotient, and so on as the argument approaches this value is well defined. { ,in-
da'torm-a-nat 'formz }

index 1. Unity of a logarithmic scale, as the C scale of a slide rule. 2. A subscript
or superscript used to indicate a specific element of a set or sequence. 3. The
number above and to the left of a radical sign, indicating the root to be extracted.
4. For a subgroup of a finite group, the order of the group divided by the order
of the subgroup. 5. For a continuous complex-valued function defined on a
closed plane curve, the change in the amplitude of the function when traversing
the curve in a counterclockwise direction, divided by 2mw. 6. For a quadratic or
Hermitian form, the number of terms with positive coefficients when the form is
reduced by a linear transformation to a sum of squares or a sum of squares of
absolute values. 7. For a symmetric or Hermitian matrix, the number of positive
entries when the matrix is transformed to diagonal form. 8. See winding num-
ber. {'in,deks }

index line See isopleth. { 'in,deks ,Iin }

index number A number indicating change in magnitude, as of cost or of volume of
production, as compared with the magnitude at a specified time, usually taken as
100; for example, if production volume in 1970 was two times as much as the
volume in 1950 (taken as 100), its index number is 200. { 'in,deks ,nom-bor }

index of precision The constant % in the normal curve y = K exp [—h*(x — u)*]; a
large value of h indicates a high precision, or small standard deviation. { 'in,deks
9V pra'sizh-on }

indicator See Euler’s phi function. {'in-do kad-or }

indicator function See characteristic function. { 'in-dos kad-or ,fopk-shon }

indirect proof 1. A proof of a proposition in which another theorem is first proven
from which the given theorem follows. 2. See reductio ad absurdum. { in-
do,rekt 'prif }

indiscreet topology See trivial topology. { ,in-do,skrét to'pil-o-jé }

induced orientation An orientation of a face of a simplex S opposite a vertex p;

116



initial-value theorem

obtained by deleting p; from the ordering defining the orientation of S. { injdiisd
,or-é-an'ta-shon }

induced subgraph See vertex-induced subgraph. { in,diist 'sob,graf }

inequality A statement that one quantity is less than, less than or equal to, greater
than, or greater than or equal to another quantity. { jin-i'kwil-od-€ }

inessential mapping A mapping between topological spaces that is homotopic to a
mapping whose range is a single point. { in-ojsen-chal 'map-ip }

inf See greatest lower bound.

infimum See greatest lower bound. { 'in-fo-mom }

infinite Larger than any fixed number. { 'in-fo-nat }

infinite discontinuity A discontinuity of a function for which the absolute value of the
function can have arbitrarily large values arbitrarily close to the discontinuity.
{ 'in-fo-nit ,dis,ként-on'ii-od-€ }

infinite extension An extension field F' of a given field £ such that F, viewed as a
vector space over E, has infinite dimension. { 'in-fi-nit ik'sten-chon }

infinite group A group that contains an infinite number of distinct elements. { 'in-
fo-nit 'griip }

infinite integral An integral at least one of whose limits of integration is infinite. { 'in-
fo-nat 'int-o-gral }

infinite population A universe which contains an infinite number of elements; it can
be continuous or discrete. { 'in-fi-nit ,pap-yo'la-shon }

infinite root An equation f(x) = 0 is said to have an infinite root if the equation
f(/y) = 0has aroot at y = 0. {,info-nat 'riit }

infinite series An indicated sum of an infinite sequence of quantities, written a; +

as + as + -+, or E . {'in-fornot 'sir-éz}
k=1

infinite set A set with more elements than any fixed integer; such a set can be put
into a one to one correspondence with a proper subset of itself. { 'in-fo-not 'set }

infinitesimal A function whose value approaches 0 as its argument approaches some
specified limit. { }in fin-ojtes-o-mal }

infinitesimal generator A closed linear operator defined relative to some semigroup
of operators and which uniquely determines that semigroup. { |in,fin-ojtes-a-mal
'jen-o,rad-or }

infinity The concept of a value larger than any finite value. {in'fin-od-€}

infix notation A method of forming mathematical or logical expressions in which
operators are written between the operands on which they act. { 'in,fiks no,ta-
shon }

inflectional tangent A tangent to a curve at a point of inflection. ({ in/flek-sho-nal
'tan-jont }

inflection point See point of inflection. { in'flek-shon ,point }

inflow The inflow to a vertex in an s-¢ network is the sum of the flows of all the arcs
that terminate at that vertex. { 'inflo }

information function of a partition If £ is a finite partition of a probability space, the
information function of £ is a step function whose sets of constancy are the elements
of £ and whose value on an element of § is the negative of the logarithm of the
probability of this element. { in-for'ma-shon [fopk-shon ov o pér'tish-on }

information theory The branch of probability theory concerned with the likelihood of
the transmission of messages, accurate to within specified limits, when the bits
of information composing the message are subject to possible distortion. { in-
for'ma-shon ,thé-o-re }

initial line One of the two rays that form an angle and that may be regarded as remaining
stationary while the other ray (the terminal line) is rotated about a fixed point on
it to form the angle. {imnish-al 'lin }

initial-value problem An nth-order ordinary or partial differential equation in which
the solution and its first (n — 1) derivatives are required to take on specified values
at a particular value of a given independent variable. { i'nish-ol jval-yii ,prab-lom }

initial-value theorem The theorem that, if a function f(¢) and its first derivative have
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Laplace transforms, and if g(s) is the Laplace transform of f (%), and if the limit of
sg(s) as s approaches infinity exists, then this limit equals the limit of f(¢) as ¢
approaches zero. {i'mish-al jval-yii thir-om }

injection A mapping f from a set A into a set B which has the property that for any
element b of B there is at most one element a of A for which f(a) = b. Also
known as injective mapping; one-to-one mapping; univalent function. {in'jek-
shon }

inner automorphism An automorphism % of a group where h(g) = g, - g - g,, for
every g in the group with g, some fixed group element. { |in-or ,0d-6'mor-fiz-om }

inner function A continuous open mapping of a topological space X into a topological
space Y where the inverse image of each point in Y is zero dimensional. { jin-or
'fopk-shon }

inner measure See Lebesgue interior measure. { in-or 'mezh-or }

inner product 1. A scalar valued function of pairs of vectors from a vector space,
denoted by (x,y) where x and y are vectors, and with the properties that (x,x) is
always positive and is zero only if x = 0, that (ax + by,2) = a(x,2) + b(y,2) for
any scalars a and b, and that (x,y) = (y,x) if the scalars are real numbers,
(x,y) = (y,x) if the scalars are complex numbers. Also known as Hermitian inner
product; Hermitian scalar product. 2. The inner product of vectors (xy, . . ., x,)
and (yy, - . ., ¥,) from n-dimensional Euclidean space is the sum of x;y; as ¢ ranges
from 1 to n. Also known as dot product; scalar product. 3. The inner product
of two functions f and g of a real or complex variable is the integral of f (x)g(x)dx,
where g(x) denotes the conjugate of g(x). 4. The inner product of two tensors is
the contracted tensor obtained from their product by means of pairing contravariant
indices of one with covariant indices of the other. { |in-or 'priad-okt }

inner product space A vector space that has an inner product defined on it. Also
known as generalized Euclidean space; Hermitian space; pre-Hilbert space. { |in-
or 'prad-okt ,spas }

inradius The radius of the inscribed circle of a triangle. { 'in,rad-é-as}

inscribed circle A circle that lies within a given triangle and is tangent to each of its
sides. Also known as incircle. { injskribd 'sor-kal }

inscribed polygon A polygon that lies within a given circle or curve and whose vertices
all lie on the circle or curve. {injskribd 'padl-9,gén }

inseparable degree Let E be a finite extension of a field F’ the inseparable degree of
E over F is the dimension of E viewed as a vector space over F' divided by the
separable degree of E over F. { injsep-ro-bal di'gré }

integer Any positive or negative counting number or zero. { 'int-o-jor }

integer partition For a positive integer n, a nonincreasing sequence of positive integers
whose sum equals n. { 'int-a-jor pér'tish-on }

integrable differential equation A differential equation that either is exact or can be
transformed into an exact differential equation by multiplying each equation term
by a common factor. { int-i-gro-bal dif-o,ren-chal i'kwa-zhon }

integrable function A function whose integral, defined in a specific manner, exists
and is finite. { |int-i-gro-bal 'fogk-shon }

integral 1. A solution of a differential equation is sometimes called an integral of the
equation. 2. An element a of aring B is said to be integral over a ring A contained
in B if it is the root of a polynomial with coefficients in A and with leading coeffici-
ent 1. 3. See definite Riemann integral; indefinite integral. { 'int-o-gral }

integral calculus The study of integration and its applications to finding areas, volumes,
or solutions of differential equations. { 'int-a-grol 'kal-kyal-los }

integral closure The integral closure of a subring A of aring B is the set of all elements
in B that are integral over A. { 'int-o-gral 'klo-zhor }

integral curvature For a given region on a surface, the integral of the Gaussian curvature
over the region. { 'int-o-grol 'korv-o-char }

integral curves A family of curves that satisfy a particular differential equation. { 'int-
9-gral 'korvz }
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interior

integral domain A commutative ring with identity where the product of nonzero
elements is never zero. Also known as entire ring. { 'int-o-grol do'man }

integral equation An equation where the unknown function occurs under an integral
sign. {'int-o-gral i'kwa-zhon }

integral extension An integral extension of a commutative ring A is a commutative
ring B containing A such that every element of B is integral over A. { 'int-o-groal
ik'sten-chon }

integral function 1. A function taking on integer values. 2. See entire function. { 'int-
9-gral fopk-shon }

integrally closed ring An integral domain which is equal to its integral closure in its
quotient field. ({ injteg-ro-lé |klozd 'rip }

integral map A homomorphism from a commutative ring A into a commutative ring
B such that B is an integral extension of f(A). {'int-o-gral map }

integral operator A rule for transforming one function into another function by means
of an integral; this often is in context a linear transformation on some vector space
of functions. { 'int-o-gral 'dp-o,rad-or }

integral test If () is a function that is positive and decreasing for positive x, then
the infinite series with nth term f(n) and the integral of f(x) from 1 to « are either
both convergent (finite) or both infinite. { 'int-9-gral ,test }

integral transform See integral transformation. { 'int-o-gral 'tranz,form |}

integral transformation A transform of a function F(x) given by the function

b
S = J K(x,y)F(x) dx

a

where K(x,y) is some function. Also known as integral transform. { 'int-o-grol
tranz-for'ma-shon }
integrand The function which is being integrated in a given integral. { 'int-9,grand }
integrating factor A factor which when multiplied into a differential equation makes
the portion involving derivatives an exact differential. { 'int-9,grad-ip 'fak-tor }
integration The act of taking a definite or indefinite integral. { int-a'gra-shon }
integration by parts A technique used to find the integral of the product of two
functions by means of an identity involving another simpler integral; for functions
of one variable the identity is

b b
j o di + j af dx = fB)®) — f@ga);

a a

for functions of several variables the technique is tantamount to using Stokes’
theorem or the divergence theorem. { int-o'gra-shon bi 'parts }

integration constant See constant of integration. { int-a'gra-shon kin-stont }

integrodifferential equation An equation relating a function, its derivatives, and its
integrals. { injteg-ro,dif-ojren-chal i'kwa-zhon }

intensification An operation that increases the value of the membership function of
a fuzzy set if the value is equal to or greater than 0.5, and decreases it if it is less
than 0.5. {in,tens-o-fo'ka-shon }

interaction The phenomenon which causes the response to applying two treatments
not to be the simple sum of the responses to each treatment. { jin-tajrak-shon }

intercept The point where a straight line crosses one of the axes of a Cartesian
coordinate system. { |in-torjsept }

interior 1. For a set A in a topological space, the set of all interior points of A.
2. For a plane figure, the set of all points inside the figure. 3. For an angle, the
set of points that lie in the plane of the angle and between the rays defining the
angle. 4. For a simple closed plane curve, one of the two regions into which the
curve divides the plane according to the Jordan curve theorem, namely, the region
that is bounded. {in'tir-é-or }
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interior angle

interior angle 1. An angle between two adjacent sides of a polygon that lies within
the polygon. 2. For a line (called the transversal) that intersects two other lines,
an angle between the transversal and one of the two lines that lies within the space
between the two lines. { in'tir-é-or 'ap-gol }

interior content See interior Jordan content. { injtir-e-or 'kéin,tent }

interior Jordan content Also known as interior content. 1. For a set a points on a line,
the smallest number C such that the sum of the lengths of a finite number of open,
nonoverlapping intervals that are completely contained in the set is always equal
to or less than C. 2. The interior Jordan content of a set of points, X, in
n-dimensional Euclidean space (where n is a positive integer) is the least upper
bound on the hypervolume of the union of a finite set of hypercubes that is
contained in X. {injtir-é-or 'jord-on |kin,tent }

interior measure See Lebesgue interior measure. { injtir-é-or 'mezh-or }

interior point A point p in a topological space is an interior point of a set S if there
is some open neighborhood of p which is contained in S. { in'tir-é-or 'point }

intermediate value theorem If f(x) is a continuous real-valued function on the closed
interval from a to b, then, for any y between the least upper bound and the greatest
lower bound of the values of f, there is an « between a and b with f(x) = y. { ,in-
tor'méd-é-ot (val-yu 'thir-om }

intermediate vertex A vertex in an s-t network that is neither the source nor the
terminal. { in-torjméd-é-at 'vor,teks }

internally stable set See independent set. {in,torn-ol-é ;sta-bal 'set }

internally tangent circles Two circles, one of which is inside the other, that have a
single point in common. {in,torn-al-€ ;tan-jont 'sor-kalz }

internal operation For a set S, a function whose domain is a set of members of S or
a set of ordered sequences of members of S, and whose range is a subset of S.
{in,torn-al ,4p-9'ra-shon }

internal tangent For two circles, each exterior to the other, a line that is tangent to
both circles and that separates them. {in,torn-ol 'tan-jont }

interpolation A process used to estimate an intermediate value of one (dependent)
variable which is a function of a second (independent) variable when values of
the dependent variable corresponding to several discrete values of the independent
variable are known. { in,tor-pa'la-shon }

interquartile range The distance between the top of the lower quartile and the bottom
of the upper quartile of a distribution. { |in-tor'kwor til ranj }

intersection 1. The point, or set of points, that is common to two or more geometric
configurations. 2. For two sets, the set consisting of all elements common to
both of the sets. Also known as meet. 3. For two fuzzy sets A and B, the fuzzy
set whose membership function has a value at any element «x that is the minimum
of the values of the membership functions of A and B at . 4. The intersection
of two Boolean matrices A and B, with the same number of rows and columns,
is the Boolean matrix whose element c;; in row 7 and column j is the intersection
of corresponding elements a;; in A and b;; in B. { in-tor'sek-shon }

interval A set of numbers which consists of those numbers that are greater than one
fixed number and less than another, and that may also include one or both of the
end numbers. { 'in-tor-val }

interval estimate An estimate which specifies a range of values for a population
parameter. {'in-tor-val ,es-to-mot }

interval estimation A technique that expresses uncertainty about an estimate by defin-
ing an interval, or range of values, and indicates the certain degree of confidence
with which the population parameter will fall within the interval. { 'in-tor-val ,es-
to,ma-shon }

interval measurement A method of measuring quantifiable data that assumes an exact
knowledge of the quantitative difference between the objects being scaled. Also
known as cardinal measurement. {'in-tor-vol mezh-or-mont }

interval of convergence The interval consisting of the real numbers for which a
specified power series possesses a limit. { 'in-tor-val ov kon'vor-jons }
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inverse function theorem

interval scale A rule or system for assigning numbers to objects in such a way that
the difference between any two objects is reflected in the difference in the numbers
assigned to them; used in interval measurement. { 'in-tor-val skal }

intrinsic equations of a curve The equations describing the radius of curvature and
torsion of a curve as a function of arc length; these equations determine the curve
up to its position in space. Also known as natural equations of a curve. { in'trin-
sik i}kwa-zhanz av 9 'karv }

intrinsic geometry of a surface The description of the intrinsic properties of a surface.
{ in'trin-sik je'dm-o-tré ov 9 'sorfas }

intrinsic property 1. For a curve, a property that can be stated without reference to
the coordinate system. 2. For a surface, a property that can be stated without
reference to the surrounding space. {in'trin-sik 'préap-ord-é }

invariance See invariant property. { in'ver-é-ons }

invariant 1. An element x of a set F is said to be invariant with respect to a group G
of mappings acting on F if g(x) = x for all g in G. 2. A subset F of a set E is
said to be invariant with respect to a group G of mappings acting on FE if g(x) is
in F for all x in F and all g in G. 3. For an algebraic equation, an expression
involving the coefficients that remains unchanged under a rotation or translation
of the coordinate axes in the cartesian space whose coordinates are the unknown
quantities. {in'ver-é-ont }

invariant function A function f on a set S is said to be invariant under a transformation
T of S into itself if f(Tx) = f(x) for all x in S. {in'ver-&-ont 'fopk-shon }

invariant measure A Borel measure m on a topological space X is invariant for a
transformation group (G, X,) if for all Borel sets A in X and all elements ¢ in G,
m(A,) = m(A), where A, is the set of elements equal to m(g,x) for some x in A.
{in'ver-é-ont 'mezh-or }

invariant property A mathematical property of some space unchanged after the applica-
tion of any member from some given family of transformations. Also known as
invariance. {in'ver-é-ont 'prap-ord-é }

invariant subgroup See normal subgroup. {in'ver-&é-ont 'sob,grup }

invariant subspace For abounded operator on a Banach space, a closed linear subspace
of the Banach space such that the operator takes any point in the subspace to
another point in the subspace. {in,ver-é-ont 'sob,spas }

inverse 1. The additive inverse of a real or complex number a is the number which
when added to a gives 0; the multiplicative inverse of a is the number which when
multiplied with @ gives 1. 2. The inverse of a fractional ideal I of an integral
domain R is the set of all elements x in the quotient field K of R such that xy is
in I for all y in I. 3. For a set S with a binary operation x-y that has an identity
element e, the inverse of a member, x, of S is another member, &, of S for which
x T =x x=e {'invors}

inverse cosecant See arc cosecant. { in,vors ko'sé kant }

inverse cosine See arc cosine. { |in,vars 'ko,sIn }

inverse cotangent See arc cotangent. { jin,vars ko'tan-jont }

inverse curves A pair of curves such that every point on one curve is the inverse point
of some point on the other curve, with respect to a fixed circle. { 'in,vors 'korvz }

inverse element In a group G the inverse of an element g is the unique element g*
such that g - g™! = g7! - g = e, where - denotes the group operation and e is the
identity element. { 'in,vors 'el-o-mont }

inverse function An inverse function for a function f is a function g whose domain
is the range of f and whose range is the domain of f* with the property that both
f composed with g and g composed with f* give the identity function. { 'in,vors
'foank-shan }

inverse function theorem If f is a continuously differentiable function of euclidean
n-space to itself and at a point x, the matrix with the entry (9f/0x;)x, in the ith
row and jth column is nonsingular, then there is a continuously differentiable
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inverse hyperbolic cosecant

function g(y) defined in a neighborhood of f(x,) which is an inverse function for
f(x) at all points near x,. {'in,vors 'fonk-shon ,thir-om }

inverse hyperbolic cosecant See arc-hyperbolic cosecant. {|in,vors hi-parbal-ik
ko'sé kant }

inverse hyperbolic cosine See arc-hyperbolic cosine. { jin,vors hi-par bil-ik 'ko,sin }

inverse hyperbolic cotangent See arc-hyperbolic cotangent. { |in,vors  /hi-por,bal-ik
ko'tan-jont }

inverse hyperbolic function An inverse function of a hyperbolic function; that is, an
arc-hyperbolic sine, arc-hyperbolic cosine, arc-hyperbolic tangent, arc-hyperbolic
cotangent, arc-hyperbolic secant, or arc-hyperbolic cosecant. Also known as anti-
hyperbolic function; arc-hyperbolic function. { }in,vars hi-parbil-ik 'fogk-shon }

inverse hyperbolic secant See arc-hyperbolic secant. { |in,vars hi-par bil-ik 'se kant }

inverse hyperbolic sine See arc-hyperbolic sine. { jin,vors hi-por bél-ik 'sin }

inverse hyperbolic tangent See arc-hyperbolic tangent. { |in,vors hi-par,bil-ik 'tan-
jont }

inverse image See pre-image. { jin,vors 'im-ij }

inverse implication The implication that results from replacing both the antecedent
and the consequent of a given implication with their negations. {'in,vors ,im-
plo'ka-shon }

inverse logarithm See antilogarithm. { 'in,vors 'l4g-o,rith-om }

inversely proportional quantities Two variable quantities whose product remains con-
stant. { injvors-1é projpor-shon-oal 'kwin-od-éz }

inverse-mapping theorem The theorem that the inverse of a linear, one-to one, continu-
ous mapping between two Banach spaces or two Fréchet spaces is also continuous.
{ lin,vors 'map-ip ,thir-om }

inverse matrix The inverse of a nonsingular matrix A is the matrix A™! where
A - A= A" A = [ the identity matrix. { 'in,vors 'ma-triks }

inverse operator The inverse of an operator L is the operator which is the inverse
function of L. { 'in,vors 'dp-o,rad-or }

inverse points A pair of points lying on a diameter of a circle or sphere such that the
product of the distances of the points from the center equals the square of the

radius. { 'in,vors 'poins }

inverse probability principle See Bayes’ theorem. {|in,vors prib-a'bil-od-é prin-
so-pal }

inverse ranks Ranking responses to treatments from largest response to smallest
response. { 'in,vars 'rapks }

inverse ratio The reciprocal of the ratio of two quantities. Also known as reciprocal
ratio. {}in,vars 'ra-sho }

inverse relation For a relation R, the inverse relation R™! is the relation such that the
ordered pair (x,y) belongs to R™! if and only if (y,x) belongs to R. {lin,vors
ri'la-shon }

inverse secant See arc secant. { |in,vors 'sé kant }

inverse sine See arc sine. { |in,vars 'sin }

inverse substitution A substitution that precisely nullifies the effect of a given substitu-
tion. {|in,vors ,sob-sto'tii-shon }

inverse tangent See arc tangent. { jin,vors 'tan-jont }

inverse trigonometric function An inverse function of a trigonometric function; that
is, an arc sine, arc cosine, arc tangent, arc cotangent, arc secant, or arc cosecant.
Also known as antitrigonometric function. { jin,vars trig-o-ns,me-trik 'fopk-shon }

inverse variation 1. A relationship between two variables wherein their product is
equal to a constant. 2. An equation or function expressing such a relationship.
{ 'in,vors ,ver-e'a-shon }

inversion 1. Given a point O lying in a plane or in space, a mapping of the plane or
of space, excluding the point O, into itself in which every point is mapped into its
inverse point with respect to a circle or sphere centered at O. 2. The interchange
of two adjacent members of a sequence. {in'vor-zhon }
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isogonal transformation

invertible element An element x of a groupoid with a unit element e for which there
is an element & such that x -+ £ = & - x = e. {in,vord-o-bal 'el-o-mont }

invertible ideal A fractional ideal Jof an integral domain R such that R is equal to the
set of elements of the form xy, where x is in I and y is in the inverse of I.  { injvord-
9-bal i'del }

involute 1. A curve produced by any point of a perfectly flexible inextensible thread
that is kept taut as it is wound upon or unwound from another curve. 2. A curve
that lies on the tangent surface of a given space curve and is orthogonal to the
tangents to the given curve. 3. A surface for which a given surface is one of the
two surfaces of center. { |in-valiit }

involution 1. Any transformation that is its own inverse. 2. In particular, a correspon-
dence between the points on a line that is its own inverse, given algebraically by
x' = (ax + b)/(cx — a), where a®> + bc # 0. 3. A correspondence between the
lines passing through a given point on a plane such that corresponding lines pass
through corresponding points of an involution of points on aline. { ,in-va'lii-shon }

irrational algebraic expression An algebraic expression that cannot be written as a
quotient of polynomials. {ijrash-on-al al-jojbra-ik ik'spresh-on }

irrational equation An equation having an unknown raised to some fractional power.
Also known as radical equation. {i'rash-on-al i'kwa-zhon }

irrational number A number which is not the quotient of two integers. {i'rash-on-al
'nom-bar }

irrational radical A radical that is not equivalent to a rational number or expression.
{i'rash-on-al 'rad-o-kal }

irreducible element An element x of a ring which is not a unit and such that every
divisor of x is improper. { ir-o'diis-o-bal 'el-o-mont }

irreducible equation An equation that is equivalent to one formed by setting an irreduc-
ible polynomial equal to zero. { ir-o'dii-so-bal i'kwa-zhon }

irreducible function See irreducible polynomial. { ,ir-o'dii-so-bal 'fopk-shon }

irreducible lambda expression A lambda expression that cannot be converted to a
reduced form by a sequence of applications of the renaming and reduction rules.
{ ir-o'diirso-bal 'lam-ds ik,spresh-on }

irreducible module A module whose only submodules are the module itself and the
module that consists of the element 0. { ir-ijdii-sa-bal 'méj-al }

irreducible polynomial A polynomial is irreducible over a field K if it cannot be written
as the product of two polynomials of lesser degree whose coefficients come from
K. Also known as irreducible function. { ir-o'dii‘sa-bal ,pdl-9'no-me-al }

irreducible representation of a group A representation of a group as a family of linear
operators of a vector space V where there is no proper closed subspace of V
invariant under these operators. { ir-a'dii-sa-bal ,rep-ra-zon'ta-shon ov o 'griip }

irreducible tensor A tensor that cannot be written as the inner product of two tensors
of lower degree. { ir-o'dii-so-bal 'ten-sor }

irrotational vector field A vector field whose curl is identically zero; every such field
is the gradient of a scalar function. Also known as lamellar vector field. {}ir-
9'ta-shon-al feld }

isarithm See isopleth. { '1-so,rith-om }

isochrone See semicubical parabola. {'1-so,kron }

isochronous curve A curve with the property that the time for a particle to reach a
lowest point on the curve if it starts from rest and slides without friction does not
depend on the particle’s starting point. { Iisd-kra-nas 'karv }

isogonal conjugates See isogonal lines. { 1jsdg-on-al 'kin-jo-gots }

isogonal lines Lines that pass through the vertex of an angle and make equal angles
with the bisector of the angle. Also known as isogonal conjugates. {Ijsidg-on-
al 'Iinz }

isogonal transformation A mapping of the plane into itself which leaves the magnitudes
of angles between intersecting lines unchanged but may reverse their sense.
{ )ség-on-al tranz-for'ma-shon }
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isogram

isogram See isopleth. { 'T'so,gram }

isolated point 1. A point p in a topological space is an isolated point of a set if p is
in the set and there is a neighborhood of p which contains no other points of the
set. 2. A point that satisfies the equation for a plane curve C but has a neighbor-
hood that includes no other point of C. Also known as acnode; hermit point.
{ '1's9,]ad-od 'point }

isolated set A set consisting entirely of isolated points. { '1-so,lad-od 'set }

isolated subgroup An isolated subgroup of a totally ordered Abelian group G is a
subgroup of G which is also a segment of G. {is-9,1ad-ad 'sob,griip }

isolated vertex A vertex of a graph that has no edges incident to it. {|I's9,Jad-ad
'var teks }

isometric forms Two bilinear forms f and g on vector spaces E and F for which there
exists a linear isomorphism of E onto F such that f(x,y) = g(ox,0y) for all x and
yin E. {1'so'me-trik 'formz }

isometric spaces Two spaces between which an isometry exists. { 1-so'me-trik
'spa-sos }

isometry 1. A mapping f from a metric space X to a metric space ¥ where the distance
between any two points of X equals the distance between their images under f in
Y. 2. Alinear isomorphism o of a vector space E onto itself such that, for a given
bilinear form g, g(ox,0y) = g(x,y) for all x and y in E. {1'sim-o-tré }

isometry class A set consisting of all bilinear forms (on vector spaces over a given
field) which are isometric to a given form. {1'sim-o-tré klas }

isomorphic systems Two algebraic structures between which an isomorphism exists.
{ Isoymor-fik 'sis-tomz }

isomorphism A one to one function of an algebraic structure (for example, group,
ring, module, vector space) onto another of the same type, preserving all algebraic
relations; its inverse function behaves likewise. { I-sojmor fiz-om }

isomorphism problem For two simple graphs with the same numbers of vertices and
edges, the problem of determining whether there exist correspondences between
these vertices and edges such that there is an edge between two vertices in one
graph if and only if there is an edge between the corresponding vertices in the

other. { I-so'mor fiz-om ,prib-lom }
isoperimetric figures Figures whose perimeters are equal. { |1-so,per-o'me-trik 'fig-
yorz }

isoperimetric inequality The statement that the area enclosed by a plane curve is equal
to or less than the square of its perimeter divided by 4w. { ,1-so,per-ojme-trik ,in-
i'kwal-od-€ }

isoperimetric problem In the calculus of variations this problem deals with finding a
closed curve in the plane which encloses the greatest area given its length as fixed.
{ 1'so,per-a'me-trik 'priab-lom }

isopleth The straight line which cuts the three scales of anomograph at values satisfying
some equation. Also known as index line. { 'I-so,pleth }

isoptic The locus of the intersection of tangents to a given curve that meet at a
specified constant angle. {1'sép-tik }

isosceles spherical triangle A spherical triangle that has two equal sides. { Ijsds-9,1ez
isfer-o-koal 'tr1,an-gol }

isosceles triangle A triangle with two sides of equal length. {1'sds-o,léz 'tr1,an-gol }

isotropy group For an operation of a group G on a set S, the isotropy group of an
element s of S is the set of elements g in G such that gs = s. { 'T-s9,tro-pé ,griip }

isthmus See bridge. { 'is'mos }

iterated integral An integral over an area or volume designated to be performed by
successive integrals over line segments. { 'Id-9,rad-ad 'int-o-gral }

iteration See iterative method. { 1d-o'ra-shon }

iterative method Any process of successive approximation used in such problems as
numerical solution of algebraic equations, differential equations, or the interpola-
tion of the values of a function. Also known as iteration. { 'id-o,rad-iv 'meth-od }
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Ito’s integral

iterative process A process for calculating a desired result by means of a repeated
cycle of operations, which comes closer and closer to the desired result; for
example, the arithmetical square root of N may be approximated by an iterative
process using additions, subtractions, and divisions only. { 'id-o,rad-iv 'pri-sos }

1t6’s formula See stochastic chain rule. { 'e,toz ,for-mya-lo }

1t6’s integral See stochastic integral. { '&toz ,int-o-gral }
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Jacobian The Jacobian of functions f;(xy, 4y, . . ., @,), ¢ = 1, 2, .. ., n, of real variables
x; is the determinant of the matrix whose ith row lists all the first-order partial
derivatives of the function f;(xy, xs, . . ., x,). Also known as Jacobian determinant.
{ jo'ko-bé-on }

Jacobian determinant See Jacobian. { jo'kd-bé-on di'tor-ma-nont }

Jacobian elliptic function For m a real number between 0 and 1, and » a real number,
let ¢ be that number such that

&
J do/(1 — m sin® §)V2 = y;
0

the 12 Jacobian elliptic functions of u with parameter m are sn (u|m) = sin &,
cn (ulm) = cos ¢, dn (u|m) = (1— m sin? $)"2, the reciprocals of these three
functions, and the quotients of any two of them. { jo'ko-bé-on 9lip-tik 'fopk-shon }

Jacobian matrix The matrix used to form the Jacobian. {jo'ko-bé-on 'ma-triks }

Jacobi canonical matrix A form to which any matrix can be reduced by a collineatory
transformation, with zeros below the principal diagonal and characteristic roots
as elements of the principal diagonal. { jojkob-é kojnin-a-kal 'ma-triks }

Jacobi condition In the calculus of variations, a differential equation used to study
the extremals in a variational problem. {jo'ko-bé kon,dish-on }

Jacobi polynomials Polynomials that are constructed from the hypergeometric func-
tion and satisfy the differential equation (1 — 2®)y” + [B — a — (o + B + 2)x]y’
+ n(a + B + n + 1)y = 0, where n is an integer and « and 8 are constants greater
than —1; in certain cases these generate the Legendre and Chebyshev polynomials.
{ jo'kdo-bé pil-o'no-me-9lz }

Jacobi’s method 1. A method of determining the eigenvalues of a Hermitian matrix.

2. A method for finding a complete integral of the general first-order partial
differential equation in two independent variables; it involves solving a set of six
ordinary differential equations. {jo'ko-béz ,meth-ad }

Jacobi’s theorem The proposition that a periodic, analytic function of a complex
variable is simply periodic or doubly periodic. {jo'ko-béz ,thir-om }

Jacobi’s transformations Transformations of Jacobian elliptic functions to other Jacob-
ian elliptic functions given by change of parameter and variable. { jo'ko-béz tranz-
for'ma-shonz }

Jensen’s inequality 1. A general inequality satisfied by a convex function

S (i aixi) = i a;f(x;)
=1 i=1

where the x; are any numbers in the region where f is convex and the a; are

nonnegative numbers whose sum is equal to 1. 2. If a,, as, .. ., a, are positive
numbers and s > t > 0, then (a;* + a,* + - + a,%)" is less than or equal to
(a! + ai! + - + a,H". {'jen-sonz ,in-i'kwil-adé }

join 1. The join of two elements of a lattice is their least upper bound. 2. See
union. { join }
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join-irreducible member

join-irreducible member A member, A, of a lattice or ring of sets such that, if A is
equal to the join of two other members, B and C, then A equals B or A equals C.
{ join ir-i,dii-se-bal 'mem-bar }

joint distribution For two random variables Z and W, the distribution which gives the
probability that Z = 2z and W = w for all values z and w of Z and W respectively.
{ 'joint ,dis-trajbyii-shon }

joint marginal distribution The distribution obtained by summing the joint distribution
of three random variables over all possible values of one of these variables. { 'joint
imér-jon-al dis-tra'byii-shan }

joint variation The relation of a variable x to two other variables y and z wherein x
is proportional to the product of y and z. { ,joint ,ver-&'a-shon }

Jordan algebra A nonassociative algebra over a field in which the products satisfy
the Jordan identity (xy)x® = x(y2?). {zhor'din al-jo-bra )}

Jordan arc See simple arc. {zhor'ddn drk }

Jordan condition A condition for the convergence of a Fourier series of a function f
at a number x, namely, that there be a neighborhood of x on which f is of bounded
variation. { zhor'din kon|dish-on }

Jordan content For a set whose exterior Jordan content and interior Jordan content
are equal, the common value of these two quantities. Also known as content.
{ zhor'dén kén,tent }

Jordan curve A simple closed curve in the plane, that is, a curve that is closed,
connected, and does not cross itself. {zhor'din korv }

Jordan curve theorem The theorem that in the plane every simple closed curve sepa-
rates the plane into two parts. { zhor'dédn korv thir-om }

Jordan form A matrix that has been transformed into a Jordan matrix is said to be
in Jordan form. {zhor'dan ,form }

Jordan-Hoélder theorem The theorem that for a group any two composition series
have the same number of subgroups listed, and both series produce the same
quotient groups. { zhor'dédn 'hul-dor  thir-om }

Jordan matrix A matrix whose elements are equal and nonzero on the principal diago-
nal, equal to 1 on the diagonal immediately above, and equal to 0 everywhere else.
{ zhor'dén ,ma-triks }

J-shaped distribution A frequency distribution that is extremely asymmetrical in that
the initial (or final) frequency group contains the highest frequency, with succeeding
frequencies becoming smaller (or larger) elsewhere; the shape of the curve roughly
approximates the letter “J” lying on its side. {ja ,shapt ,dis-tro'byii-shon }

judgment sample Sample selection in which personal views or opinions of the individ-
ual doing the sampling enter into the selection. { 'joj:mont sam-pal }

Julia set For a polynomial, p, with degree greater than 1, the Julia set of p is the
boundary of the set of complex numbers, 2z, such that the sequence p(2), p*(2),

.., Pa(2), .. . is bounded, where p*(2) = p[p(2)], and so forth. { ‘jiil-yo ,set }
jump discontinuity A point a where for a real-valued function f(x) the limit on the
left of f(x) as x approaches a and the limit on the right both exist but are distinct.
{ 'jomp dis,kint-on'ti-od-€ }

jump function A function used to represent a sampled data sequence arising in the
numerical study of linear difference equations. { 'jomp ,fopk-shon }

Jung’s theorem The theorem that a set of diameter 1 in an n-dimensional Euclidean
space is contained in a closed ball of radius [n/(2n + 2)]V2
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Kakeya problem The problem of finding the plane figure of least area within which
a unit line segment can be moved continuously so as to return to its original
position with its end points reversed; in fact, there is no such minimum area. { ki
'ka-a ,priab-lom }

kampyle of Eudoxus A plane curve whose equation in Cartesian coordinates x and y
is 2* = a?(@® + y?), where a is a constant. { kam'pil ov yii'déiik-sas }

kappa curve A plane curve whose equation in Cartesian coordinates x and y is
@* + v y? = a®?, where a is a constant. Also known as Gutschoven’s curve.
{ 'kap-o korv }

Karman swirling flow problem The problem of describing fluid motion above a rotating
infinite plane disk when the fluid at infinity does not rotate. { 'kirmén ;swir-lip
if16 ,prab-lom }

Karmarkar’s algorithm A method for solving linear programming problems that has a
polynomial time bound and appears to be faster than the simplex method for many
complex problems. { jkir-mo kirz 'al-go rith-om }

Karush-Kuhn-Tucker conditions A system of equations and inequalities which the
solution of a nonlinear programming problem must satisfy when the objective
function and the constraint functions are differentiable. { kér-ash |kyiin 'tok-or
kon,dish-onz }

kei function A function that is expressed in terms of modified Bessel functions of the
second kind in a manner similar to that in which the bei function is expressed in
terms of Bessel functions. { 'ki fopk-shon }

Kekeya needle problem The problem of finding the smallest area of a plane region
in which a line segment of unit length can be continuously moved so that it returns
to its original position after turning through 360°. { ka ké-o 'méd-al ,prib-lom }

Kempe chain A subgraph of a graph whose vertices have been colored, consisting of
vertices which have been assigned a given color or colors and arcs connecting
pairs of such vertices. { 'kem-po ,chan }

Kendall’s rank correlation coefficient A statistic used as a measure of correlation in
nonparametric statistics when the data are in ordinal form. Also known as Ken-
dall’s tau. { ken-dslz jrapk ,ki-ra'la-shon ko-9,fish-ont }

Kendall’s tau See Kendall’s rank correlation coefficient. { ken-dolz 'to }

keratoid A plane curve whose equation in Cartesian coordinates x and y is y* =
2’y + 2. { 'ker-a,toid }

keratoid cusp A cusp of a curve which has one branch of the curve on each side
of the common tangent. Also known as single cusp of the first kind. { 'ker:
9,toid \kasp }

ker function A function that is expressed in terms of modified Bessel functions of the
second kind in a manner similar to that in which the ber function is expressed in
terms of Bessel functions. { 'ker (fopk-shon }

kernel 1. For any mapping f from a group A to a group B, the kernel of f, denoted
ker f, is the set of all elements a of A such that f(a) equals the identity element
of B. 2. For a homomorphism % from a group G to a group H, this consists of
all elements of G which k sends to the identity element of H. 3. For Fredholm
and Volterra integral equations, this is the function K(x,t). 4. For an integral
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Killing’s equations

transform, the function K(x,t) in the transformation which sends the function f(x)
to the function [ K(x,t)f (t)dt = F(x). 5. See null space. { 'karn-al}

Killing’s equations The equations for an isometry-generating vector field in a geometry.
{ 'kil-ipz i, kwa-zhonz }

Killing vector An element of a vector field in a geometry that generates an isometry.
{ kil-ip jvek-tor }

Kirkman triple system A resolvable balanced incomplete block design with block size
k equal to 3. { kork-mon trip-al 'sis-tom }

Klein bottle The nonorientable surface having only one side with no inside or outside;
it resembles a bottle pulled into itself. { 'klin bad-al}

Kleinian group A group of conformal mappings of a Riemann surface onto itself which
is discontinuous at one or more points and is not discontinuous at more than two

points. { 'Kli‘né-on ,griip }
Klein’s four-group The noncyclic group of order four. { klinz 'for griip }
knapsack problem The problem, given a set of integers {A;, A,, .. ., A,} and a target

integer B, of determining whether a subset of the A; can be selected without
repetition so that their sum is the target B. { 'map,sak ,prab-lom }

knot In the general case, a knot consists of an embedding of an n-dimensional sphere
in an (» + 2)-dimensional sphere; classically, it is an interlaced closed curve,
homeomorphic to a circle. { nét}

knot theory The topological and algebraic study of knots emphasizing their classifica-
tion and how one may be continuously deformed into another. { 'nit ,thé-o-ré }

Kobayashi potential A solution of Laplace’s equation in three dimensions constructed
by superposition of the solutions obtained by separation of variables in cylindrical
coordinates. { ,ko-bi'ya-shé po,ten-chal }

Koch curve A fractal which can be constructed by a recursive procedure; at each step
of this procedure every straight segment of the curve is divided into three equal
parts and the central piece is then replaced by two similar pieces. { 'kok korv}

Koebe function The analytic function k(2) = 2(1 — 2) 2 = 2 + 22° + 32° + -+, that
maps the unit disk onto the entire complex plane minus the part of the negative
real axis to the left of —1/4. {'ka-bé fopk-shon }

Kolmogorov consistency conditions For each finite subset F' of the real numbers or
integers, let Pr denote a probability measure defined on the Borel subsets of the
cartesian product of k(F') copies of the real line indexed by elements in F, where
k(F) denotes the number of elements in F; the family {Pr} of measures satisfy the
Kolmogorov consistency conditions if given any two finite sets F; and F, with F}
contained in F5, the restriction of Pp, to those sets which are independent of the
coordinates in F, which are not in F), coincides with Pp;. { kol-mo'go-rof kon'sis-
ton-sé kon,dish-onz }

Kolmogorov inequalities For each integer k let X; be a random variable with finite
variance o, and suppose {X;} is an independent sequence which is uniformly
bounded by some constant c; then for every e > 0, and integer 7,

n

1—(e+26)2/
k

o7 < Prob {rknax IS, + ES,| = €}
1 k=n

and

ol —

k=n

. E o2 = Prob {max|S;, + ES,| = €};
k=1

k
here S, = 2 X; and ES), denotes the expected value of S,. { kol'ma'go-rof in-

i=1
i'kwil-od-éz }

Kolmogorov-Sinai invariant An isomorphism invariant of measure-preserving transfor-
mations; if 7' is a measure-preserving transformation on a probability space, the
Kolmogorov-Sinai invariant is the least upper bound of the set of entropies of 7'
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kurtosis

given each finite partition of the probability space. Also known as entropy of a
transformation. { kol'ma'go-rof 'sini injver-é-ont }

Kolmogorov-Smirnov test A procedure used to measure goodness of fit of sample
data to a specified population; critical values exist to test goodness of fit. { kol
mo,gor-of 'smirnof test }

Kolmogorov space See T, space. { kol'mo'gor-of spas }

Konig-Egervary theorem The theorem that, for a matrix in which each entry is either
0 or 1, the largest number of 1’s that can be chosen so that no two selected 1’s lie
in the same row or column equals the smallest number of rows and columns that
must be deleted to eliminate all the 1's. { (karn-ik 'e-ger,vir-yi ,thir-om }

Kénigsberg bridge problem The problem of walking across seven bridges connecting
four landmasses in a specified manner exactly once and returning to the starting
point; this is the original problem which gave rise to graph theory. { korn-iks borg
'brij ,préb-lom }

Kénig’s theorem The theorem that the largest possible number of edges in a matching
of a bipartite graph equals the smallest possible number of edges in an edge cover
of that graph. { 'kor-nigz thir-om }

Krawtchouk polynomials Families of polynomials which are orthogonal with respect
to binomial distributions. { jkrdv,chak pil-9'n6-me-alz }

Krein-Milman property The property of some topological vector spaces that any
bounded closed convex subset is the closure of the convex span of its extreme
points. { krin 'mil-mon prip-ord-€ }

Krein-Milman theorem The theorem that in a locally convex topological vector space,
any compact convex set K is identical with the intersection of all convex sets
containing the extreme points of K. { 'krIn 'mil-mon  thir-om }

Kronecker delta The function or symbol 3;; dependent upon the subscripts 4 and j
which are usually integers; its valueis 1 if ¢ = jand 0if¢ #j. { 'kro-nek-or del-to}

Kronecker product Given two different representations of the same group, their Kro-
necker product is a representation of the group constructed by taking direct prod-
ucts of matrices from the respective representations. { 'kro-nek-or ,priad-okt }

K theory The study of the mathematical structure resulting from associating an abelian
group K(X) with every compact topological space X in a geometrically natural
way, with the aid of complex vector bundles over X. Also known as topological
K theory. {'ka ,thé-o-ré}

Kuratowski closure-complementation problem The problem of showing that at most
14 distinct sets can be obtained from a subset of a topological space by repeated
operations of closure and complementation. { kur-ojtof-ské klo-zhor kiam-plo-
men'ta-shon ,prib-lom }

Kuratowski graphs Two graphs which appear in Kuratowski’s theorem, the complete
graph K; with five vertices and the bipartite graph K33 { kur-o'tov,ské grafs }

Kuratowski’s lemma Each linearly ordered subset of a partially ordered set is contained
in a maximal linearly ordered subset. { kur-o'tov-skéz 'lem-o }

Kuratowski’s theorem The proposition that a graph is nonplanar if and only if it has
a subgraph which is either a Kuratowski graph or a subdivision of a Kuratowski
graph. { kur-o'tov,skéz  thir-om }

Kureppa number A number of the form !'n = 0! + 1! + -+ + (n — 1)!, where n is a
positive integer. { ku'rep-o nom-bar }

kurtosis The extent to which a frequency distribution is concentrated about the mean
or peaked; it is sometimes defined as the ratio of the fourth moment of the distribu-
tion to the square of the second moment. { kor'to-sos }
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labeled graph A graph whose vertices are distinguished by names. { 'la-bald ,graf }

lacunary space A region in the complex plane that lies entirely outside the domain
of a particular monogenic analytic function. {1o,kii'no-ré 'spas }

lag correlation The strength of the relationship between two elements in an ordered
series, usually a time series, where one element lags a specific number of places
behind the other elements. { 'lag ki-ro la-shon }

Lagrange-Helmholtz equation See Helmholtz equation. {19'grdnj 'helm,holts i kwa-
zhan }

Lagrange’s formula See mean value theorem. {1o'gran-joz ,for-myo-lo }

Lagrange’s theorem In a group of finite order, the order of any subgroup must divide
the order of the entire group. ({lo'grin-joz thir-om }

Lagrangian multipliers A technique whereby potential extrema of functions of several
variables are obtained. Also known as undetermined multipliers. {12'grén-jé-on
'mal-to,pli-orz }

Laguerre polynomials A sequence of orthogonal polynomials which solve Laguerre’s
differential equation for positive integral values of the parameter. {lo'ger pil-
9'no-me-alz }

Laguerre’s differential equation The equation xy” + (1 — x)y’ + ay = 0, where « is
a constant. {1o'gerz ,dif-ojren-chol i'kwa-zhon }

lambda calculus A mathematical formalism to model the mathematical notion of
substitution of values for bound variables. { 'lam-do kal-kya-los }

lambda expression An expression used to define a function in the lambda calculus;
for example, the function f(x) = « + 1 is defined by the expression Ax(x + 1).
{ 'lam-do ik,spresh-on }

Lamé functions Functions that arise when Laplace’s equation is separated in ellipsoidal
coordinates. {ld'ma fopk-shonz }

lamellar vector field See irrotational vector field. {lo'mel-or 'vek-tor feld }

Lamé polynomials Polynomials which result when certain parameters of Lamé func-
tions assume integral values, and which are used to express physical solutions of
Laplace’s equation in ellipsoidal coordinates. {1i'ma ,pil-0'n6-mé-9lz }

Lamé’s equations A general collection of second-order differential equations which
have five regular singularities. { ld'maz i, kwa-zhonz }

Lamé’s relations Six independent relations which when satisfied by the covariant
metric tensor of a three-dimensional space provide necessary and sufficient condi-
tions for the space to be Euclidean. {14'maz ri la-shonz }

Lamé wave functions Functions which arise when the wave equation is separated in
ellipsoidal coordinates. Also known as ellipsoidal wave functions. {l4'ma 'wav
[fopgk-shonz }

Lanczos’s method A transformation method for diagonalizing a matrix in which the
matrix used to transform the original matrix to triple-diagonal form is formed from
a set of column vectors that are determined by a recursive process. { 'lin,choz-
os meth-ad }

language theory A branch of automata theory which attempts to formulate the grammar
of a language in mathematical terms; it has been applied to automatic language
translation and to the construction of higher-level programming languages and
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Laplace operator

systems such as the propositional calculus, nerve networks, sequential machines,
and programming schemes. { 'lan-gwij ,thé-o-ré }

Laplace operator The linear operator defined on differentiable functions which gives
for each function the sum of all its nonmixed second partial derivatives. Also
known as Laplacian. {1a'plds ,dp-9,rad-or }

Laplace’s equation The partial differential equation which states that the sum of all
the nonmixed second partial derivatives equals 0; the potential functions of many
physical systems satisfy this equation. {19'plds-oz i, kwa-zhon }

Laplace’s expansion An expansion by means of which the determinant of a matrix
may be computed in terms of the determinants of all possible smaller square
matrices contained in the original. { 19'plis-oz ik,span-chan }

Laplace’s measure of dispersion The expected value of the absolute value of the
difference between a random variable and its mean. {lo'plds-oz mezh-or ov
di'spar-zhon }

Laplace transform For a function f (x) its Laplace transform is the function F'(y) defined
as the integral over x from 0 to o of the function e ¥f(x). {1o'plés 'trans,form }

Laplacian See Laplace operator. { lo'plids-&-on }

Laspeyre’s index A weighted aggregate price index with base-year quantity weights.
Also known as base-year method. {14d'perz ,in,deks }

latent root See eigenvalue. { 'lat-ont 'riit }
lateral area The area of a surface with the bases (if any) excluded. { 'lad-o-ral
'er-é-9}

lateral face The lateral face for a prism or pyramid is any edge or face which is not
part of a base. { 'lad-o-ral 'fas }

Latin rectangle An 7 X n matrix, with » equal to or greater than » in which each row
is a permutation of the numbers 1, 2, ..., n, and no number appears in a column
more than once. {'lat-on 'rek,tap-gal }

Latin square An n X n square array of n different symbols, each symbol appearing
once in each row and once in each column; these symbols prove useful in ordering
the observations of an experiment. { 'lat-on 'skwer }

lattice A partially ordered set in which each pair of elements has both a greatest lower
bound and least upper bound. { 'lad-os}

latus rectum The length of a chord through the focus and perpendicular to the axis
of symmetry in a conic section. {ilad-es 'rek-tom }

Laurent expansion An infinite series in which an analytic function f(2) defined on an
annulus about the point 2, may be expanded, with nth term a,(z — 2,)", n ranging
from —c to %, and a,, = 1/(27i) times the integral of f(£)/ (t — z,)"*! along a simple
closed curve interior to the annulus. Also known as Laurent series. {lo'ran
ik,span-chon }

Laurent series See Laurent expansion. {10'rdnz sir-éz}

law of contradiction A principle of logic whereby a proposition cannot be both true
and false. {10 ov kén-tro'dik-shon }

law of cosines Given a triangle with angles A, B, and C and sides a, b, ¢ opposite
these angles respectively: a> = b*> + ¢ — 2bc cos A. {'lo oav 'ko,sInz }

law of exponents Any of the laws a™a” = a™*™", a™/a" = a™ 7", (a™)" = a", (ab)" =
a™b", (a/b)" = a"/b"; these laws are valid when m and n are any integers, or when
a and b are positive and m and n are any real numbers. Also known as exponential
law. {'lo ov ik'spo-nans }

law of large numbers The law that if, in a collection of independent identical experi-
ments, N(B) represents the number of occurrences of an event B in n trials, and
p is the probability that B occurs at any given trial, then for large enough = it is
unlikely that N(B)/n differs from p by very much. Also known as Bernoulli theo-
rem. {'lo ov |ldrj 'nom-borz }

law of quadrants 1. The law that any angle of a right spherical triangle (except a right
angle) and the side opposite it are in the same quadrant. 2. The law that when
two sides of a right spherical triangle are in the same quadrant the third side is
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Lebesgue-Stieltjes integral

in the first quadrant, and when two sides are in different quadrants the third side
is in the second quadrant. {'lo ov 'kwéd-rons }

law of signs The product or quotient of two numbers is positive if the numbers have
the same sign, negative if they have opposite signs. { 'lo ov 'sinz }

law of sines Given a triangle with angles A, B, and C and sides a, b, ¢ opposite these
angles respectively: sin A/a = sin B/b = sin C/c. {'l6 ov 'sinz }

law of species The law that one-half the sum of two angles in a spherical triangle and
one-half the sum of the two opposite sides are of the same species, in that they
are both acute or both obtuse angles. {'lo ov 'spé shéz }

law of the excluded middle A principle of logic whereby a proposition is either true
or false but cannot be both true and false. Also known as principle of dichotomy.
{ 1o ov the ik sklid-od 'mid-al }

law of tangents Given a triangle with angles A, B, and C and sides a, b, ¢ opposite
these angles respectively: (¢ — b)/(a + b) = [tan Y/4(A — B))/[tan /(A + B)].
{ '16 ov 'tan-jons }

law of the mean See mean value theorem. {16 ov tho 'mén }

lem See least common multiple.

leading zeros Zeros preceding the first nonzero integer of a number. { 'léd-ip 'zir-6z }

leaf of Descartes See folium of Descartes. { 'lef ov da'kért }

least common denominator The least common multiple of the denominators of a
collection of fractions. { 'lest 'kdm-on di'ndm-o,nad-or }

least common multiple The least common multiple of a set of quantities (for example,
numbers or polynomials) is the smallest quantity divisible by each of them. Abbre-
viated lem. { 'lest 'kdm-on 'mal-ta-pal }

least-squares estimate An estimate obtained by the least-squares method. { |lést
'skwerz ,es-to-mot }

least-squares method A technique of fitting a curve close to some given points which
minimizes the sum of the squares of the deviations of the given points from the
curve. {|lest 'skwerz meth-od }

least upper bound The least upper bound of a subset A of a set S with ordering < is
the smallest element of S which is greater than or equal to every element of A.
Abbreviated lub. Also known as supremum (sup). { lést jop-or 'baund }

least-upper-bound axiom The statement that any set of real numbers that has an upper
bound also has a least upper bound. { ]lést ,op-ar jbaund 'ak-sé-om }

Lebesgue exterior measure A measure whose value on a set S is the greatest lower
bound of the Lebesgue measures of open sets that contain S. Also known as
exterior measure; outer measure. {la'beg ikistir-&-or 'mezh-or }

Lebesgue integral The generalization of Riemann integration of real valued functions,
which allows for integration over more complicated sets, existence of the integral
even though the function has many points of discontinuity, and convergence proper-
ties which are not valid for Riemann integrals. {1a'beg ,int-o-gral }

Lebesgue interior measure A measure whose value on a set S is the least upper bound
of the Lebesgue measures of the closed sets contained in S. Also known as inner
measure; interior measure. { lo'beg injtir-&-or 'mezh-or }

Lebesgue measure A measure defined on subsets of euclidean space which expresses
how one may approximate a set by coverings consisting of intervals. {1o'beg
.mezh-or }

Lebesgue number The Lebesgue number of an open cover of a compact metric space
X is a positive real number so that any subset of X whose diameter is less than
this number must be completely contained in a member of the cover. {la'beg
nom-bar }

Lebesgue-Stieltjes integral A Lebesgue integral of the form

f” @) dé@)
b

where ¢ is of bounded variation; if ¢b(x) = x, it reduces to the Lebesgue integral
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left-continuous function

of f(x); if d(x) is differentiable, it reduces to the Lebesgue integral of f(x)d’(x).
{ 1o'beg 'stelt-yos ,int-o-gral }

left-continuous function A function f(x) of a real variable is left-continuous at a point
cif f(x) approaches f (c) as x approaches c from the left, that is, x < c only. { 'left
konjtin-ya-was 'fopk-shan }

left coset A left coset of a subgroup H of a group G is a subset of G consisting of all
elements of the form ah, where a is a fixed element of G and & is any element of
H. {left 'kds-ot }

left-hand derivative The limit of the difference quotient [f(x) — f(c))/[x — c] as @
approaches ¢ from the left, that is, ¥ < c only. { 'left hand do'riv-od-iv }

left-handed coordinate system 1. A three-dimensional rectangular coordinate system
such that when the thumb of the left hand extends in the positive direction of the
first (or x) axis, the fingers fold in the direction in which the second (or y) axis
could be rotated about the first axis to coincide with the third (or z) axis. 2. A
coordinate system of a Riemannian space which has negative scalar density func-
tion. { 'left }hand-od ko'ord-on-ot ,sis-tom }

left-handed curve A space curve whose torsion is positive at a given point. Also
known as sinistrorse curve; sinistrorsum. { 'left thand-od 'korv }

left-hand limit See limit on the left. { 'left jhand 'lim-at }

left identity In a set in which a binary operation - is defined, an element e with the
property e - a = a for every element a in the set. { left i'den-o-dé }

left inverse For a set S with a binary operation x-y that has an identity element e, the
left inverse of a member, x, of S is another member, &, of S for which & - x = e.
{ \left injvors }

left-invertible element An element x of a groupoid with a unit element e for which
there is an element & such that & - x = e. { |left in,vord-o-bal 'el-o-mons }

left module A module over a ring in which the product of a member x of the module
and a member a of the ring is written ax. {'left méj-ol }

leg Either side adjacent to the right angle of a right triangle. {leg }

Legendre equation The second-order linear homogeneous differential equation
1 — 22y" — 2xy’ + v(v + 1y = 0, where v is real and nonnegative. {lo'zhin-
dro i,kwa-zhon }

Legendre function Any solution of the Legendre equation. { l1o'zhin-dra ,fogk-shon }

Legendre polynomials A collection of orthogonal polynomials which provide solutions
to the Legendre equation for nonnegative integral values of the parameter.
{ lo'zhan-dra pil-i'no-meé-olz }

Legendre’s symbol The symbol (c|p), where p is an odd prime number, and (c|p) is
equal to 1 if ¢ is a quadratic residue of p, and is equal to —1 if ¢ is not a quadratic
residue of p. {1o'zhén-droz ,sim-bal }

Legendre transformation A mathematical procedure in which one replaces a function
of several variables with a new function which depends on partial derivatives of
the original function with respect to some of the original independent variables.
Also known as Legendre contact transformation. ({lo'zhdn-dra  tranz-for'ma-
shon }

Leibnitz’s rule A formula to compute the nth derivative of the product of two functions
fand g:

n

dn(f_ g)/dxn — 2 (Z) dnfkﬂdxnfk . dk g/dzj‘

k=0

where (Z) =nl/(n — k)! k! { 'libnit-soz ril }

Leibnitz’s test If the sequence of positive numbers a,, approaches zero monotonically,
then the series
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S (- 1ya,
n=1

is convergent. { 'lib nit-soz test }

lemma A mathematical fact germane to the proof of some theorem. { 'lem-9 }

lemma of duBois-Reymond A continuous function f(x) is constant in the interval (a,b)
if for certain functions g whose integral over (a,b) is zero, the integral over (a,b)
of f times g is zero. {'lem-o ov dyub'wi ra'mon }

lemniscate of Bernoulli The locus of points (x,y) in the plane satisfying the equation
@ + ¥?? = a® (@ — y? or, in polar coordinates (7,0), the equation 7> = a®
cos 20. {lem'nis-kat ov ber'nii‘¢€ }

lemniscate of Gerono See eight curve. {lem'nis-kat ov je'rdn-o }

length of a curve A curve represented by x = x(t), y = y() for t; =t = t,,
with x(t)) = 1, 2(82) = %2, Y(11) = Y1, Y(I2) = Yo, has length from (x1,y,) to (22,y2)
given by the integral from ¢, to ¢, of the function ./(dx/dt)? + (dy/dt)?. | 'lepkth
ov o 'karv }

leptokurtic distribution A distribution in which the ratio of the fourth moment to the
square of the second moment is greater than 3, which is the value for a normal
distribution; it appears to be more heavily concentrated about the mean, or more
peaked, than a normal distribution. { |lep-tojkord-ik ,di-stra'byii-shon }

level In factorial experiments, the quantitative or qualitative intensity at which a
particular value of a factor is held fixed during an experiment. { 'lev-al}

level of significance For a test, the probability of false rejection of the null hypothesis.
Also known as significance level. { 'lev-al ov sig'nif-i-kons }

Levi-Civita symbol A symbol €, ..., ; where %, j, ..., s are n indices, each running
from 1 to n; the symbol equals zero if any two indices are identical, and 1 or —1
otherwise, depending on whether 4, j, . .., s form an even or an odd permutation
of 1,2, ..., n {'la-vé che-ve'ti ,sim-bal }

lexicographic order Given sets A and B with a common ordering <, one defines an
ordering between all sequences (finite or infinite) of elements of A and of elements
of B by (a,az, ...) < (byby, ...) if either a; = b, for every 7, or a,, < b,, where n
is the first place in which they differ; this is the way words are ordered in a
dictionary. { lek-so-ko,graf-ik 'or-dor }

I’Hopital’s cubic See Tschirnhausen’s cubic. {16-pé-tilz 'Kyii-bik }

I’Hopital’s rule A rule useful in evaluating indeterminate forms: if both the functions
f(x) and g(x) and all their derivatives up to order (n — 1) vanish at x = a, but
the nth derivatives both do not vanish or both become infinite at x = a, then

lim f(2)g(@) = f® (@/g™(a),

£ denoting the nth derivative. {10-pe-tilz ,ral

I’'Huilier’s equation An equation used in the solution of a spherical triangle, involving
tangents of various functions of its angles and sides. {lo-wé'yaz i kwa-zhon }

Liapunov function See Lyapunov function. { 'lyd-pu-nof fopk-shon }

Lie algebra The algebra of vector fields on a manifold with additive operation given
by pointwise sum and multiplication by the Lie bracket. {'lé ,al-jo-bro }

Lie bracket Given vector fields X,¥ on a manifold M, their Lie bracket is the vector
field whose value is the difference between the values of XY and YX. {'lé brak-ot }

Lie group A topological group which is also a differentiable manifold in such a way
that the group operations are themselves analytic functions. {'lé griip }

lifting 1. Given a fiber bundle (X,B,p) and a continuous map of a topological space ¥
to B, g:Y — B, lifting entails finding a continuous map g:Y — X such that the
function g is the composition p — g. 2. See translation. { 'lift-ip }

likelihood The likelihood of a sample of independent values of xy, xy, . . . , x,, with f(x)
the probability function, is the product f'(x;) — f(x2) — - — f(x,). {'lik-1€hud }

likelihood ratio The probability of a random drawing of a specified sample from a
population, assuming a given hypothesis about the parameters of the population,
divided by the probability of a random drawing of the same sample, assuming that
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the parameters of the population are such that this probability is maximized. { 'lik-
1e,hud ,ra-sho }

likelihood ratio test A procedure used in hypothesis testing based on the ratio of the
values of two likelihood functions, one derived from the hypothesis being tested
and one without the constraints of the hypothesis under test. {lik-le hud 'ra-
sho test }

like terms See similar terms. { lik jtormz }

limagon The locus of points of the plane which in polar coordinates (7,0) satisfy the
equation 7 = a cos 6 + b. Also known as Pascal’s limacon. { 'lim-o,sdn or
Jlim-9'son }

limit 1. A function f(x) has limit L as x tends to c if given any positive number € (no
matter how small) there is a positive number & such that if x is in the domain of
f,xisnotc, and |x — ¢| < §, then |[f(x) — L| < ¢ written

lim f (%) = L

2. A sequence {a,;n = 1, 2, ...} has limit L if given a positive number e (no matter
how small), there is a positive integer N such that for all integers n greater than
N, la, — L] <e {'lim-at}

limit cycle For a differential equation, a closed trajectory C in the plane (corresponding
to a periodic solution of the equation) where every point of C has a neighborhood
so that every trajectory through it spirals toward C. { 'lim-at ,sik-al }

limit inferior Also known as lower limit. 1. The limit inferior of a sequence whose nth
term is a,, is the limit as N approaches infinity of the greatest lower bound of the
terms a,, for which 7 is greater than N; denoted by

lim inf @, or lim a,

o0
n—> o

2. The limit inferior of a function f* at a point c is the limit as e approaches zero
of the greatest lower bound of f(x) for |x — ¢| < € and x # c; denoted by
lim inf f (%) or lim f(x)

roe n—c

3. For a sequence of sets, the set consisting of all elements that belong to all but
afinite number of the sets in the sequence. Also known as restricted limit. { 'lim-
ot injfir-&-or }

limit on the left The limit on the left of the function f at a point c is the limit of f* at
¢ which would be obtained if only values of x less than ¢ were taken into account;
more precisely, it is the number L which has the property that for any positive
number e there is a positive number 8 so that if x is the domain of f and
0 < (¢ — x) < 3, then |[f(x) — L| < ¢ denoted by

lim f(x) =Lorf(c)=1L

xr—c
Also known as left-hand limit. { 'lim-ot on tho 'left }

limit on the right The limit on the right of the function f(x) at a point ¢ is the limit

of f at ¢ which would be obtained if only values of x greater than ¢ were taken
into account; more precisely, it is the number L which has the property that for
any positive number e there is a positive number 8 so that if x is in the domain
of fand 0 < (x — ¢) < §, then |[f(x) — L| < ¢ denoted by

lim f(x) =Lorf(c")=L

a—ct

Also known as right-hand limit. { 'lim-at on tho 'rit }

limit point See cluster point. { 'lim-at ,point }

limits of integration The end points of the interval over which a function is being
integrated. { 'lim-ots ov ,int-9'gra-shon }

limit superior Also known as upper limit. 1. The limit superior of a sequence whose
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nth term is a,, is the limit as N approaches infinity of the least upper bound of the
terms a,, for which 7 is greater than N; denoted by

lim sup a,, or lim a,

n—x n—x
2. The limit superior of a function f at a point ¢ is the limit as € approaches zero
of the least upper bound of f(x) for |x — ¢| € and x # ¢; denoted by

lim sup f(x) or lim S

xr—c xTx—c
3. For a sequence of sets, the set consisting of all elements that belong to infinitely
many of the sets in the sequence. Also known as complete limit. { 'lim-ot sa'pir-
&-or}

Lindeléf space A topological space where if a family of open sets covers the space,
then a countable number of these sets also covers the space. { 'lin-do lof ,spas }

Lindeléf theorem The proposition that there is a countable subcover of each open
cover of a subset of a space whose topology has a countable base. { 'lin-do lef
\thir-om }

line The set of points (xy, ..., x,) in Euclidean space, each of whose coordinates is
a linear function of a single parameter ¢; x; = f;(f). Also known as straight
line. {Iin}

linear algebra The study of vector spaces and linear transformations. { 'lin-é-or 'al-
jorbra }

linear algebraic equation An equation in some algebraic system where the unknowns
occur linearly, that is, to the first power. { 'lin-&-or ,al-jojbra-ik i'kwa-zhon }

linear combination A linear combination of vectors vy, . .. ,v, in a vector space is any
expression of the form a,v, + ayvy, + - + a,v,, where the a; are scalars. { 'lin-
&-or . kdm-bo'na-shon }

linear congruence The relation between two quantities that have the same remainder
on division by a given integer, where the quantities are polynomials of, at most,
the first degree in the variables involved. { 'lin-&-or kop'grii-ons }

linear dependence The property of a set of vectors v, ..., v, in a vector space for
which there exists a linear combination such that a,v; + -+ + a,v,, = 0, and at
least one of the scalars a; is not zero. { 'lin-é-or di'pen-dons }

linear differential equation A differential equation in which all derivatives occur linearly,
and all coefficients are functions of the independent variable. { 'lin-&-or dif-ojren-
chal i'kwa-zhon }

linear discriminant function A function, used in conjunction with a set of threshold
values in a classification procedure, whose values are linear combinations of the
values of selected variables. { |lin-é-or dijskrim-o-nont ,fopk-shon }

linear element On a surface determined by equations x = f(u,v), y = g(u,v), and
2 = h(u,v), the element of length ds given by ds* = E du? + 2F du dv + G dv?,
where E, F, and G are functions of # and ». { 'lin-&-or 'el-o-mont }

linear equation A linear equation in the variables x, ..., x,, and y is any equation
of the form ax; + axx; + -+ + a,x, = y. { 'lin-&-or i'’kwa-zhan }

linear form A homogeneous polynomial of the first degree. { 'lin-&é-or 'form }

linear fractional transformations See Mobius transformations. { 'lin-é-or jfrak-shon-
al \tranz-for'ma-shonz }

linear function See linear transformation. { 'lin-&-or 'fopk-shon }

linear functional A linear transformation from a vector space to its scalar field. { 'lin-
&-or 'fopk-shon-al }

linear hypothesis See linear model. { 'lin-&-or hi'péth-9-s9s }

linear independence The property of a set of vectors vy,...v, in a vector space
where if a,v; + asve + -+ + a,v, = 0, then all the scalars a; = 0. {'lin-&-or ,in-
da'pen-dans }

linear inequalities A collection of relations among variables x;, where at least one
relation has the form 3;a;x; = 0. {'lin-&-or ,in-i'kwél-od-€z }

linear interpolation A process to find a value of a function between two known values
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under the assumption that the three plotted points lie on a straight line. { 'lin-é-
or in,tor-pa'la-shon }

linearity The property whereby a mathematical system is well behaved (in the context
of the given system) with regard to addition and scalar multiplication. { lin-&'ar-
od-é}

linearly dependent quantities Quantities that satisfy a homogeneous linear equation
in which at least one of the coefficients is not zero. { 'lin-é-or-lé dijpen-dont
'kwén-to tez }

linearly disjoint extensions Two extension fields E and F of a field k¥ contained in a
common field L, such that any finite set of elements in F that is linearly independent
when F is regarded as a vector space over k remains linearly independent when
E is regarded as a vector space over F. { |lin-&-or-1é |dis}joint ik'sten-chonz }

linearly independent quantities Quantities which do not jointly satisfy a homogeneous
linear equation unless all coefficients are zero. { 'lin-€-or-1é in-dsjpen-dont 'kwin-
od-ez }

linearly ordered set A set with an ordering = such that for any two elements a and
b either a = b or b = a. Also known as chain; completely ordered set; serially
ordered set; simply ordered set; totally ordered set. { 'lin-&-or-1€ jor-dord 'set }

linear manifold A subset of a vector space which is itself a vector space with the
induced operations of addition and scalar multiplication. { 'lin-é-or 'man-9,fold }

linear model A mathematical model in which linear equations connect the random
variables and the parameters. Also known as linear hypothesis. { 'lin-é-or
'méd-al }

linear operator See linear transformation. { 'lin-é-or 'dp-o,rad-or }

linear order Any order < on a set S with the property that for any two elements a
and b in S exactly one of the statements a < b, @ = b, or b < a is true. Also
known as complete order; serial order; simple order; total order. { 'lin-é-or 'or-
dor }

linear programming The study of maximizing or minimizing a linear function f(x,
..., X,) subject to given constraints which are linear inequalities involving the
variables x;. { 'lin-&-or 'pro,gram-ip }

linear regression The straight line running among the points of a scatter diagram
about which the amount of scatter is smallest, as defined, for example, by the
least squares method. { 'lin-&-or ri'gresh-on }

linear scale See uniform scale. { |lin-&-or 'skal }

linear space See vector space. { 'lin-é-or 'spas }

linear span { lin-€-or 'span }

linear system A system where all the interrelationships among the quantities involved
are expressed by linear equations which may be algebraic, differential, or integral.
{ 'lin-&-or 'sis-tom }

linear topological space See topological vector space. { |lin-&-or tip-o}ldj-o-kal 'spas }

linear transformation A function 7" defined in a vector space E and having its values
in another vector space over the same field, such that if f and g are vectors in E,
and c is a scalar, then T(f + ¢g) = Tf + Tg and T(¢f) = c¢(Tf). Also known as
homogeneous transformation; linear function; linear operator. { 'lin-&-or  tranz-
for'ma-shon }

linear trend A first step in analyzing a time series, to determine whether a linear
relationship provides a good approximation to the long-term movement of the
series; computed by the method of semiaverages or by the method of least squares.
{ lin-é-or 'trend }

line at infinity See ideal line. { 'lin at in'fin-od-€ }

line graph A graph in which successive points representing the value of a variable
at selected values of the independent variable are connected by straight lines.
{ 'lin ,graf }

line integral 1. For a curve in a vector space defined by x = x(?), and a vector function
V defined on this curve, the line integral of V along the curve is the integral over
t of the scalar product of V[x(f)] and dx/dt; this is written [ V - dx. 2. For a
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curve which is defined by x = x(?), y = y(t), and a scalar function f depending
on x and y, the line integral of f along the curve is the integral over ¢ of f[x(t),y(?)] -

(dx/dt)?® + (dy/dt)? this is written [ fds, where ds = /(dx)? + (dy)? is an infini-
tesimal element of length along the curve. 3. For a curve in the complex plane
defined by z = 2(¢), and a function f depending on z, the line integral of f along
the curve is the integral over ¢ of f[2(f)] (dz/dt); this is written [ fdz. { 'lin lint-

9-gral }
line of curvature A curve on a surface whose tangent lies along a principal direction
at each point. { 'Iln ov 'kar-vo-chor }

line of striction The locus of the central points of the rulings of a given ruled surface.
{ 'Iin av 'strik-shan }

line of support Relative to a convex region in a plane, a line that contains at least
one point of the region but is such that a half-plane on one side of the line contains
no points of the region. { 'lin ov sa'port }

line segment A connected piece of a line. { 'lin ,seg-mont }

link relatives method A method for computing indexes by dividing the value of a
magnitude in one period by the value in the previous period. { lipk 'rel-o-tivz
meth-ad }

Liouville function A function A(n) on the positive integers such that A(1) = 1, and for
n = 2, A\(n) is —1 raised to the number of prime factors of n, with repeated factors
counted the number of times they appear. { 'lyii,vel ,fopk-shon }

Liouville-Neumann series An infinite series of functions constructed from the given
functions in the Fredholm equation which under certain conditions provides a
solution. Also known as Neumann series. { 'lyii,vél 'noi,mén sir-éz }

Liouville number An irrational number x such that for any integer n there exist integers
p and q, with ¢ greater than 1, for which the absolute value of x — (p/q) is less
than 1/¢". {'lyu,vél nom-baor }

Liouville’s theorem Every function of a complex variable which is bounded and analytic
in the entire complex plane must be constant. { 'lyii,vélz thir-om }

Lipschitz condition A function f satisfies such a condition at a point b if |f(x) — f(b)|
= K|x — b|, with K a constant, for all  in some neighborhood of b. { 'lip,shits
kaon,dish-an }

Lipschitz mapping A function f from a metric space to itself for which there is a
positive constant K such that, for any two elements in the space, a and b, the
distance between f(a) and f(b) is less than or equal to K times the distance between
a and b. {'lip,shits map-ip }

literal constant A letter denoting a constant. { 'lid-o-ral 'kin-stont }

literal expression An expression or equation in which the constants are represented
by letters. { 'lid-a-ral ik'spresh-on }

literal notation The use of letters to denote numbers, known or unknown. { 'lid-o-
ral no'ta-shon }

Littlewood conjecture The statement that there exists a number C such that, whenever
ny, N, ..., Ny are N distinct integers, the integral over x from —m to 7 of the
absolute value of the sum from £k = 1 to k = N of the exponential functions of
inx is greater than 2w C log N. { 'lid-ol,wud kon jek-char }

lituus The trumpet-shaped plane curve whose points in polar coordinates (7, ) satisfy
the equation 7> = a/0. { 'lich-o-wos }

Lobachevski geometry A system of planar geometry in which the euclidean parallel
postulate fails; any point p not on a line L has at least two lines through it parallel
to L. Also known as Bolyai geometry; hyperbolic geometry. {16-ba'chef-ské
je'am-o-tre }

local algebra An algebra A over a field F' which is the sum of the radical of A and
the subalgebra consisting of products of elements of F' with the multiplicative
identity of A. {]lo-kal 'al-jo-bra }

local base For a point x in a topological space, a family of neighborhoods of x such
that every neighborhood of x contains a member of the family. Also known as
base for the neighborhood system. { ]16-kal 'bas }
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local coefficient By using fiber bundles where the fiber is a group, one may generalize
cohomology theory for spaces; one uses such bundles as the algebraic base for
such a theory and calls the bundle a system of local coefficients. {'l6-koal ko-
i'fish-ont }

local coordinate system The coordinate system about a point which is induced when
the global space is locally Euclidean. { '16-kal ko'ord-on-ot ,sis-tom }

local distortion The absolute value of the derivative of an analytic function at a given
point. { 'l6-kal di'stor-shon }

localization principle The principle that the convergence of the Fourier series of a
function at a point depends only on the behavior of the function in some arbitrarily
small neighborhood of that point. {,16-ka-15'za-shan ,prin-sa-pal }

locally arcwise connected topological space A topological space in which every point
has an arcwise connected neighborhood, that is, an open set any two points of
which can be joined by an arc. { 'l6-ka-1é 'drk, wiz ko nek-tod jtip-ojléj-9-kal |spas }

locally compact topological space A topological space in which every point lies in a
compact neighborhood. {'16-ko-1& kom'pakt |tdp-ojldj-o-kol ;spas }

locally connected topological space A topological space in which every point has a
connected neighborhood. { '16-ka-1€ ka'nek-tad |tdp-9jldj-9-kal spas }

locally convex space A Hausdorff topological vector space E such that every neighbor-
hood of any point x belonging to E contains a convex neighborhood of x. {'lo-
kao-le 'kén,veks ,spas }

locally Euclidean topological space A topological space in which every point has a
neighborhood which is homeomorphic to a Euclidean space. { '16-ka-lé yii'klid-
€-on ;tdp-ojlgj-o-kal |spas }

locally finite family of sets A family of subsets of a topological space such that each
point of the topological space has a neighborhood that intersects only a finite
number of these subsets. {}16-ka-lé |fi,nit 'fam-lé ov 'sets }

locally integrable function A function is said to be locally integrable on an open set
S in n-dimensional Euclidean space if it is defined almost everywhere in S and
has a finite integral on compact subsets S. { }16-ka-1€ jint-9-gra-bal 'fopk-shan }

locally one to one A function is locally one to one if it is one to one in some neighbor-
hood of each point. {'l6-ko-1é 'won to 'won }

locally trivial bundle A bundle for which each point in the base has a neighborhood
U whose inverse image under the projection map is isomorphic to a Cartesian
product of U with a space isomorphic to the fibers of the bundle. { 16-ka-1€ jtriv-
€-al 'bon-dal }

local maximum A local maximum of a function f is a value f(¢) of f where f(x) =
f(c) for all x in some neighborhood of c; if f(c) is a local maximum, f is said to
have a local maximum at ¢. { '16-kal 'mak-so-mom }

local minimum A local minimum of a function f is a value f(c) of f where f(x) =
f(c) for all x in some neighborhood of ¢; if f(c) is a local minimum, f is said to
have a local minimum at ¢. {'l6-kal 'min-9-mom }

local property A property of an object (such as a space, function, curve, or surface)
whose specification is based on the behavior of the object in the neighborhoods
of certain points. { '16-kal ,préap-ord-é }

local quasi-F martingale A stochastic process {X,} such that the process obtained from
{X,} by stopping it when it reaches n or —n is a quasi-F martingale for each integer
n. {'lo-kal 'kwi-zélef 'mart-on,gal }

local ring A ring with only one maximal ideal. { '16-kal 'rip }

local solution A function which solves a system of equations only in a neighborhood
of some point. { '16-kal so'lii-shon }

located vector An ordered pair of points in n-dimensional Euclidean space. { |16,kad-
ad 'vek-tor }

location principle A principle useful in locating the roots of an equation stating that
if a continuous function has opposite signs for two values of the independent
variable, then it is zero for some value of the variable between these two values.
{16'ka-shon ,prin-sa-pal }
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locus A collection of points in a Euclidean space whose coordinates satisfy one or
more algebraic conditions. {'16-kas }

logarithm 1. The real-valued function log u defined by log u = v if e’ = u, ¢’ denoting the
exponential function. Also known as hyperbolic logarithm; Naperian logarithm;
natural logarithm. 2. An analog in complex variables relative to the function e*.
{ 'lag-o,rith-om }

logarithmically convex function A function whose logarithm is a convex function.
{ lag-ojrith-mik-lé [kinjveks ,fopk-shon }

logarithmic coordinate paper Paper ruled with two sets of mutually perpendicular,
parallel lines spaced according to the logarithms of consecutive numbers, rather
than the numbers themselves. { 'ldg-9 rith-mik ko'ord-on-at pa-par }

logarithmic coordinates In the plane, logarithmic coordinates are defined by two
coordinate axes, each marked with a scale where the distance between two points
is the difference of the logarithms of the two numbers. { 'l4g-9,rith-mik ko'ord-
an-ots }

logarithmic curve A curve whose equation in Cartesian coordinates is y = log ax,
where a is greater than 1. {'ldg-o rith-mik 'korv }

logarithmic derivative The logarithmic derivative of a function f(2) of a real (complex)
variable is the ratio f'(2)/f (), that is, the derivative of log f(2). { 'lig-o,rith-mik
da'riv-ad-iv }

logarithmic differentiation A technique often helpful in computing the derivatives of
a differentiable function f(x); set g(x) = log f(x) where f(x) # 0, then g'(x) =
f'(@)/ f(x), and if there is some other way to find g'(x), then one also finds f'(x).
{ '1ag-9 rith-mik ,dif-o,ren-ché'a-shon }

logarithmic distribution A frequency distribution whose value at any integer n =
1,2,...isN/(—n)log (1 — \), where N is fixed. { 'ldg-o,rith-mik ,dis-tro'byii-shon }

logarithmic equation An equation which involves a logarithmic function of some
variable. {'ldg-o,rith-mik i'kwa-zhon }

logarithmic scale A scale in which the distances that numbers are at from a reference
point are proportional to their logarithms. { 'l4g-9,rith-mik 'skal }

logarithmic series The expansion of the natural logarithm of 1 + x in a Maclaurin
series; namely, x — %2 + %3 — ---. | 14g-2,9,rith-mik 'sir-ez )

logarithmic spiral The spiral plane curve whose points in polar coordinates (7,0) satisfy
the equation log » = af. Also known as equiangular spiral. { 'l4g-o,rith-mik
'spi-ral }

logarithmic transformation The replacement of a variate y with a new variate z =
log y or z = log (y + ¢), where c is a constant; this operation is often performed
when the resulting distribution is normal, or if the resulting relationship with
another variable is linear. { 'l4g-9,rith-mik tranz-for'ma-shan }

logarithmic trigonometric function The logarithm of the corresponding trigonometric
function. { 'ldg-o rith-mik 'trig-o-no,me-trik fopk-shon }

logic The subject that investigates, formulates, and establishes principles of valid
reasoning. { 'l4j-ik }

logical addition The additive binary operation of a Boolean algebra. { 'l4j-o-kal
9'dish-on }

logical connectives Symbols which link mathematical statements; these symbols repre-
sent the terms “and,” “or,” “implication,” and “negation.” { '14j-o-kal ko'nek-tivz }

logical function See propositional function.. { 'l4j-a-kal 'fogk-shon }

logically equivalent statements Two statements that are equivalent because of their
logical form rather than their mathematical content. { l&j-i-klé i kwiv-o-lont
'stat-mons }

logical multiplication The multiplicative binary operation of a Boolean algebra. { 'l&j-
9-kal mal-to-plo'ka-shon }

logistic curve 1. A type of growth curve, representing the size of a population y as a
function of time & y = kA1 + e™**"), where k and b are positive constants. Also
known as Pearl-Reed curve. 2. More generally, a curve representing a function
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lognormal distribution

of the form y = kA1 + "), where c is a constant and f(¢) is some function of
time. {19'jis-tik 'korv }

lognormal distribution A probability distribution in which the logarithm of the parame-
ter has a normal distribution. {'lignor-mol di-stra'byii-shon }

long division 1. Division of numbers in which the divisor contains more than one
digit. 2. Division of algebraic quantities in which the divisor contains more than
one term. { lop di'vizh-on }

long radius The distance from the center of a regular polygon to a vertex. { 'lop

rad-e-os }
long run frequency The ratio of the number of occurrences of an event in a large
number of trials to the number of trials. { 'log ,ron 'fré-kwon-sé }

long-time trend See secular trend. {16y tim 'trend }

lookahead tree See game tree. { 'luk-ohed ,tré}

loop A line which begins and ends at the same point of the graph. { lLip }

Lorentz group The group of all Lorentz transformations of euclidean four-space with
composition as the operation. { 'lorens griip }

Lorentz transformation Any linear transformation of Euclidean four space which pre-
serves the quadratic form q(x,y,2,t) = t* — 2*> — y> — 22 |['lorens tranz
for,ma-shon }

Lorenz curve A graph for showing the concentration of ownership of economic quanti-
ties such as wealth and income; it is formed by plotting the cumulative distribution
of the amount of the variable concerned against the cumulative frequency distribu-
tion of the individuals possessing the amount. { 'lor,ens korv }

loss function In decision theory, the function, dependent upon the decision and the
true underlying distributions, which expresses the loss produced in taking the
decision. { 'los ,fogk-shon }

lower bound 1. A lower bound of a subset A of a set S is a point of S which is smaller
than every element of A. 2. A lower bound on a function f with values in a
partially ordered set S is an element of S which is smaller than every element in
the range of f. {'l6-or jbaund }

lower limit See limit inferior. {|l6-or 'lim-at }

lower semicontinuous function A real-valued function f(x) is lower semicontinuous
at a point x, if, for any small positive number €, f(x) is always greater that
f(xg) — € for all x in some neighborhood of x,. {|l6-or ,sem-&-kon'tin-ya-was
[fonk-shon }

loxodromic spiral A curve on a surface of revolution which cuts the meridians at a
constant angle other than 90°. { lak-sojdram-ik 'spi-ral }

lub See least upper bound.

Lucas numbers The terms of the Fibonacci sequence whose first two terms are 1 and
3. {'lirkes ,nom-borz }

lune A section of a plane bounded by two circular arcs, or of a sphere bounded by
two great circles. {lin }

lune of Hippocrates 1. A section of the plane, bounded by two circular arcs, whose
area equals that of a polygon used in constructing the circles. 2. One of a small
finite number of sections of the plane, each bounded by two circular arcs, such
that the sum of their areas equals that of a polygon used in constructing the circles.
{ \lin ov hip'dk-ra téz }

Luzin’s theorem Given a measurable function f which is finite almost everywhere in
a euclidean space, then for every number € > 0 there is a continuous function g
which agrees with f, except on a set of measure less than e. Also spelled Lusin’s
theorem. { lii‘zénz  thir-om }

Lyapunov function A function of a vector and of time which is positive-definite and
has a negative-definite derivative with respect to time for nonzero vectors, is
identically zero for the zero vector, and approaches infinity as the norm of the
vector approaches infinity; used in determining the stability of control systems.
Also spelled Liapunov function. { l&'ap-o,nof ,fopk-shon }
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m See milli-.

MacDonald functions See modified Hankel functions. {mok'ddn-old ,fopk-shonz }

Machin’s formula The formula w/4 = 4 arc tan (1/5) — arc tan (1/239), which has been
used to compute the value of w. { 'ma-chonz for-mys-1o}

Maclaurin-Cauchy test See Cauchy’s test for convergence. { ma'klor-on ko'shé test }

Maclaurin expansion The power series representation of a function arising from Mac-
laurin’s theorem. { ma'klor-an ik,span-chan }

Maclaurin series The power series in the Maclaurin expansion. { ma'klor-on sir-éz }

Maclaurin’s theorem The theorem giving conditions when a function, which is infinitely
differentiable, may be represented in a neighborhood of the origin as an infinite
series with nth term (1/n!) - f®(0) - 2", where f® denotes the nth derivative.
{ mo'klor-onz thir-om }

magic square 1. A square array of integers where the sum of the entries of each row,
each column, and each diagonal is the same. 2. A square array of integers where
the sum of the entries in each row and each column (but not necessarily each
diagonal) is the same. Also known as semimagic square. { 'maj-ik 'skwer }

magnitude See absolute value. { 'mag-na,tid }

main diagonal See principal diagonal. {|man di'ag-on-al }

main effect The effect of the change in level of one factor in a factorial experiment
measured independently of other variables. { man i'fekt }

major arc The longer of the two arcs produced by a secant of a circle. { 'ma-jor 'ark }

major axis The longer of the two axes with respect to which an ellipse is symmetric.
{ 'ma-jor 'ak-sas }

majority A logic operator having the property that if P, Q, R are statements, then the
function (P, Q, R, ... ) is true if more than half the statements are true, or false
if half or less are true. { mo'jar-od-€ }

Mandelbrot dimensionality See fractal dimensionality. { jmin-dal brot di,men-sha'nal-
od-e )

Mandelbrot set The set of complex numbers, ¢, for which the sequence s, s, ... is
bounded, where s, = 0, and s,,,; = 5,2 + ¢. {!miin-dal brot set )

manifold A topological space which is locally Euclidean; there are four types: topologi-
cal, piecewise linear, differentiable, and complex, depending on whether the local
coordinate systems are obtained from continuous, piecewise linear, differentiable,
or complex analytic functions of those in Euclidean space; intuitively, a surface.
{ 'man-9,fold }

Mann-Whitney test A procedure used in nonparametric statistics to determine whether
the means of two populations are equal. { man 'wit-né test }

mantissa The positive decimal part of a common logarithm. { man'tis-o }

map See mapping. { map }

mapping 1. Any function or multiple-valued relation. Also known as map. 2. In
topology, a continuous function. { 'map-ip }

marginal probability Probability expressed by the two conditional probability distribu-
tions which arise from the joint distribution of two random variables. { 'mir-jon-
al priab-o'bil-od-€ }
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mark

mark The name or value given to a class interval; frequently, the value of the midpoint
or the integer nearest the midpoint. { mérk }

Markov chain A Markov process whose state space is finite or countably infinite.
{ 'mar,kof ,chan }

Markov inequality If x is a random variable with probability P and expectation E,
then, for any positive number a and positive integer n, P(|x| = a) < E(|x|[a™).
{ 'mar kof |in-i'kwil-od-€ }

Markov process A stochastic process which assumes that in a series of random events
the probability of an occurrence of each event depends only on the immediately
preceding outcome. { 'miér kof pri-sos }

marriage theorem The proposition that a family of n subsets of a set S with n elements
is a system of distinct representatives for S if any k of the subsets, k = 1, 2, ..,
n, together contain at least k distinct elements. Also known as Hall's theorem.
{ 'mar-ij ,thir-om }

martingale A sequence of random variables x,%,, . . ., where the conditional expected
value of x,,; given x,,2y, . . ., x,, equals x,. { 'méirt-on,gal }

Mascheroni’s constant See Euler’s constant. { misk-2'ro,néz 'kin-stont }

match See biconditional operation. { mach }

matched groups Groups of individuals or objects chosen so that the mean values (or
some other characteristic) of some variable are the same for all the groups, in
order to minimize the variation due to this variable. {jmacht 'griips }

matched pairs The design of an experiment for paired comparison in which the
assignment of subjects to treatment or control is not completely at random, but the
randomization is restricted to occur separately within each pair. { 'macht 'perz }

matching A set of edges in a graph, no two of which have a vertex in common. Also
known as independent edge set. { 'mach-ip }

matching distribution The distribution of number of matches obtained if N tickets
labeled 1 to N are drawn at random one at a time and laid in a row, and a match
is counted when a ticket’s label matches its position. { 'mach-ip ,di-stro'byii-shon }

material implication See implication. { majtir-&-al ,im-pla'ka-shan }

mathematical analysis See analysis. {|math-ojmad-o-kal o'nal-o-sas }

mathematical induction A general method of proving statements concerning a positive
integral variable: if a statement is proven true for x = 1, and if it is proven that,
if the statement is true for x = 1, ..., n, then it is true for x = n + 1, it follows
that the statement is true for any integer. Also known as complete induction;
method of infinite descent; proof by descent. { jmath-ojmad-o-kal in'dok-shon }

mathematical logic The study of mathematical theories from the viewpoint of model
theory, recursive function theory, proof theory, and set theory. { math-omad-a-
kal '13j-ik }

mathematical model 1. A mathematical representation of a process, device, or concept
by means of a number of variables which are defined to represent the inputs,
outputs, and internal states of the device or process, and a set of equations and
inequalities describing the interaction of these variables. 2. A mathematical theory
or system together with its axioms. {|math-ojmad-o-kal 'mid-al }

mathematical probability The ratio of the number of mutually exclusive, equally likely
outcomes of interest to the total number of such outcomes when the total is
exhaustive. Also known as a priori probability. { jmath-ojmad-a-kal ,prib-a'bil-
ad-e }

mathematical programming See optimization theory. { math-ojmad-a-kal 'pro
.gram-ip }

mathematical system A structure formed from one or more sets of undefined objects,
various concepts which may or may not be defined, and a set of axioms relating
these objects and concepts. { jmath-ojmad-o-kal 'sis-tom }

mathematical table A listing of the values of a function of one or several variables at
a series of values of the arguments, usually equally spaced. { /math-ojmad-o-kal
'ta-bal }
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maximum flow problem

Mathieu equation A differential equation of the form y” + (a + b cos 2x)y = 0, whose
solution depends on periodic functions. { ma'tyii i, kwa-zhon }

Mathieu functions Any solution of the Mathieu equation which is periodic and an even
or odd function. {ma'tyi ,fogk-shonz }

matrix A rectangular array of numbers or scalars from a vector space. { 'ma-triks }

matrix algebra An algebra whose elements are matrices and whose operations are
addition and multiplication of matrices. { 'ma-triks 'al-jo-bra }

matrix calculus The treatment of matrices whose entries are functions as functions
in their own right with a corresponding theory of differentiation; this has application
to the study of multidimensional derivatives of functions of several variables.
{ 'ma-triks 'kal-kya-las }

matrix element One of the set of numbers which form amatrix. { 'ma-triks el-o-maont }

matrix game A game involving two persons, which gives rise to a matrix representing
the amount received by the two players. Also known as rectangular game. { 'ma-
triks ,gam }

matrix of a linear transformation A unique matrix A, such that for a specified linear
transformation L from one vector space to another, and for specified finite bases
in each space, L applied to a vector is equal to A times that vector. { 'ma-triks
ov 9 'lin-é-or ,tranz-for'ma-shon }

matrix theory The algebraic study of matrices and their use in evaluating linear proc-
esses. { 'ma-triks ,thé-o-ré }

max See maximum. { maks }

max-flow min-cut theorem See Ford-Fulkerson theorem. { maksiflo ,min'kat
\thir-om }

maximal chain A sequence of n + 1 subsets of a set of n elements, such that the first
member of the sequence is the empty set and each member of the sequence is a
proper subset of the next one. {jmak-so-mal 'chan }

maximal element See maximal member. { 'mak-so-mal 'el-o-mont }

maximal ideal An ideal [ in a ring R which is not equal to R, and such that there is
no ideal containing I and not equal to / or R. { mak-sa-mal 1'dél }

maximal independent set An independent set of vertices of a graph which is not a
proper subset of another independent set. { jmak-so-mal ,in-ds,pen-dont 'set }

maximal member In a partially ordered set a maximal member is one for which no
other element follows itin the ordering. Also known as maximal element. { 'mak-
s9-mol 'mem-bor }

maximal planar graph A planar graph to which no new arcs can be added without
forcing crossings and hence violating planarity. { 'mak-so-mal |plan-or graf }

maximax criterion In decision theory, one of several possible prescriptions for making
a decision under conditions of uncertainty; it prescribes the strategy which will
maximize the maximum possible profit. { 'mak-so,maks ki tir-€-on }

maxim criterion One of several prescriptions for making a decision under conditions
of uncertainty; it prescribes the strategy which will maximize the minimum profit.
Also known as maximin criterion. { 'mak-som ki1 tir-é-on }

maximin 1. The maximum of a set of minima. 2. In the theory of games, the largest
of a set of minimum possible gains, each representing the least advantageous
outcome of a particular strategy. { 'mak-so,min }

maximin criterion See maxim criterion. { 'mak-so,min kri,tir-é-on }

maximizing a function Finding the largest value assumed by a function. { 'mak-so,miz-
in 9 'fapk-shan }

maximum The maximum of a real-valued function is the greatest value it assumes.
Abbreviated max. { 'mak-so-mom }

maximum cardinality matching See maximum matching. { mak-so-mom  kérd-on'al-
od-é ;mach-ip }

maximum flow problem The problem of finding a feasible flow in an s-t network with
the largest possible flow value for a given weight function. { }mak-so-mom 'flo
,priab-lom }
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maximum independent set

maximum independent set An incident set of vertices of a graph such that there is
no other independent set with more vertices. { jmak-so-mom ,in-do,pen-dont 'set }

maximum likelihood method A technique in statistics where the likelihood distribution
is so maximized as to produce an estimate to the random variables involved.
{ 'mak-so-mom 'lik-1€ hud ;meth-ad }

maximum matching A matching of edges in a graph such that no other matching
has a greater number of edges. Also known as maximum cardinality matching.
{ imak-so-mom 'mach-ip }

maximum-minimum principle See min-max theorem. {'mak-so-mom 'min-o-mom
prin-sa-pal }

maximum-modulus theorem For a complex analytic function in a closed bounded
simply connected region its modulus assumes its maximum value on the boundary
of the region. { 'mak-so:mom 'méj-o-1os ,thir-om }

maximum-value theorem The theorem that there is a point in the domain of a real-
valued function at which the function has its greatest value if this domain is
compact. { mak-so-mom 'val-yii ,thir-om }

meager set A set that is a countable union of nowhere-dense sets. Also known as
set of first category. { meé-gor 'set }

mean A single number that typifies a set of numbers, such as the arithmetic mean,
the geometric mean, or the expected value. Also known as mean value. {meén }

mean curvature Half the sum of the principal curvatures at a point on a surface.
{ imén 'kor-vo-chor }

mean deviation See average deviation. { 'mén ,dé-vé'a-shon }

mean difference The average of the absolute values of the n(n — 1)/2 differences
between pairs of elements in a statistical distribution that has n elements. { 'mén
'dif-rons }

mean evolute The envelope of the planes that are orthogonal to the normals of a given
surface and cut the normals halfway between the centers of principal curvature
of the surface. { mén 'ev-9liit }

mean proportional For two numbers a and b, a number x, such that «/a = b/x. { 'mén
pra'por-shon-al }

mean rank method A method of handling data which has the same observed frequency
occurring at two or more consecutive ranks; it consists of assigning the average
of the ranks as the rank for the common frequency. { 'mén 'rapk meth-od }

mean square The arithmetic mean of the squares of the differences of a set of values
from some given value. {|mén 'skwer }

mean-square deviation A measure of the extent to which a collection v,v,, . . ., v, of
numbers is unequal; it is given by the expression (1/n)[(v; — ?)*> + -+ +
(v, — D)?], where 7 is the mean of the numbers. {'mén 'skwer de-ve'a-shon }

mean-square error The residual or error sum of squares divided by the number of
degrees of freedom of the sum; gives an estimate of the error or residual variance.
{ imén |skwer 'er-or }

mean terms The second and third terms of a proportion. { 'mén 'tormz }

mean value 1. For a function f(x) defined on an interval (a,b), the integral from a to
b of f(x) dx divided by b — a. 2. See mean. { 'mén 'val-yi }

mean value theorem The proposition that, if a function f(x) is continuous on the
closed interval [a,b] and differentiable on the open interval (a,b), then there exists
Xy, @ < 2y < b, such that f(b) — f(a) = (b — a)f'(xy). Also known as first law
of the mean; Lagrange’s formula; law of the mean. { 'mén 'val-yii ,thir-om }

measurable function 1. A real valued function f defined on a measurable space X,
where for every real number a all those points x in X for which f(x) = a form a
measurable set. 2. A function on a measurable space to a measurable space such
that the inverse image of a measurable set is a measurable set. { 'mezh-ro-bol
'fopk-shon }

measurable set A member of the sigma-algebra of subsets of a measurable space.
{ 'mezh-ra-bal 'set }
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Menger’s theorem

measurable space A set together with a sigma-algebra of subsets of this set. { 'mezh-
ra-bal 'spas }

measure A nonnegative real valued function m defined on a sigma-algebra of subsets
of a set S whose value is zero on the empty set, and whose value on a countable
union of disjoint sets is the sum of its values on each set. { 'mezh-or}

measure of location A statistic, such as the mean, median, quartile, or mode; it has
the property for the mean that if a constant is added to each value the same
constant must also be added to the location measure. {}mezh-or av 16'ka-shan }

measure-preserving transformation A transformation 7' of a measure space S into
itself such that if E is a measurable subset of S then so is 7~ 'E (the set of points
mapped into E by T) and the measure of T~ 'E is then equal to that of E. { !mezh-
or prijzarv-ip tranz-for'ma-shon }

measure space A set together with a sigma-algebra of subsets of the set and a measure
defined on this sigma-algebra. { 'mezh-or spas }

measure theory The study of measures and their applications, particularly the integra-
tion of mathematical functions. { 'mezh-or ;thé-o-ré}

measure zero 1. A set has measure zero if it is measurable and the measure of it is
zero. 2. A subset of Euclidean n-dimensional space which has the property that
for any positive number e there is a covering of the set by n-dimensional rectangles
such that the sum of the volumes of the rectangles is less than e. { 'mezh-or ,zir-6 }

mechanic’s rule A rule for estimating the square root of a number ¥ whereby an
estimate e is made of \/E, a new estimate is made by taking the quantity e’ =
(1/2)[e + (a/e)], and this procedure is repeated as many times as required to achieve
the desired accuracy. { mi'kan-iks jriil }

median 1. Any line in a triangle which joins a vertex to the midpoint of the opposite
side. 2. The line that joins the midpoints of the nonparallel sides of a trapezoid.
Also known as midline. An average of a series of quantities or values; specifically,
the quantity or value of that item which is so positioned in the series, when arranged
in order of numerical quantity or value, that there are an equal number of items
of greater magnitude and lesser magnitude. {'mé-dé-on }

median point The point at which all three medians of a triangle intersect. { 'med-é-
on ,point }

meet The meet of two elements of a lattice is their greatest lower bound. { mét }

meet-irreducible member A member, A, of a lattice or ring of sets such that, if A is
equal to the meet of two other members, B and C, then A equals B or A equals C.
{ jmét ir-i'dii-sa-bal ,mem-bar }

Meijer transform The Meijer transform of a function f(x) is the function F(y) defined
as the integral from 0 to o of \/x_yKn(xy)f(x)dx where K, is a modified Bessel
function. { 'ma-or tranz,form }

Mellin transform The transform F(s) of a function f(¢) defined as the integral over ¢
from 0 to  of f(#)t*"!. {me'lén tranz,form }

member 1. An individual object that belongs to a set. Also known as element.
2. For an equation, the expression on either side of the equality sign. { 'mem-baor }

membership function The characteristic function of a fuzzy set, which assigns to each
element in a universal set a value between 0 and 1. { 'mem-bar,ship ,fogk-shon }

ménage number One of the numbers M,, that count the number of ways, once n wives
are seated in alternate seats about a circular table, that their husbands can be seated
in the seats between them so that no husband sits next to his wife. { ma'nazh
nam-bar }

ménage problem See probleme des ménages. { ma'néizh ,prib-lom }

Menelaus’ theorem If ABC is a triangle and PQR is a straight line that cuts AB, CA,
and the extension of BC at P, @, and R respectively, then (AP/PB)(CQ/QA)
(BR/CR) = 1. { men-o]la-os thir-om }

Menger’s theorem A theorem in graph theory which states that if G is a connected
graph and A and B are disjoint sets of points of G, then the minimum number of
points whose deletion separates A and B is equal to the maximum number of
disjoint paths between A and B { 'mep-orz ,thir-om }
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mensuration

mensuration The measurement of geometric quantities; for example, length, area, and
volume. { men-sa'ra-shan }

meridian section The intersection of a surface of revolution with a plane that contains
the axis of revolution. {ma'rid-é-on ,sek-shan }

meromorphic function A function of complex variables which is analytic in its domain
of definition save at a finite number of points which are poles. { mer-ojmor-fik
'fopk-shon }

Mersenne number A number of the form 27 — 1, where p is a prime number. { mar'sen
inam-bar }

Mersenne prime A Mersenne number that is also a prime number. { mar'sen jprim }

mesh See fineness. { mesh }

mesokurtic distribution A distribution in which the ratio of the fourth moment to the
square of the second moment equals 3, which is the value for a normal distribution.
{ mes-okard-ik ,di-stra'byii-shon }

metacompact space A topological space with the property that every open covering
F is associated with a point-finite open covering G, such that every element of G
is a subset of an element of F.  { med-ojkém,pakt 'spas }

metamathematics The study of the principles of deductive logic as they are used in
mathematical logic. { med-o,math-o'mad-iks }

method of exhaustion A method of finding areas and volumes by finding an increasing
or decreasing sequence of sets whose areas or volumes are known and less than
or greater than the desired area or volume, and then showing that the area or
volume between the boundaries of the approximating sets and the boundary of
the set to be measured approaches zero (is exhausted). { ,meth-ad ovig'zos-chan }

method of infinite descent See mathematical induction. {|meth-ad ov |in-fo-not
di'sent }

method of moments A method of estimating the parameters of a frequency distribution
by first computing as many moments of the distribution as there are parameters
to be estimated and then using a function that relates the parameters to moments.
{ imeth-ad av 'mo6-mans }

method of moving averages A series of averages where each average is the mean
value of the time series over a fixed interval of time, and where all possible averages
of the length are included in the analysis; used to smooth data in a time series.
{ imeth-ad ov jmiiv-ip 'av-rij-az }

method of semiaverages A method for providing a quick estimate of a linear regression
line, in which data are divided into two equal sets and the means of the two sets
or two other points representative of each set are determined and a straight line
drawn through them. { meth-ad ov 'sem-€ av-rij-az }

metric A real valued “distance” function on a topological space X satisfying four rules:
for z, y, and z in X, the distance from x to itself is zero; the distance from x to y
is positive if x and y are different; the distance from x to y is the same as the
distance from y to x; and the distance from x to y is less than or equal to the
distance from x to z plus the distance from z to y (triangle inequality). { 'me-trik }

metric space Any topological space which has a metric defined onit. { 'me-trik 'spas }

metric tensor A second rank tensor of a Riemannian space whose components are
functions which help define magnitude and direction of vectors about a point.
Also known as fundamental tensor. { 'me-trik 'ten-sor }

metrizable space A topological space on which can be defined a metric whose topologi-
cal structure is equivalent to the original one. { ma'triz-9-bal 'spas }

Meusnier’s theorem A theorem stating that the curvature of a surface curve equals
the curvature of the normal section through the tangent to the curve divided by
the cosine of the angle between the plane of this normal section and the osculating
plane of the curve. {mon'yaz thir-om }

micro- A prefix representing 1076 or one-millionth. { 'mi-kro }

micromicro- See pico-. { mi-kro;mi-kro }

middleware Software that allows different computer programs used in a corporate
network to work together. { 'mid-al,wer }
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Minkowski distance function

midline See median. { 'mid,lin }

midpoint The midpoint of a line segment is the point which separates the segment
into two equal parts. { 'mid,point }

mil A unit of angular measure which, due to nonuniformity of usage, may have any
one of three values: 0.001 radian or approximately 0.0572958° 1/6400 of a full
revolution or 0.05625°% 1/1000 of a right angle or 0.09°. { mil }

milli- A prefix representing 1073, or one-thousandth. Abbreviated m. { 'mil-€ }

million The number 10, or 1,000,000. { 'mil-yan }

Milne method A technique which provides numerical solutions to ordinary differential
equations. { 'miln meth-od }

minimal element See minimal member. { 'min-a-mal jel-a-mant }

minimal equation 1. An algebraic equation whose zeros define a minimal surface.
2. See reduced characteristic equation. { 'min-o-mal i'kwa-zhon }

minimal member In a partially ordered set, a minimal member is one for which no other
element precedes it in the ordering. Also known as minimal element. { 'min-o-
mol jmem-bor }

minimal polynomial The polynomial of least degree which both divides the characteris-
tic polynomial of a matrix and has the same roots. { 'min-o-moal ,pil-9'n6-mé-al }

minimal surface A surface that has assumed a geometric configuration of least area
among those into which it can readily deform. { 'min-9-mal 'sor-fos }

minimal transformation group A transformation group such that every orbit is dense
in the phase space. {|min-a-mal  tranz-for'ma-shon griip }

minimax 1. The minimum of a set of maxima. 2. In the theory of games, the smallest
of a set of maximum possible losses, each representing the most unfavorable
outcome of a particular strategy. { 'min-o,maks }

minimax criterion A concept in game theory and decision theory which requires that
losses or expected losses associated with a variable that can be controlled be
minimized, and thus maximizes the losses or expected losses associated with the
variable that cannot be controlled. { 'min-o,maks ki1 tir-é-on }

minimax estimator A random variable obtained by applying the minimax criterion to
a risk function associated with a loss function. { 'min-o,maks ,es-to,mad-or }

minimax technique See min-max technique. { 'min-€ maks tek nek }

minimax theorem A theorem of games that the lowest maximum expected loss in a
two-person zero-sum game equals the highest minimum expected gain. { 'min-
9,maks ,thir-om }

minimization The determination of the simplest expression of a Boolean function
equivalent to a given one. { ,min-9-ma'za-shon }

minimum The least value that a real valued function assumes. { 'min-o-mom }

minimum cut For an s-t network, an s-t cut whose weight has the minimum possible
value. {'min-a-mam jkat }

minimum dominating vertex set A dominating vertex set such that there is no other
dominating vertex set with fewer vertices. { jmin-o-momjdim-o,nad-ip 'vorteks
set }

minimum edge cover An edge cover of a graph such that there is no other edge cover
with fewer vertices. { min-o-mom 'ej kov-or }

minimum-modulus theorem The theorem that a nonvanishing, complex analytic func-
tion in a closed, bounded, simply connected region assumes its minimum absolute
value on the boundary of the region. { min-o-mom 'méj-o-1ss thir-om }

minimum-variance estimator An estimator that possesses the least variance among the
members of a defined class of estimators. { jmin-i-mam 'ver-&-ans ,es-to,mad-ar }

minimum vertex cover A vertex cover in a graph such that there is no other vertex
cover with fewer vertices. { min-o-mom 'vor,teks kov-or }

Minkowski distance function Relative to a convex body with the origin O in its interior,
the function whose value at a point P is the distance ratio OP/OQ, where @ is the
point of the convex body on the ray OP that is furthest from O. { mip'kof-ské or
min'kau-ské 'dis-tons ,fopk-shon }
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Minkowski’s inequality

Minkowski’s inequality 1. An inequality involving powers of sums of sequences of real
or complex numbers, a; and b:

s Us %
[ Saor| =[S k| +[3 o]
k=1 =1 k=1

provided s = 1. 2. An inequality involving powers of integrals of real or complex
functions, f and g, over an interval or region R:

[ L @) + 9@k dx] = UR @l dx} "y [ L 9@ dx]

provided s = 1 and the integrals involved exist. { mip'kof-skéz in-i'kwil-od-€ }

min-max technique A method of approximation of a function f by a function g from
some class where the maximum of the modulus of f — ¢g is minimized over this
class. Also known as Chebyshev approximation; minimax technique. { 'min
'maks teknek }

min-max theorem The theorem that provides information concerning the nth eigen-
value of a symmetric operator on an inner product space without necessitating
knowledge of the other eigenvalues. Also known as maximum-minimum principle.
{ 'min 'maks thir-om }

minor The minor of an entry of a matrix is the determinant of the matrix obtained
by removing the row and column containing the entry. Also known as cofactor;
complementary minor. { 'min-or }

minor arc The smaller of the two arcs on a circle produced by asecant. { 'min-or 'ark }

s

Us

minor axis The smaller of the two axes of an ellipse. { 'min-or 'ak-sas }

minuend The quantity from which another quantity is to be subtracted. { 'min-
yo,wend }

minus A minus B means that the quantity B is to be subtracted from the quantity A.
{ 'mi-nas }

minus sign See subtraction sign. { 'mi-nos ,sin }

minute A unit of measurement of angle that is equal to 1/60 of a degree. Symbol-
ized '. Also known as arcmin. { 'min-ot }

mirror plane of symmetry See plane of mirror symmetry. { 'mir-or 'plan ov 'sim-o-tré }

Mirsky’s theorem The theorem that, in a finite partially ordered set, the maximum
cardinality of a chain is equal to the minimum number of disjoint antichains into
which the partially ordered set can be partitioned. { 'mir-skéz  thir-om }

Mittag-Leffler’s theorem A theorem that enables one to explicitly write down a formula
for a meromorphic complex function with given poles; for a function f(z) with

mg
poles at 2 = z;, having order m; and principal parts E a;; (2 — 2;))~7, the formula
mq ]_1
is f(2) = E [2 a;(z—2)7 + pi(z)} + g(2) where the p;(2) are polynomials,
i Lj=1

9(2) is an entire function, and the series converges uniformly in every bounded
region where f(2) is analytic. { 'mi,tdk 'lef-lorz ,thir-om }

mixed-base notation A computer number system in which a single base, such as 10
in the decimal system, is replaced by two number bases used alternately, such as
2 and 5. { 'mikst bas no'ta-shon }

mixed-base number A number in mixed-base notation. Also known as mixed-radix
number. { 'mikst jbas 'nom-bar }

mixed decimal Any decimal plus an integer. { 'mikst 'des-mal}

mixed graph A graph in which directions are associated with some arcs but not with
others. {|mikst 'graf }

mixed model 1. A model having both determinate and stochastic elements in its
equations. 2. A model having both difference and differential equations. 3. A
model containing both endogenous and exogenous elements. 4. In analysis of
variance for a two-way layout, the combined rows and columns. { 'mikst ,méd-al }
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modified Hankel functions

mixed number The sum of an integer and a fraction. { 'mikst 'nom-bar }

mixed partial derivative A partial derivative whose differentiations are with respect
to two or more different variables. {|mikst 'pir-shal dojriv-od-iv }

mixed radix Pertaining to a numeration system using more than one radix, such as
the biquinary system. { 'mikst 'ra-diks }

mixed-radix number See mixed-base number. { 'mikst jra-diks 'nom-bor }

mixed sampling The use of two or more methods of sampling; for example, in multistage
sampling, if samples are drawn at random at one stage and drawn by a systematic
method at another. { mikst 'sam-plip }

mixed strategy A method of playing a matrix game in which the player attaches a
probability weight to each of the possible options, the probability weights being
nonnegative numbers whose sum is unity, and then operates a chance device that
chooses among the options with probabilities equal to the corresponding weights.
A concept in game theory which allows a player more than one choice of action
which is determined by a chance mechanism. { jmikst 'strad-o-jé }

mixed surd A surd containing a rational factor or term, as well as irrational numbers.
{ imikst 'sord }

mixed tensor A tensor with both contravariant and covariant indices. { jmikst 'ten-
sar }

mixing transformation A function of a measure space which moves the measurable
sets in such a manner that, asymptotically as regards measure, any measurable
set is distributed uniformly throughout the space. { 'mik-sig tranz-for'ma-shon }

Mébius band The nonorientable surface obtained from a rectangular strip by twisting
it once and then gluing the two ends. Also known as Mobius strip. { 'mor-bé-
9s ,band }

Méobius function The function p of the positive integers where (1) = 1, w(n) = (—=1)"
if n factors into 7 distinct primes, and w(n) = 0 otherwise; also, w(n) is the sum
of the primitive nth roots of unity. { 'mor-bé-os ,fogk-shon }

Méobius strip See Mobius band. { 'mor-bé-as ,strip }

Méobius transformations These are the most commonly used conformal mappings of
the complex plane; their form is f(2) = (az + b)/(cz + d) where the real numbers
a, b, ¢, and d satisfy ad — bc # 0. Also known as bilinear transformations;
homographic transformations; linear fractional transformations. { 'mor-bé-os
Jtranz-for'ma-shonz }

modal class The class that contains more individuals than any other class in a statistical
distribution. { 'mod-al Kklas }

mode The most frequently occurring member of a set of numbers. {mod }

model theory The general qualitative study of the structure of a mathematical theory.
{ 'méd-al ;the-o-re }

modern algebra The study of algebraic systems such as groups, rings, modules, and
fields. { 'méd-orn 'al-jo-bro }

modified Bessel equation The differential equation 2%"(2) + 2f'(2) — (&% + n2)f(2)
= 0, where z is a variable that can have real or complex values and n is a real or
complex number. {mod-9,fid 'bes-al i, kwa-zhon }

modified Bessel function of the first kind See modified Bessel function. { méid-9,fid
bes-al ,fogk-shon ov tho 'forst kind }

modified Bessel function of the second kind See modified Hankel function. { jméd-
9,fid |bes-al ,fopk-shon ov tho 'sek-ond kind }

modified Bessel functions The functions defined by I,(x) = exp (—ivw/2) J,(ix),
where J, is the Bessel function of order v, and x is real and positive. Also known
as modified Bessel function of the first kind. { 'méd-9,fid 'bes-al ,fogk-shonz }

modified exponential curve The equation resulting when a constant is added to the
exponential curve equation; used to estimate trend in a nonlinear time series.
{ imad-o fid ,ek-spojnen-chal 'korv }

modified Hankel functions The functions defined by K,(x) = (iw/2) exp (ivm/2)
H,(ix), where H," is the first Hankel function of order v, and x is real and
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modified mean

positive. Also known as modified Bessel function of the second kind. { 'méad-
9,fid 'hiapk-al fopk-shonz }

modified mean A mean computed after elimination of observations judged to be
atypical. {|mad-9,fid 'mén }

modular lattice A lattice with the property that, if « is equal to or greater than z, then
for any element y, the greatest lower bound of x and v equals the least upper
bound of w and z, where v is the least upper bound of y and z and w is the greatest
lower bound of x and y. { ,méj-o-lor 'lad-os }

module A vector space in which the scalars are a ring rather than a field. { 'méj-iil }

modulo 1. A group G modulo a subgroup H is the quotient group G/H of cosets of H
in G. 2. A technique of identifying elements in an algebraic structure in such a
manner that the resulting collection of identified objects is the same type of
structure. { 'méj-9,10 }

modulo N Two integers are said to be congruent modulo N (where N is some integer)
if they have the same remainder when divided by N. {'méj-9,10 'en}

modulo N arithmetic Calculations in which all integers are replaced by their remainders
after division by N (where N is some fixed integer.) { 'méij-0,16 jen o'rith-mo-tik }

modulus 1. The modulus of a logarithm with a given base is the factor by which a
logarithm with a second base must be multiplied to give the first logarithm.
2. See absolute value. {'méij-a-1as }

modulus of a congruence A number a, such that two specified numbers b and c give
the same remainder when divided by a; b and ¢ are then said to be congruent,
modulus a (or congruent, modulo a). { 'méij-o-los ov o kon'grii-ons }

modulus of continuity For a real valued continuous function f, this is the function
whose value at a real number 7 is the maximum of the modulus of f(x) — f(¥)
where the modulus of x — y is less than #; this function is useful in approximation
theory. {'mdj-o-los ov ként-on'ii-od-€ }

molding surface A surface generated by a plane curve as its plane rolls without slipping
over a cylinder. {'mold-ig ,sor-fos }

moment The nth moment of a distribution f(x) about a point x, is the expected value
of (x — xp)", that is, the integral of (x — x)"df (x), where df () is the probability
of some quantity’s occurrence; the first moment is the mean of the distribution,
while the variance may be found in terms of the first and second moments.
{ 'mo6-mont }

moment generating function For a frequency function f(x), a function ¢(¢) that is
defined as the integral from —o to «© of exp(tx) f(x)dx, and whose derivatives
evaluated at ¢t = 0 give the moments of f. { mo6-mant jjen-o,rad-ip 'fopk-shon }

moment problem The problem of finding a distribution whose moments have specified
values, or of determining whether such a distribution exists. { 'mo-mont ,prib-
lom }

Monge form An equation of a surface of the form z = f(x,y), where z, y, and z are
cartesian coordinates. { 'monzh form }

Monge’s theorem For three coplanar circles, and for radii of these circles which are
parallel to each other, the three outer centers of similitude of the circles taken in
pairs lie on a single straight line, and any two inner centers of similitude lie on a
straight line with one of the outer centers. { 'moénzh-oz  thir-om }

monic equation A polynomial equation with integer coefficients, where the coefficient
of the term of highest degree is +1. { mo-nik i'kwa-zhon }

monic polynomial A polynomial in which the coefficient of the term of highest degree
is +1 and the coefficients of the other terms are integers. { mo-nik pil-o'no-
me-al }

monodromy theorem If a complex function is analytic at a point of a bounded simply
connected domain and can be continued analytically along every curve from the
point, then it represents a single-valued analytic function in the domain. { 'méin-
9,dro-meé thir-om }

monogenic analytic function An analytic function whose domain of definition has
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Moore space

been extended directly or indirectly by analytic continuation as far as theoretically
possible. {min-3,jen-ik ,an-ajlid-ik 'fopk-shon }

monoid A semigroup which has an identity element. { 'manoid }

monomial A polynomial of degree one. { mao'no-me-al}

monomial factor A single factor that can be divided out of every term in a given
expression. { mo'no-meé-al fak-tor }

monomino See square. { md'nim-9-no }

monotone convergence theorem The integral of the limit of a monotone increasing
sequence of nonnegative measurable functions is equal to the limit of the integrals
of the functions in the sequence. { 'mén-9,ton kon'vor-jons thir-om }

monotone decreasing function See monotone nonincreasing function. { min-9,ton
dijkrés-ip 'fopk-shen }

monotone decreasing sequence A sequence of real numbers in which each term is
equal to or less than the preceding term. { min-9,ton dikrés-ip 'sé-kwans }

monotone function A function which is either monotone nondecreasing or monotone
nonincreasing. Also known as monotonic function. { mén-9,ton ,fogk-shon }

monotone increasing function See monotone nondecreasing function. { mén-9,ton
inkrés-ip 'fopk-shon }

monotone increasing sequence A sequence of real numbers in which each term is
equal to or greater than the preceding term. { min-o,ton in'krés-ip ,sé-kwons }

monotone nondecreasing function A function which never decreases, that is, if ¥ =
ythen f(x) = f(y). Also known as monotone increasing function; monotonically
nondecreasing function. { min-9,ton mnin-di'krés-ip ,fopk-shon }

monotone nondecreasing sequence 1. A sequence, {S,}, of real numbers that never
decreases; that is, S,,; = S, for all n. 2. A sequence of real-valued functions,
{fn}, defined on the same domain, D, that never decreases; that is, f,.;(¥) =

fn (@) for all n and for all x in D.

monotone nonincreasing function A function which never increases, that is, if x = y
then f(x) = f(y). Also known as monotone decreasing function; monotonically
nonincreasing function. { méin-9,ton jnin-in'krés-ip fopk-shon }

monotone nonincreasing sequence 1. A sequence, {S,}, of real numbers that never
increases; that is, S,,; = S, for all n. 2. A sequence of real-valued functions,
{f .}, defined on the same domain, D, that never increases; that is, f,,,.1(x) = f,(x)
for all » and for all x in D.

monotone sequence 1. A sequence of real numbers that is monotone-nondecreasing
or monotone-nonincreasing. 2. A sequence of real-valued functions, defined on
the same domain, that is either monotone-nondecreasing or monotone-nonincreas-
ing. { 'mén-9,ton |sé-kwans }

monotonically nondecreasing function See monotone nondecreasing function.
{ jmén-ojtian-ik-lé nén-di'krés-ip fopk-shon }

monotonically nonincreasing function See monotone nonincreasing function. { jmén-
oitan-ik-lé min-in'kres-ip ,foapk-shan }

monotonic decreasing function See monotone nonincreasing function. { ,min-otin-
ik dijkres-ip 'fopk-shon }

monotonic function See monotone function. { jmén-ajtan-ik 'fopk-shon }

monotonic system of sets See nested sets. { min-ojtin-ik |sis-tom ov 'sets }

Monte Carlo method A technique which obtains a probabilistic approximation to the
solution of a problem by using statistical sampling techniques. { 'mén-té 'kér-10
meth-ad }

Moore-Smith convergence Convergence of a net to a point x in a topological space,
in the sense that for each neighborhood of x there is an element a of the directed
system that indexes the net such that, if b is also an element of this directed system
and b = a, then x, (the element indexed by b) is in this neighborhood. { 'mur
'smith kon'var-jons }

Moore-Smith set See directed set. { jmiir 'smith set }

Moore space A topological space that has a sequence of coverings by open sets, such
that each member of the sequence is a subcollection of the previous one, and such
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Morera’s theorem

that, for any two points, x and y, of an open set S in the space, there is an open
covering in the sequence such that the closure of any member of this covering
that includes x is a subset of S and does not include y. { 'miir ,spas }

Morera’s theorem If a function of a complex variable is continuous in a simply con-
nected domain D, and if the integral of the function about every simply connected
curve in D vanishes, then the function is analytic in D. { mo'rer-oz ,thir-om }

morphism The class of elements which together with objects form a category; in
most cases, morphisms are functions which preserve some structure on a set.
{ 'mor fiz-om }

Morse theory The study of differentiable mappings of differentiable manifolds, which
by examining critical points shows how manifolds can be constructed from one
another. {'mors thé-o-ré}

Morse-Thue sequence A sequence of binary digits defined by the number of 1’s modulo
2 in successive integers when written in binary notation: 01101001 .... { mors
'thii ,sé-kwans }

most powerful test If two tests have the same level of significance, then the test with
a smaller-size type II error is the most powerful test of the two at that significance
level. {'most 'pau-or-ful 'test }

moving totals The sum of the year’s figures and those of some years before and after
it. { 'miiv-ip 'tod-alz }

moving trihedral For a space curve, a configuration consisting of the tangent, principal
normal, and binormal of the curve at a variable point on the curve. { 'miv-ip
tri'hé-dral }

Muller method A method for finding zeros of a function f(x), in which one repeatedly
evaluates f(x) at three points, x;, x5, and x3, fits a quadratic polynomial to f(x,),
S (@), and f(a3), and uses x», &3, and the root of this quadratic polynomial nearest
to x5 as three new points to repeat the process. {'mol-or meth-ad }

multicollinearity A concept in regression analysis describing the situation where,
because of the high degree of correlation between two or more independent vari-
ables, it is not possible to separate accurately the effect of each individual indepen-
dent variable upon the dependent variable. { mol-té-ko lin-é'ar-od-¢€ }

multidimensional derivative The generalized derivative of a function of several vari-
ables which is usually represented as a matrix involving the various partial deriva-
tives of the function. { jmoal-ta-di'men-shan-al da'riv-ad-iv }

multifoil A plane figure consisting of congruent arcs of a circle arranged around a
regular polygon, with the end points of each arc located at the midpoints of adjacent
sides of the polygon, and the tangents to the arcs at these points perpendicular
to the sides. { 'mal-te foil }

multigraph 1. A graph with no loops. 2. A graph that may have more than one edge
joining a particular pair of vertices. { 'mol-to graf }

multilinear algebra The study of functions of several variables which are linear relative
to each variable. { 'mal-to lin-é-or 'al-jo-bro }

multilinear form A multilinear form of degree n is a polynomial expression which is
linear in each of n variables. {'mol-to lin-&-or 'form }

multilinear function A function of several variables that is a linear function of each
variable when the other variables are given fixed values. {mal-tslin-é-or
'fopk-shon }

multimodal distribution A frequency distribution that has several relative maxima.
{ mal-temod-al di-stra'byii-shan }

multinomial An algebraic expression which involves the sum of at least two terms.
{ imal-tojno-me-al }

multinomial distribution The joint distribution of the set of random variables which
are the number of occurrences of the possible outcomes in a sequence of multinom-
ial trials. { jmol-tono-mé-al di-stro'byii-shon }

multinomial theorem The rule for expanding (x; + x; + -+ + x,,)", where m and n
are positive integers; a generalization of the binomial theorem. { mal-tojno-me-
ol 'thir-om }
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multiplicity

multinomial trials Unrelated trials with more than two possible outcomes the probabili-
ties of which do not change from trial to trial. {}mol-tojno-meé-al 'trilz }

multiphase sampling A sampling method in which certain items of information are
drawn from the whole units of a sample and certain other items of information
are taken from the subsample. { mol-to faz 'sam-plip }

multiple The product of a number or quantity by an integer. { 'mal-to-pol }

multiple coefficient of determination A statistic that measures the proportion of total
variation which is explained by the regression line; computed by taking the square
root of the coefficient of multiple correlation. { mal-ta-pal ko-oifish-ont ov di,tor-
mo'na-shan }

multiple edges See parallel edges. { moal-ta-pal 'ej-os}

multiple integral An integral over a subset of n-dimensional space. { 'mal-to-pal 'int-
9-gral }

multiple linear correlation An index for estimating the strength of the linear relationship
between one dependent variable and two or more independent variables. { 'mal-
to-pal |lin-é-or kir-o'la-shon }

multiple linear regression A technique for determining the linear relationship between
one dependent variable and two or more independent variables. { jmoal-to-pal lin-
&-or ri'gresh-on }

multiple point A point of a curve through which passes more than one arc of the
curve. { 'mal-to-pal 'point }

multiple root A polynomial f(x) has ¢ as a multiple root if (x — ¢)" is a factor for
some n > 1. Also known as repeated root. { 'mal-to-pal 'riit }

multiple stratification Division of a population into two or more parts with respect to
two or more variables. { 'mol-to-pal ,strad-o-fo'ka-shon }

multiple-valued A relation between sets is multiple-valued if it associates to an element
of one more than one element from the other; sometimes functions are allowed
to be multiple-valued. { 'mol-to-pal 'valyiid }

multiple-valued logic A form of logic in which statements can have values other than
the two values “true” and “false.” { 'mal-ta-pal jvalyid 'lgj-ik }

multiplicand If a number x is to be multiplied by a number y, then x is called the
multiplicand. { ,mol-to-pli'kand }

multiplication Any algebraic operation analogous to multiplication of real numbers.
{ mal-to-pli'ka-shon }

multiplication formula An equation that expresses a function of a multiple of a quantity
in terms of functions of the quantity itself and possibly functions of other multiples
of the quantity. { mal-ta-pla'ka-shon for-mya-ls }

multiplication on the left See premultiplication. { mol-to-pli'ka-shon on tho 'left }

multiplication on the right See postmultiplication. { mol-to-pli'ka-shon on tho 'rit }

multiplication sign The symbol X or -, used to indicate multiplication. Also known
as times sign. { mol-ta-pli'ka-shon sin }

multiplicative identity In a mathematical system with an operation of multiplication,
denoted X, an element 1 such that 1 X e = e X 1 = e for any element e in the
system. { ,mol-to'plik-od-iv 1'den-od-€ }

multiplicative inverse In a mathematical system with an operation of multiplication,
denoted X, the multiplicative inverse of an element e is an element € such that
e X ¢ = ¢& X e = 1, where 1 is the multiplicative identity. { ,mol-to'plik-od-
iv 'in,vars }

multiplicative number-theoretic function A number theoretic function, f, which has
the properties that mn is in its range whenever m and n are, and that f(mn) =
S(m)f(n) whenever m and n are relatively prime. { mol-to|plik-od-iv ,nom-bor
\thé-ajred-ik 'fopk-shan }

multiplicative subset A subset S of a commutative ring such that if x and y are in .S
then so is xy. { mol-to'plik-ad-iv 'sob,set }

multiplicity 1. A root of a polynomial f(x) has multiplicity » if (x — a)" is a factor of
f(x) and n is the largest possible integer for which this is true. 2. The geometric
multiplicity of an eigenvalue \ of a linear transformation 7 is the dimension of the
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multiplier

null space of the transformation 7' — NI, where I denotes the identity transformation.
3. The algebraic multiplicity of an eigenvalue \ of a linear transformation 7" on a
finite-dimensional vector space is the multiplicity of A as a root of the characteristic
polynomial of 7 { moal-to'plis-od-€ }

multiplier If a number x is to be multiplied by a number y, then y is called the multiplier.
{ 'mal-to,pli-or }

multiply connected region An open set in the plane which has holes in it. { 'mal-to-
plé kojnek-tad 'ré-jon }

multiply perfect number An integer such that the sum of all its factors is a multiple
of the integer itself. { mol-to-plé par-fikt nom-bar }

multistage sampling A sampling method in which the population is divided into a
number of groups or primary stages from which samples are drawn; these are then
divided into groups or secondary stages from which samples are drawn, and so
on. { mal-to stdj 'sam-plip }

multivariate analysis The study of random variables which are multidimensional.
{ imal-te'ver-é-ot 9'nal-9-sas }

multivariate distribution For two or more random variables, X;, X,, ..., and X,,, the
distribution which gives the probability that X; = x;, X5 = @y, ..., and X,, = x,,
for all values, xy, @y, . . ., and x,,, of X;, X, . .., and X, respectively. {mal-té'ver-

é-ot 'dis-tro'byti-shon }

mutually exclusive events Two or more events such that the occurrence of any one
makes impossible the occurrence of any of the others. { myii-cha-lé ikiskli-
siv i'vens }
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nabla See del operator. { 'mab-lo}

Nakayama’s lemma The proposition that, if R is a commutative ring, I is an ideal
contained in all maximal ideals of R, and M is a finitely generated module over R,
and if IM = M, where IM denotes the set of all elements of the form am with a
in I and m in M, then M = 0. { ni-kd,ya-miz 'lem-o }

NAND A logic operator having the characteristic that if P, Q, R, ... are statements,
then the NAND of P, Q, R, ... is true if at least one statement is false, false if all
statements are true. Derived from NOT-AND. Also known as sheffer stroke.
{nand }

nano- A prefix representing 10~%, which is 0.000000001 or one-billionth of the unit
adjoined. { 'nan-o}

Naperian logarithm See logarithm. { na'pir-é-on 'ldg-o,rith-om }

Napierian logarithm See logarithm. { na'pir-é-on 'lig-o,rith-om }

Napier’s analogies Formulas which enable one to study the relationships between
the sides and the angles of a spherical triangle. { 'na-pé-orz a'nal-a-jéz }

Napier’s rules Two rules which give the formulas necessary in the solution of right
spherical triangles. { 'ma-pé-orz riilz }

nappe One of the two parts of a conical surface defined by the vertex. {nap }

n-ary composition A function that associates an element of a set with every sequence
of n elements of the set. {'en-o-ré kim-po'zish-on }

n-ary tree A rooted tree in which each vertex has at most n successors. { 'en-o-ré tré }

natural boundary Those points of the boundary of a region where an analytic function
is defined through which the function cannot be continued analytically. { 'nach-
ral 'baun-dré }

natural equations of a curve See intrinsic equations of a curve. { nach-ral ikwa-
zhonz av 9 'karv }

natural function A trigonometric function, as opposed to its logarithm. { 'nach-ral

'fogk-shon }
natural logarithm See logarithm. { 'nach-ral 'l4g-o,rith-om }
natural number One of the integers 1, 2, 3, .... { 'nach-ral 'nom-baor }

navel point See umbilical point. { 'na-val ,point }

n-cell A set that is homeomorphic either with the set of points in n-dimensional
Euclidean space (n = 1, 2, ...) whose distance from the origin is less than unity,
or with the set of points whose distance from the origin is less than or equal to
unity. {'en ,sel}

n-colorable graph A graph whose nodes can be colored using one of n colors on each
node in such a way that no edge connects a pair of nodes with the same color.
{ len kol-o-ro-bal 'graf }

n-connected graph A connected graph for which the removal of » points is required
to disconnect the graph. {'en konek-tod 'graf }

n-dimensional space A vector space whose basis has n vectors. { 'en di'men-shon-
al 'spas }

nearly isometric spaces Two Banach spaces, A and B, such that for any numbers
¢ < 1 and d > 1 there is a bijective mapping, f, from A to B such that the norm
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near ring

of f(x) divided by the norm of x lies in the interval [c,d]. {|nir-lé ,1-so,me-trik
'spas-oz }

near ring An algebraic system with two binary operations called multiplication and
addition; the system is a group (not necessarily commutative) relative to addition,
and multiplication is associative, and is left-distributive with respect to addition,
that is, x(y + 2) = xy + az for any «x, y, and 2z in the near ring. { |nir rip }

necessary condition A mathematical statement that must be true if a given statement
is true. { nes-9,ser-eé kon'dish-on }

negation The negation of a proposition P is a proposition which is true if and only if
P is false; this is often written ~ P. Also known as denial. { no'ga-shon }

negative angle The angle subtended by moving a ray in the clockwise direction.
{ 'neg-od-iv 'ap-gal }

negative binomial distribution The distribution of a negative binomial random variable.
Also known as Pascal distribution. { jneg-ad-iv bino-meé-al ,di-stra'byii-shon }

negative correlation A relation between two quantities such that when one increases
the other decreases. { 'neg-od-iv kir-o'la-shon }

negative integer The additive inverse of a positive integer relative to the additive
group structure of the integers. { 'meg-od-iv 'int-a-jor }

negative number A real number that is less than 0. { |neg-od-iv 'nom-baor }

negative part For a real-valued function f, this is the function, denoted f~, for which
@ =f@if f(x) =0and f (x) = 0if f(x) > 0. {'neg-ad-iv 'part }

negative pedal 1. The negative pedal of a curve with respect to a point O is the
envelope of the line drawn through a point P of the curve perpendicular to OP.
Also known as first negative pedal. 2. Any curve that can be derived from a
given curve by repeated application of the procedure specified in the first definition.
{ 'neg-od-iv 'ped-al }

negative series A series whose terms are all negative real numbers. { 'neg-aod-iv

'sir, ez }
negative sign The symbol —, used to indicate a negative number. { 'neg-od-iv |sin }
negative skewness Skewness in which the mean is smaller than the mode. { 'neg-

ad-iv 'skii‘nas }

negative with respect to a measure A set A is negative with respect to a signed measure
m if, for every measurable set B, the intersection of A and B, ANB, is measurable
and m(ANB) = 0. { neg-ad-iv with rijspekt tii 9 'mezh-ar }

neighborhood of a point A set in a topological space which contains an open set
which contains the point; in Euclidean space, an example of a neighborhood of a
point is an open (without boundary) ball centered at that point. { 'na-bar,hud av

9 'point }

Neil’s parabola The graph of the equation y = ax®?, where a is a constant. { 'nélz
pa'rab-o-lo }

nephroid An epicycloid for which the diameter of the fixed circle is two times the
diameter of the rolling circle. { 'ne froid }

nephroid of Freeth See Freeth’s nephroid. { 'ne froid ov 'fréth }

nested intervals A sequence of intervals, each of which is contained in the preceding
interval. { 'mes-tod 'in-tor-volz }

nested sets A family of sets where, given any two of its sets, one is contained in the
other. Also known as monotonic system of sets. { 'nes-tod 'sets }

net 1. A set whose members are indexed by elements from a directed set; this is
a generalization of a sequence. Also known as Moore-Smith sequence. 2. A
nondegenerate partial plane satisfying the parallel axiom. { net }

net flow The net flow at a vertex in an s-¢ network is the outflow at that vertex minus
the inflow there. { net 'flo }

network The name given to a graph in applications in management and the engineering
sciences; to each segment linking points in the graph, there is usually associated
a direction and a capacity on the flow of some quantity. { 'net,work }

Neumann boundary condition The boundary condition imposed on the Neumann
problem in potential theory. { 'noi,min 'baun-dré kon,dish-on }
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Neumann function 1. One of a class of Bessel functions arising in the study of the
solutions to Bessel’s differential equation. 2. A harmonic potential function in
potential theory occurring in the study of Neumann’s problem. { 'noimin
[fopgk-shan }

Neumann line The generalization of the concept of a line occurring in Neumann’s
study of continuous geometry. { 'noimin lin}

Neumann problem The determination of a harmonic function within a finite region
of three-dimensional space enclosed by a closed surface when the normal deriva-
tives of the function on the surface are specified. { 'noimén préb-lom }

Neumann series See Liouville-Neumann series. { 'noi,mén ,sir-éz }

Newton-Cotes formulas Approximation formulas for the integral of a function along
a small interval in terms of the values of the function and its derivatives. { 'niit-
on 'kots for-myo-loz }

Newton-Raphson formula If ¢ is an approximate value of a root of the equation
Sf(x) = 0, then a better approximation is the number ¢ — [f(¢)/f'(c¢)]. { 'niit-on
'raf-son ,for-myo-lo }

Newton’s identity The identity C(n,r)C(r,k) = C(n,k) C(n — k, r — k), where, in general,
C(n,r) is the number of distinct subsets of 7 elements in a set of n elements (the
binomial coefficient). { niit-onz 1'dendo,dé }

Newton’s inequality For any set of » numbers (n = 0, 1, 2, ...), the inequality
Dy_1 Pre1 = p,2, for 1 = r < n, where p, is the average value of the terms constituting
the rth elementary symmetric function of the numbers. { niit-onz ,in-i'kwil-od-é }

Newton’s method A technique to approximate the roots of an equation by the methods
of the calculus. { 'niit-onz meth-ad }

Newton’s square-root method A technique for the estimation of the roots of an equation
exhibiting faster convergence than Newton’s method; this involves calculus meth-
ods and the square-root function. { 'niit-onz 'skwer riit ;meth-ad }

Neyman-Pearson theory A theory that determines what is the best test to use to
examine a statistical hypothesis. { 'ma-mon 'pir-son ,thé-o-ré }

nilmanifold The factor space of a connected nilpotent Lie group by a closed subgroup.
{ mil'man-o,fold }

nilpotent An element of some algebraic system which vanishes when raised to a certain
power. { nil'pot-ont }

nilradical For an ideal, /, in a ring, R, the set of all elements, a, in R for which a,, is
a member of I for some positive integer n. Also known as radical. { nil'rad-
9-kal }

n-net A finite net in which = lines pass through each point. {'en net}

node See crunode. {nod }

Noetherian module A module in which every ascending sequence of submodules has
only a finite number of distinct members. { no-ojthir-é-on 'mij-al }

Noetherian ring A ring is Noetherian on left ideals (or right ideals) if every ascending
sequence of left ideals (or right ideals) has only a finite number of distinct members.
{ no-o'thir-é-on'rip }

nominal scale measurement A method for sorting objects into categories according
to some distinguishing characteristic and attaching a name or label to each category;
considered the weakest type of measurement. { jniam-a-nal jskal 'mezh-or-mant }

nomogram See nomograph. { 'nim-o,gram }

nomograph A chart which represents an equation containing three variables by means
of three scales so that a straight line cuts the three scales in values of the three
variables satisfying the equation. Also known as abac; alignment chart; nomo-
gram. { 'ndm-o graf }

nonagon A nine-sided polygon. Also known as enneagon. { 'nén-9,gin }

nonahedron A polyhedron with nine faces. { no-no'hé-dron }

nonassociative algebra A generalization of the concept of an algebra,; it is a nonassocia-
tive ring R which is a vector space over a field F satisfying a(xy) = (ax)y = x(ay)
for all @ in F and x and y in R. { nin-9;s6-shad-av 'al-jo-bra }

nonassociative ring A generalization of the concept of a ring; it is an algebraic system
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with two binary operations called addition and multiplication such that the system
is a commutative group relative to addition, and multiplication is distributive with
respect to addition, but multiplication is not assumed to be associative. { nin-
9s0-shad-av 'rip }

nonatomic Boolean algebra A Boolean algebra in which there is no element x with
the property that if y - * = y for some y, then ¥y = 0. { nén-o'tdm-ik |bii-1e-on
'al-jo-bro }

nonatomic measure space A measure space in which no point has positive measure.
{ indn-a'tdm-ik jmezh-or ,spas }

noncentral chi-square distribution The distribution of the sum of squares of indepen-
dent normal random variables, each with unit variance and nonzero mean; used
to determine the power function of the chi-square test. { nén;sen-tral ki skwer
,dis-tra'bytii-shon }

noncentral distribution A distribution of random variables which isnot normal. { 'ndn
,sen-tral ,di-stro'byii-shon }

noncentral F distribution The distribution of the ratio of two independent random
variables, one with a noncentral chi-square distribution and one with a central chi-
square distribution; used to determine the power of the F' test in the analysis of
variance. { ninjsen-tral ef ,dis-tra'byii-shon }

noncentral quadric A quadric surface that does not have a point about which the
surface is symmetrical; namely, an elliptic or hyperbolic paraboloid, or a quadric
cylinder. { 'nén,sen-tral 'kwi,drik }

noncentral t distribution A particular case of a noncentral F distribution; used to test
the power of the ¢ test. { ninjsen-tral té ,dis-tra'byii-shon }

noncritical region In testing hypotheses, the set of values leading to acceptance of
the null hypothesis. { nénjkrit-o-kol 'ré-jon }

nondegenerate plane In projective geometry, a plane in which to every line L there
are at least two distinct points that do not lie on L, and to every point p there are
at least two distinct lines which do not pass through p. { nén-di'jen-s-rat 'plan }

nondenumerable set A set that cannot be put into one-to-one correspondence with the
positive integers or any subset of the positive integers. { nin-dijniim-ra-bal 'set }

nondifferentiable programming The branch of nonlinear programming which does not
require the objective and constraint functions to be differentiable. { nén,dif-o'ren-
choa-bal 'pro,gram-ip }

nondimensional parameter See dimensionless number. { jndn-di'men-chon-al pa'ram-
ad-or }

non-Euclidean geometry A geometry in which one or more of the axioms of Euclidean
geometry are modified or discarded. { |nin-yii'klid-€-on je'dm-o-tré }

nonexpansive mapping A function f from a metric space to itself such that, for any
two elements in the space, a and b, the distance between f(a) and f(b) is not
greater than the distance between @ and b. { nén-ik,span-siv 'map-ip }

nonholonomic constraint One of a nonintegrable set of differential equations which
describe the restrictions on the motion of a system. { ninhil-o'ndm-ik ken
'strant }

nonlinear equation An equation in variables xy, ..., ,, ¥ which cannot be put into
the form a,x; + - + a,&, = y. { 'ndnlin-&-or i'’kwa-zhon }

nonlinear programming A branch of applied mathematics concerned with finding the
maximum or minimum of a function of several variables, when the variables are
constrained to yield values of other functions lying in a certain range, and either
the function to be maximized or minimized, or at least one of the functions whose
value is constrained, is nonlinear. { 'nén, lin-&-or 'pro,gram-ip }

nonlinear regression See curvilinear regression. { 'nin,lin-&-or ri'gresh-on }

nonlinear system A system in which the interrelationships among the quantities
involved are expressed by equations, some of which are not linear. { 'nin lin-é-
or 'sis-tom }

nonnegative semidefinite See positive semidefinite. { jnén'neg-od-iv sem-i'def-o-nat }
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nonomino One of the 1285 plane figures that can be formed by joining nine unit
squares along their sides. {no'ndm-9-no }

nonorientable surface See one-sided surface. { nin,or-&ent-o-bal 'sor-fos }

nonparametric statistics A class of statistical methods applicable to a large set of
probability distributions used to test for correlation, location, independence, and
so on. {nin jpar-o'me-trik sto'tis-tiks }

nonperiodic decimal See nonrepeating decimal. { nén,pir-€,4dd-ik 'des-mal }

nonprobabilistic sampling A process in which some criterion other than the laws of
probability determines the elements of the population to be included in the sample.
{ \nén,prib-ojlis-tik 'sam-plip }

nonrecurring decimal See nonrepeating decimal. { nén-ri-kor-ip 'desmal }

nonremovable discontinuity A point at which a function is not continuous or is unde-
fined, and cannot be made continuous by being given a new value at the point.
{ mén-ri'miiv-o-bal dis kint-on'ii-od-€ }

nonrepeating decimal An infinite decimal that fails to have any finite block of digits that
eventually repeats indefinitely. Also known as nonperiodic decimal; nonrecurring
decimal. { nin-ri,péd-ip 'des-moal }

nonresidue A nonresidue of m of order n, where m and n are integers, is an integer
a such that 2" = a + bm, where x and b are integers, has no solution. { nin'rez-
9, di }

nonsense correlation A correlation between two variables that is not due to any causal
relationship, but to the fact that each variable is correlated with a third variable, or
to random sampling fluctuations. Also known as illusory correlation. { 'nin,sens
kér-o 1a-shon }

nonsingular matrix A matrix which has an inverse; equivalently, its determinant is not
zero. { 'min,sip-gyo-lor 'ma-triks }

nonsingular transformation A linear transformation which has an inverse; equivalently,
it has null space kernel consisting only of the zero vector. { 'nén,sip-gyo-lor tranz-
for'ma-shon }

nonsquare Banach space A Banach space in which there are no nonzero elements,
x and y, that satisfy the equation |jv + y|| = |lx — 9|l = 2llv|| = 2|ly|. { nén,skwer
'ba,nék spas }

nonstandard numbers A generalization of the real numbers to include infinitesimal
and infinite quantities by considering equivalence classes of infinite sequences of
numbers. Also known as hyperreal numbers. { nin,stan-dord 'nom-borz }

nonterminal vertex A vertex in a rooted tree that has at least one successor. { jnan'tor-
mon-al 'vor,teks }

nonterminating continued fraction A continued fraction that has an infinite number
of terms. { ninjtor-ma nad-in konjtin-yiid 'frak-shan }

nonterminating decimal A decimal for which there is no digit to the right of the
decimal point such that all digits farther to the right are zero. { nénjtor-monad-
ip 'des'mal }

nontrivial solution A solution of a set of homogeneous linear equations in which at least
one of the variables has a value different from zero. { |nén'triv-é-al so'lii-shon }

NOR A logic operator having the property that if P, Q, R, . . . are statements, then the
NOR of P, Q, R, . . . is true if all statements are false, false if at least one statement
is true. Derived from NOT-OR. Also known as Peirce stroke relationship. { nor }

norm 1. A scalar valued function on a vector space with properties analogous to those
of the modulus of a complex number; namely: the norm of the zero vector is zero,
all other vectors have positive norm, the norm of a scalar times a vector equals
the absolute value of the scalar times the norm of the vector, and the norm of a
sum is less than or equal to the sum of the norms. 2. For a matrix, the square
root of the sum of the squares of the moduli of the matrix entries. 3. For a
quaternion, the product of the quaternion and its conjugate. 4. See absolute
value. {norm }

normal bundle If A is a manifold and B is a submanifold of A, then the normal bundle
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of B in A is the set of pairs («,y), where x is in B, y is a tangent vector to A, and
y is orthogonal to B. { nor-mal ban-dal }

normal curvature The normal curvature at a point on a surface is the curvature of the
normal section to the point. { 'nor-mal 'kor-va-chor }

normal curve See Gaussian curve. { 'nor-moal 'korv }

normal density function A normally distributed frequency distribution of a random
variable & with mean e and variance o is given by (1//20) exp [— (x — e)%d?].
{ mor-mol 'den-sod-é ,fopk-shon }

normal derivative The directional derivative of a function at a point on a given curve
or surface in the direction of the normal to the curve or surface. { 'nor-mal di'riv-
ad-iv }

normal distribution A commonly occurring probability distribution that has the form

u
(1o /27) J exp(— u¥/2)du

u = (x—e)lo

where e is the mean and o is the variance. Also known as Gauss’ error curve;
Gaussian distribution. { 'nor-mol di-stro'byii-shon }

normal divisor See normal subgroup. { 'nor-mol di'viz-or }

normal equations The set of equations arising in the least squares method whose
solutions give the constants that determine the shape of the estimated function.
{ inor-mal i'kwa-zhonz }

normal extension An algebraic extension of K of a field k, contained in the algebraic
closure k of k, such that every injective homomorphism of K into &, inducing the
identity on k, is an automorphism of K. { 'mor-mal ik'sten-chon }

normal family A family of complex functions analytic in a common domain where
every sequence of these functions has a subsequence converging uniformly on
compact subsets of the domain to an analytic function on the domain or to +.
{ 'nor-mal 'fam-lé }

normal function See normalized function. { 'mor-mol 'fopk-shon }

normalize To multiply a quantity by a suitable constant or scalar so that it then has
norm one; that is, its norm is then equal to one. To carry out a normal transformation
on a variate. { 'nor-mo liz }

normalized function A function with norm one; the norm is usually given by an
integral (f|f|[?du)» 1 = p < . Also known as normal function. { 'nor-mo,lizd
'fopk-shon }

normalized standard scores A procedure in which each set of original scores is
converted to some standard scale under the assumption that the distribution of
scores approximates that of a normal. { jnor-moe lizd jstan-dord 'skorz }

normalized support function The function that results from restricting the domain of
the independent variable of the support function to the unit sphere. { nor-ms,lizd
sa'port fopk-shaon }

normalized variate A variate to which a normal transformation has been applied and
which therefore has a normal distribution. { jnor-ms lizd 'ver-é-at }

normalizer The normalizer of a subset S of a group G is the subgroup of G consisting
of all elements x such that xsx~! is in S whenever s is in S. { 'nor-ms liz-or }

normally distributed observations Any set of observations whose histogram looks like
the normal curve. { 'nor-mo-lé di'strib-yod-od ,db-zor'va-shonz }

normal map A planar map in which no more than three regions meet any one point
and no region completely encloses another. Also known as regular map. { 'nor-
mal 'map }

normal matrix A matrix is normal if multiplying it on the right by its adjoint is the
same as multiplying it on the left. { 'nor-mal 'ma,triks }

normal number A number whose expansion with respect to a given base (not necessar-
ily 10) is such that all the digits occur with equal frequency, and all blocks of digits
of the same length occur equally often. { 'nor-msl 'nom-bar }

normal operator A linear operator where composing it with its adjoint operator in
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either order gives the same result. Also known as normal transformation. { 'nor-
mol 'dp-o,rad-or }

normal pedal curve The normal pedal curve of a given curve C with respect to a fixed
point P is the locus of the foot of the perpendicular from P to the normal to C.
{ mor-mal 'ped-al korv }

normal plane For a point P on a curve in space, the plane passing through P which
is perpendicular to the tangent to the curve at P { 'nor-mal 'plan }

normal probability paper Graph paper with the abscissa ruled in uniform increments
and the ordinate ruled in such a way that the plot of a cumulative normal distribution
is a straight line. { jnor-mal préib-a'bil-od-€ pa-par }

normal section Relative to a surface, this is a planar section produced by a plane
containing the normal to a point. { 'nor-mal 'sek-shon }

normal series A normal series of a group G is a normal tower of subgroups of G, G,
Gy, ..., Gy, inwhich Gy, = G and G,, is the trivial group containing only the identity
element. { 'mor-mal 'siréz }

normal space A topological space in which any two disjoint closed sets may be covered
respectively by two disjoint open sets. { 'nor-mal 'spas }

normal subgroup A subgroup N of a group G where every expression g~ 'ng is in N
for every g in G and every n in N. Also known as invariant subgroup; normal
divisor. { 'mor-mal 'sob,griip }

normal to a curve The normal to a curve at a point is the line perpendicular to the
tangent line at the point. { 'nor-mal tii o 'korv }

normal to a surface The normal to a surface at a point is the line perpendicular to
the tangent plane at that point. { 'nor-mal tii 9 'sor-fos }

normal tower A tower of subgroups, G, Gy, . .., G,, such that each G, is normal in
Gyi1=12...,n—1 {'normal 'tau-or}

normal transformation See normal operator. A transformation on a variate that converts
it into a variate which has a normal distribution. { 'nor-mal tranz-for'ma-shon }

normed linear space A vector space which has a norm defined on it. Also known
as normed vector space. { 'normd 'lin-é-or 'spas }

normed vector space See normed linear space. { 'normd 'vek-tor 'spas }

NOT-AND See NAND. { 'nit 'and }

notation 1. The use of symbols to denote quantities or operations. 2. See positional
notation. {no'ta-shon }

NOT function A logical operator having the property that if P is a statement, then the
NOT of P is true if P is false, and false if P is true. { 'nit ,fopk-shon }

NOT-OR See NOR. { 'nit 'or }

nowhere dense set A set in a topological space whose closure has empty interior.
Also known as rare set. { 'no,wer 'dens 'set }

n space A vector space over the real numbers whose basis has n vectors. { 'en ,spas }

n-sphere The set of all points in (n + 1)-dimensional Euclidean space whose distance
from the origin is unity, where » is a positive integer. { 'en sfir }

nuisance parameter A parameter to be estimated by a statistic which arises in the
distribution of the statistic under some hypothesis to be tested about the parameter.
{ 'nii-sons po,ram-ad-or }

null Indicating that an object is nonexistent or a quantity is zero. {nal}

nullary composition The selection of a particular element of a set. { 'nol-o-ré ,kam-
pa'zish-on }

null geodesic In a Riemannian space, a minimal geodesic curve. { 'nal ,jé-o'des-ik }

null hypothesis The hypothesis that there is no validity to the specific claim that
two variations (treatments) of the same thing can be distinguished by a specific
procedure. { 'nal hi'pith-o-sas }

nullity The dimension of the null space of a linear transformation. { 'nal-ad-é }

null matrix The matrix all of whose entries are zero. { 'nal 'ma-triks }

null sequence A sequence of numbers or functions which converges to the number
zero or the zero function. { 'nal 'sé-kwans }

null set The empty set; the set which contains no elements. { 'nal 'set }
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null space For a linear transformation, the vector subspace of all vectors which the
transformation sends to the zero vector. Also known as kernel. { 'nal 'spas }

null vector A vector whose invariant length, that is, the sum over the coordinates of
the vector space of the product of its covariant component and contravariant
component, is equal to zero. { 'nal 'vek-tor }

number 1. Any real or complex number. 2. The number of elements in a set is the
cardinality of the set. { 'nom-bar }

number class modulo N The class of all numbers which differ from a given number
by a multiple of N. { 'nom-bar klas jméij-2-10 'en }

number field Any set of real or complex numbers that includes the sum, difference,
product, and quotient (except division by zero) of any two members of the set.
{ 'nom-bor feld }

number line See real line. { 'nom-bor lin }

number scale Representation of points on a line with numbers arranged in some order.
{ 'nom-bor ,skal }

number system 1. A mathematical system, such as the real or complex numbers, the
quaternions, or the Cayley numbers, that satisfies many of the axioms of the real
number system; in general, it is a finite-dimensional vector space over the real
numbers with multiplicative operation under which it is an associative or nonasso-
ciative division algebra. 2. See numeration system. { 'nom-bor sis-tom }

number-theoretic function A function whose domain is the set of positive integers.
{ inom-bar thé-ojred-ik 'fogk-shon }

number theory The study of integers and relations between them. { 'nom-bor 'thé-
oré )

numeral A symbol used to denote a number. { 'nim-ral }

numeral system See numeration system. { 'niim-ral sis-tom }

numeration The listing of numbers in their natural order. { nii‘mo'ra-shon }

numeration system An orderly method of representing numbers by numerals in which
each numeral is associated with a unique number. Also known as number system;
numeral system. { ni-mo'ra-shon sis-tom }

numerator In a fraction a/b, the numerator is the quantity a. { 'nii-mo,rad-or }

numerical Pertaining to numbers. { nii'mer-i-kal }

numerical analysis The study of approximation techniques using arithmetic for solu-
tions of mathematical problems. { nii'mer-i-kal o'nal-9-sas }

numerical equation An equation all of whose constants and coefficients are numbers.
{ nii'mer-i-kal i'kwa-zhon }

numerical integration The process of using a set of approximate values of a function
to calculate its integral to comparable accuracy. { nii'mer-i-kal ,int-2'gra-shon }

numerical range For a linear operator T of a Hilbert space into itself, the set of values
assumed by the inner product of Tx with x as x ranges over the set of vectors
with norm equal to 1. { nti'mer-i-kal 'ranj }

numerical tensor A tensor whose components are the same in all coordinate systems.
{ nti'mer-i-kal 'ten-sar }

numerical value See absolute value. { nii'mer-i-kal 'val-yii }

n-way analysis A statistical analysis in which n major factors are used to jointly
classify the observed values, where n is a positive integer. {'en ,wa o,nal-9-s9s }
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obelisk A frustrum of a regular, rectangular pyramid. { 'db-9 lisk }

objective function In nonlinear programming, the function, expressing given conditions
for a system, which one seeks to minimize subject to given constraints. { @b'jek-
tiv 'fogk-shan }

objective probabilities Probabilities determined by the long-run relative frequency of
an event. Also known as frequency probabilities. { ab'jek-tiv ,priab-o'bil-od-éz }

oblate ellipsoid See oblate spheroid. { '4,blat i'lip,soid }

oblate spheroid The surface or ellipsoid generated by rotating an ellipse about one
of its axes so that the diameter of its equatorial circle exceeds the length of the
axis of revolution. Also known as oblate ellipsoid. { 'd,blat 'sfir,oid }

oblate spheroidal coordinate system A three-dimensional coordinate system whose
coordinate surfaces are the surfaces generated by rotating a plane containing a
system of confocal ellipses and hyperbolas about the minor axis of the ellipses,
together with the planes passing through the axis of rotation. {0 blat sfirjoid-al
ko'ord-on-ot sis-tom }

oblique angle An angle that is neither a right angle nor a multiple of a right angle.
{ o'blek 'ap-gal }

oblique circular cone A circular cone whose axis is not perpendicular to its base.
{ a)blek |sor-kyo-lor 'kon }

oblique coordinates Magnitudes defining a point relative to two intersecting nonper-
pendicular lines, called axes; the magnitudes indicate the distance from each axis,
measured along a parallel to the other axis; oblique coordinates are a form of
cartesian coordinates. { a'blek ko'ord-on-ots }

oblique lines Lines that are neither perpendicular nor parallel. { 9'blek 'linz }

oblique parallelepiped A parallelepiped whose lateral edges are not perpendicular to
its bases. {9)blek ,par-a,lel-a'pi,ped }

oblique spherical triangle A spherical triangle that has no right angle. { ojblek |sfer-
9-kal 'trT,an-gal }

oblique strophoid A plane curve derived from a straight line L and two points called
the pole and the fixed point, where the fixed point lies on L but is not the foot of
the perpendicular from the pole to the line; it consists of the locus of points on a
rotating line L’ passing through the pole whose distance from the intersection
of L and L’ is equal to the distance of this intersection from the fixed point.
{ o'blek 'stro,foid }

oblique triangle A triangle that does not contain a right angle. { o'blek 'tr1,ap-gal }

obtuse angle An angle of more than 90° and less than 180°. { db'tiis 'ap-gal }

obtuse triangle A triangle having one obtuse angle. { &b'tiis 'trT,ap-gol }

OC curve See operating characteristic curve. {0'sé korv}

octagon A polygon with eight sides. { 'dk-to,gin }

octahedral group The group of motions of three-dimensional space that transform a
regular octahedron into itself. { dk-to'hé-dral griip }

octahedron A polyhedron having eight faces, each of which is an equilateral triangle.
{ ,ak-to'hé-dron }

octal Pertaining to the octal number system. { 'dkt-al }
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octal digit

octal digit The symbol 0, 1, 2, 3, 4, 5, 6, or 7 used as a digit in the octal number system.
{ 'dkt-al 'dij-ot }

octal number system A number system in which a number 7 is written as 7,7, . . .
n, where r = 1,8° + n,8' + - + n,8~1.  Also known as octonary number system.
{ 'dkt-ol 'nom-bor ,sis-tom }

octant 1. One of the eight regions into which three-dimensional Euclidean space is
divided by the coordinate planes of a Cartesian coordinate system. 2. A unit of

plane angle equal to 45° or /8 radians. { 'dk-tont }
octillion 1. The number 10*°. 2. In British and German usage, the number 10,
{ ak'til-yon }

octomino One of the 369 plane figures that can be formed by joining eight unit squares
along their sides. { 4k'tim-9-no }

octonary number system See octal number system. { dkjtdn-o-ré 'nom-baor sis-tom }

octonions See Cayley numbers. { dk'tdn-yonz }

odd function A function f(x) is odd if, for every «, f(—x) = —f(x). {'ad fopk-shon }

odd number A natural number not divisible by 2. {'dd 'nom-baor }

odd permutation A permutation that may be represented as the result of an odd
number of transpositions. {'dd ,par-myo'ta-shon }

odds ratio The ratio of the probability of occurrence of an event to the probability
of the event not occurring. {'ddz ,ra-sho }

odd vertex A vertex whose degree is an odd number. { 'dd jvorteks }

one-dimensional strain A transformation that elongates or compresses a configuration
in a given direction, given by ' = kx, y' = y, 2’ = 2, where k is a constant, when
the direction is that of the x axis. {'won di,men-chon-al 'stran }

one-parameter semigroup A semigroup with which there is associated a bijective
mapping from the positive real numbers onto the semigroup. { won pajram-od-
or 'sem-i,griip }

one-point compactification The one-point compactification X of a topological space
X is the union of X with a set consisting of a single element, with the topology of
X consisting of the open subsets of X and all subsets of X whose complements in
X are closed compact subsets in X. Also known as Alexandroff compactification.
{ 'won ,point kom pak-to-fo'ka-shon }

one-sample problem The problem of testing the hypothesis that the average of a
sequence of observations or measurement of the same kind has a specified value.
{ 'won ,sam-pol 'préb-lom }

one-sided limit Either a limit on the left or a limit on the right. { 'won ,sid-od 'lim-at }

one-sided surface A surface such that an object resting on one side can be moved
continuously over the surface to reach the other side without going around an edge;
the Mobius band and the Klein bottle are examples. Also known as nonorientable
surface. { 'waon sid-ad 'sor-fas }

one-sided test A test statistic 7" which rejects a hypothesis only for T =d or T' = ¢
but not for both (here d and ¢ are critical values). {'won sid-od 'test }

one-tail test See one-tailed test. {}won jtal 'test }

one-tailed test A statistical test in which the critical region consists of all values of
a test statistic that are less than a given value or greater than a given value, but
not both. Also known as one-tail test. { |won jtald 'test }

one-to-one correspondence A pairing between two classes of elements whereby each
element of either class is made to correspond to one and only one element of the
other class. {|wan to jwon Kkir-a'spin-dons }

one-valued function See single-valued function. { won val-ytid 'fopk-shon }

one-way classification The basis for the simplest case of the analysis of variance; a
set of observations are categorized according to values of one variable or one
characteristic. {'won ,wa klas-o-fo'ka-shon }

open ball In a metric space, an open set about a point & which consists of all points
that are less than a fixed distance from x. {'6G-pon 'bol }

open circular region The interior of a circle. {|6-pon 'sor-kyo-lor ,ré-jon }
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open covering For a set S in a topological space, a collection of open sets whose
union contains S. { '6-pan 'kov-or-ip }

open-ended class The first or last class interval in a frequency distribution having no
upper or lower limit. {|6-pan jen-dad 'klas }

open half plane A half plane that does not include any of the line that bounds it. { |o-
pan jhaf 'plan }

open half space A half space that does not include any of the plane that bounds it.
{ 10-pan jhaf 'spas }

open interval An open interval of real numbers, denoted by (a,b), consists of all
numbers strictly greater than a and strictly less than . { '6-pon 'in-tor-val }

open map A function between two topological spaces which sends each open set of
one to an open set of the other. {'6-pon 'map }

open mapping theorem A continuous linear function between Banach spaces which
has closed range must be an open map. {'0-pan 'map-ig ,thir-om }

open n-cell A set that is homeomorphic with the set of points in n-dimensional Euclid-
ean space (n = 1, 2, ...) whose distance from the origin is less than unity. {|0-
pan 'en sel }

open polygonal region The interior of a polygon. {|6-pon pa'lig-on-ol ré-jon }

open rectangular region The interior of a rectangle. { |0-pon rek'tan-gyo-lor ,ré-jon }

open region See domain. {'0-pon ,ré-jon }

open sentence See propositional function. {|6-pan 'sent-ons }

open set A set included in a topology; equivalently, a set which is a neighborhood of
each of its points; a topology on a space is determined by a collection of subsets
which are called open. {'0-pan ,set}

open simplex A modification of a simplex with vertices py, pi, . . ., Py, in Which the
points of the simplex, ay py + a;p; + - + a,p,, are restricted by the condition
that each of the coefficients a; must be greater than 0. { '6-pon 'sim,pleks }

open statement See propositional function. {|6-pen 'stat-ment }

open triangular region The interior of a triangle. {|6-pon trT'an-gyo-lor ,ré-jon }

operating characteristic curve In hypothesis testing, a plot of the probability of
accepting the hypothesis against the true state of nature. Abbreviated OC curve.
{ 'ap-o,rad-ip ,kar-ik-to'ris-tik 'korv }

operation An operation of a group G on a set S is a mapping which associates to each
ordered pair (g,5), where g is in G and s is in S, another element in S, denoted gs,
such that, for any g,» in G and s in S, (gh)s = g(hs), and es = s, where e is the
identity element of G. { ,dp-o'ra-shon }

operational analysis See operational calculus. { dp-o'ra-shon-al o'nal-o-s9s }

operational calculus A technique by which problems in analysis, in particular differen-
tial equations, are transformed into algebraic problems, usually the problem of
solving a polynomial equation. Also known as operational analysis. { dp-o'ra-
shan-al 'kal-kya-las }

operations research The mathematical study of systems with input and output from the
viewpoint of optimization subject to given constraints. { ,dp-9'ra-shonz ri,sorch }

operator A function between vector spaces. { 'dp-o,rad-or }

operator algebra An algebra whose elements are functions and in which the multiplica-
tion of two elements f and g is defined by composition; that is, (fg)(x) = (f ° 9)(x)
= flg(@)]. {'dp-o,rad-or ,al-jo-bro}

operator theory The general qualitative study of operators in terms of such concepts
as eigenvalues, range, domain, and continuity. { 'ap-o,rad-or thé-o-ré }

oppositely congruent figures Two solid figures, one of which can be made to coincide
with the other by a rigid motion in space combined with reflection through a plane.
{ |dp-9-zat-lé [kin,grii-ont 'fig-yorz }

opposite rays Two rays that lie on the same or parallel lines but point in opposite
directions. { |dp-o-zot 'raz )

opposite side 1. One of two sides of a polygon with an even number of sides that
have the same number of sides between them along either path around the polygon
from one of the sides to the other. 2. For a given vertex of a polygon with an
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odd number of sides, a side of the polygon that has the same number of sides
between it and the vertex along either path around the polygon. { 'dp-o-zot 'sid }

opposite vertices Two vertices of a polygon with an even number of sides that have
the same number of sides between them along either path around the polygon
from one vertex to the other. { 'dp-o-zot 'vord-o,séz }

optimal policy In optimization problems of systems, a sequence of decisions changing
the states of a system in such a manner that a given criterion function is minimized.
{ 'ap-to-mal 'pél-o-sé }

optimal strategy One of the pair of mixed strategies carried out by the two players
of a matrix game when each player adjusts strategy so as to minimize the maximum
loss that an opponent can inflict. { 'dp-to-mal 'strad-o-jé }

optimal system A system where the variables representing the various states are so
determined that a given criterion function is minimized subject to given constraints.
{ 'ap-to-mal 'sis-tom }

optimization The maximizing or minimizing of a given function possibly subject to
some type of constraints. { &p-to-mo'za-shon }

optimization theory The specific methodology, techniques, and procedures used to
decide on the one specific solution in a defined set of possible alternatives that
will best satisfy a selected criterion; includes linear and nonlinear programming,
stochastic programming, and control theory. Also known as mathematical pro-
gramming. { 4p-to-moa'za-shon ,thé-o-ré }

optimum allocation A procedure used in stratified sampling to allocate numbers of
sample units to different strata to either maximize precision at a fixed cost or
minimize cost for a selected level of precision. { 'dp-to-mom ,al-o'ka-shon }

or A logical operation whose result is false (or zero) only if every one of its operands
is false, and true (or one) otherwise. Also known as inclusive or. { or}

orbit Let G be a group which operates on a set S; the orbit of an element s of S under
G is the subset of S consisting of all elements gs where g is in G. { 'or-bat }

orbit space The orbit space of a G space X is the topological space whose points are
equivalence classes obtained by identifying points in X which have the same G
orbit and whose topology is the largest topology that makes the function which
sends x to its orbit continuous. {'or-bat ,spas }

order 1. A differential equation has order n if the derivatives of a function appear up
to the nth derivative. 2. The number of elements contained within a given group.
3. A square matrix with n rows and n columns has order n. 4. The number of
poles a given elliptic function has in a parallelogram region where it repeats its
values. 5. A characteristic of infinitesimals used in their comparison. 6. For a
polynomial, the largest exponent appearing in the polynomial. 7. The number
of vertices of a graph. 8. For a pole of an analytic function, the largest negative
power in the function’s Laurent expansion about the pole. 9. For a zero point
2o of an analytic function, the integer » such that the function near the pole has
the form g(2)(z — z()", where g(z) is analytic at 2z, and does not vanish there.
10. For an algebraic curve or surface, the degree of its equation. 11. For an
algebra, the dimension of the underlying vector space. 12. For a branch point
of a Riemann surface, the number of sheets of the surface that join at the branch
point, minus one. 13. See ordering. { 'ord-or}

ordered field A field with an ordering as a set analogous to the properties of less than
or equal for real numbers relative to addition and multiplication. { 'ord-ord 'féld }

ordered n-tuple A set of n elements, x, @y, . . ., x,, written (xy, @y, . . ., &), where x|
is distinguished as first, x; as second, and so on. { ord-aord 'en, tep-al }

ordered pair A pair of elements x and y from a set, written (x,y), where x is distinguished
as first and y as second. { 'ord-ord 'per }

ordered partition For a set A, an ordered sequence whose members are the members
of a partition of A. {ord-ord par'tish-on }

ordered quadruple A set of four elements, distinguished as first, second, third, and
fourth. {ord-ord kwé'driip-al }

ordered rings Rings which have an ordering on them as sets in a manner analogous

170



orthogonal family

to the behavior of the usual ordering of the real numbers relative to addition and
multiplication. { 'ord-ord 'rinz }

ordered triple A set of three elements, written (x,y,2), where «x is distinguished as
first, ¥ as second, and z as third. { ord-ord 'trip-al }

ordering A binary relation, denoted =, among the elements of a set such that a < b
and b = ¢ implies a = ¢, and a = b, b = a implies a = b; it need not be the case
that either ¢ = b or b =< a. Also known as order; order relation; partial ordering.
{ 'ord-o-rip }

order of degeneracy See degree of degeneracy. { 'ord-or ov di'jen-o-ro-sé }

order relation See ordering. { 'ord-or ri,la-shon }

order statistics Variate values arranged in ascending order of magnitude; for example,
first-order statistic is the smallest value of sample observations. { or-dor
stojtis-tiks }

ordinal number A generalized number which expresses the size of a set, in the sense
of “how many” elements. {'ord-nal 'nom-bar }

ordinal scale measurement A method of measuring quantifiable data in nonparametric
statistics that is considered to be stronger than nominal scale; it expresses the
relationship of order by characterizing objects by relative rank. {}ord-nal skal
'mezh-or-mont }

ordinary differential equation An equation involving functions of one variable and
their derivatives. { 'ord-on,er-é dif-o'ren-chal i'’kwa-zhon }

ordinary generating function See generating function. {, ord-oner-é 'jén-orad-ip
[fopgk-shon }

ordinary point A point of a curve where a curve does not cross itself and where there
is a smoothly turning tangent. Also known as regular point; simple point { 'ord-
on,er-é 'point }

ordinary singular point A singular point at which the tangents to all branches at the
point are distinct. { jord-on,er-é |sip-gya-lor 'point }

ordinate The perpendicular distance of a point (x,y) of the plane from the x axis.
{ 'ord-on-at }

orientable surface A surface for which an object resting on one side of it cannot be
moved continuously over it to get to the other side without going around an edge.
{ ,or-&,en-to-bal 'sor-fos }

orientation 1. A choice of sense or direction in a topological space. 2. An ordering
Do, D1, - - -, Pn Of the vertices of a simplex, two such orderings being regarded as
equivalent if they differ by an even permutation. 3. For a simple graph, a directed
graph that results from assigning a direction to each of the edges. { ,or-é-on'ta-
shon }

oriented graph A directed graph in which there is no pair of points @ and b such that
there is both an arc directed from a to b and an arc directed from b to a. { 'or-
é-ent-od 'graf }

oriented simplex A simplex for which an order has been assigned to the vertices.
{ ,or-eent-ad 'sim pleks }

oriented simplicial complex A simplicial complex each of whose simplexes is an
oriented simplex. { ,or-€ent-ad simjplish-al 'kidm,pleks }

origin The point of a coordinate system at which all coordinate axes meet. { '4r-a-jon }

Ornstein-Uhlenbeck process A stochastic process used as a theoretical model for
Brownian motion. { |orn,stin 'ii-lon bek ,pri,ses }

orthocenter The point at which the altitudes of a triangle intersect. { |or-tho'sen-tor }

orthogonal Perpendicular, or some concept analogous to it. { or'thig-on-al }

orthogonal basis A basis for an inner product space consisting of mutually orthogonal
vectors. { or'thig-on-al 'ba-sas }

orthogonal complement In an inner product space, the orthogonal complement of a
vector v consists of all vectors orthogonal to v; the orthogonal complement of a
subset S consists of all vectors orthogonal to each vector in S. { or'thdg-on-al
'kdm-pla-mont }

orthogonal family See orthogonal system. { or'thig-on-al'fam-1é }
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orthogonal functions Two real-valued functions are orthogonal if their inner product
vanishes. { or'thdg-on-al 'fopk-shonz }

orthogonal group The group of matrices arising from the orthogonal transformations
of a euclidean space. { or'thiag-on-al 'griip }

orthogonality Two geometric objects have this property if they are perpendicular.
{ or,thdg-o'nal-od-¢€ }

orthogonalization A procedure in which, given a set of linearly independent vectors
in an inner product space, a set of orthogonal vectors is recursively obtained so
that each set spans the same subspace. { or,théig-0-no-10'za-shon }

orthogonal Latin squares Two Latin squares which, when superposed, have the prop-
erty that the cells contain each of the possible pairs of symbols exactly once.
{ orjthiag-on-al |lat-on 'skwerz }

orthogonal lines Lines which are perpendicular. { or'thidg-on-al 'linz }

orthogonal matrix A matrix whose inverse and transpose are identical. { or'thig-on-
al 'ma-triks }

orthogonal polynomial Orthogonal polynomials are various families of polynomials,
which arise as solutions to differential equations related to the hypergeometric
equation, and which are mutually orthogonal as functions. { or'thig-on-al pél-
9'no-me-al }

orthogonal projection Also known as orthographic projection. 1. A continuous linear
map P of a Hilbert space H onto a subspace M such that if h is any vector in H,
h = Ph + w, where w is in the orthogonal complement of M. 2. A mapping of
a configuration into a line or plane that associates to any point of the configuration
the intersection with the line or plane of the line passing through the point and
perpendicular to the line or plane. { or'thig-on-al pro'jek-shon }

orthogonal series An infinite series each term of which is the product of a member
of an orthogonal family of functions and a coefficient; the coefficients are usually
chosen so that the series converges to a desired function. ({ orjthig-on-al 'sir,éz }

orthogonal spaces Two subspaces F and F” of a vector space E with a scalar product
g such that g(x,x") = 0 for any x in F and «" in F'. { orjthiag-on-al 'spas-oz }

orthogonal sum 1. A vector space E with a scalar product is said to be the orthogonal
sum of subspaces F and F' if E is the direct sum of F' and F’ and if F and F' are
orthogonal spaces. 2. A scalar product g on a vector space E is said to be the
orthogonal sum of scalar products f and f’ on subspaces F and F' if E is the
orthogonal sum of F' and F" (in the sense of the first definition) and if g(x + ',
y+y)=f(y tf'(@,y)forall v,y in Fand «',y" in F'. { orjthdg-on-al 'som }

orthogonal system 1. A system made up of n families of curves on an n-dimensional
manifold in an (n + 1)-dimensional Euclidean space, such that exactly one curve
from each family passes through every point in the manifold, and, at each point,
the tangents to the n curves that pass through that point are mutually perpendicular.
2. A set of real-valued functions, the inner products of any two of which vanish.
Also known as orthogonal family. { or'thdg-on-al 'sis-tom }

orthogonal trajectory A curve that intersects all the curves of a given family at right
angles. { or'thdg-on-ol tro'jek-to-ré }

orthogonal transformation A linear transformation between real inner product spaces
which preserves the length of vectors. { or'thig-on-al tranz for'ma-shan }

orthogonal vectors In an inner product space, two vectors are orthogonal if their
inner product vanishes. { or'thig-on-al 'vek-torz }

orthographic projection See orthogonal projection. { jor-thojgraf-ik pro'jek-shon }

orthonormal coordinates In an inner product space, the coordinates for a vector
expressed relative to an orthonormal basis. { jor-thojnor-mol ko'ord-on-ats }

orthonormal functions Orthogonal functions f, f, ... with the additional property
that the inner product of f,(x) with itself is 1. { |or-thajnor-mal 'fopk-shonz }

orthonormal vectors A collection of mutually orthogonal vectors, each having length
1. {}or-thojnor-mal 'vek-torz }

orthoptic The locus of the intersection of tangents to a given curve that meet at a
right angle. { or'thip-tik }
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orthotomic The orthotomic of a curve with respect to a point is the envelope of the
circles which pass through the point and whose centers lie on the curve. { or-
tho'tam-ik }

oscillating series A series that is divergent but not properly divergent; that is, the
partial sums do not approach a limit, or become arbitrarily large or arbitrarily
small. { 'ds-o,lad-ip ,sir,éz}

oscillation 1. The oscillation of a real-valued function on an interval is the difference
between its least upper bound and greatest lower bound there. 2. The oscillation
of a real-valued function at a point x is the limit of the oscillation of the function
on the interval [x — e, ¥ + e] as e approaches 0. Also known as saltus. { &s-
9'la-shan }

osculating circle For a plane curve C at a point p, the limiting circle obtained by
taking the circle that is tangent to C at p and passes through a variable point ¢
on C, and then letting q approach p. { ds-kyo lad-ip 'sor-kal }

osculating plane For a curve C at some point p, this is the limiting plane obtained
from taking planes through the tangent to C at p and containing some variable
point p’ and then letting p’ approach p along C. { 'ds-kyo lad-ip 'plan }

osculating sphere For a curve C at a point p, the limiting sphere obtained by taking
the sphere that passes through p and three other points on C and then letting these
three points approach p independently along C. { |ds-kys,lad-ip 'sfir }

Ostrogradski’s theorem See Gauss’ theorem. { 0-stro'gréid-skéz thir-om }

outdegree For a vertex, v, in a directed graph, the number of arcs directed from v to
other vertices. {'aut-di,gre }

outer automorphism Any element of the quotient group formed from the group of
automorphisms of a group and the subgroup of inner automorphisms. { 'aud-or
10d-6'mor,fiz-om }

outer measure 1. A function with the same properties as a measure except that it is
only countably subadditive rather than countably additive; usually defined on the
collection of all subsets of a given set. 2. See Lebesgue exterior measure. { 'aud-
or 'mezh-or }

outer product For any two tensors R and S, a tensor T each of whose indices corres-
ponds to an index of R or an index of S, and each of whose components is the
product of the component of R and the component of S with identical values of
the corresponding indices. {jaud-or 'préad-okt }

outflow The outflow from a vertex in an s-¢ network is the sum of the flows of all the
arcs that originate at that vertex. { 'autflo }

outlier In a set of data, a value so far removed from other values in the distribution
that its presence cannot be attributed to the random combination of chance causes.
{ 'aut,li-or }

oval A curve shaped like a section of an egg. {'0-val}

oval of Cassini An ovallike curve similar to a lemniscate obtained as the locus corres-
ponding to a general type of quadratic equation in two variables x and y; it is
expressed as [(x + a)®> + ¥*] [(x — a)®> + ¥?] = k% where a and k are constants.
Also known as Cassinian oval. { '6-val ov ka'sé'né }

over a map A map f from a set A to a set L is said to be over a map g from a set B
to L if B is a subset of A and the restriction of f to B equals g. {0-vor @ 'map }

over a set A map f from a set A to a set L is said to be over a set B if B is a subset
of both A and L and if the restriction of F to B is the identity map on B. {|6-vor
o 'set }
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p- See pico-.

Paasche’s index A weighted aggregate price index with given-year quantity weights.
Also known as given-year method. { |pés-koz 'in,deks }

Pade table A table associated to a power series having in its pth row and gth column
the ratio of a polynomial of degree g by one of degree p so that this fraction
expanded into a power series agrees with the original up to the p + q term. { 'pad-
9 ta-bal }

p-adic field For a fixed prime number, p, the set of all p-adic numbers, with addition
and multiplication defined in a natural way. { pé 'ad-ik feld }

p-adic integer For a fixed prime number p, a sequence of integers, x,, xy, .. ., such
that x, — x,_, divisible by p” for all n = 0; two such sequences, x, and y,, are
considered equal if x,, — ¥, is divisible by p"*! for all n = 0, and the sum and product
of two such sequences is defined by term-by-term addition and multiplication.
{ péjadik 'int-i-jor }

p-adic number For a fixed prime number p, a fraction of the form a/p*, where a is a
p-adic integer and k is a nonnegative integer; two such fractions, a/p* and b/p™,
are considered equal if ap™ and bp* are the same p-adic integer.

paired comparison A method used where order relations are more easily determined
than measurements, such as studying taste preferences; in the comparison of a
group of objects, each pair of objects is tested with either one or the other or
neither preferred. { |perd kom'par-o-son }

pairwise disjoint The property of a collection of sets such that no two members of
the collection have any elements in common. { per,wiz dis'joint }

Pappian plane Any projective plane in which points and lines satisfy Pappus’ theorem
(third definition). {|pap-é-on 'plan }

Pappus’ theorem 1. The proposition that the area of a surface of revolution generated
by rotating a plane curve about an axis in its own plane which does not intersect
it is equal to the length of the curve multiplied by the length of the path of its
centroid. 2. The proposition that the volume of a solid of revolution generated
by rotating a plane area about an axis in its own plane which does not intersect
it is equal to the area multiplied by the length of the path of its centroid. 3. A
theorem of projective geometry which states that if A, B, and C are collinear points
and A’, B’ and C’ are also collinear points, then the intersection of AB" with A'B,
the intersection of AC” with A’C, and the intersection of BC' with B’C are collinear.
4. A theorem of projective geometry which states that if A, B, C, and D are fixed
points on a conic and P is a variable point on the same conic, then the product
of the perpendiculars from Pto AB and CD divided by the product of the perpendicu-
lars from P to AD and BC is constant. { 'pap-os ,thir-om }

parabola The plane curve given by an equation of the form y = ax® + bx+ c. { pa'rab-
olo}

parabolic coordinate system 1. A two-dimensional coordinate system determined by
a system of confocal parabolas. 2. A three-dimensional coordinate system whose
coordinate surfaces are the surfaces generated by rotating a plane containing a
system of confocal parabolas about the axis of symmetry of the parabolas, together
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parabolic cylinder

with the planes passing through the axis of rotation. ({ par-ojbil-ik ko'ord-an-at
,sis-tom }

parabolic cylinder A cylinder whose directrix is a parabola. { jpar-obél-ik 'sil-on-dor }

parabolic cylinder functions Solutions to the Weber differential equation, which results
from separation of variables of the Laplace equation in parabolic cylindrical coordi-
nates. {par-ojbil-ik 'sil-on-dor ,fopk-shonz }

parabolic cylindrical coordinate system A three-dimensional coordinate system in
which two of the coordinates depend on the x and y coordinates in the same
manner as parabolic coordinates and are independent of the z coordinate, while
the third coordinate is directly proportional to the z coordinate. { par-obil-ik
sijlin-dra-kal ko'ord-an-at ,sis-tom }

parabolic differential equation A general type of second-order partial differential equa-
tion which includes the heat equation and has the form

2 Ay (Puloxox) + E Bi(ow/ox) + Cu+ F=0

hj=1 i=1

where the Ay, B;, C, and F are suitably differentiable real functions of x;, @y, . . .,
x,, and there exists at each point (xy, .. ., x,) a real linear transformation on the
x; which reduces the quadratic form

i Ay

i,j=1

to a sum of fewer than n squares, not necessarily all of the same sign, while the
same transformation does not reduce the B; to 0. Also known as parabolic partial
differential equation. { par-ojbil-ik dif-o'ren-chol i'kwa-zhon }

parabolic partial differential equation See parabolic differential equation. { jpar-o}bél-
ik jpar-shal ,dif-o'ren-chal i, kwa-zhon }

parabolic point A point on a surface where the total curvature vanishes. { |par-ojbil-
ik 'point }

parabolic Riemann surface See parabolic type. { par-o,bil-ik 'ré min ,sor-fos }

parabolic rule See Simpson’s rule. { jpar-ojbél-ik 'riil }

parabolic segment The line segment given by a chord perpendicular to the axis of a
parabola. { par-obil-ik 'seg-mont }

parabolic spiral The curve whose equation in polar coordinates is 7> = af. | par
oibél-ik 'spi-ral }

parabolic type A type of simply connected Riemann surface that can be mapped
conformally on the complex plane, excluding the origin and the point at infinity.
Also known as Riemann surface. { |par-ojbil-ik tip }

paraboloid A surface where sections through one of its axes are ellipses or hyperbolas,
and sections through the other are parabolas. { pa'rab-o loid }

paraboloidal coordinate system A three-dimensional coordinate system in which the
coordinate surfaces form families of confocal elliptic and hyperbolic paraboloids.
{ porab-9loid-al ko'ord-on-at sis-tom }

paraboloid of revolution The surface obtained by rotating a parabola about its axis.
{ po'rab-9,l0id ov ,rev-o'lii-shon }

paracompact space A topological space with the property that every open covering
F is associated with a locally finite open covering G, such that every element of
G is a subset of an element F. { |par-ojkdm,pakt ,spas }

parallel 1. Lines are parallel in a Euclidean space if they lie in a common plane and
do not intersect. 2. Planes are parallel in a Euclidean three-dimensional space
if they do not intersect. 3. A circle parallel to the primary great circle of a sphere
or spheroid. 4. A curve is parallel to a given curve C if it consists of points that
are a fixed distance from C along lines perpendicular to C. { 'par-9,lel}

parallel axiom The axiom of an affine plane which states that if p and L are a point
and line in the plane such that p is not on L, then there exists exactly one line
that passes through p and does not intersect L. { jpar-9,lel 'ak-sé-om }
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Parseval’s theorem

parallel curves Two curves such that one curve is the locus of points on the normals
to the other curve at a fixed distance along the normals. { 'par-o lel korvz}

parallel displacement A vector A at a point P of an affine space is said to be obtained
from a vector B at a point @ of the space by a parallel displacement with respect
to a curve connecting A and B if a vector V(X) can be associated with each point
X on the curve in such a manner that A = V(P), B = V(Q), and the values of V at
neighboring points of the curve are parallel as specified by the affine connection.
{ 'par-o lel di'splas-ment }

parallel edges Two or more edges that join the same pair of vertices in a graph. Also
known as multiple edges. { par-o lel 'ej-oz }

parallelepiped A polyhedron all of whose faces are parallelograms. { par-olel-
9'pi-pad }

parallelogram A four-sided polygon with each pair of opposite sides parallel. { par-
9'lel-9,gram }

parallelogram law The rule that the sum of two vectors is the diagonal of a parallelogram
whose sides are the vectors to be added.

parallelogram of vectors A parallelogram whose sides form two vectors to be added
and whose diagonal is the sum of the two vectors. { ,par-o'lel-o,gram ov 'vek-torz }

parallelotope A parallelepiped with sides in proportion of 1, 1/2, and 1/4. { par-
9'lel-9,top }

parallel projection A central projection in which the center of projection is the point
at infinity, so that the projectors are parallel; equivalent to an orthogonal projection.
{ par-9,lel pro'jek-shon }

parallel rays 1. Two rays lying on the same line or on parallel lines. 2. Two rays
that lie on the same line or on parallel lines, and point in the same direction.
{ ipar-9,lel 'raz }

parallel surfaces Two surfaces such that one surface is the locus of points on the
normals to the other curve at a fixed distance along the normals. { |par-9 lel 'sor-
fos-oz }

parallel vectors 1. Two nonzero vectors such that one vector equals the product of
the other vector and a nonzero scalar. 2. Two nonzero vectors in a vector space
over the real numbers such that one vector equals the product of the other vector
and a positive number. { |par-o lel 'vek-torz }

parameter An arbitrary constant or variable so appearing in a mathematical expression
that changing it gives various cases of the phenomenon represented. { pa'ram-
aod-ar }

parameter of distribution For a fixed line on a ruled surface, a quantity whose magni-
tude is the limit, as a variable line on the surface approaches the fixed line, of the
ratio of the minimum distance between the two lines to the angle between them;
and whose sign is positive or negative according to whether the motion of the
tangent plane to the surface is left- or right-handed as the point of tangency moves
along the fixed line in a positive direction. { pajram-ad-ar av dis-tra'byii-shon }

parametric curves On a surface determined by equations x = f(u,v), y = g(u,v), and
2 = h(u,v), these are families of curves obtained by setting the parameters u and
v equal to various constants. { jpar-ojme-trik 'karvz }

parametric equation An equation where coordinates of points appear dependent on
parameters such as the parametric equation of a curve or a surface. { par-ojme-
trik i'kwa-zhon }

parity Two integers have the same parity if they are both even or both odd. { 'par-
od-e }

Parseval’s equation The equation w