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Preface

I took my first set theory course as a philosophy student at the Department of
Mathematics of the University of Rome La Sapienza. It was after taking that course,
taught by Professor Claudio Bernardi, that I decided to dedicate more time and
energy to the philosophy of set theory if I could.

The course was entitled ‘Foundations of Mathematics’ and had one striking
feature: it was taught from the ZFC axioms, with almost no mention of naive set
theory and the set-theoretic paradoxes. When I went up to Cambridge in 2005,
I began to read some of the standard textbooks on set theory, such as Devlin 1993
and Jech 2003. Naive set theory was now introduced and the paradoxes were given
their due. But after this, ZFC was presented, and one was left with the impression
that all roads from naive set theory lead to the cumulative hierarchy.

This book is an attempt to reverse this trend. Perhaps, in the end, we should
stick with the iterative conception of set. Indeed, one can read the book as an
extended argument to this effect. But the path from the paradoxes to ZFC and
cognate systems is much more tortuous than tradition has made it out to be.

The book describes and assesses a number of conceptions of set. Being a book
on the philosophy of set theory, the focus is very much on the philosophical under-
pinnings of these conceptions. But history is important, in philosophy as in life, and
I have provided some historical background when I deemed it useful.

Being a book on the philosophy of set theory, the book deals with technical mate-
rial. I have tried to make the material as accessible as possible and have included
some sections introducing some of the basic notions used, namely Section 1.1 and
the appendices to Chapter 1. More advanced notions from set theory are introduced
in the body of the text or in footnotes.

The book deals with some theories that are likely to be less known to
philosophical audiences (e.g. the non-well-founded set theories of Chapter 7)
and mathematical audiences (e.g. certain set theories based on the naive conception
of set, presented in Chapter 4). The book can also serve as a friendly introduction

X1
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to these set theories, whose central formal aspects are described in the relevant
chapters.

Parts of the book are based on material which has previously appeared in print.
In particular, Chapters 2 and 7 draw, respectively, on ‘How to be a minimalist about
sets’ (Philosophical Studies, 2012) and ‘The graph conception of set’ (Journal
of Philosophical Logic, 2014). I am grateful to Springer for permission to use
material from these two articles. In addition, parts of Section 3.6 were originally
published as section 2 of ‘Maximality principles in set theory’ (Philosophia Math-
ematica, 2017), and I would like to thank Oxford University Press for permis-
sion here.

% % %

A summary of the content of the individual chapters will be helpful. The first
chapter explains what conceptions of set are, what they do, and what they are for.
It begins by introducing the concept of set and making explicit certain assumptions
about concepts. Following a tradition going back to Frege, concepts are taken to be
equipped with criteria of application and, in some cases, criteria of identity. It is
pointed out that a concept need not settle all questions concerning which objects it
applies to and under what conditions those objects are identical. This observation is
used to characterize conceptions: a conception settles more questions of this kind
than the corresponding concept does. On this account, a conception sharpens the
corresponding concept. This view is contrasted with two other possible views on
what conceptions do: one according to which they provide an analysis of what
belongs to a concept, and one according to which they are possible replacements for
a given concept. The chapter concludes with a discussion of the uses of conceptions
of set. Along the way, the naive conception of set, which holds that every condition
determines a set, is introduced and a diagnosis of the set-theoretic paradoxes is
offered. According to this diagnosis, the naive conception leads to paradox because
it requires the concept of set to have two features — indefinite extensibility and
universality — which are jointly inconsistent.

The second chapter introduces the iterative conception, according to which every
set appears at one level or another of the mathematical structure known as the cumu-
lative hierarchy, as well as theories based on the conception. The chapter presents
various accounts of the iterative conception: the constructivist account, the depen-
dency account and my own minimalist account. It is argued that the minimalist
account is to be preferred to the others. A method — which I call inference to the best
conception — is then described to defend the correctness of the iterative conception
so understood. This method requires one to show that the iterative conception fares
better than other conceptions with respect to a number of desiderata on conceptions
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of set. This provides additional motivation for exploring alternative conceptions of
set in the remainder of the book.

The main purpose of the third chapter is to defend the iterative conception against
three objections. The first objection, which I call the missing explanation objection,
is that if the iterative conception is correct, one cannot explain the intuitive appeal
of the Naive Comprehension Schema. The chapter provides plausible explanations
of this fact which are compatible with the correctness of the conception. The second
objection, which I call the circularity objection, is that the iterative conception
presupposes the notion of an ordinal, and since ordinals are treated in set theory
like certain kinds of sets, this means that the conception is vitiated by circularity.
The chapter shows that this objection can be defeated by constructing ordinals
using a trick that goes back to Tarski and Scott or dispensing with the notion of
well-ordering altogether in the formulation of the conception. The third objection,
which I call the no semantics objection, is that the iterative conception prevents us
from giving a semantics for set theory, since according to the conception there is no
universal set but we seem to need such a set to serve as the domain of quantification
when giving a semantics for set theory. The chapter defends the approach that this
problem can be overcome by doing semantics in a higher-order language. The
chapter concludes by discussing the status of the Axiom of Replacement on the
iterative conception.

The fourth chapter discusses the naive conception of set and criticizes attempts
to rehabilitate it by modifying the logic of set theory. The focus is on the proposal
that the Naive Comprehension Schema — which formally captures the thesis that
every condition determines a set — is to be saved by adopting a paraconsistent logic.
Three strategies for doing so are distinguished: the material strategy, the relevant
strategy and the model-theoretic strategy. It is shown that these strategies lead to
set theories that are either too weak or ad hoc or give up on the idea that sets are
genuinely extensional entities.

Chapters 5 and 6 consider attempts to modify the naive conception of set by
restricting it in an appropriate manner. The idea is that the core thought of the naive
conception — that there is an intimate connection between sets and properties — can
be preserved as long as we build into the conception the idea that certain properties
are pathological and, for this reason, do not determine a set. The fifth chapter first
uses a result from Incurvati and Murzi 2017 to show that restricting attention to
those properties that do not give rise to inconsistency will not do. It then focuses
on the limitation of size conception of set, according to which the pathological
properties are those that apply to too many things. Various versions of the doctrine
are distinguished. The chapter also discusses what it calls the definite conception,
according to which the pathological properties are the indefinitely extensible ones.
It is argued that the limitation of size fails to provide a complete explanation of
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the set-theoretic paradoxes. The definite conception faces the same problem and, in
addition, it is unclear whether it has the resources to develop a reasonable amount
of set theory.

The sixth chapter considers attempts to modify the Naive Comprehension
Schema according to syntactic notions and in particular the technical notion of
stratification used in Quine’s New Foundations. This and related theories (such
as New Foundations with Urelemente) are examined and their philosophical
underpinnings discussed and assessed. It is argued that, contra what has often
been suggested in the literature, one can describe a conception of set — the
stratified conception — which is well motivated whilst incorporating the idea that
the pathological properties are those whose syntactic expression does not satisfy
the stratification requirement. However, it is argued that this conception is best
seen as a conception of objectified properties rather than as a conception of sets as
combinatorial collections. Understanding New Foundations and cognate systems
as theories of objectified properties leads to a further development of the diagnosis
of the set-theoretic paradoxes offered in the first chapter and allows one to deal
with some of the standard objections to set theories based on stratification.

The seventh chapter presents and discusses the graph conception of set. Accord-
ing to the graph conception, sets are things depicted by graphs of a certain sort.
The chapter begins by presenting four set theories, due to Aczel, which are for-
mulated by using the notion of a graph. The graph conception is then introduced,
and a historical excursion into forerunners of the conception is also given. The
chapter continues by clarifying the relationship between the conception and the
four theories described by Aczel. It concludes by discussing four objections to the
graph conception: the objection that set theories based on graphs do not introduce
new isomorphism types; the objection that the graph conception does not provide
us with an intuitive model for the set theory it sanctions; the objection that the
graph conception cannot naturally allow for Urelemente; and the objection that a
set theory based on the graph conception cannot provide an autonomous foundation
for mathematics. It is argued that whilst the first two objections fail, the remaining
two retain their force.

The eighth and last chapter offers some concluding remarks. It provides an
overview of some of the central features of the conceptions of set encountered in
the book. It then discusses to what extent the findings of the book are compatible
with some form of pluralism about conceptions.

*k %k 3k

This book is the result of thinking that spans more than a decade. As my ideas
evolved, I was fortunate enough to be able to present them to a number of audi-
ences who provided useful feedback. These include the Moral Sciences Club in
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Cambridge, the Foundations of Mathematics Seminar at the University of Paris
7-Diderot, the seminar of the project Plurals, Predicates and Paradox in London,
the Third Paris-Nancy Philosophy of Mathematics Workshop, the Philosophy of
Mathematics Seminar in Oxford, the Faculty of Philosophy of the Universita Vita-
Salute San Raffaele, the 88th Joint Session of the Aristotelian Society and the Mind
Association, the Department of Philosophy of the University of Amsterdam and the
seminar of the Logic Group of the University of Hamburg.

The following set of Urelemente deserves special mention: {Arianna Betti,
Robert Black, Francesca Boccuni, Tim Button, Mic Detlefsen, Salvatore Florio,
Volker Halbach, Leon Horsten, Dan Isaacson, Hannes Leitgeb, @ystein Linnebo,
Benedikt Lowe, Julien Murzi, Alex Oliver, Alexander Paseau, Michael Potter,
Ian Rumfitt, Stewart Shapiro, Rob Trueman, Sean Walsh, Nathan Wildman, Tim
Williamson}. No doubt this set is a proper subset of the set of Urelemente to whom
I am indebted. I am also grateful to Hilary Gaskin at Cambridge University Press
for her help and support throughout this project and to two referees, whose detailed
and insightful comments on earlier versions of this material led to its final shape.
Finally, I would like to thank my parents and Sarah for their constant and loving
support. This book is dedicated to the memory of my late grandparents.






1

Concepts and Conceptions

Class presented itself as a vague notion,
or, specifically, a mixture of notions.

Georg Kreisel (1967: 82)

This book, as its title indicates, is about conceptions of set. Conceptions of set
are advocated by mathematicians and philosophers with different, but often related
purposes in mind. In this chapter, we offer a preliminary discussion of what we
can take conceptions of set to be, what they are supposed to do, and the goals they
are supposed to achieve. In so doing, we will provide a map of the wider territory
within which the debate about conceptions of set takes place. Along the way, we
shall briefly encounter our first conception of set, namely the naive conception.

1.1 Theories

Before we get started, however, it will be helpful to remind the reader of a few
notions we will use throughout. This will also help to fix terminology.

Conceptions of set, as we shall see, are often invoked to justify theories of set.
At the most general level, a theory T in a given language consists of some sentences
of that language. But the theories that conceptions of set are invoked to justify are
typically axiomatic formal theories.

Axiomatic formal theories are axiomatic because they have (non-logical) axioms.
That is to say, some of their sentences are singled out as those sentences which are
not in need of proof and from which the theorems are derived. These derivations
are carried out using a particular logic. For the most part, we will be concerned
with classical first-order logic, but we will have occasion to look at theories that
are cast in logics which extend this logic or deviate from it. For instance, we
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will look at theories that are cast in classical second-order logic, which we shall
distinguish by adding a ‘2’ as a subscript to their name, and at theories that are cast
in paraconsistent logic. Relevant details will be given in due course.

Axiomatic formal theories are formal because the language they are cast in is a
formalized language. A formalized language £ is such that there are precise rules
for determining which sequences of symbols constitute a well-formed formula of
L, and a sentence of L is simply a well-formed formula with no free variables. The
symbols of a formalized language can be divided into those that make up its logical
vocabulary —in our case, variables, bracketing devices and symbols for connectives,
quantifiers and identity — and those that make up its non-logical vocabulary — for
instance, individual constants and predicates.

Sometimes, when talking of a formalized language one is only referring to the
syntax of that language. Other times, however, one is referring to the language as
endowed with meaning, and, in the context of axiomatic formal theories, we will
be using the term ‘language’ in both ways. In the latter case, the idea is that the
language has a particular interpretation. Standardly, an interpretation for a given
language L is an ordered pair 2l = (D, 7Z) where D is the domain of interpretation —
usually thought of as a non-empty set — and Z is an interpretation function, i.e. a
function satisfying the following conditions:

e Z(c) is an element of D when c is a name of L;
o Z(E) is a set of n-tuples of D-elements when E is an n-place predicate.

A model of a theory is then an interpretation which makes every sentence of the
theory true.! Note that this means that, officially, an interpretation is a set-theoretic
entity. In Section 3.4, we will discuss an approach to model theory which is different
in this respect.

Finally, we will follow custom and will sometimes use T to refer solely to the
axioms of T rather than to the deductive closure of these axioms — that is, the
theorems that can be derived from T’s axioms in T’s logic. The context will make it
clear when this is the case.

1.2 The Concept of Set

Unsurprisingly, conceptions of set are best explained by reference to the concept of
set. On the face of it, English speakers possess this concept: if I say that the set of
books on my table has two elements, you understand what I am saying. Moreover,
English speakers with some knowledge of basic, secondary school mathematics

!' For more on the notions of model and truth in an interpretation, see Section 3.3.
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seem to understand sentences such as ‘the set of natural numbers is infinite’ and
‘every set of real numbers which has an upper bound has a least upper bound’. Thus,
not only do speakers seem to possess the concept of set as it occurs in everyday
parlance, but they also seem to have the concept of set as it occurs in elementary
mathematics.

Things, however, are not as simple as they may seem at first sight. Quite often,
when people talk of a set of things, what they say can easily be recast without any
mention of sets. So, for instance, when I said that the set of books on my table has
two elements, it would have been prima facie legitimate for someone to take me
simply to be saying that there are two books on my table. In other words, ‘set of
things’ is often used, in ordinary parlance, as synonymous for what philosophers
call a plurality of these things. A plurality, in this sense, is not something over and
above the things comprising it: it is just them.

Other terms used by philosophers and mathematicians to talk about the same sort
of entities are ‘totality’, ‘multiplicity’, ‘multitude’ and, sometimes, ‘class’. With
regard to the latter, Paul Finsler, as early as 1926, makes the point as follows:

It would surely be inconvenient if one always had to speak of many things in the plural; it
is much more convenient to use the singular and speak of them as a class. [...] A class of
things is understood as being the things themselves, while the set which contains them as
its elements is a single thing, in general distinct from the things comprising it. [...] Thus a
set is a genuine, individual entity. By contrast, a class is singular only by virtue of linguistic
usage; in actuality, it almost always signifies a plurality. (Finsler 1926: 106)

Depending on what stance one takes on whether there are pluralities consisting of
just one object or of no object at all, pluralities may be regarded as either a special
case of, or identified with, what Bertrand Russell (1903) calls classes as many. The
notion of a class as many is best understood by distinguishing between three cases
in which we seem to have the class as many of the things falling under a concept C.

First, there is the case in which nothing falls under C. In this case, there is no
class as many of the things falling under C. As Russell (1903: §69) puts it, ‘there is
no such thing as the null class, though there are null class-concepts’. Second, there
is the case in which exactly one thing falls under C. Letting [x: x is ®] denote
the concept under which the things that are ® fall (or the property had by the ®-
things), an example is provided by the concept [x: x is a current Chancellor of
Germany]. In this case, the class as many of the things falling under C is the thing
itself — Angela Merkel, in the case we are considering (as of 2019). Using Russell’s
(1903: §69) words: ‘a class having only one term is to be identified [...] with that
one term’. Third, there is the case in which more than one objects falls under the
concept whose class as many we are considering. In that case, the class as many is
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just the plurality of the things falling under that concept. And, as Russell observes,
‘[i]n such cases, though terms may be said to belong to the class, the class must not
be treated as itself a single logical subject’ (Russell 1903: §70).

In general, then, a class as many is to be identified with the things falling under
a certain concept, be they none, one or many. Bearing this fact in mind, we can
now begin to say a bit more about the concept we are focusing on in this book, the
concept of set. For one central feature of sets is that they are single objects, they are
unities, even in the case in which there is more than one object comprising them.
A set is a ‘genuine, individual entity’, as Finsler put it in the quote above — it is
a class as one, to use Russell’s terminology (1903: §74). Thus, in at least certain
cases, some things yy will form a set, which is a single entity. Such a set will be
the set a of all x such that x is one of the yy, which we write {x|x is one of the yy}.
We say that each b among the yy is a member of (or element of) a, which we write
b € a. Similarly, we write b ¢ a to indicate that b is not a member of a.

Let us now return to the example of the set of the natural numbers. The idea
is that the plurality of my hands, which for the occasion we may call Left and
Right, just is my hands — just is Left and Right. The set {Left, Right}, on the other
hand, is a single object, whose members are Left and Right. Or consider again our
earlier example about the set of natural numbers. Although when we talk about
this set there is a reading according to which we are talking about the natural
numbers themselves, we will be concerned with the reading according to which
we are talking about the set, understood as a genuine entity over and above the
natural numbers.

This central aspect of the concept of set was emphasized time and again by the
founder of set theory, Georg Cantor. In an oft-quoted passage he writes:

By a ‘set’ we understand every collection to a whole M of definite, well-differentiated
objects m of our intuition or our thought. (Cantor 1895: 282)

Similar remarks appear elsewhere. For instance, two years earlier Cantor had
written:

By a ‘manifold’ or ‘set’ I understand in general any many [Viele] which can be thought of
as one [FEines], that is, every totality of definite elements which can be united to a whole
through a law. (Cantor 1883: 204, fn. 1)

And in a 1899 letter to Dedekind he tells us that

[i]f [...] the totality of the elements of a multiplicity can be thought of without contradic-
tion as ‘being together’, so that they can be gathered together into ‘one thing’, I call it a
consistent multiplicity or a ‘set’. (Cantor 1899: 114)
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The last characterization of the notion of set appeals to consistency, and we shall
return to this aspect of Cantor’s thought in Chapter 5. The second quotation appeals
to the idea that it is through a law that a plurality becomes a unity — an idea which is
absent in the other quotes. Finally, in all passages some mention is made of the role
that our thought has in determining whether a certain plurality forms a set, which is
something that — as we shall see in the next chapter — raises a number of issues. But
the feature of sets which is mentioned in all passages and which, following Cantor,
is now standardly taken to be part of the concept of set and distinguishes from the
concept of a plurality is that a set is one thing.

Cantor is also explicit that, as we emphasized, a set is an entity over and above
its members:

This set [the set of all natural numbers] is a thing in itself and constitutes, completely apart
from the natural sequence of numbers belonging to it, a firm in all its parts, determinate
quantum, an aporisménon. (Cantor 1887-88: 401, trans. in Jané 1995: 393)

We are now in a position to lay down one central feature of the concept of set:

Unity of Sets. A setis a unity, i.e. a single object, over and above
its members.

In particular, a set is a single object bearing a certain distinguished relation — the
containment relation (the converse of the membership relation) — to the objects a
class as many aa comprises. Note, however, that we are making no presumption
that to each class as many aa there corresponds the set of all the aa.

The fact that sets are unities helps distinguish between sets and pluralities. How-
ever, it fails to distinguish between sets and what philosophers call fusions. A fusion
of some entities, in the philosopher’s sense, is the same as the mereological sum of
those entities — that is, the sum of those entities considered as parts of the whole
that consists of them.? Thus, « is a fusion of b, ¢ and d if b, ¢ and d are parts of a
and every part of a shares a part with b, ¢ or d. Hence, a dog is the fusion of the
molecules which make it up, but it is also a fusion of the cells which make it up.

Now some philosophers claim that a fusion is nothing over and above its parts,
and is instead identical to them. On this view, known as composition as identity, a
fusion is identical to a plurality — namely the plurality of things that make it up — but
is nonetheless a genuine, individual entity.> We could try to rephrase Unity of Sets

2 Mereology, the study of the parthood relation, was initiated, in its contemporary form, by Lesniewski (1916).
For a historical introduction, see Simons 1991.

3 The modern debate on whether composition might be identity begins with Baxter 1988. For a contemporary
overview including some recent contributions, see Cotnoir and Baxter 2014.
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Table 1.1 Comparing pluralities, fusions and sets

Unity Unique Decomposition
Plurality v
Fusion v
Set v v

so that it requires a set to be only an individual entity, so that it cannot be identical to
any plurality.* But even then, it would remain the case that most philosophers reject
composition as identity and take instead a fusion to be a single entity different from
its parts.

Thus, Unity of Sets cannot serve to distinguish sets from fusions. Instead, what
distinguishes sets from fusions is that fusions need not have a unique decomposi-
tion: as we pointed out, a dog can be decomposed into both molecules and cells.
Hence, there is more than one list of things such that they are parts of the dog
and their sum is the dog. By contrast, sets do have a unique ‘decomposition’ into
members: for any set a, there is one and only one list of things such that they
are members of a and their union is a. Thus, whilst fusions need not uniquely
decompose into parts, sets do uniquely decompose into members.

This gives rise to another central feature of the concept of set:

Unique Decomposition of Sets. A set has a wunique
decomposition.

Unlike fusions, therefore, sets have a unique decomposition. But pluralities do too:
given a plurality aa of objects, there is only one list of things that are among the
aa and such that their union is aa.’> The situation is summed up in Table 1.1. We
have thus located two features belonging to the concept of set: the fact that sets
are the result of collecting a plurality into a unity and the fact that this unity has
a unique decomposition into members. These features, however, do not suffice
to distinguish sets from other ways of collecting pluralities into unities. To deal
with such cases, we first need to say something more general about concepts and
introduce the notion of a criterion of identity.

I

Potter (2004) takes it to be part of the concept of a fusion that a fusion is nothing over and above its parts, and
cites Lewis (1991) to this effect. But note that Lewis is defending a specific view of what fusions are, namely
composition as identity.

At least, this is the received view on the matter. Ted Sider (2007) has argued that if a strong form of composition
as identity holds, then pluralities do not satisfy Unique Decomposition either.

w
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1.3 Criteria of Application and Criteria of Identity

Thus far we have been talking in a rather unreflective manner about the concept
of set. What concepts are is a controversial matter, one on which we need not take
a particular stand in this book. It is typically agreed, however, that concepts are
associated, one way or another, with what Michael Dummett (1981: 73ff.) calls a
criterion of application.

Roughly speaking, a criterion of application for a concept C tells us what objects
fall under C — to which objects C applies. Consider [x: x is a bachelor]. This
concept seems to be associated with the following criterion of application:

‘bachelor’ applies to x iff x is unmarried and x is a man.° (1.1)

Thus, someone who possesses the concept of bachelor will, in normal circum-
stances, be willing to apply ‘bachelor’ to an object just in case they take that object
to be an unmarried man. (This account of concept possession would need to be
refined, but it will do for current purposes.)

Now there is a sense in which the criterion of application for a concept is con-
stitutive of that concept: the meaning of ‘bachelor’ seems to be determined, at least
in part, by (1.1). It is perhaps worth stressing that a criterion of application for a
concept need not be that in terms of which concepts are explained: someone might
accept that a concept has a criterion of application whilst explaining concepts in
terms of a variety of other notions such as, e.g., mental representation or inferential
role. What matters is that concepts are typically taken to be associated with criteria
of application, which are partly constitutive of that concept.

But what about the concept [x: x is a set]? If people do possess the concept of
set, then this concept must be associated with a criterion of application. We shall
shortly return to the question of what this criterion of application might be. For
the time being, we need to notice that besides a criterion of application, certain
concepts also have what Dummett calls a criterion of identity.

A criterion of identity specifies the conditions under which some thing x falling
under a concept C is the same as another thing y, also falling under C.” It was
Gottlob Frege who first pointed out in Die Grundlagen (1884: §54) that only certain
concepts are associated with a criterion of identity.

Consider the concept [x: x is red]. Someone who possesses this concept is, in
the majority of cases, able to tell whether ‘red” applies or fails to apply to a certain

6 Here and throughout, I use ‘iff” as an abbreviation of ‘if and only if”.

7 Of course, each thing can only be identical to itself, so if that is the case it is not really another thing. Similarly,
often people ask whether two things are identical, where clearly, if they are, they are not really rwo things. I take
it to be clear enough what is meant when using locutions of this kind, and shall therefore indulge in them.
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object: she will in general be able to determine when it is correct to say ‘That is
red’. But there seems to be nothing in the meaning of ‘red’ which enables one
to determine whether two red things are the same or not. Thus, [x: x is red] is
associated with a criterion of application but not with a criterion of identity. This
highlights a contrast with concepts such as [x: x is a table]: not only is someone
who possesses this concept capable of telling, in many situations, whether an object
is a table or not, but they are also able to tell whether a table x is the very same table
as the table y. [x: x is a table] is associated with a criterion of identity as well as a
criterion of application.

The discussion so far suggests that a criterion of identity should specify when
a thing x (falling under concept C) is identical to a thing y (also falling under C)
in terms of a relation ¢ holding between x and y. Formally, this gives rise to the
following:

VaVy(K(x) AK(y) = (x =y < @(x,y))), (CI)

where ‘K (x)’ expresses x falls under C. Note that since identity is an equivalence
relation, the embedded relation ® must be an equivalence too.

A notorious example is Donald Davidson’s (1969) criterion of identity for events,
according to which two events are the same just in case they have the same causes
and effects:

VxVy(Event(x) A Event(y) — (x = y <> (Vz(z is a cause of x <

z is a cause of y) A Vz(z is an effect of x <> z is an effect of y))). (CIE)

However, some philosophers have argued that not all criteria of identity conform
to (CI). Timothy Williamson (1990), for instance, distinguishes criteria of identity
of this kind — which he calls one-level criteria of identity — from criteria of identity
of the following form:

VEVO(§(5) = §(0) < D(¢,0)), (FCI)

where § is an operator taking items of type ¢ and 6 to objects. As in the case of (CI),
@ must be an equivalence relation because identity is.

Williamson calls criteria of the form (FCI) two-level criteria, since they specify
when an object §(¢) is identical to an object §(0) in terms of a relation between
entities ¢ and 6 which are in principle distinct from §(¢) and §(6). Thus, whilst (CI)
provides a criterion of identity for the objects falling under a certain concept in
terms of a relation ® holding between these very same objects, (FCI) provides
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a criterion of identity for objects of a certain kind in terms of a relation holding
between entities which may belong to another kind.

Two-level criteria are sometimes called Fregean, since in Die Grundlagen and
elsewhere Frege offered many examples of criteria of this kind. The first he consid-
ers has now become the paradigmatic example of a two-level criterion:

VaVy(D(x) = D(y) < x || ). (Dir)

(Dir) states that any two lines have the same direction if and only if they are parallel,
and is a criterion of identity for directions. But the relation || in terms of which (Dir)
1s formulated is a relation between lines, and this makes it clear that it is a two-level
criterion. Within the neo-Fregean programme in the philosophy of mathematics
(see, e.g., Wright 1983; Hale and Wright 2001), two-level criteria are also known
as abstraction principles.

Philosophers disagree over the status of the relation between one- and two-
level criteria. Williamson (1990; 1991), for instance, contends that neither type is
reducible to the other, whilst E. J. Lowe (1989; 1991) claims that two-level criteria
can be reduced to one-level criteria and, as a result, the latter are more fundamental.
We do not need to enter this debate here, but take the opportunity to note that we
will mostly be concerned with one-level criteria, although two-level criteria will
also be discussed (see, in particular, Section 1.7 and Chapter 5).

Philosophers also disagree over what kind of principles criteria of identity are
(see Horsten 2010 for an overview). On the face of it, identity criteria specify
what it is for two things falling under a certain concept to be identical. As such,
they appear to be metaphysical principles. However, it also seems to be the case
that, just like criteria of application, criteria of identity partly determine the mean-
ing of the term they are associated with. In this sense, one might regard them
as semantical principles. Finally, it seems possible to use criteria of identity to
find out whether two things falling under a certain concept are in fact one and
the same: according to (Dir), I can find out whether the direction of line a is the
same as b’s by finding out whether a and b are parallel. This aspect of identity
criteria — no doubt responsible for their name — seems to make them epistemic
principles.

The central disagreement, however, does not seem to concern so much whether
identity criteria have the aforementioned roles, but rather which role is the primary
one. Again, we do not need to adjudicate the matter here, since nothing we shall say
hinges on the outcome of this dispute: all we shall assume is that identity criteria
do have the roles in question.
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1.4 Extensionality

Is [x: x is a set] associated with a criterion of identity? It is typically thought that it
is, and the reason offered is that we want to be able to count the members of a set:
since sets can themselves be members of some sets,? it follows that we should be
able to count sets themselves. And as Frege (1884: §54) observed, in order to count
the objects falling under a concept C we need to be able to tell when any two such
objects are in fact one and the same.

Frege’s point is well taken: if we want to count the objects falling under a certain
concept, it is crucial that we should count each object once, and only once. And
that is why if we want to count sets, [x: x is a set] needs to be associated with a
criterion of identity (see Dummett 1981: 546-549): such a criterion is required to
avoid double-counting.

So when is it that two sets are identical? The standard view on the matter is that
the identity conditions for sets are given by the Axiom of Extensionality, which
asserts that if two sets have the same members, they are identical:

VxVy(Set(x) ASet(y) > (Vz(z €ex <z €y) —> x =Y)). (Ext)

We will sometimes be concerned with theories which only deal with sets. In that
case, the antecedent of (Ext) is unnecessary, and the Axiom of Extensionality takes
the following form:

VxVy(Vz(z ex < z€y) > x = y). (Ext")
Now since
VxVy(x =y > Vz(z € x <>z € y))

is a theorem of first-order logic with identity, Extensionality delivers the following
extensional criterion of identity for sets:

VxVy(Set(x) ASet(y) > x =y < (Vz(z € x < z € y))). (ECS)

We said earlier that criteria of identity are standardly taken to play various roles.
One role is that of expressing, more or less directly, aspects of the nature of the
objects falling under the concept with which they are associated. Another role is
that of partly determining the meaning of the term they are associated with.

The extensional criterion of identity conforms to what we said on this score.
For this criterion enables us to distinguish sets from other entities which in some
sense collect a plurality into a unity and which do have a unique decomposition,

8 If they weren’t — and I hope I am allowed this counterpossible — then the strength of set theory would be so
diminished as to compromise most of its use.
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Table 1.2 Comparing pluralities, fusions, sets and properties

Unity  Determinate Constituency  Extensionality

Plurality v v
Fusion v ?
Property v/ v

Set v v v

such as properties (understood as objective correlates of predicates’). Consider, for
instance, the property of being a human being and the property of being a feather-
less biped. Anything which has the former property also has the latter property, and
vice versa; yet we want to say that the two properties are distinct.'® For a theory to
be a theory of sets, on the other hand, sets have to be identical if they have the same
members.

Thus, Extensionality is part of the concept of set: we are trying to give a theory
of objects which fall under a concept such that the objects which fall under it are
extensional. As George Boolos (1971: 28) put it, ‘a theory that did not affirm that
the objects with which it dealt were identical if they had the same members would
only by charity be called a theory of sets alone’ (see also Potter 2004: 33).

Incorporating this fact into Table 1.1 we obtain Table 1.2. The question mark
in the row concerning the concept of a fusion signals the fact that the question of
whether fusions are identical if they have the same proper parts is still disputed.'!

The three features that, we have seen, belong to the concept of set and help us
distinguish sets from pluralities, fusions and properties are nicely summed up by
Oliver and Smiley:

a set is one object related to many objects in a special way. The many determine the one,
in the sense that for any given objects there is at most one set of which they are members
[...] A special feature of it is that the one determines the relevant many — a set determines
which are the objects we call its members. (Oliver and Smiley 2012: 248)

9 And thus not to be confused with what in the philosophical literature are called natural properties. These are
things which are in part discovered by science and carve reality at the joints, to use an expression from Lewis
1983, which is also the locus classicus for the distinction. Properties in the sense at issue here are sometimes
also called concepts. In Section 6.6 we will see that whilst some theorists take properties in this sense to be
objects, others do not. This might provide another way of distinguishing between sets and properties. However,
it does not affect the point that sets, unlike properties, are extensional entities.

10 Tt is not being suggested that it is incoherent to construct properties as extensional entities. The suggestion,
rather, is that we have a notion of property for which Extensionality does not seem to hold. Gédel, who seems
to prefer the term ‘concept’ over the term ‘property’, for one, agrees: ‘two concepts which apply to the same
things are often different. Only concepts having the same meaning [intension] would be identical’ (the passage
is reported in Wang 1996: 275).

11" See, for instance, the discussion between Varzi (2008) and Cotnoir (2010).
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1.5 What Conceptions Are

Thus, we seem to have the concept of set, and this concept seems to be associ-
ated with a criterion of identity and a criterion of application. But what about
conceptions of set? What are they? And why do we need them if we already
possess the concept of set? These questions are of the utmost importance for the
problems addressed in this book, and we will focus on them in the remainder of this
chapter.

Let us start by considering one example from a domain of inquiry where concep-
tions are taken to play an important role. The example is intended to bring to light
the following phenomenon: two rational, competent English speakers can possess
a certain concept and yet disagree as to whether the concept applies to a certain
thing — and this disagreement seems to be, in an important sense, conceptual.

The example concerns the concept [x: x is fair] and two speakers, Jane and
Susan. Jane and Susan, we can assume, possess the concept of fairness: they use
it in their lives all the time, and the community of speakers recognize them as
competent users of the term ‘fair’. Nonetheless, we can easily imagine scenarios
in which Jane and Susan disagree over whether a certain action or decision is fair.
Consider, for instance, the following case:

Mary. Mary is going to be rewarded by her company for her successful work on a
certain case. Jane and Susan, however, disagree over whether this reward is fair: Jane
thinks that Mary’s work has, in fact, entirely been carried out by Mary’s colleague
Marianne, whilst Susan is persuaded that it has not.

In this scenario, Jane and Susan disagree over whether ‘fair’ applies to the com-
pany’s decision, but the disagreement seems to be due to their having different
views over what the facts of the matter are — over whether Mary has in fact carried
out the work for which she is going to be rewarded.

But now consider the following scenario:

Jill. Like Mary, Jill is going to be rewarded by her company for her work on a certain
case. Jane and Susan, however, disagree over whether this decision is fair: according
to Jane, Mary should be rewarded because it is fair to reward employees depending on
their contribution, whereas according to Susan it is not. For Susan, a company should
reward its employees depending on their efforts in their work, regardless of its
outcome.

In this case, the disagreement between Jane and Susan is not over what the facts
of the matter are. Rather, the disagreement concerns the criterion of application
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for ‘fair’ — it seems to be what one might term a conceptual disagreement. But
now recall that it seems reasonable to assume that both Jane and Susan possess the
concept of fairness. It seems that their disagreement does not offend against the
meaning of ‘fairness’. We can say — and political philosophers (e.g. Rawls 1971: 5)
sometimes do say — that although both Jane and Susan have the concept of fairness,
they have different conceptions of it.!?

This way of putting the matter suggests the following characterization of what a

conception is:

Conception. A conception of C, where C is a concept, is
a (possibly partial) answer to the question ‘What is it to be
something falling under C?" which someone could agree or
disagree with without being reasonably deemed not to possess C.

The idea is that certain features of our use of, say, the term ‘fairness’ are central to
our understanding of the term, whereas certain other features are not. In the case
of set theory, as we have seen, it is now thought to be central to our use of the
term ‘set’ that sets are extensional; the same does not apply, for instance, to the
statement that every set has a powerset (where, as usual, the powerset P (a) of a set
a is the set of all subsets of a):'* somebody who disagreed with the latter statement
would not be reasonably deemed not to possess the concept of set. The features
that are central to our understanding of ‘set’ are those that determine whether we
count somebody as possessing the concept of set; those that are not so central,
but still constitute some kind of answer to the question ‘What is a set?’, are those
that determine whether we count somebody as possessing a particular conception
of set.

It might be objected that our characterization of what a conception is rests on a
distinction between those uses of a term which are central to our understanding of
it and those which aren’t. And, the objection goes, this distinction presupposes a
distinction between analytic and synthetic truths, a distinction which W. V. Quine
(1951a) has shown to be spurious.

It would take us too far afield to enter the vexed debate concerning the ana-
lytic/synthetic distinction, but, fortunately, we need not do so. For Quine’s attack

12 1t is perhaps worth stressing that in saying this, we are not saying that this is the way the terms ‘concept’ and
‘conception’ are normally used. For instance, people often use the term ‘concept’ in roughly the way we are
using the term ‘conception’, for example when they say, in the course of a discussion, that they have a different
concept of fairness than ours. Our aim is to draw a distinction which will prove useful in the course of the book.

13 We say that a set a is a subset of a set b (in symbols: a C b) iff every member of a is also a member of b.
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on the distinction is largely directed to the distinction being a sharp one, whereas
our account does not require the distinction between central and not central uses
of a term to be sharp. In fact, it seems quite clear that it is not, and there will
often be uses of a term such that it is not clear whether someone who contravenes
them would be deemed to have not understood the concept in question or to have
disagreed about certain features of the objects falling under that concept. But, to
repeat, although the distinction between concepts and conceptions is not a sharp
one, all we need for our purposes is that there is such a distinction, and that there
are clear-cut cases of features of the objects falling under a concept C that are part
of C and features that are not.

Nor does the distinction need to be fixed: it is compatible with what we have said
so far that there can be variation in the range of uses of a term which are central
to our understanding of it and those which are not. There may well be uses of a
term which were previously associated with a certain conception of C but are now
associated with the concept of C. Indeed, this seems to be the case for the Axiom
of Extensionality. Earlier, we said that Extensionality is built into our concept of
set in the sense that, in laying it down as an axiom, we make it clear that it is an
extensional conception of collection that we are interested in, and that this serves
to distinguish sets from entities such as properties. It seems that, now, there is no
such thing as an intensional conception of set. However, things were different in
the second half of the nineteenth century, when, in the early days of set theory,
there was a lively debate between intensionalist and extensionalist approaches, to
collections and logic more generally.'*

1.6 What Conceptions Do

So what form can a conception take? The characterization offered in the previous
section is compatible with the possibility of a conception having a variety of forms.
For instance, it is compatible with the possibility of conveying a conception by
providing an account of the nature of the things falling under a concept C — of what
being a set consists in — or by specifying necessary and sufficient conditions for
being C. We will see examples of this in due course.

But what is a philosopher (or a mathematician, or a logician) doing when she
puts forward a conception of set? Here, again, there are various possibilities, which
have to do with how one conceives of the relation between conceptions of a concept
C and C itself.

14 Hamacher-Hermes 1994 is a detailed account of the controversy. Ruffino (2003) argues that Frege’s distinction
between sense and reference is an attempt to steer a middle way between intensionalists and extensionalists.



What Conceptions Do 15
Sharpening

The first possibility is that in offering a conception of set a philosopher might
be attempting to sharpen the concept of set. That is, in general, by providing a
conception of C, one attempts to reduce the range of cases in which two speakers
can disagree over whether C applies to a certain thing or not without being deemed
not to possess C.

Let us expand on this point and, to this end, introduce some terminology. Call
the range of application of a concept the class of objects to which a given concept
applies. So, for instance, the class of books is the range of application of the concept
book. And call the range of disapplication of a concept the class of things to which
the concept disapplies — where ‘disapplies’ is used as an antonym of ‘applies’. Now
in presenting examples of criteria of application and criteria of identity, I have not
explicitly highlighted one important fact: a criterion of application and a criterion of
identity for a concept need not settle all questions concerning, respectively, whether
the concept applies or disapplies to a certain thing and the identity between objects
falling under that concept.

Let us consider two examples to illustrate this point, starting from the second
case. Take the concept [x : x is an event]. We saw earlier that Davidson argued that
two events are identical just in case they have the same causes and effects. Another
criterion of identity was offered by Jaegwon Kim (1973), who took events to be
the exemplification by a concrete object (or objects) of a property (or relation) at a
certain time. His proposal — with a few qualifications which can be safely ignored
here — is as follows:

VxVy such that x and y are events, x = y iff the constitutive
object(s), constitutive property or relation and constitutive time of

x are identical to those of y. (1.2)

It has been argued (see, e.g., Cleland 1991: 231) that this criterion does not settle
all identity questions concerning events because we can conceive of events which
do not involve physical objects — for instance, following Peter Strawson (1979: 59—
86), we can make sense of a spaceless world of sounds, in which booms, bangs and
so on constitute bona fide events. Whether Strawson’s ‘No-Space World’ is indeed
possible or not, the example shows how a criterion of identity for a concept C might
not decide all questions of identity concerning the objects falling under C.

What about the first case? Let us start by considering the concept [x: x is a
smidget] (Soames 1999), associated with the following criterion of application:

‘smidget’ applies to x if x is greater than four feet tall. (1.3)

‘smidget’ disapplies to x if x is less than two feet tall. (1.4)
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Clearly, [x: x is a smidget] is such that its range of application and its range of
disapplication do not exhaust all possibilities: if x is three feet tall ‘smidget’ neither
applies nor disapplies to it. Now [x: x is a smidget] is an artificially constructed
example, and one might doubt that in fact such a concept could be part of our
language. Clearly, there are readings of ‘could’ and ‘our language’ on which it is
true that ‘smidget’ could not be part of our language: we bump into things that are
three feet tall all the time, and perhaps this concept would be rather useless. But it
is not very hard to think of practices in which what matters is just whether an object
is greater than four feet tall or less than two feet tall. In such a case, the concept
[x: x is a smidget] might well become entrenched in the practice.

In any case, it is plausible that we do have concepts whose range of application
and range of disapplication do not exhaust everything there is. That this is so was
argued by Friedrich Waismann. He writes:

Suppose I have to verify a statement such as ‘There is a cat next door’; suppose I go over to
the next room, open the door, look into it and actually see a cat. Is this enough to prove my
statement? [...] What [...] should I say when the creature later on grew to a gigantic size?
Or if it showed some queer behaviour usually not to be found with cats, say, if, under certain
conditions it could be revived from death whereas normal cats could not? Shall I, in such
a case, say that a new species has come into being? Or that it was a cat with extraordinary
properties? (Waismann 1945: 121-122)

Waismann offers the following diagnosis of the situation:

The fact that in many cases there is no such thing as a conclusive verification is connected
to the fact that most of our empirical concepts are not delimited in all possible directions.
(Waismann 1945: 122)

Most of our empirical concepts, Waismann says, display what he calls open-texture.
Translated in our terminology, to say that a concept displays open-texture seems to
amount to saying that the range of application and the range of disapplication of a
concept do not exhaust all possibilities.

Notice, however, that Waismann’s focus in the quoted passage is on empirical
concepts, whereas we are concerned with the concept of set, which, arguably, is not
an empirical concept. Does Waismann’s point apply to non-empirical concepts as
well?

Stewart Shapiro (2006a) has argued that what Waismann says is true for at
least one concept that occupies a prominent role in pure mathematics, namely the
concept of computability. According to him,

in the thirties, and probably for some time afterward, [the pre-theoretic notion of com-
putability] was subject to open-texture. The concept was not delineated with enough
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precision to decide every possible consideration concerning tools and limitations. (Shapiro
2006a: 441)

But, Shapiro continues, the mathematical and conceptual work carried out by Alan
Turing (1936) and the subsequent efforts by the founders of computability theory —
Church, Kleene, Post, to name a few — served to sharpen [x : x is computable] into
what is now known as the concept of effective computability.

Needless to say, Shapiro’s suggestion accords with our account of the con-
cept/conception distinction. Using our terminology, the situation can be described
as follows. The concept of computability — the pre-theoretic notion, as Shapiro
put it — displayed open-texture. To be put to mathematical use, the concept needed
to be sharpened by putting forward a conception of computability, and various
candidates presented themselves: computability as effective computability — the
conception articulated by Turing and other logicians mentioned above and which
abstracts from ‘medical’ limitations such as finitude of memory or of working
space — but also, for instance, computability as practicable computability — which
does not idealize away from considerations of feasibility and the like (see, e.g.,
Parikh 1971). Eventually, the mathematical community settled for computability as
effective computability, on the basis of, inter alia, considerations about the interest
and fruitfulness of this notion.

Can the same thing be said about the concept of set? That is to say, does the
concept of set, as used in ordinary parlance — with the proviso that we are focusing
on sets rather than pluralities — present open-texture? It is not implausible to think
that it does. That is, it is not implausible to think that the concept [x : x is a set] does
not settle all questions concerning the extension of ‘set’. For it is true that there are
some paradigmatic examples of the use of the concept of set, which settle some
questions concerning its extension. For instance, it is quite likely that somebody
who refused to say that the extension of ‘set’ includes the collection of the books
that I own would be deemed not to possess the concept of set. One could go as far
as saying that the extension of ‘set’ comprises any finite collection of individuals.
But this is a far cry from the concept of set settling all possible cases.

To make things more concrete, consider the putative criterion of application of
the concept [x : x is a set] embodied by the following two principles:

‘set’ applies to x if x is a finite collection of individuals. (1.5)

‘set’ disapplies to x if x is an individual. (1.6)

This does not tell us whether the concept of set applies or disapplies to, say, the set
of all things — where these include sets themselves — or sets of the form x = {x}.
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This picture of the situation fits well with the idea that a conception of set is an
attempt to sharpen the concept of set. For the idea is then that in providing an answer
to the question ‘What is a set?” which someone could agree or disagree with without
being deemed not to posses the concept of set, a conception of set tells us more
about the range of application or the range of disapplication of a concept of set than
is embodied in its constitutive principles. In other words, on this view conceptions
of set are attempts to reduce the open-texture presented by the set concept.

In addition, providing a conception of set can also enable us to say more on
the criteria of identity for sets in cases in which Extensionality does not settle all
identity questions about sets. For, as we will see in Chapter 7, whilst in the pres-
ence of the so-called Axiom of Foundation (to be introduced in the next chapter),
Extensionality suffices to fix the identity conditions of all sets, this need not be the
case for theories which do not include that axiom. And the conception of set we
will discuss in that chapter indeed leads to more stringent identity criteria for sets
than those embodied by Extensionality.

Analysing

So far we have followed Waismann on empirical concepts and Shapiro on the
concept of computability and taken the concept of set not to be fixed in all possible
directions: there are objects such that the criterion of application for [x: x is a set]
does not decide whether ‘set’ applies to them or disapplies to them. As a result,
what conceptions do on this view is sharpen the concept of set.

This picture of what conceptions of set do is meant to be supported by the fact
that two competent speakers of English can agree or disagree over whether, say, the
set of all sets belongs to the range of application of ‘set’ without being deemed not
to possess the concept of set. The underlying assumption is that this fact about our
practices shows something about the concept of set itself: it shows that the criterion
of application for [x: x is a set] does not settle the question whether the set of all
sets belongs to the range of application for ‘set’. That is to say, we have concluded
that the concept of set is not fixed in all possible directions on the basis of the fact
that two competent speakers may disagree over what the criterion of application for
[x: x is a set] is.

It has been argued by some, however, that this inference is mistaken: a concept
can be fixed in all possible directions even though ordinary speakers can reasonably
disagree over whether the term expressed by that concept applies or disapplies to a
certain thing whilst agreeing on matters of fact. For instance, this is a crucial aspect
of Williamson’s (1994) position with regard to vagueness.
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Williamson argues that terms such as ‘red’ are fixed in all possible directions
even though native speakers of English might feel that it would be wrong for them
to assert or deny that a certain particular shade is red. Yet, Williamson argues, our
concept [x : x is a red] is fixed to the extent that it determines whether ‘red’ applies
or disapplies to that shade of red — but sometimes we just cannot know, even in
principle, which way. In other words, the union of the range of application and the
range of disapplication of ‘red’ is the totality of all things.

Clearly, on this view, conceptions of set cannot be seen as sharpening the concept
of set. So what do they do? The natural suggestion is that what they do is spell out
in greater detail features of the concept of set that are already, as it were, written
into that concept. What is crucial, according to this view, is that what is written
into a concept can outstrip our ordinary use of such a concept. In other words, the
idea is that what a certain conception of set does is tell us more about features of
the concept of set which, though written into it, do not lead us, when denied by
someone, to say that that someone does not possess the concept of set.

The view in question seems to have been held by Kurt Godel (see, e.g., 1944;
1947; 1972), who spoke of perception of concepts. According to Godel, the reason
why we can begin with a vague concept and then find a sharp concept to correspond
to it faithfully is that the sharp concept was there all along. What happened is that,
initially, we did not perceive it clearly. Godel was wont to liken the situation with
ordinary cases of perception: in such cases, it is possible to perceive an object
vaguely in the sense that, for instance, we do not see it clearly from a distance;
but this does not mean that the object itself is not sharp.

Replacing

Let us say that a concept is classically inconsistent (or simply inconsistent) iff its
constitutive principles are such that they lead to a contradiction in classical logic.
Typically, both those that think of conceptions of set as sharpenings and those
that take them to be analyses agree that the set concept is consistent. Although
this is probably the dominant view, it is by no means the only one available, and
some philosophers have claimed that [x: x is a set] is an inconsistent concept
(see, for instance, Priest 2006a: 28-30; Woods 2003: 156). According to their
view, the range of application of our ordinary concept of set is already sharp and
therefore fixed in all possible directions. However, the view continues, the criterion
of application associated with this concept is the one described by the naive con-
ception of set, to be introduced in the next section. As a result, the concept of set is
inconsistent.
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Different conclusions have been drawn from the claim that the concept of set is
an inconsistent one. Some have suggested that we should stick with the inconsis-
tent concept and use it within the context of a logic which makes inconsistencies
tolerable. We will be concerned with such views in Chapter 4. Others have argued
that we should modify the set concept so as to eradicate the inconsistency whilst at
the same time preserving as much of it as possible or maintaining the features of it
that make it possible for the concept to have the role that it was meant to play in our
practices. Quine’s position, to be discussed in Chapter 5, might be taken as falling
under this heading. A related or perhaps identical view — depending on how one
regards the result of modifying a concept — holds that the inconsistency of the set
concept means that we should replace it with another, consistent concept. On this
view, conceptions of set are proposed replacements for the original but inconsistent
concept. The fact that [x : x is a set] is a concept whose constitutive principles give
rise to inconsistency does not mean that we should stick with it. This is intended to
be in analogy with the way we allegedly deal with others ordinary concepts when
they are marred with inconsistency: we replace them with consistent, scientifically
sound concepts.

A view of this kind has been defended by Kevin Scharp (2013) in the case of
truth. According to him, [x : x is true] is an inconsistent concept, which gives rise to
a series of paradoxes such as the Liar. This, however, does not mean that we should
stick with the original, inconsistent concept of truth. Rather, we should replace it
with a different concept that can play a similar role in our practices as the one the
original concept of truth was meant to be playing.'>

Finally, one could have reasons other than inconsistency for wanting to replace a
concept: inconsistency is just one feature that might lead one to deem a concept
unable to fulfill the tasks we want to use it for. Using again an example from
political philosophy, Sally Haslanger (2000; 2012) has argued that the current con-
cepts of gender and race, though consistent, are problematic in that they perpetuate
inequalities. These concepts, says Haslanger, should be replaced using what she
calls ameliorative analyses, which are, in effect, proposed replacements of the
original concept. This can be regarded as a case of so-called conceptual engineering
(see Cappelen 2018), but note that the approach according to which the concept
of set should be sharpened (rather than replaced) could also be considered as an
instance of conceptual engineering.

15 According to Scharp, it is in fact two concepts — [x: x is true-in ] and [x: x is true-out] — that the ordinary
concept of truth should be replaced with.
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1.7 What Conceptions Are For

Thus, a conception of set can be taken as doing various things: providing a
sharpening of the concept of set; offering an elucidation of aspects of the concept
which are supposed to be, as it were, already written into the concept; providing
a possible replacement for the inconsistent concept of set. We will not adjudicate
between these different views of what conceptions of set do. Rather, we will
typically cast the discussion of conceptions of set in terms of the conceptions-of-
set-as-sharpening approach, but what we will be saying can easily be rephrased in
terms of the other two approaches. !¢

But what is the purpose of offering a conception of set in the first place? That is,
to say, what are conceptions of set for?

‘What Is a Set?’

One purpose is, of course, philosophical interest in the question: “What is a set?’.
The language of sets occurs everywhere in mathematics, and indeed set theory
is thought by some philosophers to provide a foundation for mathematics (see
Section 2.7). Whether one agrees or not, the pervasiveness of set-theoretic language
is hard to dispute. If that is true, the question what sets are becomes an important
one for a philosopher of mathematics. But, as Oliver and Smiley say, the concept of
set (taken to have the features we attributed to it above) ‘still only specifies the set
to a very limited degree: beyond that it leaves it quite unsettled what sort of thing
a set is’ (2012: 248). At the same time, it is hard to come up with features of set
that can be taken to belong to the concept of set without begging some question
about what sets are. However, one may instead talk about features that sets have on
a certain conception of set.

Now the question ‘What is a set?” can be understood in a variety of ways,
depending on what one takes oneself to be doing when offering a conception of
set. If one takes a conception of set to be a sharpening of the concept of set, then
the question is naturally understood as demanding us to provide an account of what
being a set consists in — where what a set consists in is not, as it were, already
written into the concept. If one takes a conception of set to provide an analysis of

16 With the exception, perhaps, of our discussion of attempts to rehabilitate the naive conception of set in
Chapter 4 by changing the logic of set theory. For someone who holds that an inconsistent concept should be
replaced by a consistent one would regard any attempt to salvage the naive conception as hopeless. However,
the discussion in this case can be recast as concerning proposed replacements for the package consisting of the
inconsistent concept of set and classical logic. One such replacement consists of a new package consisting of
the original inconsistent concept and a different logic.



22 Concepts and Conceptions

the concept of set, then the question ‘What is a set?’ can be understood as asking for
an account of what is part of the concept of set — where there are some aspects of
the concept of set that are not transparent to us. Finally, if one regards a conception
of set as providing a possible replacement for the concept of set, then the question
‘What is a set?” can be taken to be asking for an account of what the replacement
to be adopted is like. In any case, providing a conception of set is going to provide
an answer to the philosophical question ‘What is a set?’.

One might insist that conceptions of set like the ones we will discuss in the
remainder of this book still leave it rather unsettled what sort of thing a set is, to
put it as Oliver and Smiley do. Here an analogy with the concept of composition
will be helpful. Peter van Inwagen (1990) asked three related questions concerning
composition, only two of which need detain us. The first, known as the General
Composition Question, asks what it is for some things xx to compose y, i.e. to
form a fusion. The second, known as the Special Composition Question, asks under
what conditions some things yy compose y. To be satisfactory, an answer to the
General Composition question must be reductive, that is, it must not involve any
mereological concepts, or so van Inwagen argues. Van Inwagen goes on to express
pessimism about the possibility of providing such an answer, and suggests that
attention should instead be directed to the Special Composition Question, to which
he offers his own answer.

Turning to our concerns, conceptions of set need not provide a reductive answer
to what one may call the General Set Formation Question, that is the question of
what it is for some things to form a set. For it is true that there are conceptions of
set which do seem to provide such an answer. One example is the naive conception
of set, which we will encounter shortly and according to which some things form
a set if and only if some predicate applies to them (and only them). But there are
also examples of conceptions which do not offer a reductive answer to the General
Set Formation Question. A case in point is the iterative conception (see Chapter 2),
which rests on notions such as the set of operation or the cumulative hierarchy,
which might be deemed to be set-theoretical.

Nonetheless, even if they do not provide an answer to the General Set Formation
Question, conceptions of set do provide some answer to the question ‘What is
a set?’. For instance, as we shall see, the iterative conception takes a set to be
an object obtainable by iterating the set of operation, which is an answer to the
question ‘What is a set?’. What is more, as we explained in the previous section,
the answer they provide enables one to make substantial progress on what one may
call the Special Set Formation Question, that is, the question under what conditions
some things form a set, i.e. they allow us to say more about the application criterion
for ‘set’.
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Justification

Another purpose a conception of set might be invoked to achieve — and one which
has been historically important — is that of justifying theories of set. These tend
to have two sorts of axioms: axioms of nature and axioms of extent (see Koellner
2003: 16-17). Axioms of nature are justified on the basis of what the conception
takes sets to be and on the basis of what our concept of set is; axioms of extent are
justified on the basis of how many sets there are according to the conception. Some-
times, axioms do not fit neatly into either of these categories; sometimes they fit into
both. We will see, however, that most of the time the distinction is a useful one.

Now how can a conception of set be used to justify a certain set of axioms? To
answer this question, it will be helpful to introduce some terminology. We will say
that a conception of set C sanctions the axioms of a theory T if and only if the
axioms of T are true in the universe of sets as characterized by C, and similarly
for the concept of set. Sometimes, we will also say that the axioms of T are true or
justified on the conception C (as opposed to being true tout court or being justified
by C). Occasionally, we will also say that the axioms of T follow from C.

It seems especially apt to say that the axioms of T follow from C when C (or
some part thereof) has been formalized and it is shown that the axioms of T can
be deduced from the axioms capturing (at least part of) C. For suppose we want
to show that the axioms of a theory T are justified on a certain conception C. The
standard strategy is to appeal to an intuitive reading of the axioms of T, to what
they express, and say that what they express is the case on that conception. We
will shortly see an example of this sort of strategy, in connection with the so-called
Comprehension Schema. A different type of strategy consists in formalizing C (or
part of it) and showing that the axioms of T follow from the said formalization. We
will encounter instances of such a strategy in Chapters 2 and 7.

Clearly, the fact that a conception sanctions certain axioms does not show that
these axioms are true, since things might not be as the conception says they are.
We can talk of a certain axiom being justified on a certain conception without being
committed to the axiom being true. For truth, we also require that the conception
is correct: if a certain conception is correct, then, any axiom sanctioned by the
conception will be true: thus, we can offer reasons for thinking that the axioms of
a certain set theory are true by offering reasons for thinking that they are true on a
conception of set and that the conception of set is correct.

So, strictly speaking, it is only when reasons have been given for thinking that
the conception C motivating T is correct that we can say that C justifies T.” Hence,

17" As we will see in Section 2.7, whether C can sanction a theory which allows us to carry out enough set-theoretic
constructions might itself be part of the reasons for regarding C as correct.
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to argue that a conception of set justifies the axioms of a certain theory, one needs
to argue for two claims: that the conception sanctions the axioms of that theory, and
that the theory is correct.

Let us give an example. The naive conception of set holds that sets are extensions
of predicates, where the extension of a predicate is the collection of all the things to
which the predicate applies. The naive conception is usually taken as sanctioning
the axiom of extent known as the Axiom Schema of (Naive) Comprehension, which
states that every condition expressible in the language of our theory determines a
set. In symbols:

IyVx(x € y < ¢(x)), (Comp)

where ¢(x) is any formula in L. in which x is free and which contains no free
occurrences of y. This means that instances of this and other schemata may contain
free variables not displayed, also known as parameters. Such instances are tacitly
understood as being prefaced by universal quantifiers binding these free variables.

Together with the Axiom of Extensionality, which, as we have seen, is typically
taken to be true on the concept of set, this gives rise to classical naive set theory.
This theory is as simple as it can be: its logic is classical logic; its language — the
language of set theory L. — is obtained by adding the two-place relation symbol
€ to the language of first-order logic; and we only have two axioms, an axiom of
nature and an axiom of extent. Thus, to sum up, the axioms of naive set theory
are justified on the naive conception, which means that if the naive conception is
correct — which, we will argue, it is not — the axioms of naive set theory are justified
tout court.

The naive conception, then, holds that every predicate determines a set. We can
also think of properties as having an extension, namely the collection of all the
things having that property. If we do so, then we can regard the naive conception
as obtained from two components: the thesis that every condition determines a
property, and the thesis that every property has an extension.

These two components of the naive conception so conceived can be naturally
formulated using the language of second-order logic. Proof-theoretically, second-
order logic is obtained by adding to first-order logic rules for the second-order
quantifiers and an Axiom of (Second-Order) Comprehension, which states that
to every open formula with parameters there corresponds a (possibly relational)
property or concept:'®

AX" Vxi, ..., %, (XX, .. 0,x, < @(X1, ..., X)), (Comp?2)
18 Often, a second-order version of the Axiom of Choice (see Section 2.1) is also taken to be part of the deductive

system, but we will not include it here in view of the discussion in Chapter 5, where the distinction between
second-order choice principles will matter.
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where X" is a second-order variable of nth-degree. To simplify notation, I will omit
the superscript from now on and let the context disambiguate. The model theory
for second-order logic is traditionally carried out using set theory (Shapiro 1991:
70-76). In the standard or full model theory for second-order logic, the monadic
second-order variables are interpreted as ranging over all subsets of the first-order
domain, dyadic variables as ranging over all sets of ordered pairs of objects from the
domain, and so on. In the Henkin model theory, the monadic second-order variables
are interpreted as ranging over some (but not necessarily all) subsets of the first-
order domain, dyadic variables as ranging over some (but not necessarily all) sets
of ordered pairs of objects from the domain, and so on. In this book, we shall restrict
attention to the standard model theory for second-order logic.

The thesis that every predicate determines a (one-place) property is now just a
special case of (Comp2) and therefore follows from the standard deductive system
for second-order logic. It can be stated as follows:

IXVx (Xx < ¢(x)). (M-Comp2)
The thesis that every property or concept has an extension becomes
VX3yDet(X,y), (Collapse)

where Det(X, y) says that X determines y.

The naive conception of set can, with some historical caution, be traced back to
Frege (1893/1903). Frege works using what nowadays would be considered second-
order logic and takes second-order variables to range over concepts, which, in his
view, are what predicates refer to. According to Frege, to every concept F we can
associate a certain object Ext(F'), the extension of F, much in the way in which,
according to the naive conception, to every predicate we can associate the set of all
and only the things to which that predicate applies. Formally, Frege takes extensions
to be governed by the infamous Basic Law V, stating that the extension of a concept
F is the same as the extension of a concept G if and only if F' and G are coextensive.
In symbols:

VFEVYGExt(F) = Ext(G) < Vx(Fx < Gx). (V)

Note that this is a two-level identity criterion (see 1.3), which specifies the identity
conditions of extensions in terms of a relation between concepts.

Consistency

Naive set theory is inconsistent. It gives rise to a variety of paradoxes, the simplest
of which — Russell’s Paradox — proceeds as follows:
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I. YVx(x ey < x&x) By (Comp)
2. Vx(xe€ea<x¢&x) Supp
3. aca<ada

4. L

5. L 1, 24, by J-elimination.

The paradox shows that the supposition that there is a set of all sets that are not
members of themselves — the Russell set — leads to a contradiction, and it does so
with the help of prima facie innocuous logical principles.'”

Moreover, as @ystein Linnebo (2010) points out (although his discussion is
framed in terms of pluralities rather than concepts), (M-Comp2) and (Collapse)
can also be used to derive Russell’s Paradox. For, clearly, by (M-Comp2), there is
a Russellian property R which holds of an object if and only if that object does not
belong to itself:

Vx(Rx < x € x). (1.7)
But by (Collapse), R determines an object r characterized as follows:
IrVx(x € r < Rx). (1.8)

And (1.7) and (1.8) jointly entail the existence of the Russell set, from which a
contradiction can be derived in the usual way.

Finally, in a letter to Frege, Russell (1902) originally presented his paradox as
targeting Basic Law V, and indeed one can show that, in the presence of (Comp2)
(and indeed (M-Comp2)), (V) is inconsistent:

Proof. By M-Comp2, there exists the Russellian concept F characterized as fol-
lows: [x: 3G (x = Ext(G) A =Gx)]. Now suppose that Ext(F) does not fall under
F. Then YG(Ext(F) = Ext(G) — GEXxt(F)) and so Ext(F) does fall under F.
But by definition of F, this means that there is a G such that Ext(F) = Ext(G) and
Ext(F) does not fall under G. By the left-to-right direction of (V), it follows that
F and G are coextensive, which implies that Ext(F) does not fall under F either.
Contradiction. O

Whenever a paradox arises, two questions present themselves: why does the
paradox arise? And what should be done? The first question asks for a diagnosis
of the paradox, the second for a remedy — unless, of course, the answer is simply:
nothing.

19 Note, in particular, that ¢ <> —¢ is a contradiction even in intuitionistic logic.
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Diagnosis

Let us start from the diagnostic component. Our diagnosis is that Russell’s Para-
dox arises because on the naive conception we have both indefinite extensibility
and universality of the concept of set not belonging to itself. The term ‘indefinite
extensibility’ is due to Dummett, who gives the following characterization of an
indefinitely extensible concept:

An indefinitely extensible concept is one such that, if we can form a definite conception of
a totality all of whose members fall under that concept, we can, by reference to that totality,
characterize a larger totality all of whose members fall under it. (Dummett 1993: 454)

The first to draw attention to the phenomenon of indefinite extensibility is Russell,
to whom our diagnosis of the paradoxes is indebted:

[T]he contradictions result from the fact that [...] there are what we may call self-
reproductive processes and classes. That is, there are some properties such that, given any
class of terms all having such a property, we can always define a new term also having the
property in question. Hence, we can never collect all the terms having the said property into
a whole; because, whenever we hope we have them all, the collection which we have imme-
diately proceeds to generate a new term also having the said property. (Russell 1906: 36)

Following Russell and taking a totality of which we can form a definite conception
simply to be a set (or class, in Russell’s terminology), we can characterize indefinite
extensibility and universality of a concept thus:

Indefinite extensibility. A concept C is indefinitely extensible iff
whenever we succeed in defining a set u of objects falling under
C, there is an operation which, given u, produces an object falling
under C but not belonging to u.

Universality. A concept C is universal iff there exists a set of all
the things falling under C.

On our diagnosis, Russell’s paradox is an instance of the more general fact that if
a concept C is taken to be both indefinitely extensible and universal, contradiction
ensues because all the things falling under C form a set u by Universality but we can
find an object falling under C and not belonging to u# by Indefinite Extensibility —
we can diagonalize out of u.

Russell’s own treatment can be used to give a more formal account of the situa-
tion. Let ¢ be a predicate — a propositional function, in Russell’s terminology — and
f afunction. Then, to say that

Yu(Vx(x € u — ¢(x)) = (f(u) € u N o(fu)))) (IE)
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holds for ¢ and f is to say that the concept expressed by ¢ is indefinitely extensible.
And to say that the instance of Comprehension

FyVx(x € y < ¢(x)), ((8);

holds for ¢ is to say that the concept expressed by ¢ is universal. But given this, it
is easy to see that any concept which is both indefinitely extensible and universal
will be an inconsistent concept:

Theorem 1.7.1. (IE) and (U) jointly yield a contradiction.

Proof. From (U) and (IE) we get, by existential instantiation and universal instan-
tiation, Vx(x € w < ¢(x)) and Vx(x € w — ¢(x)) = (f(w) € w A o(f(w))).
It follows that f(w) € w A ¢(f(w)). But using the second conjunct and Vx(x €
w < @(x)) we also have that f(w) € w. ]

Note, again, that the inference rules used in the proof appear to be rather innocent
ones.

How does Russell’s Paradox fit this diagnosis? The idea is that if we take C to
be [x: x & x], we get a contradiction because on the naive conception there is a
set r of all things that are not members of themselves, and we can find an object
falling under the concept [x: x ¢ x] but not belonging to r by simply taking this
object to be r itself. More formally, we get Russell’s Paradox because on the naive
conception (IE) and (U) hold when we let ¢ (x) be x ¢ x and f(x) be simply x.

The other set-theoretic paradoxes make use of different choices of f and —
predictably, since they concern different concepts — different values of ¢.

Making the simplifying assumption that our quantifiers only range over sets,
the paradox of the set of all sets is obtained by letting ¢(x) be x = x and f(x)
be {y € x:y & y}. Russell-style reasoning tells us that f(x) ¢ x. Thus, we
have a recipe which, for any set a, gives a set which cannot belong to a, which is
just another way of putting the fact that the set concept is indefinitely extensible.
Trouble arises when a already has all sets as members. Since there is a set of this
kind on the naive conception (the universal set {x: x = x}), contradiction ensues.

Next, we have Cantor’s Paradox and the Burali-Forti Paradox, which concern,
respectively, the concept of cardinal number and the concept of ordinal number
(see Appendix 1.A for a brief introduction to the so-called Frege-Russell definitions
of cardinals and ordinals as well as the now standard definitions going back to
von Neumann). Cantor’s Paradox results from considering a recipe which, for any
cardinal x, produces a cardinal larger than «. Since the Comprehension Schema
implies the existence of a set of all cardinals, we obtain a contradiction. For it is
easy to show that if there were such a set, it would have a largest element. More
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specifically, the required instances of (IE) and (U) are obtained by simply letting f
be the powerset operation and ¢ (x) be ‘x is a cardinal’. The hard part is to show
that (IE) does hold in this case, and here we make use of Cantor’s Theorem, which
uses certain set-theoretic resources and states that the powerset of a set is larger
than the set itself (see Appendix 1.B for details).

The Burali-Forti Paradox goes as follows. Consider the series of all ordinals less
than «. This is well-ordered and so its order type is an ordinal number. One can
show that this ordinal number must be « itself. Now consider the set of all ordinals.
This set too is well-ordered, so its order type is an ordinal number, 2. However, the
series of all ordinals less than 2 also has ordinal number 2. So we have that the
set of all ordinals is isomorphic to a proper initial subset of itself, namely the series
of ordinals less than €2. This is a contradiction. According to the diagnosis offered
here, the Burali-Forti Paradox is obtained by taking ¢(x) to be ‘x is an ordinal’ and
f(x) to be the ordinal number of the well-ordering relation on x.

Finally, to get Mirimanoft’s (1917) Paradox concerning the concept [x: x is a
well-founded set], put ‘x is a well-founded set’ for ¢(x) and x U {x} for f(x).?°
When a is a set of well-founded sets, f(a) must be well-founded too. So, again, we
have a recipe which, given any set of well-founded sets, gives us a well-founded
set which is not in that set, and contradiction ensues because the Comprehension
Schema entails the existence of a set of all well-founded sets.

Remedy

What about the remedy? Depending on one’s views about inconsistency, this might
consist in a cure eradicating the inconsistency or in a palliative helping us live with
it, and we shall look at views of both kind during the course of the book. But in the
case in which what we want is a cure, conceptions of set can help us be confident in
the success of the cure: a conception of set can provide us with a reason to think that
the axioms of a certain set theory are consistent. Together with a certain diagnosis
of the paradoxes, a conception of set may reassure us that the paradoxes will not
arise in the theory it sanctions, and this is yet another reason to be interested in
conceptions of set.

There are at least two ways in which a conception of set can give us confidence
in the consistency of the theory it lies behind. First, the conception can reject one
of indefinite extensibility and universality. Since according to our diagnosis, the

20 A relation E on a set a is well-founded iff every nonempty b C a has an E-minimal element, i.e. a ¢ € a such
that there is no b € a with bEc. A set a is then said to be well-founded iff the membership relation on a is
well-founded.
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paradoxes arise from the interaction of these two features the naive conception
ascribes to the set concept, this provides reassurance that the familiar set-theoretic
paradoxes will not arise in the theory. In the course of this book, we will see
examples of conceptions that reject indefinite extensibility and ones that reject
universality. Second, the conception can provide us with an intuitive model of the
theory, which may provide one with reasons for thinking that no contradiction is
going to arise in the theory. This, as we shall see, is the case with the iterative
conception of set, which appears to provide an intuitive model of the theory it
sanctions in the cumulative hierarchy.

The importance of this aim that conceptions of set are sometimes invoked to
achieve can be further appreciated by considering the debate between platonists and
fictionalists. A platonist can believe that a certain mathematical theory is consistent
on the basis of the fact that she has reason to believe that its axioms are frue. To
this extent, the platonist may perhaps ignore the question of consistency and focus
on the question whether the axioms of a certain set theory are justified, and, as
we saw in the previous subsection, conceptions of set can be used to this end.
The fictionalist, however, will want to resist this strategy, since she takes most
mathematical axioms to be in fact false. For her, no conception of set can be
correct — things cannot be as any conception of set says they are, since there are
no non-trivial mathematical truths at all.

Although they deny that mathematical theories are true, fictionalists typically
want to say that consistency is an essential mark of a good mathematical theory. But
what reason can fictionalists have for thinking that a certain mathematical theory
is consistent? Often, they will say that they believe a mathematical theory T to be
consistent because the existence of a model of T follows from S, a set theory which
they believe to be consistent: if S implies that T has a model and S is consistent,
then T will be consistent too.

But what reason do fictionalists have for thinking that the background set theory
S is consistent? Various proposals have been advanced, but our discussion suggests
that fictionalists can use conceptions to provide the required reason: although no
conception of set is correct, if the axioms of a theory S are justified on a conception
which appears to involve no contradictions and on which it is not the case that both
universality and indefinite extensibility hold, then there will be reason to regard S

as consistent.?!

21 This line of reasoning is developed by Leng (2007: 104-107). According to her, ‘[w]hile the appearance of
consistency does not always imply genuine consistency, our ability to form an apparently coherent conception
of a structure satisfying the axioms of a theory should, nevertheless, help to increase our confidence in the
consistency of those axioms’ (Leng 2007: 106).
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1.8 Logical and Combinatorial Conceptions

We conclude the chapter by introducing another important distinction, namely that
between logical and combinatorial conceptions of a collection.

According to the logical conception, a collection is associated to some pred-
icate, concept, or property, which determine its members. As Penelope Maddy
puts it:

The logical notion, beginning with Frege’s extension of a concept, takes a number of
different forms depending on exactly what sort of entity provides the principle of selection,
but all these have in common the idea of dividing absolutely everything into two groups
according to some sort of rule. (Maddy 1990: 121)

Membership in a logical collection is determined by the satisfaction of the rele-
vant condition, falling under the relevant concept or having the relevant property.
Membership is, in a sense, derivative: we can say that an object a is a member of a
collection b just in case b is the extension of some predicate, concept, or property
that applies to a.

The logical conception of a collection is usually contrasted with the combinato-
rial conception. According to this conception, a collection is characterized not by
reference to some condition, property or concept, but by reference to its members.

As Shaughan Lavine (1994: 77) noted, this conception arguably goes back to
Cantor, who in a letter to Jourdain took a set to be ‘defined by the enumeration of
its terms’.>? Similarly, Paul Bernays, to whom the combinatorial conception owes
its name, writes that on a combinatorial (or, as he puts it, quasi-combinatorial)
conception,

one views a set of integers as the result of infinitely many independent acts deciding for
each number whether it should be included or excluded. We add to this the idea of the
totality of these sets. Sequences of real numbers and sets of real numbers are envisaged in
an analogous manner. (Bernays 1935: 260)

In the case of a combinatorial collection, there need not be a predicate that applies
to all and only the members of the collection. This is compatible with the fact that
in those cases in which such a predicate exists, the collection can be referred to by
means of it. Note that on an abundant conception of property, it is trivial to come
up with a property had by all and only the members xi, x5, ... of a combinatorial
collection — just take the property y = x; V x, V. ... However, one might require
that the relevant property should satisfy certain additional constraints for it to be

22 The letter is reprinted in Grattan-Guiness 1971: 118-119 and translated in Lavine 1994: 98-99.
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used to characterize a collection — for instance, we might require that the relevant
property should be specifiable by means of some predicate.??

Since a combinatorial collection is characterized by reference to its members,
membership in the collection is not derivative upon satisfying a certain condition
or having a certain property, but is primitive.

The distinction between a logical and a combinatorial conception was arguably
an important factor in the dispute over the status of the Axiom of Choice, and we
shall return to this issue in the following chapter. For now, note that the naive con-
ception of set, as standardly formulated, is a logical conception of set. For according
to the conception every condition determines a set, and since the conception takes
this to be our sole guide to what sets there are, the conception seems committed to
the idea that membership in a set is determined by whether the predicate, property
or concept associated with the set applies to an object or not. Whether the naive
conception should be regarded as the best way to articulate a logical conception of
collection is a question we shall have occasion to return to.

We have seen that the logical conception is potentially more restrictive than the
combinatorial conception, since there might be combinatorially obtained collec-
tions which cannot be seen as the extension of any specifiable condition (see also
Lavine 1994: 77). From a different point of view, however, it is the combinatorial
conception that is potentially more restrictive. For, on the face of it, the combinato-
rial conception does not seem to be committed or even lend some initial plausibility
to the thesis that every property determines a collection. The logical conception, by
contrast, is naturally associated with this thesis. At least, this thesis is part and
parcel of the naive conception of set, the original and paradigmatic example of a
logical conception of collection.”* However, as we pointed out earlier, the thesis
that every property determines an extension leads to paradox in the presence of
the thesis that every condition determines a property. It is now time to turn to a
conception of set which appears to be consistent.

Appendix 1.A Cardinals and Ordinals

In this appendix, we give the basic definitions of cardinals and ordinals. We focus,
in particular, on the differences between the Frege-Russell definition and the

23 Of course, in order for the distinction not to be trivialized, one also needs to have some constraints on what
counts as an admissible predicate. For instance, an interesting question is whether the predicate should be
specifiable by finitary means or not. For discussion, see Fine 2005: 567-571.

24 We will discuss logical conceptions which do restrict the thesis in Chapters 5 and 6.
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standard definition. A third definition, the so-called Scort-Tarski definition, will be
given in Section 3.2.

Let us start from the notion of a cardinal number. Intuitively, cardinal numbers
are numbers which represent the size of collections. The idea is to associate with
each set a an object — called the cardinality of a and denoted |a| — which represents
the size of a. Now say that sets a and b are equinumerous if there is a one-to-one
correspondence between them. It was Cantor’s insight that a theory of size should
be based on the concept of equinumerosity in the sense that we want the following
to come out true:

la] = |b| iff a and b are equinumerous.

The Frege-Russell definition immediately delivers this. According to this definition,
a cardinal is an equivalence class of equinumerous sets. That is to say, the cardinal
of a set a is the set of all sets equinumerous with a. This definition is known as the
Frege-Russell definition because Frege (1884) took the cardinal number belonging
to a concept F' to be the extension of the concept equinumerous with F, and Russell
(1903) took the cardinal number associated with a set a to be the set of all sets
equinumerous with a. This definition of a cardinal goes back to Cantor, although
how faithful this characterization is to his ideas is disputed (see Hallett 1984: ch. 3).

A similar definition is available for the ordinals. The idea here is that ordinals are
numbers which represent the order structure of well-ordered collections.>> So let
us write {(a, R) to denote a set a ordered by the relation R. Analogously to the case
of cardinal numbers, we can then define the order-type of a set to be an equivalence
class of sets that are isomorphic with respect to R. That is, the order-type of (a, R)
is the set of all (b, R) that are isomorphic to (a, R). Ordinals are then just order-
types of well-ordered sets, and they will generally be denoted by lowercase Greek
letters. In particular, we reserve «, 8 and A for ordinals.

The Frege-Russell definition of a cardinal, and the corresponding definition of
an ordinal, are rather natural. However, they cannot be used to give a satisfactory
development of cardinals and ordinals in the standard system for set theory ZFC,
which we will describe in the next chapter. To anticipate, the problem in the case of
cardinals is that for any set a other than the empty set, the set of all sets equinumer-
ous with a does not exist in ZFC, because it is unbounded in the hierarchy. Similar
considerations apply, mutatis mutandis to the case of ordinals.

25 A relation R on a set a is a total order of a if it is transitive, antisymmetric and connex (i.e., for every a,b € a
either aRb or bRa). We then say that R is a well-order if in addition to being total it also has the property that
every non-empty subset of a has a least element with respect to R.
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For this reason, a different definition of cardinals and ordinals is used in standard
set theory. Let us start with ordinals this time. According to the von Neumann
definition, an ordinal is just a transitive set well-ordered by membership, where
a set a is transitive just in case every member of a member of a is also a member
of a. We then let « < B iff « € B. One can then check in ZFC that the ordinals
are well-ordered by <, that for each o, « = {8: B < «}, and that for every «,
o U {o} exists. In the light of the last fact, we define o + 1 as o U {«} and call it
the successor of a. Furthermore, we let0 = #,1 =0+ 1,2 = 1+ 1 and so on. If
o = B+ 1, then « is a successor ordinal. If « is neither 0 nor a successor ordinal,
it is a limit ordinal and we have that « = sup{B8: B8 < «}. If it exists, w is the least
limit ordinal. Finally, one can prove the Mirimanoff-von Neumann result that every
well-ordered set is isomorphic to a unique von Neumann ordinal. This is a special
case of Mostowski’s Collapsing Lemma (Jech 2003: Theorem 6.15). The Lemma
is provable in ZFC and, as we will see in Chapter 7, in the non-well-founded set
theory ZFA. Thus, von Neumann ordinals seem to adequately represent the order
structure of well-ordered collections.

Given the von Neumann definition of an ordinal, we can then define cardinals
using the von Neumann cardinal assignment. It is a theorem of ZFC that every set
can be well-ordered. We can then define |a| to be the smallest ordinal equinumerous
with a. That is, cardinals are initial ordinals. The finite ordinals 0, 1,2, ... and w are
all cardinals. Cardinals are normally denoted by lowercase Greek letters and we
reserve x for cardinals.

The cardinalities of infinite sets that can be well-ordered are also known as
alephs (in symbols 8X,). The series of alephs can be defined using transfinite recur-
sion. This is a method of definition in which we define a function on the ordinals by
defining what the function does for the case of 0, for the case of successor ordinals,
and for the case of limit ordinals (see, e.g., Jech 2003: 22). Let ot be the least
well-ordered cardinal number greater than «. Then the 8,s are defined thus:

Ny = w;
Nd+1 = N;_;
R, = U R, if A is a limit ordinal.
a<i

Appendix 1.B Cantor’s Theorem

The standard proof of Cantor’s Theorem makes use of certain logical and mathe-
matical resources, which are not available in all the set theories we shall encounter
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in this book. For this reason, we give the proof here, making explicit a number of
mathematical and logical assumptions used in the proof.

Theorem 1.B.1 (Cantor). |a| < |P(a)|.

Proof. 1t is easy to show that |a| < |P(a)|. For, by the definition of partial
ordering, this requires the existence of a one-to-one function from a to P(a), and
such a function is given by x + {x}. So to show that |a| < |P(a)|, it is enough to
show that |a| # |P(a)|.

To this end, consider the set b = {x € a : x € f(x)} and suppose for reductio
that there is a function f from a onto P(a). Then b = f(c) for some ¢ € a. But
then ¢ € b if and only if ¢ &€ f(c) if and only if ¢ ¢ b. By the transitivity of
the biconditional, we have that ¢ € b if and only if ¢ ¢ b. Contradiction. Hence
la| # |P(a)|. Therefore |a| < |P(a)|. O

Note that the existence of the set b = {x € a : x &€ f(x)} follows from the Sepa-
ration Schema, to be introduced in the next chapter (see Section 2.1 and Table 2.1).
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The Iterative Conception

As long as set theory is thought of

as being about the iterative model,

there will be a temptation for philosophers
to think of the points in this model

as substantial entities related by

some specially distinguished relation,

and to inquire into the metaphysical nature
of these entities and relation.

Allen Hazen (1993: 176)

In the previous chapter, we discussed the distinction between concepts and concep-
tions, and introduced the naive conception of set. The main task of this chapter is
to present what is known as the iterative conception of set.

This conception maintains that sets can be arranged in a cumulative hierarchy
divided into levels. Accordingly, we will start from the cumulative hierarchy, and
will then move on to illustrate set theories that have been thought to be based on it.
Some of these theories are well known, and readers familiar with them will be able
to skim through the relevant sections.

According to its proponents, the iterative conception is correct. And according
to several of them, this is because there exists a substantial relation of priority
or dependence between a set and its members. The second part of the chapter
criticizes accounts of the iterative conception that postulate such a relation, and
offers an alternative understanding of the iterative conception that dispenses with
the said dependence relation. The chapter concludes by outlining a strategy for
defending the conception so understood and discussing criteria for evaluating
conceptions.

36
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2.1 The Cumulative Hierarchy

In Chapter 1, we offered the following diagnosis of the set-theoretic paradoxes:
they arise because on the naive conception we have both indefinite extensibility
and universality of some set-theoretic concept, such as the concept of set and the
concept of non-self-membered set. If this diagnosis is correct, it is natural to try to
deal with the paradoxes by articulating a conception of set that only retains one of
these two aspects. The iterative conception of set retains indefinite extensibility and
rejects universality.

On the iterative conception, sets are formed in stages. In the beginning we have
some previously given objects, the individuals. At any finite stage, we form all
possible collections of individuals and sets formed at earlier stages, and collect
up the sets formed so far. After the finite stages, there is a stage, stage w. The
sets formed at stage w are all possible collections of items formed at stages earlier
than w — that is, the items formed at stages O, 1, 2, 3, etc. After stage w, there
are stages w + 1, w + 2, w + 3, etc., each of which is obtained by forming all
possible collections of items formed at the preceding stage and collecting up what
came before. After all of these stages, there is a stage w + w, i.e. stage w - 2. The
sets formed at this stage are obtained by forming all possible collections of items
formed at previous stages — that is, the items formed at stages w + 1,  + 2, w + 3,
etc. And we keep on going. So we have a stage o - 2 + 1, and so on, and so forth:
in general, if « is O or a successor ordinal, the sets formed at stage o are the sets
formed at earlier stages and all arbitrary collections of these; if « is a limit ordinal,
the sets formed at stage o are simply all arbitrary collections of sets formed at
earlier stages.

The result of this rough description is a picture of the set-theoretic universe as
a cumulative hierarchy divided into levels (see Figure 2.1). If we identify levels
with sets and the operation of forming all possible collections of previously given
objects with the powerset operation, the picture can be captured by the following
characterization. Let o be an ordinal. Then, the levels of the hierarchy, V, are
organized as follows:!

Vo = {x : x is an individual};
V0t+1 = Va UP(Va);
Vi = | Va if & is a limit ordinal.

a<i

' Note that this is a definition by transfinite recursion (see Appendix 1.A). Transfinite recursion is available in the
theory ZFC, to be presented below.
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Vw+ 1
A j
Va
V3
Va
Vi
Vo

Figure 2.1 A picture of the cumulative hierarchy.

In other words, the hierarchy is the structure obtained by starting with a collection
of objects (possibly empty), taking its powerset, its powerset, and so on, collecting
up as we proceed. The construction is indexed by the ordinals and is iterated into
the transfinite. At limit ordinals, we simply collect up what came before. According
to the iterative conception, there are all and only the sets that appear at one level or
another of the cumulative hierarchy.

The cumulative hierarchy is due to John von Neumann (1925) and Ernst
Zermelo (1930). Caution is in order, however, with regard to attributing the iterative
conception to these authors. For the former simply noticed that the hierarchy is an
inner model of the axioms of Zermelo set theory without the Axiom of Foundation
(see Section 2.2). The latter does adopt Foundation — arguably the central axiom of
the iterative conception — but in a rather tentative manner:

This last axiom, which excludes all ‘circular’ sets, all ‘self-membered’ sets in particular,
and all ‘rootless’ sets in general, has always been satisfied in all practical applications of
set theory, and, hence, does not result in an essential restriction of the theory for the time
being. (Zermelo 1930: 403, my emphasis)

Zermelo’s point seems to be that we do not need sets that do not appear in the
cumulative hierarchy.

It is easy to see that the cumulative hierarchy picture of the set-theoretic universe
endorses the set concept’s indefinite extensibility: given a set a occurring at a
certain level of the hierarchy, there will always be a subsequent level where the
larger set obtained by performing the set-formation operations on a occurs. The
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picture, moreover, explains the rejection of universality: the sets occurring at each
level have only members of preceding levels; thus, no set can be a member of itself,
which ensures that there can be no set of all sets. For if there were, it would have
itself as a member. From this, it is also easy to see why Russell’s Paradox does not
arise: the Russell set would be a universal set, and, as we have seen, there can be
no such set on the iterative conception.

There are three key components to the account: the individuals, with which the
construction begins; the ordinals, along which the construction is iterated; and the
powerset operation, thanks to which new sets are built as we go from one stage to
its successor. To these three components, there correspond as many questions about
the structural features of the hierarchy.

Individuals

First, there is the question of what the objects we start with are: what should we take
the individuals to be? We could take them to be people or fundamental particles. Or
we could take them to be the integers (see Godel *1951: 306 and Godel 1964: 258)
or, more generally, some preferred number system (see Oliver and Smiley 2006:
144-151). Or we could take the iterative process to begin with no individuals at all
(see Figure 2.2), in which case all sets will be pure — where a set is pure if and only
if all of its members are sets, all members of its members are sets, and so on.2 In this
case, it is no longer necessary to collect up as we proceed, and the characterization
of the cumulative hierarchy takes the following simplified form:

Vo =0,
Vot—i—l = P(Va);
Vy = U V, if A is a limit ordinal.
a<i

From the mathematician’s perspective, starting with no individuals makes a lot of
sense: mathematicians tend to be interested in structures up to isomorphism, and it
is usually assumed that — no matter how complex or big a putative set of individuals
might be — there will always be a corresponding set in the hierarchy of the same
order type (see Reinhardt 1974: 190).

Thus, from the point of view of the mathematician, the restriction to pure sets,
while making things technically smoother, is not a real restriction, since it has no
substantial bearing on the richness of the structure under consideration. However,

2 TIn technical terms, we say that a set is pure iff it does not contain individuals and neither do the members of its
transitive closure. The transitive closure of a set a is the smallest transitive set which contains a.
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Figure 2.2 A picture of the pure cumulative hierarchy.

the fact that in certain contexts we restrict attention to pure sets should not be taken
as indicating that there are no sets with individuals: were this to be the case, the
applicability of set theory would have to be given up, or at least be much harder to
ensure (see Potter 2004: 76—77). Rather, the point is simply that for certain purposes
we can ignore sets with individuals and confine attention to pure sets.® Since I shall
mostly be concerned with the justification of the relevant set theories, rather than
with their development, I will adopt a mixed policy: for the sake of simplicity, I
will often confine attention to pure set theories; however, I shall occasionally revert
to impure ones when required.

Also, note that taking levels to be sets implies that there is a set of all individuals.
The usual argument for this is that the iterative picture of the set-theoretic universe
makes it hard to see how the individuals could fail to form a set. As David Lewis
puts it:

[T]he obstacle to sethood is that the members of [a plurality which does not form a set] are
not yet all present at any rank of the iterative hierarchy. But all the individuals, no matter
how many there may be, get in already on the ground floor. So, after all, we have no notion
what could stop any class of individuals [...] from comprising a set. (Lewis 1991: 104)

3 Hence, the best way of making sense of mathematicians’ claims that individuals are not needed for mathematical
purposes — criticized, for instance, by Oliver and Smiley (2006: 145-146) — is to construct ‘mathematical
purposes’ as the purposes of the pure mathematician, whose only interest is in features of structures up to
isomorphism.
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This, however, is not uncontroversial, and Zermelo (1930) himself did not assume
the individuals to form a set. For discussion, see Parsons 1977: 504, fn. 4, Menzel
2014: §2 and Uzquiano 2015a: 287-288, which also provides a formal characteri-
zation of the cumulative hierarchy which does not require the individuals to form
a set.

Height

The second and third questions about the structural features of the cumulative
hierarchy do have a substantial bearing on its richness, and are therefore relevant
even from the mathematician’s point of view. To use a slogan, they concern the
height and width of the hierarchy.

Let us consider the issue of the height of the hierarchy first. We are told that the
cumulative process of construction is indexed by the ordinals, but how far does this
process go? An initial and frequently given answer is that the process should be
iterated as far as possible. But again, this does not tell us very much until the idea
of iteration ‘as far as possible’ is developed to some extent.

One possible way of spelling out the idea of iteration ‘as far as possible’ consists
in saying that the process of construction should go as far as the ordinals go. That
is to say, the construction process is to be iterated along all the ordinals.

This suggestion goes some way towards answering the second question and
delivers what we shall later refer to as the Axiom of Ordinals (see Section 3.6).
However, the suggestion also does not tell us very much: we are told that the
construction process goes as far as the ordinals, but how far do the ordinals go?
The picture of the set-theoretic universe as a cumulative hierarchy divided into
levels explicitly refrains from telling us much about this: it leaves it open what
counts as an arbitrary ordinal.

To answer this question, a variety of principles have been invoked. On the one
hand, we have principles telling us, effectively, that the hierarchy goes at least as
far as a certain ordinal. These include the Axiom of Infinity

dy@eyAVx(x € y > xU{x} € y)),

which states that there is an infinite set,* and the so-called large cardinal axioms,
which assert the existence of certain larger sets such as inaccessible, Mahlo, weakly

4 This is the version of the Axiom of Infinity standardly used nowadays. But there are other versions of the
axiom which are not first-order equivalent to it, such as Zermelo’s (1908). This asserts the existence of a set
which contains the empty set and the singleton of every set it contains, that is: Iy(J € y AVx(x € y —
{x} € y)). However, the differences between these two axioms collapse in the presence of axiom (p), which we
shall discuss below and take as part of our base theory. See Uzquiano 1999 for details.
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compact, w-Erdos and measurable cardinals. On the other hand, we have the so-
called reflection principles, which tell us that the hierarchy has certain absoluteness
properties and should, as a result, go at least as far as a certain ordinal.’

Width

We shall have occasion to discuss reflection principles in Section 3.6. For the
moment, let us turn to the question of the width of the hierarchy, i.e. of how rich
each level of the hierarchy is. The characterization of the levels of the hierarchy
given above guarantees that each level V,; of the hierarchy is the union of the
immediately preceding level V,, and of its powerset. This might seem to settle once
and for all the question of how rich each level of the hierarchy is. In a way, this is
true: besides the items occurring at the preceding level, V, | will contain all subsets
of V,.

But at the formal level, this does not tell us very much until we are told what
should count as a subset of a given set. This is done by the Axiom of Separation,
which specifies what subsets of a given set there are and gives the Powerset Axiom —
asserting that for every set A, its powerset P(A) exists — its strength.® Using the
language of second-order logic, we can formulate the Axiom of Separation as
follows:

VEVZzAYyVx(x € y < x € Z A Fx).

In first-order theories, however, Separation is a schema, with an instance for each
property expressible in the language of set theory. That is:

VzIyWx(x € y <> x € Z A p(x)),

where ¢(x) is, again, any formula in L in which x is free and which contains no
free occurrences of y.

Recall, though, that the guiding idea of the informal account of the iterative
conception is that at every stage of the formation process we are supposed to form
all possible collections of items formed at earlier stages. Putting this in terms of the

[

In set theory, a formula ¢ is said to be absolute between models 2 and B of set theory just in case 2 = ¢ <
B = ¢. To say that the hierarchy has certain absoluteness properties is to say that we can find interesting models
2l and classes of formulae ® such that every ¢ in ® is absolute between 2l and V. This means that to ascertain
the truth of the formulae in ¢ it suffices to ascertain whether they are true in 2(. See Hallett 1984: 206-207 and
Jech 2003: 163, 185 for more on the notion of absoluteness.

As Godel puts it: ‘The axiom of subset formation comes before the axiom of power set. We can form the
power set of a set, because we understand the selection process (of singling out any subset from the given set)
intuitively, not blindly’ (the remark is reported in Wang 1996: 259). The point is also made by Clark (1993:
242-243).

o
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notion of a subset, we want to collect together all subsets of sets already formed,
not only those defined by properties expressible in the language of first-order set
theory. The third structural question is then: what counts as an arbitrary subset of
a given set? The answer to this question will affect the richness of the levels of the
cumulative hierarchy.

To answer the third structural question whilst sticking to first-order logic, two
strategies seem available. The first and more direct strategy attempts to answer the
question by making the notion of an arbitrary subset more precise. One famous
instance of this strategy identifies an arbitrary subset with a describable subset —
more specifically, with a subset describable by means of a formula of the language
of set theory. This leads to a refinement of the earlier account of the cumulative hier-
archy. As before, let @ be an ordinal. Then the levels of the constructible hierarchy,
L, are organized as follows:

Lo = {x : x is an individual};
Lot+] = La U def(Loz);
L, = U L, if A is a limit ordinal,

a<h
where def(L,,) is the set of all sets that are definable by means of quantifiers which
are restricted to range only over L,. The Axiom of Constructibility is then the
assertion that all sets occur at one level or another of the constructible hierarchy,
that is that all sets are constructible (V = L).

The second strategy contemplates the possibility of adding further axioms to set
theory to ensure that at each stage more and more subsets of a given set — beyond
those whose existence is guaranteed by the Axiom Schema of Separation — are
collected together. Consider, for instance, the Axiom of Choice (AC), one version
of which states that for every set a of disjoint non-empty sets there is a set ¢, called
a choice set for a, which contains exactly one member of each of the members of
a. It has been argued that AC is justified on the iterative conception on the grounds
that it guarantees that at each level more subsets of a given set, namely the choice
sets, are formed than those specified by the Separation Schema. In a nutshell: if
each level of the hierarchy contains all subsets of the previous levels, then it will a
fortiori contain the choice sets.” Thus, Georg Kreisel (1980: 192) writes that ‘[f]or
the fat (or “full”) hierarchy, the axiom of choice is quite evident’.

7 Note that AC is also a consequence of the Axiom of Constructibility. But it is widely thought that, in the context
of L, AC does not hold because it ensures that at each level more subsets are formed. Rather, it holds in L
because if all sets are constructible, an artificially simple well-ordering of the universe is available (see Maddy
1988: 497). And the existence of such a well-ordering implies AC.
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The argument is at first sight convincing. But it is not without problems. For, as
Boolos (1971: 28-29; 1989: 96-97) pointed out, the argument seems just to assume
that the choice sets are among the subsets of a given set: the cumulative hierarchy
picture of the set-theoretic universe assures us that at each level we can collect
together all collections of items formed at earlier stages, but not that the choice sets
are formed.

The argument might have a better fate if understood not as purporting to establish
that the cumulative hierarchy picture forces AC upon us, but that AC is the hallmark
of a combinatorial conception of collection (see Section 1.8): if the existence of a
set does not depend on the existence of a condition satisfied by all the members or of
a rule for selecting them, then nothing seems to stand in the way of the choice sets
being formed, or so the thought goes. Indeed, this appears to be the version of the
argument given by, for instance, Ramsey (1925: 220-221),% Bernays (1935: 260)°
and Paseau (2007: 34-35).!% And even if this combinatorial conception cannot quite
be subsumed under the iterative conception, it does seem to harmonize quite well

with it: the iteration process is naturally understood in a combinatorial manner.'!

2.2 Iterative Set Theories

Hence, the picture of the set-theoretic universe as a cumulative hierarchy divided
into levels leaves it open what counts as an arbitrary ordinal and — at the formal
level at least — as an arbitrary subset. Nonetheless, it is usually agreed that the
picture suffices to sanction (at least some of) the axioms of standard set theory —

o

‘If by “class” we mean, as I do, any set of things homogeneous in type not necessarily definable by a function
which is not merely a function in extension, the Multiplicative Axiom seems to me the most evident tautology’.
“The axiom of choice is an immediate application of the quasi-combinatorial concepts in question [i.e. the
concepts of set, function, and sequence]’.

10" “If one thinks that any arbitrary combination of sets below some given stage constitutes a property, then a
generalisation of Spec to cover all possible properties whatsoever — as opposed to those expressible in some
formal language, as in Boolos’s initial presentation — expresses the intuitive thought that at any given stage all
the possible sets available for formation are indeed formed. As it is usually conceived, and as Boolos himself
conceives it, the iterative conception incudes this combinatorial idea. And combinatorialism straightforwardly
implies a Choice axiom’.

Another strategy consists in arguing that AC is true on the iterative conception because it can be derived
from some suitable second-order logical principle. For instance, Pollard (1988, 1992) suggests that the axiom
should be regarded as true on the iterative conception because it follows from a principle of plural choice,
and, similarly, writers such as Tait (1998) and Burgess (2004) have suggested adding a choice principle to the
background second-order logic. Indeed, such a principle was included by Zermelo (1930) in the paper in which
he described the cumulative hierarchy. What Boolos would probably have said in reply to this is that deciding
whether to accept those principles is no less hard than deciding whether to regard AC as true. Compare Boolos
1971: 28: ‘“The difficulty with the axiom of choice is that the decision whether to regard the rough description
as implying a principle about sets and stages from which the axiom could be derived is as difficult a decision,
because essentially the same decision, as the decision whether to accept the axiom’.

©
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by which I mean ZFC, i.e. first-order Zermelo-Fraenkel set theory (ZF) with AC.
ZFC’s quantifiers only range over sets, but one can also formulate a version of it
which admits individuals, namely ZFCU. (In general, when a theory of set admits
of individuals, this is indicated by adding a ‘U’ — from ‘Urelemente’ — to the
end of its name: so we have ZFCU, ZFU, and so on.) ZFC has the resources to
reconstruct most if not all of ordinary mathematics, and hence to act as a foundation
for mathematics. Moreover, it can develop a substantial theory of the infinite ordinal
and cardinal numbers, including, notably, proving Cantor’s Theorem.

Let us first explore the axioms of a subsystem of ZFC, namely Zermelo set theory
Z. In Z, we have two sorts of axioms of extent. On the one hand, we have axioms
for constructing sets out of given ones. These include Separation, Powerset and
two other axioms: the Axiom of Union, asserting that for every set there exists its
union,'? and the Axiom of Unordered Pairs, which states that given any set a and b,
there exists a set containing exactly a and b. On the other hand, we have two axioms
making an outright existential assertion, namely the Axiom of Empty Set, stating
that there is an empty set, and the Axiom of Infinity. The former is often omitted
because, in the presence of Infinity, it is an easy consequence of Separation.

We then have two axioms of nature, the Axiom of Extensionality and the Axiom
of Foundation. The reason for including the Axiom of Extensionality is usually
taken to be that, as we saw in Chapter 1, it serves to distinguish sets from other
entities. On these grounds, Boolos (1971, 1989) famously argued that Extensional-
ity does not follow from the iterative conception. In effect, however, Boolos’s point
seems to be that, strictly speaking, we should perhaps say that Extensionality is
true on the iterative conception and the concept of set. This point, however, seems
to apply to other conceptions of set as well, as Alexander Paseau (2007: 44-46)
has, to my mind, convincingly argued. For this reason, and for ease of exposition, I
will therefore often omit the qualification in the remainder of this book.

In its usual formulation, the Axiom of Foundation asserts that every non-empty
set a contains an e-minimal element, i.e. an element disjoint from a. That is to say,
the axiom states that every set is well-founded. The axiom is infended to guarantee
that if you pick a member of a, and then a member of a member of a, and then a
member of a member of a member of a, you eventually end up with a set which
has no members (or with an individual). To use a standard expression, the axiom is
intended to guarantee that there are no infinite descending e-chains, that is chains
of the form

apg>d4d;>d)>...

12 The union of a set a is the set whose members are the members of the members of a.
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Hence, the axiom is intended to rule out the existence of, for instance, any set a
such that a € a and of closed membership chains such as

ap € ay) € ap € ay.

But what reason is there for regarding the axioms of Z; (Z minus Extensionality)
as true on the iterative conception? One reason that has been offered is that they
follow from a theory of stages ST formalizing (part of the pure version of) the
rough description of the iterative conception.'?

ST is cast in a two-sorted first-order language with variables x, y,z. .. for sets
and variables r, s, . .. for stages. The language also includes three two-place pred-
icates: a stage-stage predicate < (‘is earlier than’), a set-stage predicate F (‘is
formed at’) and the membership predicate. We abbreviate 3t (r < s A yFt) (‘y
is formed before s’) as y Bs. The axioms of ST are the following five axioms

Tra YiNsVr(t <sAs <r —t <r),
Net ViVsar(t <r As <),
Inf Ir(Att <r AVttt <r - As(t < s As <)),
All Yx3sxFs,
When VxVs(xFs < Vy(y € x — yBy)),

plus all instances of
Spec AsVy(A(y) — yBs) — JxVy(y € x < A(y)),

where A(y) is a formula of the language of ST which does not contain x free.
We then have the following (see Boolos 1989: 103—-104):

Theorem 2.2.1 (Shoenfield-Boolos). ST implies the axioms of Z,.

Insofar as the stage theory captures part of the content of the iterative conception,
the fact that the axioms of Z; follow from those of the stage theory shows that they
are justified on the iterative conception.

However, the origins of Z do not lie with the iterative conception. Instead, when
Zermelo (1908) laid down the first axiomatization of set theory, of which Z is a
descendant, his motivation seems to have been to clarify the assumptions involved
in his 1904 proof of the Well-Ordering Theorem, stating that every set can be well-
ordered. Thus, Zermelo’s original axiomatization did not include the Axiom of
Foundation but included the Axiom of Choice, of which essential use is made
in his proof. Indeed, Zermelo (1908) explicitly refrains from claiming that his
axiomatization captures an intuitive conception of set (see Section 5.1 for details).

13 ST is presented by Boolos (1989), building on Boolos 1971 and Shoenfield 1977.
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Table 2.1 The axioms of ZFC

Name Formula and Verbal Description

EXTENSIONALITY VxVy(Vz(z € x < z € y) — x = y). No two distinct sets have the
same members.

FOUNDATION Vx(x # @ — 3y(y € x A—=3z(z € x Az € ¥))). Any non-empty set
contains a set with which it has no members in common.

EmPTY SET JyVx(x € y < x # x). There exists a set with no members.

INFINITY x(F € x AVy(y € x = yU{y} € x)). Say that a set A is inductive

iff the empty set belongs to A and, for any x, if x belongs to A, then
{x} belongs to A. Then, there is an inductive set.

UNORDERED PAIRS  VzVw3xVy(y € x < (y = zV y = w)). For any set z and w there is
a set whose sole members are z and w.

UNION VzIxVy(y € x < Jw(y € w A w € z)). For any set z, there is a set
whose members are precisely the members of members of z.

POWERSET Vz3axVy(y € x <> y C 7). For any set z, there is a set whose members
are precisely the subsets of z.

SEPARATION VzaxVy(y € x < (y € z A ¢(¥))). For any set z and any condition
¢, there is a set whose sole members are the members of z which
satisfy ¢.

REPLACEMENT Yol we(v,w) — YudyVx(x € y < Jv(v € u A ¢(v,x)). The

image of a set in a first-order definable function is a set.

CHOICE Yu((Vx(x € u - Ju(u € x) AVxVy(x E u Ay e unNx #y —
—Jw(w e x Aw € y)) - AZVx(x e u — lw(w € x Aw € 2)).
For any set u of pairwise disjoint non-empty sets, there exists a set
z that contains exactly one element in common with each of the sets
inu.

ZF adds to Z the Axiom Schema of Replacement. This is an axiom of extent of
the kind that makes a conditional existential assertion. In particular, it says that the
image of a set in a function is a set. The issue whether Replacement is justified on
the iterative conception is a vexed one, and we shall discuss it in Section 3.6.

ZFC — whose axioms are summarized in Table 2.1 — is obtained by adding the
Axiom of Choice to ZF. Choice does not fit neatly into the division of axioms into

(14

those of nature and those of extent,”* and as noted in the previous section, it is

disputed whether it is sanctioned by the iterative conception.

14 Tt is perhaps worth noting that this fits well with the view that AC should be accepted because it follows from
some suitable second-order logical principle.
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Because of their controversial status on the iterative conception, we shall not
include Replacement and Choice in the base theory used to discuss the conception.
Instead, we shall often be interested in a theory slightly stronger than Z, which we
shall call Z* (see Uzquiano 1999). This theory is obtained from Z by replacing the
Axiom of Foundation with the following stronger axiom of nature, which asserts
that every set is the subset of some level of the hierarchy:

Vx3ady(y = Va Ax S »).P (p)

The theory Z* is equivalent to another theory based on the cumulative hierarchy,
which I shall refer to as SP (from Scott-Potter). This is a modification of the pure
version of the theory presented by Michael Potter (2004), and builds on Dana
Scott’s (1974) axiomatization of set theory.

Scott’s axiomatization uses a two-sorted language, with variables x, y, .. ., rang-
ing over sets, and variables V,V’, ..., ranging over levels ordered by membership.
(Scott’s term is ‘partial universes’.) The distinguishing axioms of Scott’s theory are
the Axiom of Accumulation — stating that the members of a level are the members
or subsets of earlier levels — and the Axiom of Restriction — asserting that every set
is a subset of some level. Effectively, then, the Axiom of Restriction is the same as
axiom (). Scott then showed that the axioms of Accumulation and Restriction —
together with the axioms of Extensionality and Separation and an assumption to the
effect that every set is a member of some level — imply all the axioms of Z minus
Infinity.

SP differs from Scott’s axiomatization in that its language is one-sorted and the
notion of a level is not taken as a primitive but is explicitly defined in terms of
membership.'® Moreover, Scott’s Axiom of Accumulation becomes a consequence
of the definition of levels in terms of membership. Finally, we have an Axiom
of Creation, which states that there is no highest level, and an Axiom of Infinity,

asserting the existence of a limit level.!’
It is then easy to see that the following is the case:

15 In this case, rather than being defined by transfinite recursion, the Vys are defined by synthetic means as
follows:

x=Vy &3fDom(f) =a+1AVYB <a¥y(y € f(B) <
I < B S A fla) =x).

16 The details are as follows. We first characterize the notion of accumulation in terms of membership by defining
the accumulation of a set a, acc(a), as the set whose members are all the members and subsets of all the
members of a. (When individuals are admitted, the accumulation of a set will also contain all the individuals.)
Then, we say that a set & is a history iff Vv € h(v = acc(h Nv)). Finally, we define a level as the accumulation
of a history.

I7 8P is a modification of the system used in Potter 2004 in that the latter does not include the Axiom of
Restriction and is officially a theory of collections. In Potter’s system, sets are then defined as subcollections of



Iterative Set Theories 49

Proposition 2.2.2. Z* is equivalent to SP.

Sketch of proof. The left-to-right direction follows from the fact that in Z* we
can show that the Vs are all the levels, which enables us to derive the Axiom
of Creation and SP’s Axiom of Infinity (see Potter 2004: 296). The right-to-left
direction follows from Scott’s (1974) proof that the axioms of Z are theorems of his
set theory, and from the fact that the Axiom of Restriction is essentially the same
as axiom (p). ]

An advantage of Z* over Z is that, in the absence of Replacement, the standard
formulation of Foundation fails to enforce the cumulative hierarchy structure on
the set-theoretic universe. This is a reflection of the fact that the standard proof that
Foundation implies that there are no infinite descending €-chains makes use of the
Replacement Schema, and is better appreciated by looking at what happens to the
two theories when we switch from the first- to the second-order case.

One of the reasons for being interested in second-order theories is that it is
sometimes possible to prove that they are categorical — that is, that all their models
are isomorphic.'® As an example, consider PA,, the second-order theory of arith-
metic obtained by replacing Peano Arithmetic (PA)’s Axiom Schema of Induction
with the corresponding second-order axiom.'” This theory categorically charac-
terizes the natural numbers as the smallest structure closed under a one-to-one
successor operation and containing an element which is not the successor of any
element.

In the case of iterative set theory, the best we can hope for is quasi-categoricity:*
given two models 2 and ‘B, either there is an isomorphism from the pure part of
2l to an initial segment of the pure part of ‘B, or viceversa. Using the terminology

some level of the hierarchy. Here, we are following Scott in keeping the Axiom of Restriction and formulating
our theory as a theory of sets.

18 Although models are typically taken to be sets, set-theorists sometimes speak of ‘class models’, models in
which the domain is not a set but a class. Usually, however, this talk of classes is eliminable, since the classes in
question are definable classes, which must not be thought of as new objects, but as abbreviations for expressions
not involving them (see Jech 2003: 5 for details). In Section 3.3 we shall consider the case where it looks as
though we are dealing with models in which the domain is not a set but it will not do to appeal to definable
class models.

19 Peano Arithmetic is the first-order theory consisting of an axiom stating that 0 is not the successor of any
number, an axiom stating that every number has a successor, an axiom stating that the successor operation is
one-to-one, the recursion equations for addition and multiplication, and the Axiom Schema of Induction, which
states that mathematical induction holds when applied to a formula expressible in the first-order language of
arithmetic. Note that the extra strength afforded by the second-order Induction Axiom also means that addition
and multiplication are definable in PAo and thus their recursion equations no longer need to be laid down as
axioms.

McGee (1997) has argued that we can indeed prove full categoricity for set theory. See Incurvati 2016 for a

critical discussion.

2

(=]
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of the previous section, for pure second-order set theories it is often possible to
prove that their models can only differ in height. It turns out, however, that Z, — the
theory one obtains by replacing Z’s Axiom of Separation with the corresponding
second-order Axiom — is not quasi-categorical, the reason being that it admits of
non-well-founded models (see Uzquiano 1999). Such models, on the other hand,
are ruled out by axiom (p), which enforces the cumulative hierarchy structure upon
the set-theoretic universe. Unsurprisingly, then Z; is quasi-categorical.?!

Axiom (p) also enables us to overcome a number of other shortcomings of Z
and its second-order counterpart, namely their failure to: guarantee the existence of
sets that appear at V,, (Uzquiano 1999: 290-294); cope satisfyingly with transfinite
recursion (see Mathias 2001); prove that every set has a transitive closure. The
latter, in particular, makes the existence of non-well-founded models of Z, much
less surprising. For the fact that every set has a transitive closure (which follows
from Replacement) is one of the facts used to prove that Foundation implies the
second-order version of the principle of transfinite induction on € in the context of
the axioms of ZF, — where ZF; is, as usual, the theory one obtains if one replaces
ZF’s Replacement Schema with the corresponding second-order axiom.?? And it
is the principle of second-order e-induction which enables us to prove that ZF; is
only satisfiable in models in which the membership relation is well-founded,> a
result which was essentially first proved by Zermelo (1930).2*

For these reasons, and because the iterative conception arguably justifies the
thought that every set is a subset of some level, we will take Z* as our base theory
for the iterative conception in the remainder of this book.?

2

Which is not to deny that, as we said in the previous section, besides the issue of how high the hierarchy is,

there is also the issue of how wide it is. For there is a sense in which the richness of the powerset operation is

not settled simply by switching to the second-order level, since issues analogous to the question of what should
count as a subset of a given set seem to arise for second-order logic itself. I discuss these matters in Incurvati

2008.

22 Tt is also customary not to include second-order Separation in the axiomatization, since that is already a
consequence of second-order Replacement. Here are some more details concerning the principles under
consideration and how they are related. The first-order version of e-induction is: Vx(Vy € x ¢(y) —
¢(x)) — Vxe(x). This is a contrapositive of the schema: Ixp(x) — Ix(p(x) AVy € x—¢(y)). In the
presence of the other axioms of ZF, all other instances of this schema follow from the Axiom of Foundation.
A similar reasoning is used to show that the second-order version of the principle of e-induction follows from
the Axiom of Foundation in the presence of the axioms of ZF».

23 Indeed, Uzquiano (1999: 297 and 299-301) shows that even if we replace Zo’s Axiom of Infinity with an axiom
capable of guaranteeing the existence of sets that appear at V,,, and add to the resulting theory an axiom stating
that every set has a transitive closure, we still will not end up with a theory adequate to characterize the initial
segments of the cumulative hierarchy which are indexed by a limit ordinal A > . On the other hand, such
segments of the hierarchy are adequately characterized by 22+ .

24 Zermelo’s original result concerns a theory without Infinity, which can also be satisfied in V.

25 Uzquiano (1999: 301) claims that Z7 is not ‘a natural extension of the Zermelo axioms’. However, he does not

offer any argument for this conclusion. And in fact, to the extent that it sanctions the axioms of Z, the idea that

G
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2.3 Priority of Construction

According to the iterative conception, then, sets can be arranged in a cumula-
tive hierarchy divided into levels. This conception sanctions (at least) most of the
axioms of standard set theory and provides a convincing explanation of the para-
doxes; but is it correct? In other words, what reasons do we have for thinking that
sets and levels are as the iterative conception says they are? The standard answer to
this question is what I shall refer to as the substantial approach.

The substantial approach attempts to defend the view that all sets are those in
the hierarchy by arguing that this follows from general considerations about the
nature of sets. Usually, this is done by claiming that ‘there is a fundamental relation
of presupposition, priority or [...] dependence between collections’ (Potter 2004
36). Sometimes, the iterative conception is described simply as the conception of
set one ends up with if one takes sets as bearing such a relation of priority or
dependence between them (see, e.g., Potter 2004: 36). Now, the crucial question for
the substantial approach is to say what this relation amounts to. We can distinguish
two answers to this question: a constructivist one and a platonist one.

According to the constructivist, talk of set formation in the informal description
of the iterative conception has to be taken literally: at each stage of the construction
process, sets really are formed by collecting together any objects that are available —
where some objects are available just in case they are independently given to us
(presumably in our thought) or have been formed out of objects already so given
(and are thereby, it is assumed, also given in our thought).

It follows that the relation of priority between a set and its members is, for the
constructivist, just the relation of priority in the order of construction. Whilst pro-
viding the defender of the iterative conception with a clear answer to the question
of what the relation of priority amounts to, however, the constructivist approach
also implies that there are severe limitations to the strength of the theory which the
iterative conception ends up sanctioning.

For one thing, it is not clear whether the idea that sets are formed by collecting
together any given objects can be extended to the case where the size of the given
objects is uncountable (see Potter 2004: 37). For another, it seems part of the
constructivist doctrine that, at any point in the construction process, we can only
construct sets specifiable by reference to sets already constructed.?® This, however,
seems to sanction only a predicative version of Z’s Separation Schema, which

sets are the objects that occur at some level of the cumulative hierarchy seems to sanction axiom (p) too. In
any case, Proposition 2.2.2 tells us that Z* is equivalent to a natural axiomatization of the iterative conception.

26 One might try to resist this, but the challenge then becomes to articulate an account of the iterative process
such that it can transcend definability without jeopardizing its constructivist credentials.
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drastically cuts down the strength of another of the theory’s axioms — the Axiom of
Powerset. For, as pointed out above, the Powerset Axiom gets its strength only in
conjunction with the Separation Schema, which specifies, by means of a formula ¢,
which subsets of a given set there are. And in Z this formula can contain quantifiers
ranging over anywhere in the set-theoretic universe: the standard version of the
Separation Schema is impredicative. To put it another way, in standard set theory
the size of the powerset of a set a depends not only on the size of a, but also on the
richness of the entire universe.?’ This seems incompatible with any constructivist
account according to which the set-theoretic universe is conceived of as being
created in stages by using the powerset operation itself.

The problem is not the restrictions per se: a constructivist might well be happy to
reject any part of classical mathematics which entails the existence of uncountable
sets and makes use of impredicative specifications. Rather, the problem is that the
constructivist approach is often invoked to argue that the iterative conception is
correct and sanctions the axioms of standard set theory, or at least those of Z. Thus,
for instance, Hao Wang writes that, on the basis of his explanations (largely based
on a constructivist approach), ‘we are able to see that the ordinary axioms of set
theory (commonly referred to as ZF or ZFC) are true for the concept of set’ (1974:
184), where, he notes, ‘we do not concern ourselves over how a set is defined, e.g.
whether by an impredicative definition’ (1974: 183). On the other hand, he admits
that ‘if we adopt a constructive approach, then we do have a problem in allowing
unlimited quantifiers to define other sets’ (1974: 209).

Shapiro disagrees with this conclusion. Building on some remarks by Wang
himself,?® he attempts to overcome this problem in an ingenious way. According
to him, the foregoing considerations do not

preclude the possibility of impredicative definition. It turns out that the legitimacy of
impredicative definition is a substantial set-theoretic principle. In the present framework,
the ideal constructor, and thus a human counterpart, can define sets by reference to any
fixed rank V,. That is, a definition is legitimate if its variables are restricted to a fixed
rank. This allows some impredicative definitions, and it may allow all. If the underlying
language is first-order, then there is a reflection theorem to the effect that if a formula is

27 Set-theorists put the matter by saying that the formula y = P(x) is not absolute for transitive models. If ¢
is absolute for transitive models, to ascertain whether the property expressed by ¢ holds of a set, it is enough
to ascertain whether ¢ holds of that set in any transitive model (and similarly for the case of relations). This
cannot be done in the case of y = P(x), since y may be the set of all subsets of x in a certain transitive
model and yet not be its powerset in the cumulative hierarchy: we can never rule out that, when we consider
the whole set-theoretic universe, subsets can become definable that were not definable before, thereby affecting
the truth-value of y = P(x).

28 “We may also appeal to the reflection principles to argue that the unbounded quantifiers are not really
unbounded’ (Wang 1974: 209).
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true at all, then it is true at some sufficiently large rank. Thus, the ideal constructor never
has to reach ‘arbitrarily high’ in the hierarchy in order to characterize a set. This sanctions
each instance of the axiom of separation and allows full impredicative definition. (Shapiro
1997: 202)

We shall come back to the Reflection Theorem Shapiro is referring to in Section 3.6.
For the moment, it suffices to notice that the theorem is not provable in Z* but
becomes provable when we add Replacement to it. As already pointed out, this is
a schema, which delivers the Reflection Theorem about all formulae of set theory
only if it is itself understood impredicatively. Hence, if the constructivist is to avail
herself of the required Reflection Theorem, she has to offer a justification for the
impredicative version of Replacement. And it is far from clear why this should
be any easier than the justification for the impredicative version of Separation.
Indeed, if impredicative Replacement could be justified on constructivist grounds,
then there would be a much shorter route to impredicative Separation, since, as
already pointed out for the second-order case (see Section 2.2, fn. 22), the latter is
an immediate consequence of the former (and is therefore often omitted in axiom-
atizations of ZF).

2.4 Metaphysical Dependence

Perhaps because of these sorts of difficulties, constructivist accounts of the hier-
archy do not seem to be very popular nowadays, especially among philosophers.
A different version of the substantial approach to be found in the literature is the
platonist one (see Potter 2004; Linnebo 2008). On this account, sets are not literally
formed at each stage. Rather, talk of set formation has to be taken at best as a
metaphor, and this is usually signalled by the presence of scare quotes. This also
seems to be the approach usually followed by more philosophically minded set-
theorists. Let us give a couple of examples (the first from a mathematician, the
second from a philosopher):

Now surely, before we can form a collection of objects, those objects must first be ‘avail-
able’ to us! [...] Before we can build sets of sets of objects, we must have the sets of objects
out of which to build those sets. The crucial word here, of course, is ‘build’. Naturally, we
are not thinking of actually building sets in any constructive sense. But our set theory should
certainly reflect this idea. (Devlin 1993: 35-36)

According to the prevailing iterative conception, sets are ‘formed from’ their elements. The
relation between a set and its elements is thus asymmetric, because the elements must be
‘available’ before the set can be formed, whereas the set need not be, and indeed cannot be,
‘available’ before its elements are formed. (Linnebo 2008: 72)
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At this point, it is not rare to observe a bifurcation in the attitudes of writers. Some,
whilst stressing that all we are dealing with is a metaphor, do not feel the need
to explain what it is a metaphor for. For instance, Devlin (1993: 36) goes on to
say that ‘putting these vague considerations into a more precise setting, we see
that set theory is essentially hierarchical in nature’. The problem with this attitude,
however, is that, until the metaphor is explicated, it is not entirely clear why the
metaphor should provide us with reasons to believe that the set-theoretic universe
really is a cumulative hierarchy divided into levels. It seems that all we have here is
a heuristics, and not a justification, for some of the axioms of standard set theory.

Other writers, on the other hand, do replace (or even dispense altogether with)
metaphorical talk and claim that the relation of priority between a set and its
members is a relation of metaphysical dependence. The idea, to borrow the
standard example, is that whilst the singleton of Socrates metaphysically depends
on Socrates, there is no dependence in the reverse direction. But what does it mean
to say that a set metaphysically depends on its members?

It is tempting to characterize the dependence relation in terms of necessity, and
say that x depends on y if and only if, necessarily, x exists only if y exists. Yet this
will not serve the dependency theorist’s purposes. For although she accepts that
necessarily the singleton of Socrates exists only if Socrates does, she also seems
to be committed to the converse: necessarily, Socrates exists only if his singleton
does (see, e.g., Fine 1995: 271). For this and similar reasons, Potter (2004: 39—
40) concludes that ‘priority is a modality distinct from that of time or necessity, a
modality arising in some way out of the manner in which a collection is constituted
from its members’. The idea, therefore, seems to be that the dependence relation
of a set upon its members is primitive and unanalyzable, although this, the thought
goes, does not prevent us from determining some of its structural properties.

Linnebo, on the other hand, while admitting that ‘[t]he only feature of the notion
which emerges as reasonably clear is that the dependence in question is supposed
to be a matter of how one object depends on the other for its identity’ (2008: 74),
writes that ‘the intuitive notion of dependence which [he has] relied on needs to be
analysed’ (2008: 77). To this end, he appeals to the accounts offered by Kit Fine
(1994; 1995) and Lowe (2003; 2005), who, he claims, have offered ‘[t]wo of the
most sophisticated analyses’ of that notion (2008: 77).

Now, the accounts offered by Fine and Lowe do provide necessary and sufficient
conditions for an object x depending on an object y. To this extent, they repre-
sent analyses of the notion of dependence. So, according to Fine, x ontologically
depends on y if and only if y is a constituent of some essential property of x. Hence,
to say that the singleton of Socrates depends on Socrates but not vice versa is to say
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that the property of having Socrates as an element is essential to the singleton of
Socrates but the property of being an element of the singleton of Socrates is not
essential to Socrates. For Lowe, on the other hand, x depends for its identity on
y if and only if there is a function f such that it is essential to x that x = f(y).
Thus, the dependence of the singleton of Socrates upon Socrates himself is given
by the fact that whilst it is essential to the singleton of Socrates that it is the value
of the function x — {x} applied to Socrates, it is not essential to Socrates that he is
the value of the function {x} + x applied to the singleton of Socrates.

But how informative are these analyses? The crucial notions in the analysans
are, respectively, that of an essential property and that of something being essential
to an object. So it is these that we have to examine to evaluate the informativeness
of the proposed analyses.

Linnebo (2008: 77) describes Fine as holding the view that a ‘property F is
essential to an object x iff x could not have been the object it is without possessing
the property F’. But what notion of possibility is being appealed to in this char-
acterization? It had better not be the one characterized in terms of necessity in the
standard way,?® since otherwise we are back to our initial problem. For it is true that
on this reading of the modal operator the singleton of Socrates could not have been
the object that it is without having Socrates as a member. But, on the very same
reading, it also seems true that Socrates could not be the object that it is without
being an element of his singleton. The modality in question, then, has to be of a
different sort, which makes it doubtful whether there is any substantial difference
between the proposed analysis and taking the relation of dependence as primitive
and unanalysed.

This is even clearer if we look at Fine’s actual characterization of the notion of
an essential property. For Fine actually refrains from giving the characterization in
terms of possibility that Linnebo is attributing to him. Rather (1995: 273), he says
that x is essentially F if and only if it is true in virtue of the identity of x that it is
F. To this, however, he adds that

[a]lthough the form of words ‘it is true in virtue of the identity of x” might appear to suggest
an analysis of the operator into the notions of the identity of an object and of a proposition
being true in virtue of the identity of an object, I do not wish to suggest such an analysis.
The notation should be taken to indicate an unanalyzed relation between an object and a
proposition. (Fine 1995: 273)

Thus, the notion of dependence is analysed in terms of the notion of an essential
property of an object, which, in turn, is analyzed in terms of a primitive notion

29 That is, by defining ‘it is possible that p’ as ‘it is not necessary that not p’.
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of being true in virtue of the identity of an object. But it is far from clear that we
understand the unanalyzed relation ‘it is true in virtue of the identity of x’ any better
than we understand the relation of metaphysical dependence itself. And hence it is
also unclear that much is gained by taking the former, rather than the latter, as a
primitive.

Similar considerations apply to Lowe’s analysis. According to him, something
is essential to x, if and only if, roughly, it is part of what x is (see Lowe 2005). It
is hard to see to what extent we are told much more than that an object depends on
another object just in case the identity of the former is determined by the latter.

The point is even starker if we look at Lowe’s analysis from a slightly different
perspective. Setting aside its recourse to essences, the account draws on the idea that
an object depends for its identity on another object if and only if any individuation
of the former must proceed via the latter (as Linnebo himself notices). But what is
meant by ‘individuation’ here? Lowe characterizes it as

a certain kind of metaphysical determination relation between entities. In this sense, an
entity — or, more specifically for present purposes, an object — is individuated by one
or more other entities, its individuator or individuators. An object’s individuators, in this
metaphysical sense, are the entities that determine which object it is. (Lowe 2007: 521)

So, again, all we are told, effectively, is that an object depends for its identity on
another object if and only if the latter determines which object the former is. And
the problem is that it is hard to see what is gained by being told that ‘y depends on
x for its identity’ is to be understood as meaning that x determines the identity of y.

It seems extremely doubtful, then, that these accounts can have the explanatory
role they purport to have — or, at least, that Linnebo is attributing to them. Rather, all
the accounts under consideration seem to rely, at bottom, on some primitive notion
of metaphysical dependence, somehow arising out of the fact that a collection is
constituted from or determined by its members, or has the members it has in virtue
of its identity.

The main challenge for the dependency account, then, lies in making it plausible
that we have replaced our metaphorical talk of set formation with something which
can have a genuine explanatory role. The issue is particularly pressing because,
according to the dependency theorist, the claim that the hierarchy covers all sets
follows from the existence of the said relation of metaphysical dependence between
a set and its members. But for this to be the case the relation of metaphysical
dependence needs to have a certain number of structural properties.

For a start, it needs to be irreflexive, so that no set can depend upon itself. This
would ensure that no set can feature among its own members, which, as we have
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seen, explains why there can be no universal set and no Russell set. But why should
the dependence relation be irreflexive? If the substantial approach is to sanction an
iterative set theory, rather than a set theory which admits of self-membered sets,*
the dependency theorist has to provide an answer to this question, especially in
the light of the fact that some of the proponents of the notion of metaphysical
dependence accept that an entity can depend upon itself. For instance, Lowe argues
that everything depends upon itself, since, he claims, for any entity x, there is a
function, namely the identity function, such that it is essential to x that x is the
entity identical with x.3!

Moreover, for the hierarchy to cover all sets, the relation of metaphysical depen-
dence has to be antisymmetric, so that although a set always depend upon its mem-
bers, the members never depend upon the set. But again, the question is why we
should think this to be the case, especially given that outside the metaphysical
domain it is rather standard to claim that two things depend upon each other.

Against this, one might suggest that we have a good grasp of the notion of
metaphysical dependence, and that this grasp is such as to make it obvious that
metaphysical dependence is irreflexive and antisymmetric. But this flies in the face
of the fact that, as we have seen, there are philosophers who have defended the
view that, for instance, entities can metaphysically depend upon themselves, and
that their views are not obviously wrong.

Ross Cameron (2008: 3), whilst agreeing with our diagnosis that metaphysical
dependence cannot be analyzed in an informative way, claims that ‘we have a good
grasp of it; it is the relation that any impure set bears to the individuals in its
transitive closure’. Now it might be granted that we have a good grasp of the relation
that there exists between a set and its members if this is just the membership
relation. And it might be granted that, in this case, if we take the membership
relation to have certain structural properties, these structural properties will also
be properties of the dependence relation. But now the problem is that we are using
the notion of metaphysical dependence to motivate certain structural properties of
the membership relation, and then using putative structural properties of the mem-
bership relation to motivate the structural properties of the notion of metaphysical
dependence. It seems that we are going in a circle, and a very tight one indeed.

30 In Chapters 6 and 7, we shall encounter set theories which, albeit consistent if ZF is, allow for sets of this kind.

31 Of course, as Lowe himself is eager to stress, endorsing the claim that everything depends upon itself does not
commit one to the claim that everything depends solely upon itself.

32 To be sure, in the quoted passage Cameron is not dealing with the question whether the membership relation
has certain structural properties. The point is just that, if someone wants to use the notion of metaphysical
dependence to motivate certain structural features of the membership relation, they cannot rely on our
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Maybe, though, the idea is that we should just assume that the dependence rela-
tion is irreflexive and antisymmetric, as well as transitive (see, e.g., Cameron him-
self 2008: 3 and Schaffer 2009: 364 and 376). This, however, makes the recourse
to the notion of metaphysical dependence redundant, at least with regards to the
attempt to motivate some of the structural features that the membership relation
must have if the hierarchy is to cover all sets. For these structural features are
motivated on the basis of the fact that sets depend upon their members, where it is
just assumed that the dependence relation in question has certain structural features.
But then, we might as well have assumed that the membership relation itself has
these structural features, without any defour through the notion of metaphysical
dependence: metaphysical dependence has become an idle wheel in our philosophy
of set theory.

But if the dependency account is to vindicate the claim that the hierarchy covers
all sets, it is not enough for the relation of metaphysical dependence to be irreflex-
ive, antisymmetric and transitive: it also needs to be well-founded. This means
that the dependency theorist needs an argument to the effect that all chains of
metaphysical dependence terminate. And it is far from clear that there is any good
argument to that effect.

It would take us too far afield to enter this debate here, but let me mention just
one point in this connection. Cameron (2008) discusses some of the standard argu-
ments against infinite descending chains of metaphysical dependence, and argues
(persuasively, to my mind) that they are unconvincing. He then goes on to suggest
that we should believe that every chain of metaphysical dependence terminates
because ‘it would be better to be able to give a common metaphysical explanation
for every dependent entity’ (2008: 12). Thus, he claims, we should accept the
intuition that there is a fundamental level because, in so doing, we can ‘give a
better explanation of the phenomena to be explained’ (2008: 13). For a start, this
assumes that if x depends on y, then y explains x, which is far from obvious, albeit
perhaps customary in the literature on metaphysical explanation. But in any case, it
is unclear why being able to give a common explanation for every dependent entity
(and not, crucially, entities belonging to the fundamental level — recall that Cameron
assumes that the dependency relation is irreflexive) is better than being able, each
time we are presented with any entity whatsoever, to provide an explanation for it.

So, to sum up, the account based on a primitive notion of metaphysical depen-
dence seems to be the only real candidate for an account which attempts to argue

understanding of the membership relation to motivate the structural features of the relation of metaphysical
dependence.
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directly for the claim that all sets are those in the hierarchy. The other accounts
either fail to sanction the axioms of set theory they purport to sanction or reduce to
mere heuristics for those axioms. On the other hand, it is not clear to what extent
we have a good grasp of the notion of metaphysical dependence, and, even if we do,
there are major problems with showing that the claim that the iterative conception
is correct about sets and levels follows from the account based on it.

2.5 Structuralism and Dependence

For these reasons, one might wonder whether other options are available to defend
the view that sets are the objects that occur at some level of the cumulative hierar-
chy. A very different reason is offered by mathematical structuralism.

Very roughly, mathematical structuralism is the view that pure mathematics is
the study of abstract structures. Two versions of structuralism can be distinguished.
Non-eliminative structuralism takes talk of structures at face-value, and posits math-
ematical structures as genuine entities in their own right. It holds that mathematical
objects are positions in these structures. Eliminative structuralism combines the
insight that mathematical theories describe structures with an attempt to avoid
commitment to an ontology of structures. It denies that the nature of mathematical
objects is exhausted by their being positions in structures.*?

One important issue for the non-eliminative structuralist is how her view differs
from traditional mathematical platonism: after all, platonists too regard mathemat-
ics as dealing with abstract objects, and they will happily grant that mathematical
objects participate in relations with other objects belonging to the same mathe-
matical domain, so as to give rise to systems having a certain structure. To give an
example, the arithmetical platonist believes that natural numbers exist, and that they
form a system whose structure is that of the natural numbers. To be sure, it is the
non-eliminative structuralist’s contention that what mathematics is primarily con-
cerned with is structures, not individual objects. But this makes it sound as though
the difference between non-eliminative structuralism and platonism is only one of
emphasis. Note that the issue does not obviously arise for eliminative versions of
structuralism, which deny that the nature of mathematical objects is exhausted by
their being positions in structures. For this reason, we shall restrict attention to
non-eliminative versions of structuralism, and reserve the term ‘structuralism’ for
those.

33 See Linnebo 2008: 60-61 for more on the distinction, and for a careful description of different brands of
non-eliminative structuralism.
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The structuralist’s usual response to this sort of worry is to remind us that in
her view mathematical objects are merely positions in structures. However, this
observation allows us to make some progress only insofar as it is conjoined with
some account of how positions in structures differ from mathematical objects as
conceived by traditional platonism. To this end, structuralists tend to make a number
of additional claims about the nature of mathematical objects which, they contend,
follow from their being positions in structures and which the platonist would reject.

Of particular importance among these claims is what Linnebo 2008 calls the
dependence claim, which states that each mathematical object, gua position in a
structure, depends on every other object in the structure and on the structure itself.
The claim is endorsed by most structuralists; Shapiro, for instance, writes:**

The number 2 is no more and no less than the second position in the natural number
structure; and 6 is the sixth position. Neither of them has any independence from the
structure in which they are positions, and as positions in this structure, neither number
is independent of the other. (Shapiro 2000: 258)

More recently, Shapiro (2008: 18—19) has emphasized that the dependence claim
is the mathematical structuralist’s main metaphysical thesis. And in the same vein,
Linnebo (2008: 63-72) has argued that it is essential to the most plausible charac-
terization of the structuralist’s project.

What kind of dependence is involved in the dependence claim? Shapiro (2008:
18-24) has made it clear that the dependence in question is metaphysical and,
notwithstanding some of his earlier pronouncements on the issue (see Shapiro
2006b), is not to be understood in terms of possible existence. So the structuralist
too seems to face the issue of whether some notion of metaphysical dependence
can be coherently made out. Note, incidentally, that the structuralist’s commitment
to the dependence claim implies that the dependence relation in question cannot
be antisymmetric, at least as long as she holds on to the half of the dependence
claim stating that every object in a structure depends on every other object in the
structure. Perhaps this should cast further doubts on the idea that we can assume the
relation of metaphysical dependence to have certain structural properties without
further ado.

But the major issue arising in connection with the dependence claim is that, as
has been pointed out by Linnebo (2008: esp. 72-74) and Parsons (2008: ch. 4), it
gives rise, at least prima facie, to a tension with the dependency account of the
iterative conception. For if this account is correct, a set depends on its members,

34 See Linnebo 2008: 66-68 for evidence that Resnik too is committed to the dependence claim, albeit less
explicitly.
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but not vice versa, and, moreover, a set, far from depending on the whole of the
cumulative hierarchy, only depends on its members. This would seem to show that
we have a counterexample to the structuralist’s thesis, at least if we hold on to the
iterative conception.

Linnebo (2008: 77) concludes that ‘the structuralists are wrong about (iterative)
sets and that the scope of the dependence claim will have to be restricted accord-
ingly’: although in his view correct for structures like groups and rings, structural-
ism is untenable for the case of iterative set theory. This conclusion, however, relies
on the assumption that the iterative conception is to be understood in terms of the
dependency account. Mathematical structuralists, therefore, might well welcome
an approach which offered a defence of the claim that the hierarchy covers all
sets without requiring the existence of an antisymmetric relation of metaphysical
dependence between a set and its members. Such an approach would enable them
to hold on to the iterative conception whilst retaining the claim that each object in
a structure depends on every other object in the structure and on the structure itself.

2.6 The Minimalist Account

The alternative approach in question is what I shall call the minimalist approach.?
The minimalist approach consists of two main components: a view of how the
iterative conception is to be understood, which one may call the minimalist account
of the iterative conception; and a view of why the iterative conception so understood
is to be regarded as correct, which, for reasons which shall later become clear, I will
refer to as inference to the best conception. 1 shall present and discuss these two
components in turn.

According to the minimalist account, the content of the iterative conception is
exhausted by saying that it is the conception of set according to which sets are the
objects that occur at one level or another of the cumulative hierarchy. The analogy
here is with the case of the natural numbers: it is plausible to regard our conception
of the natural numbers as exhausted by saying that numbers are the objects that
occur at one point or another in the natural number series. Thus, just as on this view
our conception of the natural number structure can be conveyed by saying that the
natural numbers are 0, and its successor, and its successor, and /7S successor, and
so on, on the minimalist account the iterative conception of the universe of (pure)
sets can be conveyed by saying that the sets are the empty set and the set containing

35 The approach might be anticipated by some brief remarks in Boolos 1989: 90-91 and Boolos 2000: 126-127.



62 The Iterative Conception

the empty set, sets of those, sets of those, sets of THOSE, and so on, and then there
is an infinite set, and sets of its elements, sets of those, sets of those, sets of THOSE,
and so on, as far as possible; similarly for the case when individuals are admitted.

To pursue the analogy with the case of arithmetic a bit further, just as forming a
conception of the natural number series requires a grasp of the successor operation,
so forming a conception of the set-theoretic universe requires a grasp of the set of
operation. The iterative conception, on the minimalist account, is then a conception
of sets as sets of something: sets are what can be obtained from the empty set, or
from the individuals, by iterated applications of the set of operation. This gives rise
to the cumulative hierarchy structure since, as Godel himself noticed (¥*1951: 306,
fn. 5), the set of operation, at the formal level, is ‘substantially the same’ as the
powerset operation.’®

Recall that for the constructivist sets really are formed in stages. For the depen-
dency theorist, on the other hand, talk of set formation is at best a metaphor to
be replaced by a relation of metaphysical dependence holding between a set and
its members. But for the minimalist, talk of set formation arises out of a narrative
convention whereby ‘in general and ceteris paribus, a description of objects that
are arranged in some salient manner should mention those objects in an order
corresponding to the arrangement’ (Boolos 1989: 90). So talk of set formation is
neither to be taken literally nor is it a metaphor for some notion of metaphysi-
cal dependence. Rather, it is due to this kind of narrative convention, and can be
removed at the expense of simplicity of exposition. The point is made by Boolos
with his characteristic verve:

In any case, for the purpose of explaining the conception, the metaphor is thoroughly
unnecessary, for we can say instead: there are the null set and the set containing just the null
set, sets of all those, sets of all those, sets of all Those, ... There are also sets of all THOSE.
Let us now refer to these sets as ‘those’. Then there are sets of those, sets of those, ... Notice
that the dots *..." of ellipsis, like ‘etc.,’ are a demonstrative; both mean: and so forth, i.e.
in this manner forth. (Boolos 1989: 91)

This, the minimalist claims, makes it clear that in order to grasp the cumulative
hierarchy picture of the set-theoretic universe we need not think of sets as meta-
physically dependent upon their members, just as in order to form a conception of
the natural number series we need not think of natural numbers as metaphysically
dependent upon their predecessors. What the minimalist claims, in addition to this,

36 Elsewhere, Godel (1947: 180, fn, 13) also points out that albeit the expression ‘set of x’s’ cannot be defined
away, it can be paraphrased by other expressions such as ‘combination of any number of x’s’, of which, he
says, it is reasonable to claim that we have an independent grasp. Note, incidentally, that Godel’s explanation
of the set of operation makes the iterative conception a combinatorial conception.
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is that all there is to the iterative conception is that sets are the objects which
occur at some level of the cumulative hierarchy. This means that, on the minimalist
account, it is not part of the iterative conception that sets are metaphysically depen-
dent upon their members. Hence, it also follows that by endorsing this account the
structuralist becomes free, if she wishes, to say that every set in the cumulative
hierarchy structure metaphysically depends on every other set in the structure and
on the cumulative hierarchy itself.

One might worry that the minimalist account is not what we mean by ‘iterative
conception’: the iterative conception, the worry goes, is precisely the conception
of set according to which sets are somehow constituted by their members, and so
upholding the minimalist account amounts to changing the subject. There are two
points to be made in response to this worry.

The first point is that the minimalist account, albeit neglected in the current
literature, does have the credentials to be a faithful account of what, historically, has
often been meant by ‘iterative conception’. To give but one example, the minimalist
account is arguably the one which Godel has in mind in the paper that is considered
by some the paper in which the iterative conception is described for the first time in
print (see, e.g., Potter 2004: 36). He writes:

This concept of set, however, according to which a set is anything obtainable from the inte-
gers (or some other well-defined objects) by iterated application of the operation (“set of ”,)
and not something obtained by dividing the totality of all existing things into two categories,
has never led to any antinomy whatsoever; that is, the perfectly (“naive”) and uncritical
working with this concept of set has so far proved completely self-consistent. (Godel 1947:
180, emphasis mine)

Thus, Godel himself, in line with the minimalist account, describes the iterative
conception as the conception of set according to which sets are what can be obtained
from the individuals by iterated applications of the set of operation.

The second point is that, in any case, the minimalist account is not a view of what
we mean by ‘iterative conception’; rather, it is a view of what we ought to mean
by it. The minimalist is pointing out that there is an understanding of the iterative
conception which can do all the work that the iterative conception was invoked to
do without postulating the existence of a dependence relation between a set and
its members. In particular, recall the two aspects of the conception that make it so
appealing: first, it offers a picture of the set-theoretic universe which fits well with
a highly plausible diagnosis of the set-theoretic paradoxes and explains the non-
existence of, e.g., the universal set and the Russell set; second, it sanctions (at least)
most of the axioms of standard set theory. These two aspects of the conception
continue to hold even on the minimalist approach, since they only depend on the
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cumulative hierarchy picture of the set-theoretic universe, which is retained on the
minimalist account. The appeal of the dependency account was that it promised to
explain why sets are arranged in a cumulative hierarchy divided into levels. But, as
we have seen, the account seems unlikely to be able to fulfill such a promise. This,
the minimalist claims, shows that the relation of metaphysical dependence is really
not doing any work, and should therefore drop out of our account of the conception.

All of this brings out an analogy between the minimalist account of the iterative
conception and the minimalist account of zruth. (The analogy is non-coincidental,
and deliberately evoked by the similarity of the two names.) Take Paul Horwich’s
(1998) account, for instance. He holds that a theory of truth should comprise no
more than the (non-paradoxical) instances of the Equivalence Schema

The proposition that p is true iff p, (E)

since all facts about truth can be explained by appeal to it, and that it is unlikely
that they can be explained in terms of anything more fundamental.’” Similarly,
the minimalist account of the iterative conception holds that the content of the
conception is exhausted by saying that sets are the objects that occur at one level or
another of the cumulative hierarchy, since this suffices to explain all facts about sets
that the conception was invoked to explain — that is, why the problematic collections
involved in the paradoxes do not exist and how, nonetheless, (most of) the axioms
of standard set theory can be true. And, the minimalist claims, it is unlikely that
these facts can be explained in terms of something more fundamental such as the
relation of metaphysical dependence.

2.7 Inference to the Best Conception

So far the minimalist has not explicitly addressed the question we started with:
what reasons do we have for thinking that the iterative conception is correct? The
minimalist does not try to argue that all sets are those in the hierarchy by attempting
to show how this follows from some very general considerations about the nature of
sets. In fact, as we have been stressing throughout, one possible reason for adopting
a minimalist approach is precisely that such a strategy is marred with difficulties,
and the minimalist account explicitly refrains from making any substantial demand

37 To be precise, this is Horwich’s view as expressed in Horwich 1990, the first edition of Horwich 1998. In
response to criticisms, Horwich has slightly modified his view about what the minimal theory of truth should
comprise. However, the point is irrelevant for our present concerns, since his reasons for taking something to
be part of the minimal theory remain the same. For details, the reader can consult the postscript to the second
edition of Horwich’s book.
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on the metaphysics of sets. As anticipated above, however, there is a second com-
ponent to the minimalist approach, which represents the minimalist’s view of why
the iterative conception, as she understands it, is to be regarded as correct.

According to this view, we should regard the iterative conception as correct
because it is the most satisfactory conception of set that we have — that is, because
it is better than its rivals with regards to certain virtues that a conception of set
may have. This view arises quite naturally out of the minimalist’s emphasis that the
appeal of the iterative conception is due to the fact that it provides a convincing
explanation of the paradoxes whilst showing how (most of) the axioms of standard
set theory can be true. These two virtues, the minimalist thinks, are themselves
part of the reason why we should regard the iterative conception as correct. To
be sure, the minimalist does not want to say that the conception is correct only
because it has these two virtues. For a start, there might be other conceptions of
set that are equally capable of providing a convincing explanation of the paradoxes
whilst sanctioning theories strong enough that it is possible to develop a substantial
amount of mathematics within them. What the minimalist wants to say, rather, is
that these and perhaps other virtues of the iterative conception make it the most
satisfactory conception of set that we have, and for this reason the conception
should be regarded as correct.

Thus, it is a consequence of this aspect of the minimalist approach that the
arguments for the iterative conception are partly going to be indirect: the iterative
conception is to be defended by showing that the other conceptions of set available
are unsatisfactory, or at least less satisfactory than the iterative conception. To
use a slogan, the argument for the iterative conception is an inference to the best
conception.®® Hence, a full defence of the iterative conception will involve looking
at the viability of conceptions of set other than the iterative one, together with,
presumably, some discussion of the virtues a conception of set may have, i.e. of the
criteria which may be used to show a conception to be more satisfactory than its
rivals. These tasks will occupy us in the remainder of the book. For the moment,
let me say something on behalf of the two aspects which, I have claimed, make
the iterative conception initially so appealing and will play an important role in its
defence. Why should these aspects be taken as criteria for deeming a conception to
be satisfactory?

Being able to explain the paradoxes can be taken as such a criterion because
consistency in a theory is a virtue. This latter claim is fairly uncontroversial, and

38 The analogy, of course, is with inference to the best explanation, the locus classicus for which is Lipton 2003.
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indeed is usually endorsed even by philosophers and logicians who attempt to
rehabilitate the naive conception by developing corresponding set theories which,
albeit inconsistent, are non-trivial because the underlying logic is non-classical
(see Chapter 4). Where these people disagree from the defender of the iterative
conception is in claiming that this virtue, in the case of set theory, is trumped by
other virtues. But once it is recognized that consistency in a theory is a virtue, the
need arises for some reason for thinking that our theory has this virtue. And in the
case of set theory, we want this reason to be different from the fact that the theory
can be proved consistent in a stronger background set theory in the metalanguage,
since this only shifts the problem one level up. The iterative conception provides us
with such a reason, since it is easy to see that, for instance, the universal set and the
Russell set occur at no level of the cumulative hierarchy.

What about being able to sanction a theory in which it is possible to carry out
a substantial amount of mathematics? This criterion too should not be very con-
tentious once it is considered what set theory has often been for. Take, for instance,
two of the goals which have been historically important in the development of set
theory. The first is the goal of giving a foundation for classical mathematics, in the
sense of providing

a dependable and perspicuous mathematical theory that is ample enough to include (sur-
rogates for) all the objects of classical mathematics and strong enough to imply all the
classical theorems about them. (Maddy 2007: 354)

This goal is accomplished, at least in part, by showing how arithmetic and analysis
can be embedded in set theory. Thus, whether or not the foundation provided by
set theory is going to be a foundation for classical mathematics, a certain amount
of set-theoretic machinery is likely to be required to accomplish this goal.*® The
second goal set theory has often had is that of providing a tool for understanding the
infinite, and this goal too seems to require that our set theory have certain resources
such as those needed to develop interesting and fruitful theories of cardinals and
ordinals. Thus, both goals depend on the strength of our set theory: if set theory
is not capable of accomplishing these aims, it seems deprived of a large part of its
interest and use. This offers a reason for thinking that whether a conception sanc-
tions a set theory which is strong enough to allow for the development of certain
set-theoretic constructions should count against or in favour of that conception.

39 See Shapiro 2004 for different senses in which set theory has been thought to be a foundation for mathematics,
e.g. metaphysical or epistemological. In these senses too, set theory needs to retain some mathematical strength
if it is to serve as a foundation.
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But if the evaluation of a conception depends on what kind of set-theoretic
constructions one can carry out in the set theory it sanctions, the development of
theories becomes an integral part of the assessment of conceptions. This gives rise
to a position concerning the justification of the axioms of set theory which is worth
contextualizing.

Following Godel (1947; 1964), it is customary to distinguish between two kinds
of justification of the axioms of set theory, intrinsic and extrinsic. Roughly, intrinsic
justifications are based on conceptions of set, whereas extrinsic justifications are
based on the success of those axioms. Whether an axiom is justified on a certain
conception is going to be based on the content of the conception and is therefore
going to be an intrinsic justification. But whether the axiom is justified by the
conception is also going to depend on whether the conception is correct, and that,
in turn, also depends on the success of the conception for the development of
mathematics. Thus, there is an extrinsic component to the justifications offered in
this book. To stress, however: the success of a conception for the development of
mathematics is only one among the desiderata that one might have on conceptions
of set.®

Some methodological considerations are in order. In this chapter we have been
distinguishing between the question of which axioms the iterative conception sanc-
tions and the question of whether the iterative conception is correct. This is in line
with what we suggested in the previous chapter (see Section 1.7), and enables us
to separate two tasks which are in principle different, that is, the task of showing
which axioms are justified on a certain conception, and the task of showing whether
a certain conception is correct or not, although, as observed, which axioms follow
from a certain conception might itself be relevant to determining whether the con-
ception is satisfactory or not.

Albeit intuitive and plausible, the distinction we have been drawing is some-
times absent in treatments of the iterative conception. For instance, Paseau (2007:
37-41) discusses Boolos on the justification of the axioms of set theory (see Boolos
1971; 1989). To this end, he lays down four criteria of justification which he traces
back to Boolos’s text. Suppose we want to ascertain whether and to what extent a
certain conception C or a certain principle P constitutes an adequate justification
for a certain axiom A. Then, according to Paseau’s reading of Boolos, we need to
ascertain, beyond mere logical consequence, how many of the following criteria are
satisfied:

40 Remarkably, Godel himself seems to have held that there is an extrinsic element in the assessment of the
tenability of a conception. See Parsons 2014.
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(1) The background conception C must be natural and consistent.

(2) The background conception must be an actual conception.

(3) To decide whether P is part of C must be an easier decision than whether to
accept A.

(4) The obviousness of P must not be independent from that of the rest of C.

However, if one differentiates between an axiom being justified on a conception and
the conception being correct, it becomes philosophically important to keep criteria
(1) and (2) distinct from criteria (3) and (4): criteria (1) and (2) could be useful to
assess whether C is correct; criteria (3) and (4) could be used to assess whether a
certain theory or a certain axiom is justified on C. Moreover, there is strong textual
evidence that this is the approach that Boolos himself is urging.

In his 1989 paper, Boolos says:

The iterative conception is the only natural and (apparently) consistent conception of set
we have, and it implies [Z;]; that is the justification (if that is the right word) it provides for
[Z;]. (Boolos 1989: 90)

In this passage Boolos seems precisely to be endorsing the view I am suggesting:
for some axioms to be justified, it is not sufficient that they follow from a certain
conception (or some formalization thereof); the conception must also be correct —
where Boolos’s criteria for correctness are naturalness and consistency. Later in
the book, we will cast doubts on Boolos’s claim that the iterative conception is
the only ‘natural and (apparently) consistent conception of set that we have’ (see
Section 7.3). Here, what Boolos says is clearly at odds with Paseau’s interpretation,
since, on Paseau’s view, an axiom can be justified even if a certain conception is not
natural (provided that some of the criteria (2)—(4) are satisfied). Paseau concludes
that since the passage ‘undermines the main points and most of the content of
his two articles, the reasons for disregarding it are very strong’ (2007: 39), and
that ‘Boolos’s characterization of his project in the specific passage on p. 90 is
mistaken’ (2007: 40, fn. 14). But what are the reasons for disregarding it? In the
footnote just mentioned, Paseau offers as evidence the fact that, in his paper, Boolos
says that another conception we shall discuss in Chapter 5, the limitation of size
conception, ‘accounts for’ and is ‘behind’ some of the ZFC axioms, which are
also said to ‘follow from’ this conception. But this is perfectly compatible with the
interpretation I am putting forward: a set of axioms can follow from, be sanctioned
by or be justified on a conception which is not correct. But a set of axioms can only
be justified tout court by a correct conception, and Boolos obviously thinks that a
conception which is not natural cannot be correct.
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Similar considerations to those offered against Paseau’s reading could be used
to defuse an objection raised by Oliver (2000: 866) against Boolos’s claim that
some of the ZFC axioms follow from the iterative conception, whereas some of
the others follow from the limitation of size conception. Oliver’s objection is that
this commits Boolos to theories of numbers at odds with each other. The way out
of the objection should now be clear: Boolos thinks that some of the ZFC axioms,
namely Extensionality, Replacement and Choice follow from the limitation of size
conception, but not from the iterative conception. However, he does not think that
the limitation of size conception is correct. Hence, he is not committed to what
follows from the limitation of size conception.

2.8 Conclusion

It is often thought among philosophers that the idea that there exists a relation
of priority or dependence between sets and their members is part and parcel of
the iterative conception. The main contention of this chapter has been that this is
mistaken: it is possible to understand the iterative conception as making no demands
on the metaphysics of sets but only on the structure of the system to which they give
rise. To be sure, there might be other reasons for regarding sets as dependent upon
their members, but I hope at least to have shown that these reasons do not come from
within set theory.*! For there is a minimalist account of the iterative conception
which makes do without notions such as priority or metaphysical dependence.
This account, moreover, provides the structuralist with the resources to hold on
to the iterative conception whilst retaining the claim that each object in a structure
depends on every other object in the structure and on the structure itself. Of course,
as | have pointed out, the minimalist approach has the consequence that a defence
of the idea that the hierarchy covers all sets requires one to show that the rivals of
the iterative conception are less satisfactory than the iterative conception itself. This
is the task that we shall undertake in the remainder of the book.

41 Some arguments to this effect are offered in Fine 1994. For the record, I do not find these arguments very
convincing, but, for reasons of space, I cannot discuss them here.
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Challenges to the Iterative Conception

O, thou hast damnable iteration,
and art indeed able to corrupt a saint.

William Shakespeare, Henry IV

In Chapter 2, I introduced the iterative conception of set and explained some
important differences between various accounts thereof. These differences notwith-
standing, all accounts share the idea that the set-theoretic universe is a cumulative
hierarchy divided into levels. Now the development of mathematics and mathemat-
ical logic during the last century has made it clear that the cumulative hierarchy is
a perfectly respectable mathematical structure, which we now know a great deal
about. Few people are willing to dispute this. What is usually disputed is the claim
that the cumulative hierarchy comprises all sets.

Some people limit themselves to saying that there is no good argument for this
claim: there is just no reason to suppose that all sets are those in the hierarchy.
I will discuss this kind of position in Chapter 7, but recall that, on the minimalist
approach, the claim that the hierarchy covers all sets is to be defended by showing
that the iterative conception of set is the most satisfactory conception of set that
we have.

In this chapter, on the other hand, we will examine a number of objections to
the very idea that sets are the objects which appear at some level of the cumulative
hierarchy. More specifically, we will discuss arguments to the effect that if we take
all sets to be those in the hierarchy, then we have to face a series of unacceptable
consequences. Unsurprisingly, they are advanced by people who advocate a concep-
tion of set other than the iterative one, usually the naive conception (see especially
Weir 1998a; Priest 2006b). Thus, it is claimed, if there are strong arguments against
the idea that all sets are those in the hierarchy, we should reconsider the viability of
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the naive conception. I will discuss the prospects for this project in the next chapter.
My main aim in this chapter is to review arguments against the idea that all sets are
those in the hierarchy and show that they fail to undermine the iterative conception.
They can be summarized as follows:

1. If we take all sets to be those in the hierarchy, we cannot explain the appeal of
the naive conception of set.

2. If we take all sets to be those in the hierarchy, we cannot give a non-circular
account of the cumulative hierarchy.

3. If we take all sets to be those in the hierarchy, we cannot give a semantics for set
theory.!

I am sure there must be other possible objections, but these are the ones that are usu-
ally advanced by critics of the iterative conception.? I shall take them in order. The
chapter ends by discussing the status of Replacement on the iterative conception.

3.1 The Missing Explanation Objection

The first objection, which I shall call the missing explanation objection, is that
if we take all sets to be those in the hierarchy, we cannot explain the appeal of
the naive conception of set, as embodied in the Axioms of Comprehension and
Extensionality. And, the objection goes, any respectable conception of set should
be capable of explaining why people tend to find these principles so compelling.
People who advance this objection usually contrast the situation with that of the
naive conception of set. This conception, they argue, can explain why we find the
Axioms of Comprehension and Extensionality so compelling — they are, after all,
true. Priest sums up the objection as follows:

I Priest (2006b) formulates the objections by saying that if all sets were those in the hierarchy, then a number of
unacceptable consequences would follow. To avoid entering the debate on the truth-value of counterpossibles,
I have reformulated the statement of the objections.

2 To be sure, Priest (2006b: 32-35) also advances another objection to the iterative conception, to the effect that if
we take all sets to be those in the hierarchy, then we cannot take set theory to have a foundational role because
of its alleged inadequacy in dealing with category theory and in particular categories such as the category of
all sets or the category of all categories. For reasons of space, I cannot address this objection here, but let
me say two things about it. First, although some of the strategies for dealing with the problem are admittedly
unsatisfactory, the prospects for overcoming it by interpreting category theorists as making statements having a
schematic character are not as dim as Priest makes them out to be (see Awodey 2004; Feferman 2004). Second,
suppose that we do stick with the idea that talk about, say, the category of all sets is to be reconstructed as talk
about the set of all sets. Then, the problem of providing a foundation for category theory is not solved simply
by switching to set theories which allow for a universal set (see Chapter 6), as is witnessed by the difficulties
encountered by attempts to reconstruct category theory in some of these set theories (see, e.g., McLarty 1992;
Thomas 2018). Priest thinks that his theory based on the naive conception has the resources to reconstruct
category theory within it, but he offers no evidence for this, and, in fact, the limitations of his theory which
we shall point out in the next chapter make it very doubtful that it does. For these reasons, it is far from clear
that set theories based on the naive conception or other conceptions of set are better off than those based on the
iterative conception when it comes to dealing with category theory.
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If the only instances of [the Comprehension Schema] that are true were those that held
in the cumulative hierarchy, our naive supposition that all conditions do define sets would
appear inexplicable. From this perspective, it does not even seem plausible. Thus, the naive
theory, which does explain why we believe this (it is, after all, true) exceeds the theory
based on the cumulative hierarchy in explanatory power. (Priest 2006b: 31)

Now, contrary to what this passage might suggest, the mere truth of the naive
theory does not suffice to explain why we naively tend to believe that the theory
is true. After all, the truth of a proposition p is not generally considered suffi-
cient to explain the fact that we believe that p, and is usually coupled with some
account of how we arrived at our belief. It could be granted, however, that taking
the supposition that all conditions define sets to be true puts the naive theory in
a position to provide the required explanation. And if that is right, the missing
explanation objection might retain its force: by taking the supposition that every
condition determines a set to be false, it could be argued, the theory based on the
hierarchy is incapable of giving an explanation which can be offered by the naive
theory.

Again, however, this cannot be all there is to the objection: it is not generally
true that we cannot explain why we believe that p if we take p to be false (of
course). Presumably, this is why the objection is glossed over by saying that, if
all sets were those in the hierarchy, it would not even seem plausible that every
condition determines a set. But why is that? Consider what is probably the standard
view on the matter — or at least the standard view of those who claim that the
hierarchy covers all sets. The view is that the naive supposition that every condition
determines a set is just one of our untutored false suppositions or beliefs. (This is
not to say that we cannot make use of fufored common sense in our reasoning — the
intuitive arguments for the iterative conception are just a case in point.) As it stands,
however, the standard view does not quite deal with the objection, since it still
leaves it unexplained why we make the particular untutored and false supposition
that all conditions determine a set. Compare this with the case of false beliefs such
as the belief that the Sun really rises: it is not enough to say that this is one of our
false untutored beliefs; we also want to explain why people have tended to have
that belief, and we can do this, for instance, by pointing out facts about perception
and the orbits of the Sun and the Earth.

So the objection could be that there is nothing analogous to appeal to in this
case — nothing which makes the supposition that every condition determines a set
even just plausible (to us) whilst being compatible with the claim that all sets
are those in the hierarchy. Against this, I want to suggest that there are at least
two possible explanations of why people tend to find the naive supposition that
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all instances of the Comprehension Schema are true initially so appealing.> Both
explanations, at least in some versions, share the idea that what we are doing
if and when we make the naive supposition that all conditions determine a set
is to conflate two different concepts/conceptions, one of them being the concept
of set (as sharpened by the iterative conception of set), the other one being a
concept/conception whose truth is compatible with the iterative conception.* I shall
present them in turn.

Sets of Individuals and Sets of Sets

Consider one possible way of motivating the naive conception. The idea is that, for
any condition ¢, we can collect together all and only those things which satisfy ¢.
As Boolos (1971: 14) puts it, ‘How could there not be a collection, or set, of just
those things to which any given predicate applied?’ This is often taken to be the
informal reasoning that leads us to believe that the Naive Comprehension Schema
is true.

Notice, however, that talk of ‘things’ seems to leave it indeterminate whether we
are talking only of individuals or also of sets. This, however, is crucial because if we
take ‘things’ to be only individuals and not also sets, we end up with a conception
of set — call it the naive conception of set of individuals — which seems to sanction
a theory whose truth is compatible with the claim that the hierarchy covers all
sets. Indeed, the theory which the naive conception of set of individuals seems to
sanction is just a notational variant of an easy consequence of any impure iterative
set theory which takes the individuals to form a set.

For according to the naive conception of set of individuals, to every condition
there corresponds the set of the individuals satisfying that condition. This seems to
sanction the following modification of the Naive Comprehension Schema:

AyVx(x € y < (U(x) A p(x))), (3.1

There might seem to be something unsatisfying about the fact that we are offering more than one possible
explanation. After all, it might be said, isn’t there bound to be a single explanation of our naive supposition that
all conditions determine a set? This, however, is due to the nature of the missing explanation objection, and, if
anything, is a problem for the proponent of the objection. For any explanation that the defender of the iterative
conception can offer to answer the missing explanation objection can only be an attempted explanation until it
is confirmed by some experimental data. These, presumably, will have to confirm: first, that people really do
tend to make the naive supposition that all conditions determine a set; and second, that the proposed explanation
is supported by the evidence.

Both explanations have been inspired by the following remark by Kreisel (1967: 82): ‘class presented itself as
a vague notion, or specifically a mixture of notions including (i) finite sets of individuals [...], or (ii) sets of
something (as in mathematics, sets of numbers, sets of points), but also (iii) properties or intensions, where one
has no a priori bound on the extension (which are very common in ordinary thought but not in mathematics)’.

IS
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where U (x) abbreviates ‘x is an individual’ and the formula ¢(x) satisfies the
restrictions indicated for (Comp). Given this modification of the Naive Comprehen-
sion Schema, the reasoning that leads to Russell’s Paradox in the case of the stan-
dard Comprehension Schema simply becomes a proof that the set u = {x: U (x) A
x & x} is not an individual. For suppose that it is. Then, by the defining condition
of membership in u, we have that if u ¢ u then u € u. On the other hand, if u € u
then u ¢ u. Hence, we have that

Uu) - (ueu < uédu),

from which we can conclude that  is not an individual.

But now note that the thought that to every condition there corresponds a set
of all and only those individuals satisfying that condition is part of the iterative
conception, at least if we assume that the individuals comprise a set. For if we do,
the iterative conception tells us that level 0 of the cumulative hierarchy will be the
set of all individuals. And then, at level 1, we can form the set of all and only those
things occurring at level 0 and satisfying condition ¢. From a formal point of view,
this is reflected in the fact that what is essentially a notational variant of (3.1) is a
simple consequence of most iterative set theories which countenance individuals.
For, in most theories of this kind, we can prove that there is a set of all individuals.
Thus, we have the following instance of the Axiom of Separation,

AyVx(x € y <> x € {z: U} A p(x)). 3.2)

And from this, we can prove the existence of any set of individuals for any condition
@. Again, it is a familiar point that Russell-type reasoning leads to the conclusion
that the set u = {x: x € {z: U(2)} A x & x} cannot belong to {z: U(z)}, on pain
of contradiction, which is just another way of putting the idea that on the iterative
conception indefinite extensibility is retained at the expense of universality (see
Section 1.7).

The basis of the proposed explanation of why people tend to find compelling
the supposition that all conditions determine a set, therefore, is that they tend to
think of a set as the result of collecting together things, by which they usually mean
individuals. This thought is quite innocent, and indeed sanctions an axiom schema
which is just a notational variant of an instance of the Separation Axiom. What
we need, therefore, is some reason why this should lead us to thinking that every
condition determines a set. One possibility is that we simply overlook the fact that,
in the Naive Comprehension Schema, sets themselves are among the things that
can be collected together to form a set. Another possibility is that the supposition
arises because we mix together two conceptions of set, the naive conception of set
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of individuals and the iterative conception. For the latter is precisely the notion
of sets as sets of something, including sets themselves. Thus, in supposing that to
every condition there corresponds a set of all the things satisfying that condition —
no matter whether these things are individuals or sets — we are conflating ideas
from two conceptions, one of which is the iterative conception, another of which
can just be regarded as a consequence of it. In either case, we have the basis of an
explanation of why we naively tend to suppose that every condition determines
a set: we are misled by the existence of a true thought in the vicinity, that is,
the thought that to every condition there corresponds a collection of the things
that satisfy that condition, as long as by ‘things’ we mean individuals. We then
either conflate this thought with the notion of sets as sets of, or simply overlook the
difference between this thought and the Naive Comprehension Schema.

Sets and Objectified Properties

According to the second explanation, similarly to one version of the first explana-
tion, our supposition that every instance of the Comprehension Schema holds is the
result of conflating two different concepts, the concept of set and the concept of
an objectified property — an object systematically associated with a property (see
Section 6.6 for more details). Sets, as characterized by the iterative conception, are
combinatorial collections; objectified properties are logical collections. Recall that
on a combinatorial conception, membership in a collection is not derivative upon
having a certain property. On a logical conception, it is: collections are intimately
connected with properties. However, assuming that to every property there corre-
sponds a collection of all and only the things having that property is classically
problematic because of Russell’s Paradox. For in the presence of (Comp?2), it is
enough to consider the extension of the property does not fall under the concept of
which it is the extension and ask whether its extension has the property to obtain a
contradiction (see Section 1.7).

Now recall again the diagnosis of the paradoxes that we offered in Chapter 1.
According to that diagnosis, the paradoxes arise because on the naive conception
of set we have both indefinite extensibility and universality. The solution offered
by the iterative conception is to reject universality and endorse indefinite extensi-
bility. The fact that we reject universality for sets, however, does not mean that we
have to reject it for objectified properties. Indeed, many have felt that it would be
problematic to ban properties like self-identity, since the predicate ‘is identical to
itself” is as intelligible as any, and similar considerations would seem to apply for
the entities that are taken to be systematically associated with those properties. For
instance, John Myhill reports that
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Godel said to [him] more than once, ‘There never were any set-theoretic paradoxes, but the
property-theoretic paradoxes are still unresolved’. (Myhill 1984: 129)

Thus, the other possible explanation for the fact that we make the naive supposition
that all conditions determine a set is that we are conflating two concepts, the con-
cept of set and the concept of objectified property. The former satisfies indefinite
extensibility but not universality. The latter might satisfy universality and need not
satisfy indefinite extensibility. Sets are combinatorial collections arranged in a hier-
archy. Objectified properties are logical collections and need not be hierarchically
arranged.

In passages quoted by Wang (1974: 85-86), Godel too argues that paradoxical
results can be arrived at when two or more conceptions of the concept at hand
are conflated. Wang mentions, for instance, the case of the intuitive concept of
continuity. He says that our prior intuition — what we have called the concept of
continuity — ‘contains an ambiguity between smooth curves and continuous move-
ments’. Results concerning, for instance, space-filling continuous curves appear
paradoxical because two conceptions of continuity are being conflated in the intu-
itive concept. Once the two conceptions are clearly distinguished, and it is real-
ized that a space-filling continuous curve is only continuous in the sense of being
smooth, the existence of such a curve appears no longer paradoxical. Similarly,
in the case at hand, we must distinguish between two conceptions of collection: a
combinatorial one, exemplified by the iterative conception, and a logical one. Once
the two conceptions are clearly distinguished and we consider them as conceptions
of different concepts, that is, the concept of set and the concept of an objectified
property, we can explain the appeal of the Naive Comprehension Schema without
having to accept its truth for sets.

A further question which then arises is whether indefinite extensibility should
hold for objectified properties. Classically, this cannot be the case, unless we want
our theory of objectified properties to be trivial. So we seem to have two options.
The first would be to retain indefinite extensibility and develop the theory of objecti-
fied properties in a different logic. This option is developed, for instance, by Hartry
Field (2008), who, incidentally, seems to share the flavour of our explanation of
why we naively tend to suppose that all conditions determine a set. Having noticed
that Russell originally formulated his paradox in connection with Frege’s theory of
extensions, he writes that

[e]xtensions were supposed to be like mathematical sets in obeying an axiom of extension-
ality: no two extensions were instantiated by exactly the same things. But they were to be
like conceptual properties in that every predicate had one, and that they didn’t fall into a
hierarchy of ranks. (Field 2008: 3)
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Of course, we are not suggesting here that Frege himself supposed that all con-
ditions determine a set because, effectively, he was conflating two different con-
cepts, the concept of a set and the concept of an objectified property. But I take it
that the missing explanation objection concerns why people in general tend to find
the Naive Comprehension Schema quite intuitive. The answer to the question why
Frege himself made the supposition that all conditions determine a set is probably
going to invoke certain facts about Frege’s own project and philosophical system.’

The idea that to every predicate there corresponds an objectified property means
that objectified properties, besides satisfying universality, also satisfy indefinite
extensibility, at the price of abandoning classical logic. The second option, which,
to my knowledge, has never been explored, would be to retain classical logic and
revise our theory of objectified properties so that universality is retained and indef-
inite extensibility rejected. As we will see in Chapter 6, one way to develop this
second option gives rise to a theory of objectified properties looking like Quine’s
system NF.

Godel himself, when discussing the intensional paradoxes — differing from the
set-theoretic paradoxes in that they concern properties rather than sets — considered
the possibility of rejecting the Comprehension Schema for objectified properties
and thought that some of the options which one might find unattractive in the case
of sets might be less so in the case of something like objectified properties, which
he called ‘concepts’ (see Section 1.7, fn. 10). So, for instance, Wang reports him as
saying that, by distinguishing concepts from sets

we acquire not only a fairly rich and understandable set theory but also a clear guidance for
our search for axioms that deal with concepts generally. We can examine whether familiar
axioms for sets have counterparts for concepts and also investigate whether earlier attempts
(e.g. in terms of the lambda-calculus and of stratification, etc.), which deal with sets and
concepts indiscriminately, may suggest axioms that are true of concepts generally. (Wang
1996: 277)

In any event, the defender of the iterative conception need not, for present purposes,
settle for one option or another. For what matters in the present circumstances
is that both options can form the basis for another possible explanation of why
we tend to find appealing the naive supposition that all conditions determine a
set: in making that supposition, we are conflating the concept of set, which as
sharpened by the iterative conception is best regarded as combinatorial in character,
and that of objectified property, which is logical in character. This explanation,
moreover, fits well with the diagnosis of the paradoxes of Chapter 1: conflating
the concept of set and that of objectified property leads to paradox because the

5 For an explanation along these lines of why Frege fell into the contradiction, see Sullivan 2007.
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former satisfies indefinite extensibility and the latter satisfies universality and the
conjunction of these two features is inconsistent (see Theorem 1.7.1). We will return
to this extended diagnosis of the paradoxes in Chapter 6.

3.2 The Circularity Objection

Let us now turn to the second objection. This is to the effect that if we take all
sets to be those in the hierarchy, we cannot provide a non-circular account of the
hierarchy. The objection, which we may call the circularity objection, is advanced
by Priest in the following paragraph:

[T]t is not even clear that the notion of the cumulative hierarchy makes sense without a
prior and different notion of set. For it is clear that the construction is parasitic upon a prior
notion of an ordinal. [...] Given a (naive) notion of set, this can be used to specify a theory
of ordinals, and hence define the cumulative hierarchy, but there seems no other adequate
way of characterising the ordinals. Hence the cumulative hierarchy seems to presuppose a
different notion of set. Could the notion of ordinal be provided by a theory such as ZF? Not
without damaging circularity, since this is one of the very set theories whose rationale pegs
it to the cumulative hierarchy. (Priest 2006b: 31)

The objection is based on the fact that it appears that in order to fully comprehend
the cumulative hierarchy of sets V. = [, V,,, we need to have already a prior
understanding of the notion of ordinal. Since ordinals are generally described as
order types of well-ordered sets and often identified with certain sets themselves
(see Section 1.A), it would appear that our ability to understand the ordinals relies
on our antecedent familiarity with order types of well-ordered sets. But this famil-
iarity is surely mediated by set theory. The problem, then, is that this dependence
of our understanding of the hierarchy on the notion of an ordinal would seem to
compromise the ability of the iterative conception to provide a justification for the
axioms of set theory. What we need for this purpose, Priest is urging, is another,
independent conception of set — the naive conception. With this more basic and
different conception on board, we would be able to grasp the cumulative hierar-
chy. But its justificatory role with respect to the axioms of set theory would be
jeopardized.

The objection is familiar to philosophically minded set-theorists, who directed
their attention to it from the early days of axiomatic set theory. For instance, a
version of the objection is echoed in the following remark by Godel, dating as far
back as 1933:¢

6 More recently, the worry has also been voiced by Antonelli (1999: 150), who quotes approvingly the following
remark by Fraenkel et al. (1973: 89): ‘The weakest part of this point of view [the iterative conception] is
that the reasoning leading to the concept of a well-founded set [i.e. a set in the cumulative hierarchy] uses
the well-ordering of the layers, and the notion of a well-ordering [...] is far from being simple or conceptually
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[TIn order to state the axioms for a formal system, including all the types up to a given
ordinal «, the notion of this ordinal « has to be presupposed as known, because it will
appear explicitly in the axioms. On the other hand, a satisfactory definition of the transfinite
ordinals can be obtained only in terms of the very system whose axioms are to be set up.
(Godel *¥1933: 8)

Godel, however, noticed that we need not assume that the notion of an ordinal is
already known to make sense of the cumulative hierarchy:

The first two or three types already suffice to define very large ordinals. So you can begin by
setting up axioms for these first types, for which purpose no ordinal whatsoever is needed,
then define a transfinite ordinal « in terms of these first few types and by means of it state
the axioms for the system, including all classes of type less then «. (Call it Sy.) To the
system S, you can apply the same process again, i.e., take an ordinal 8 greater than «
which can be defined in terms of the system S, and by means of it state the axioms for the
system Sg including all types less than 8, and so on. (Godel ¥1933: 8-9)

In Godel’s view, sets are what is obtained by iterating the set of operation as
far as possible starting from some given objects. This, recall, gives rise to the
cumulative hierarchy because the set of operation is ‘substantially the same’ as the
powerset operation. What characterizes Godel’s account of the hierarchy is that it
is autonomous, i.e. it does not presuppose an antecedently given system of ordinals
along which the iteration takes place. Let us spell out the account in some detail.”
Godel is working with the idea that we take the integers as individuals.® For
generality, let us consider the case where we begin with no individuals. Hence,
we have the empty set and the set containing the empty set, sets of those, sets of
those, and so on, and then there is an infinite set, and sets of its elements, sets of
those, sets of those, and so on. This characterization can be understood without
presupposing a ‘definition of the transfinite ordinals’; on the other hand, it tells
us that we have the finite levels Vy, V1, V5, ..., and the levels V,,, V11, Voio, .. ..
These levels, however, ‘already suffice to define very large ordinals’ along which
we can continue the iteration of the set of operation without danger of circularity.
That is, given, say, the level V,,,, we can set up the system S,., and define a
large ordinal o, along which we can iterate the powerset operation so as to reach

fundamental’. And Lavine (1994: 148) writes that ‘the iterative conception presupposes the notion of “transfinite
iteration”. In effect, the ordinal numbers are supposed to be given in advance’.

7 See in particular Godel *1933; *1951. Attempts to reconstruct Godel’s position can be found in Tait 2001:
87-96 and Koellner 2003: 21-29.

8 Koellner (2003: 21-25), although taking the account in Godel *1951 to be one in which the initial level of
the hierarchy is the set of all integers, claims that in Godel *1933 Vj is the empty set. However, he offers
no evidence for this claim. And in fact, Godel’s mention in Godel *1933: 46 of the possibility of taking the
integers as individuals, and his claim that the “first two or three types’ suffice to define very large ordinals, seem
to indicate that the 1933 account and the 1951 account do not differ in this respect. Tait’s (2001) reconstruction
of Godel’s position is in agreement with our diagnosis.
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level V,,. Since the existence of this ordinal was proved without assuming any prior
conception of an ordinal, it can now be assumed without threat of circularity. This
means that we can keep on going. That is, we can now set up another system S,
in terms of which we can define an even larger transfinite ordinal «,, which enables
us to iterate the powerset operation so as to reach level V,,. And so on.

Godel’s strategy can be made a lot of sense of if we define ordinals not a la
von Neumann (see Section 1.A) but by using a trick due to Scott (1955) and Tarski
(1955). For, on the von Neumann definition, each ordinal « first appears in the
hierarchy at V. As a result, one cannot define an ordinal 8 greater than « just
by using resources available in the system including all levels less than «. Things
change if we define ordinals by using the Scott-Tarski trick, however. This is a trick
which is useful when we seem to be dealing with the set {x: ¢(x)} which does not
exist. Rather than considering such a non-existent set, we consider the set of things
which satisfy ¢ and occur at the lowest possible level in the hierarchy. Thus, in the
case at hand, we define ordinals as order types of well-ordered sets and take the
order type of a set a to be the set of all sets isomorphic to a which occur as low
as possible in the hierarchy.” (Similarly, we can define the cardinality of a set a
as the set of all sets equinumerous with a which occurs as low as possible in the
hierarchy.) As a result, the Scott-Tarski ordinal w 4 @ will appear in the cumulative
hierarchy well before we reach the level V.. But once this ordinal is proved to
exist, we can assume it without danger of circularity, and carry out more iterations
of the powerset operation. But these iterations will, in turn, guarantee the existence
of further ordinals, along which we can further iterate the powerset operation. Thus,
Godel’s account can be naturally explained by using the Scott-Tarski definition of
an ordinal, and has the resources to deal with the circularity objection.

But although this would be enough to dispense with the objection, there is a
further point which deserves emphasis, and draws on the developments in set theory
which we touched upon in Chapter 2. The axiomatization given by Scott (1974), of
which SP is a descendant, shows that the worry that the notion of a well-ordering is
needed to grasp the iterative conception is really just an idle concern. In particular,
what Scott provided is an axiomatization of set theory which, albeit sanctioned by
the iterative conception, does not assume a previous conception of the hierarchy
as constituted by levels ordered by the ordinals. Rather, starting from certain ele-

9 Note that in using the notion of the cumulative hierarchy in the Scott-Tarski definition of cardinals and ordinals,
we have implicitly made use of the Axiom of Foundation. However, the Axiom of Foundation is, strictly
speaking, not needed. All that is needed is that every set is the same size as a well-founded set. This is known
as Coret’s (1964) Axiom B and is provable in ZFC minus the Axiom of Foundation (and hence in the theories
to be discussed in Chapter 7). See Forster 2003.
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mentary facts about levels, which, as we have seen, he called ‘partial universes’, he
established facts about sets and levels. Notably, what is assumed about the levels
does not include that the levels are well-ordered. More specifically, he showed that,
assuming the Axioms of Restriction and Accumulation, we can prove, together
with the Axioms of Separation and Extensionality, that all axioms of Z except for
Infinity hold, that every set is well-founded and, crucially, that the levels are well-
ordered by membership. And whilst the Axiom of Accumulation might be taken to
presuppose that the levels are partially ordered, it does not presuppose that they are
well-ordered.

The upshot is that the fact that the levels of the hierarchy are well-ordered is not
required to grasp the iterative conception, but is a consequence of it. I conclude that
we do not need a prior and different notion of set to make sense of the notion of the
cumulative hierarchy, and the circularity objection fails.

3.3 The No Semantics Objection

The third objection is to the effect that if we take all sets to be those in the hierarchy,
we cannot provide a semantics for set theory. The objection, which we may call the
no semantics objection, is summed up by Priest as follows:

The specification of the semantics of a first-order language is normally thought of as being
couched in a set-theoretic metalanguage. Hence the language the specification of whose
semantics poses problems is set theory itself. The interpretation of a set-theoretic language
is a pair, (D, Z), where D is the domain of all sets. Assuming the cumulative hierarchy to be
the correct account of set, the semantics of set theory thus becomes impossible to specify
in a coherent fashion. (Priest 2006b: 37)

Versions of the objection can also be found in Weir (1998a) and Priest (2002:
158-159). Let us spell it out in more detail.

The starting point is that we want to develop a model-theoretic semantics for
a given language L. The semantics ought then to deliver a definition of logical
validity for £ — that is, tell us what it is for an argument in that language to be log-
ically valid, or for its conclusion to be a logical consequence of its premisses. The
standard way of doing this is by giving a Tarskian model theory for the language.

An interpretation is defined in the usual way, that is as a structure 2 consisting
of a domain D and an interpretation function Z (see Section 1.1). Now let S be an
assignment of values to variables, S(x) the value of x under S, and an x-variant of
S an assignment which assigns the same values to all variables except possibly x.
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Then, via the standard recursive clauses, we define the notion of truth in an inter-
pretation for the language in question:

(1) If S is an assignment of D-elements to the variables, then Zg(x) = S(x). If a is
an individual constant, Zg(a) = S(a).

2) U, S E F(ty,...t,)iff (Zs(t1), ... Zs(t,)) € Z(F).

B ASEeAYIffASEpand A, S = .

@ ASEeVvYIffASE@ord, S E .

5) A,S E—iff A, S .

(6) A, S | Vxo iff, for each x-variant S’ of S, A, S = ¢.

(7) 2, S & Axg iff, for some x-variant §" of S, 2, S’ = ¢.

Logical validity for £ is then defined in the obvious way in terms of truth in an
interpretation: the argument from the set of sentences X to ¢ is logically valid
(¥ E o) if and only if every interpretation making all members of X true makes
@ true. A sentence ¢ is then logically true if and only if the argument with no
premiss of which it is the conclusion is logically valid.

We are now in a position to state the no semantics objection more precisely.
Consider the case of iterative set theory, which for present purposes will be our
base theory Z*. Since the set-theoretic quantifier is standardly taken as ranging
over all sets, it seems that one of the interpretations quantified over in the definition
of logical validity for L. — the intended interpretation — will have the set of all sets
as its domain. But there can be no set of all sets in Z*, on pain of contradiction.
Hence, the objection goes, if we take all sets to be those in the hierarchy, we cannot
give the usual model-theoretic definition of logical validity.

As in the case of the circularity objection, the problem is well-known to mathe-
matical logicians and philosophers. As far as [ am aware, it was first pointed out by
Kreisel (1967), who put it as follows. Consider a sentence ¢ in L. with quantifiers
ranging over all sets. According to the definition of validity, ¢ is logically true if
and only if it is true in all interpretations whose domains are sets. However, since
the intended interpretation is not among these interpretations, it seems that ¢ might
be logically true and yet false in the cumulative hierarchy. But, the thought goes, we
want our account of logical validity for L. to be such that if a sentence is logically
true, then it is true in the hierarchy. Similarly, the problem in the case of arguments
is that, according to the definition, an argument is valid just in case it preserves
truth in an interpretation. But, since the intended interpretation is not among these
interpretations, an argument involving sentences quantifying over all sets could be
valid and yet fail to preserve truth.



The No Semantics Objection 83

Kreisel’s way of putting the objection makes it clear that, contrary to what Priest
seems to suggest (see, e.g., 2006b: 36-37), the problem does not lie in giving a defi-
nition of validity for L in Z*. As Priest himself (2006b: 277) admits, an account of
validity defines the notion for an arbitrary language of a certain kind, and is usually
given in a language such as L. by using resources available in Z*.!° But since L.
is itself a language of the kind in question, we can give the required definition of
validity in Z*. What we cannot do in Z* is prove the existence of a model for the
language of set theory and show that it is a model of Z*. The problem, then, is not
so much that we cannot give a definition of validity for £ in Z* — we can — but that
we cannot show that the definition in question is extensionally correct, in the sense
that, e.g., if a sentence is logically true it is true in the intended interpretation.

The issue is large and goes beyond the scope of this book. The best we can do
is present solutions that the iterative theorist might adopt. It is important to stress,
however, that the fate of the iterative conception might not turn on the viability of
this solution for the following reason: it is far from clear that set theories based on
conceptions of set other than the iterative one fare any better with respect to the no
semantics objection.

For the objection can be raised just as much against the limitation of size
conception and the graph conception, since both of these conceptions lead to set
theories which do not admit of a universal set (see Chapters 5 and 7 respectively).
Moreover, set theories based on the stratified conception (to be discussed in
Chapter 6), whilst allowing for the existence of a universal set and being on the face
of it more promising in this respect, must impose certain restrictions on the Axiom
of Separation to avoid the set-theoretic paradoxes. In particular, if an interpretation
assigns a subset of the domain as the interpretation of a monadic predicate, it
would seem that some intuitive interpretations for monadic predicates will not
be realized by any interpretation (see Rayo and Williamson 2003: 333).!! On the
other hand, the naive set theories to be discussed in the next chapter allow for the
existence of such a set and do not impose restrictions on the Axiom of Separation
(since they allow for the full Comprehension Schema). This might suggest that the
problem does not arise for them, and Priest certainly thinks that this is the case (see
2006b: 258-259; 277-278). His claim is that, in a set theory based on the naive

10 The definition of validity for a language such as Le can be carried out in the subsystem of PAy known as
RCA( (see Simpson 1999: 23-26). Since PAy is known to be equivalent to Z minus the Powerset Axiom
(see Burgess 2005: 65-72), it follows that Z* is more than enough to give the Tarskian definition of validity
for Le.

11 This has been challenged by Schindler (2019: 424-425). If the semantics for iterative set theory can be carried
out in theories like NF, this is good news for them as theories of objectified properties, which, we shall argue
in Chapter 6, is how they are best understood.
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conception we can define the notions of interpretation and truth in an interpretation
(as in Z") for L and prove the existence of the intended interpretation for the
theory. However, the reasons he offers for thinking that are essentially that the
model theory for his naive set theory can be carried out in ZF using classical logic,
and ‘[t]he paraconsistent logician can [...] simply appropriate the results’ (2006b:
259). But this latter claim is based on the fact that he is taking for granted that one
of the strategies he adopts for developing a naive set theory — the model-theoretic
strategy — is successful. But, as we shall see in the next chapter, this strategy fails.
So can the model theory for naive set theory be carried out within naive set theory
itself? This is an open question, and the weakness of naive set theory, on both of the
versions that we shall explore in the next chapter, means that the answer is by no
means trivial. Thus, even if the no semantics objection were successful against the
iterative conception, this would not immediately show that there are conceptions
that fare any better in this respect.

Having said that, it would be desirable for the defender of the iterative conception
to say something about how to deal with the no semantics objection. It is to this
issue that we now turn.

3.4 Higher-Order Semantics

Many suggestions have been made to deal with the no semantics objection from the
perspective of the defender of the iterative conception.

One strategy consists in giving up on the idea that the set-theoretic quantifier is to
be interpreted as ranging over all sets (see, e.g., Parsons 1974; Lear 1977). Accord-
ing to this strategy, we never quantify over all sets, but only over the extension of
‘set’ at a certain time, which, in turn, depends on our conception of the set-theoretic
hierarchy at a certain time. This understanding of set-theoretic quantification pro-
vides an easy way to deal with the no semantics objection. For, according to the
proposal, our conception of the hierarchy is never complete and can always expand
so that what at a certain time appears to be the universe of sets can always be later
recognized as a set. And, on this view, this is exactly what happens when we give a
semantics for set theory — or, better, for set theory as understood at a certain time.
When we define validity for the language of set theory, we expand our conception
of the hierarchy and recognize that what we thought was the universe of all sets
really is a set, which can now act as the domain of the intended interpretation of
the language being defined.'? It goes without saying that this procedure can be

12 The view described here is probably closer to Lear’s. Parsons’s view seems rather to be that the range of the
set-theoretic quantifier is indeterminate between a number of possible interpretations given by interpretations
whose domains, on a certain conception of the hierarchy, appear as the universe of sets. As our conception
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iterated: we could, if we wanted, try and give a semantics for this new and more
encompassing interpretation of set theory. If we did, we would realize that what we
thought was the universe of all sets on the basis of this new interpretation is also a
set. And so on.'?

Some (e.g. Lear) have suggested, moreover, that once we take the extension of
‘set’ as changing over time in the way adumbrated, the semantics of set theory
should be non-classical. For the purposes of this chapter, however, we can set the
suggestion aside, since what we are interested in ascertaining here is whether there
are any prospects for the idea that the defender of the iterative conception can make
use of the classical Tarskian definition of validity whilst holding on to the idea that
we can quantify over all sets.'*

A popular strategy to achieve this has been to deny that the model theory for
unrestricted languages is to be carried out by taking the domain of quantification to
be a set. However, it is a familiar thought that not very much is solved simply by
leaving things as they stand and taking the domain to be not a set but a different
kind of object, a proper class. For on the one hand, we want D to be a member
of other sets — for a start, it is a member of the ordered pair (D,Z). On the other
hand, proper classes are usually characterized as those collections which cannot be
members. The familiar example here is von Neumann-Bernays-Godel set theory
(NBG), in which we have two types of objects: sets and classes. Every object is a
class but some classes are not sets — they are proper classes, namely those classes
that cannot be members of other classes. The theory can be finitely axiomatized
using quantification over classes and is a conservative extension of ZFC.

We might drop the requirement that proper classes cannot be members (as is
done in Ackermann 1956). But if we do, it is often objected, it looks as though we
are constructing, on top of the cumulative hierarchy of sets, another hierarchy of
objects which we are depriving of the title of sets without having earned the right to
do so. Whatever the merits of this objection,'” the appeal to proper classes does not

of the hierarchy expands, we recognize that some of these interpretations are sets, and rule out some of these
possible interpretations.
13 The view can somehow be traced back to Zermelo (1930: 1233), who seems to have conceived of the universe
of set theory as an open-ended but well-ordered sequence of (intended) models, each of which is strictly larger
than the preceding one. For any of these models — where a certain collection ‘appears as an “ultrafinite non- or
super-set”” — we can give a definition of validity for it where the intended model is included among the models
quantified over by ascending to the next model, where the domain of the previous one is ‘a perfectly good,
valid set’. Zermelo’s view of the matter, and its relation with the issue of whether we can quantify over all sets,
is also touched upon in Incurvati 2016.
For a discussion of the consequences of the adoption of a non-classical semantics in the context of various
axiomatizations of set theory, see Incurvati 2008.
One might wonder whether this objection can have any bite against a truly minimalist approach to the iterative
conception. Now it is true that one could put forward a minimalist view which holds that all there is to a
collection is to occur at one level or another of the cumulative hierarchy or occur in a hierarchy of further
levels on top of the cumulative hierarchy. But, other things being equal, such a view will not be as natural
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solve the problem but only postpones it: even in set theories where classes can be
members of other sets, they cannot usually be members of themselves. This means
that even if there can be a model with a domain consisting of all sets, there can
be no model which contains all proper classes, and now we have the analogous
problem that truth in all interpretations does not imply truth in the universe of all
collections. !¢

The moral that some have been willing to draw is that we should completely
give up on the idea that the domain of quantification is an object, and develop
model theories accordingly. Earlier attempts in this direction were made by Boolos
(1985), but the thought has more recently been developed by Rayo and Williamson
(2003), building on work by Rayo and Uzquiano (1999). On their proposal, set-
theoretic models are replaced by second-order models: rather than being identified
with single set-theoretic objects, models are taken to be given by the objects which
a monadic second-order variable [ is true of. On this higher-order semantics, the
‘domain’ is therefore not construed as a set, but as whatever is in the range of our
quantifiers: when we speak of the domain, we are not speaking of an object of some
kind; rather we are speaking of the objects which are the values of /. By working
within ZFCU,, Rayo and Williamson go on to show that, by adopting this approach,
we can define interpretations for ZFCU in which [ ranges over all sets, and prove
completeness and other meta-theoretic results for it. In other words, it is possible
to carry out substantial meta-theoretic investigation for an unrestricted first-order
language in its second-order counterpart.

But what is the significance of all this? If we accept the second-order theory in
which the meta-theory is carried out, we can show that the definition of validity for
the language of its first-order counterpart is extensionally correct. Thus, as long as
one does not have qualms with second-order quantification, it is indeed possible,

or simple as the view according to which all there is to a collection is to occur at one level or another of the
cumulative hierarchy. By inference to the best conception, the latter view is to be preferred. Of course, other
things might not be equal, and in that case an account of the universe of collections which does make room for
proper classes on top of the hierarchy might in the end be preferable. But that, it seems to me, is as it should
be, and accounts very well for what the debate on proper classes has centred on, namely their usefulness.

16 To be sure, some have suggested constructing proper classes as intimately connected with predicates — thus as
logical collections — and in such a way that they are allowed to be members of themselves (see, e.g., Maddy
1983). This has two consequences. First, it makes the objection that proper classes are just sets in disguise
seem much less compelling: proper classes look very much like objectified properties. Second, it opens up the
possibility of the existence of proper class models which contain all proper classes. However, many proposals
of this kind adopt an underlying non-classical logic. The prospects for developing a model theory in theories
adopting logics of this sort are largely unexplored, and we can set this possibility aside for present purposes (see
Leitgeb 2007 and Bacon 2013 for discussion of related issues). There are also proposals of this kind which are
framed in a classical context (see Schindler 2019 and the idea of taking NF as a theory of objectified properties
in Chapter 6). The issue in that case is whether they have the resources to develop model theory, both in terms
of strength and in terms of the restrictions they place on the Axiom of Separation. See also fn. 11.
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contra Priest, to specify the semantics of set theory in a ‘coherent fashion’. To
be sure, what has not been achieved is that a semantics for the language of first-
order set theory has been given in the language of first-order set theory. Indeed,
this cannot be achieved in a classical setting, as a suitable generalization of Tarski’s
theorem on the inexpressibility of truth shows (for details, see Florio 2014). Thus,
as Rayo and Williamson themselves point out (2003: 353), to show that the defi-
nition of validity is extensionally adequate for the case of ZFCU,, we would need
to make use of resources available in third-order logic. More generally, Rayo and
Williamson’s strategy requires that to give the model theory for a language of order
n we use a metalanguage of order n + 1. But if this is still found to be objectionable,
then the no semantics objection seems to have become an objection against the use
of classical languages in semantic theorizing, rather than on the possibility of giving
a semantics for set theory.!”

3.5 Kreisel’s Squeezing Argument

Can the defender of the iterative conception respond to the no semantics objection
and stick to a set-theoretic semantics, that is a semantics done using a set-theoretic
meta-theory? The response we shall consider was suggested by Kreisel in the very
same paper where he presented the problem with defining validity in an iterative
set theory, and has been recently rehearsed by Field (2008: 46-48). Kreisel begins
by considering three properties that a sentence ¢ might have. The first property
is the property of being intuitively valid, expressed by the predicate Val. The sec-
ond property is the property of being derivable in some preferred logical system,
expressed by the predicate D. The third property is the property of being logically
true according to the Tarskian definition of validity given above, expressed by the
predicate V.

Kreisel sets out to show that V and Val are coextensive when ¢ is a first-order
formula. His argument is as follows. First, we need to settle on some preferred
first-order logic. It does not really matter what this logic is, as long as it has two
features: first, it is the logic whose rules we accept as correct; second we have a
completeness theorem for this logic relative to its Tarskian semantics. (The clauses
of the semantics might then need to be modified if the chosen logic is not classical.)

17" One should be careful not to overestimate the extent to which one needs to move to a language of higher-order
in order to provide the required semantics. In particular, McGee (1997) has observed that in ZFCo one can
define logical validity for arguments with finitely many premisses using the second-order resources already
available in ZFCy itself. In particular, let (pU be the relativization of ¢’s quantifiers to U. Then we say that
¢ is a logical consequence of yi, ...,y iff the sentence YU (IxUx — (y[E/ ey, ... nlE/ e]U) —
olE/ €]Y) holds.
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Now say that our preferred logic is classical logic; the fact that we accept this logic
as correct motivates the idea that if ¢ is classically derivable, D.(¢), then it is
intuitively valid. That is:

D.(¢) — Val(p). 3.3)

The next step requires a little bit more reflection on the meanings of Val and V. Val
expresses the property of being logically valid, and Kreisel takes this to mean truth
in all structures. Now recall that, according to the Tarskian definition of validity,
a sentence is logically true if and only if it is true in all interpretations, which, as
we pointed out, are particular kinds of structures, set-theoretic structures (ordered
pairs). But, Kreisel claims, if we know that a sentence is true in all structures, a
fortiori we know that it is true in all set-theoretic structures. Hence, we have the
following:

Val(p) — V(p). 3.4)

Thus, in Kreisel’s view, the informal notion of truth in all structures for a first-
order formula lies somewhere between derivability in our preferred formal system
and Tarskian validity in that system. This already establishes that we can use the
existence of a derivation in a preferred formal system to discover that a sentence
lies in the extension of Val and the existence of a countermodel in the model theory
to establish that it does not. What more can be established about the extension of
Val? Since we have a completeness theorem for first-order classical logic,'® we also
have that

V() = D:(p). (3.5)

Thus we can squeeze together the two formal properties between which the informal
property of being true in all structures lies: the properties of being true in all
structures, being true in all set-theoretic structures and being classically derivable
are coextensive for first-order sentences.

This squeezing argument makes use of the Completeness Theorem for classi-
cal first-order logic. This means that the argument cannot be easily extended to
second-order logic, a point which is often made against Kreisel’s response to the no
semantics objection (see, e.g., Weir 1998a: 770). Although this is true, it does not
detract from the fact that the squeezing argument, if successful, at least shows that

18 Note, in particular, that the Completeness Theorem for classical first-order logic can be proved in WKL, the
subsystem of PA, obtained by adding to RCAg Weak Ko6nig’s Lemma as an axiom (see Simpson 1999: 35-37
and 139-141). This means that the theorem is available in ZT, and can therefore be used by the defender of the
iterative conception in her reasoning.
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the Tarskian account of validity is extensionally adequate for the case of first-order
languages. Moreover, in discussions of the argument, one point is often overlooked,
namely that, if Kreisel is right, the notion of truth in all structures for a second-order
formula, just like the analogous notion for a first-order formula, lies somewhere
between derivability in a second-order system and truth in all set-theoretic models.

This is because, according to Kreisel, (3.3) and (3.4) can be accepted in the case
in which ¢ is second-order just as much as they can in the case in which it is first-
order. For, in his view, even when ¢ is second-order, we can accept that if ¢ is
derivable in a standard system of second-order classical logic, then it is intuitively
valid, since this was the reason why we accepted the system in the first place. And,
similarly, the fact that ¢ is second-order does not affect the fact that if ¢ holds in
all structures, then it holds in all set-theoretic structures. The latter implication, in
particular, means that although there may be some second-order formulae that are
not true in the hierarchy but happen to be true in all set-theoretic models, we can
still make extensive use of Tarski’s definition of validity in the case of second-order
languages to establish things in the intended model.

Weir, however, thinks that there is a major problem with the squeezing argument.
He writes:

Consider Kreisel’s informal ‘proof’ that [Val(¢) <> V (¢)]. In the right to left direction, the
argument appeals to completeness for [[=], and then the intuitive soundness of the classical
proof system. This last, however, is something a proponent of naive set theory is bound
to contest. Such a proponent will look at things in the following way: we had a package
consisting of a set of classical operational inference rules, a set of classical structural
rules and a naive rule axiom scheme for the notion of class. It was discovered by Russell,
Zermelo, Burali-Forti and others that the package is a trivially inconsistent one, yielding
all sentences as consequences. The standard response is to abandon the last element, but
the ‘ingénue’ insists we must abandon one of the first two [...], that is we must reject
the soundness of the standard notion of proof. The Kreisel argument completely begs the
question if directed against someone seriously considering as a response to the paradoxes
and the semantic problem that one alter the logic not the set theory. (Weir 1998a: 772)

But who is begging the question here? The iterative theorist was challenged to pro-
vide a reason to regard the Tarskian definition of validity as extensionally adequate.
To meet the challenge, she has offered an argument based on the assumption that
the rules of the proof system she accepts are intuitively sound for her. To reply
that she cannot make this assumption because she is addressing worries raised by
the naive theorist ignores the dialectical context. For the squeezing argument is not
intended to persuade someone who rejects classical logic to accept that the Tarskian
definition of validity is extensionally correct; rather the argument is intended to
show that someone who accepts classical logic, for the very reason why she accepts
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it, has reasons to regard the Tarskian definition as extensionally correct. Someone
who does not think classical logic is in order will, to be sure, reject the assumption
that the classical rules are intuitively sound; but this does not detract from the fact
that the squeezing argument can provide the defender of the iterative conception
with a reason for thinking that Val is coextensive with V.

3.6 The Status of Replacement

As mentioned in the previous chapter, the status of Replacement on the iterative
conception is controversial. Boolos (1971: 26-27; 1989: 97) famously denied that
the axiom is justified on the iterative conception and so did others (see, e.g., Potter
2004: esp. 221-231). We now review and discuss the main arguments offered in the
literature to the effect that the iterative conception sanctions Replacement.

Godel’s Argument

The first argument is due to Godel, and is reported by Wang as follows:

From the very idea of the iterative concept of set it follows that if an ordinal number « has
been obtained, the operation of power set P iterated « times leads to a set P%(¢). But, for
the same reason, it would seem to follow that if, instead of P, one takes some larger jump
in the hierarchy of types, e.g. the transition 9t from x to PIl(x) (where |x| is the smallest
ordinal of the well-orderings of x), 0* (@) is likewise a set. Now, to assume this for any
conceivable jump operation [...] is equivalent to the axiom. (Wang 1974: 186)

We can shed some light on this passage by looking again at Godel’s unpublished
papers on the foundations of mathematics and at his account of the iterative con-
ception, which we touched upon in Section 3.2. Recall that in Godel’s view, sets
are what is obtained by iterating the set of operation (‘substantially the same’ as
the powerset operation) as far as possible starting from the empty set.

As before, we initially have the levels Vy, Vi, Vo, ..., V,, Vi1, Voro, ... We are
now in a position to define an ordinal «;, along which we can iterate the powerset
operation so as to reach level V,,. Now we have to consider ‘some larger jump in
the hierarchy of types’, that is the operation that given a well-ordering of x allows
us to iterate the operation of powerset |x|-many times over x, that is the transition
R from x to P! (x). Elsewhere, Godel puts the matter as follows:

But are we to an end now? By no means. For we have now a new operation of forming
sets, namely, forming a set out of some initial set A and some well-ordering B by applying
the operation ‘set of” to A as many times as the well-ordered set B indicates. And setting
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B equal to some well-ordering of A, now we can iterate this new operation again, which
we can treat in the same way, and so on. (Godel ¥*1951: 306)

Notice that although Godel is talking of new operations here, what we are really
asked to consider is the powerset operation in a general context: given any set A
and a well-ordering o, we can iterate the powerset operation & many times starting
from A. If we work with the von Neumann definition of ordinal, we might now
want an assurance that any given set will have a well-order: this would enable us to
obtain long well-orderings that will take us quite far in the iteration process. This
assurance is given by the Axiom of Choice, and for this reason Tait (2001: 90—
91) and Koellner (2003: 23) have argued that Godel is assuming the axiom in his
discussion.! Let us see how the account unfolds under this interpretation. Godel
initially talks of an operation for forming sets where we simply have an initial set A
and some well-ordering B; he then goes on to suggest a strategy for continuing the
iteration based on ‘setting B equal to some well-ordering of A’. This means that —
granting AC and assuming that Godel, when talking of an ordinal being ‘definable’
meant ‘definable with parameters’, as Koellner (2003: 23) claims we should — the
iteration process can continue as follows. Given the parameter V,,; |, we can get a
well-ordering of length J; + 1, which gives us a level V4, 1.2 Given this level as a
parameter, we can then get a well-ordering of length 3,1, which gives us a level
Vas s and so on. If we carry out this operation w-many times, we reach the first
J-fixed point, i.e. the least « such that x = J; (see Koellner 2003: 23 for details).
As noted in Section 3.2, however, Godel’s account can be easily made sense of if
we work with the Scott-Tarski definition of ordinal. Godel’s argument is based on
the idea that the powerset operation should be iterated as far as possible, which
seems to harmonize well with the iterative conception. If this is true, then, we

19 Tait (2001: 91) and Koellner (2003: 23) also mention the fact that Godel (*1933: 50) says that one of the
weak spots in the theory of sets ‘is connected with the axiom of choice’. However, it is far from clear that this
constitutes evidence that Godel is assuming AC in his account of the iterative conception. For the context in
which Godel is raising the problem of AC is one in which he is discussing ‘the problem of giving a justification
for our axioms and rules of inference’ (*¥1933: 49). But the theory of sets he is considering is NBG, which
includes AC. This might be the reason why he mentions the axiom and the problems it raises. In fact, having
said that one of the weak spots of the theory of sets is connected with AC, he immediately goes on to say that
he does not want to go into the details of the problem ‘because it is of less importance for the development of
mathematics’ (*1933: 50). This statement seems hard to explain if Godel took AC to be crucial to his account
of the iterative conception, which is supposed to sanction the theory of sets, including those parts of it needed
for the development of mathematics.

20 The beth function Jy is defined by transfinite recursion as follows:

Jp = Ro;

Toy1 = 2301;

3, = U Jy if A is a limit ordinal.

a<i



92 Challenges to the Iterative Conception

can go further than Z* licences us to. For in Z*, we can prove the existence of
various Scott-Tarski ordinals greater than w + w, but we cannot prove that the
powerset operation can be iterated along these ordinals. It therefore looks as though
we are not iterating the powerset operation ‘as far as possible’. To allow for this
possibility we can add the following axiom, which is effectively a single instance
of the Replacement Schema:?!

Axiom 3.6.1 (Axiom of Ordinals). For each ordinal a there is a corresponding
level V,,.22

Call Zf* the theory obtained by adding the Axiom of Ordinals to Z". In this theory
we can further carry out the iteration of the powerset operation and prove the
existence of further levels of the cumulative hierarchy. Indeed, the models of Zf;
are precisely the V, with o a fixed point of the J-operation. To this extent, the
suggestion is in line with Koellner’s and Tait’s reconstruction of Goédel’s account,
according to which, as we have seen, we can iterate the powerset operation up
to the first J-fixed point. On the other hand, we see that by expressing the idea
that the iterative process has to be carried out as far as possible with the Axiom
of Ordinals, we can make do without AC and without taking definability to be
definability with parameters, thus avoiding the main shortcoming of Koellner’s and
Tait’s reconstruction of Godel’s account. So for instance, the existence of a level
w; follows from the Axiom of Ordinals and the fact that Z™ proves the existence
of an ordinal w;. More generally, since Hartogs’s Theorem?* already guarantees
the existence of long well-orderings, if the Axiom of Ordinals is justified on the
iterative conception, we do not need AC to go as far in the iteration process as
Godel is asking us to.

At this point, Godel asks us to continue the iteration process by introducing new
operations. How are we to do that? Godel suggests that we generalize from the
previous procedure:

So the next step will be to require that any operation producing sets out of sets can be
iterated up to any ordinal number. (Godel *1951: 306)

21 This is in line with Parsons’s (1977: 513, fn. 14) conclusion that ‘sets and “stages” ought to be “formed”
together, so that the formation of certain sets should make possible going on to further stages. However, the
most obvious principle of this kind, that if a well-ordering has been constructed then there is a stage such
that the earlier stages are ordered isomorphically to the given well-ordering, is weaker than the axiom of
replacement’.

22 As the discussion makes clear, the axiom is to be interpreted on the basis of the Scott-Tarski definition of

ordinal. On the von Neumann definition, the axiom is trivial, since each von Neumann ordinal « first appears

in the hierarchy at V. This is why the von Neumann treatment of ordinals is not available within Z ™, but is
available once we add to it the Axiom of Ordinals.

Hartogs’s Theorem, provable in ZT, says that there is no cardinal « such that, for every ordinal «, « is greater

than or equal to the cardinality of «.

2

[N
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It is difficult, however, to see why the idea of iterating any operation along any
given well-ordering should gain any support from the iterative conception of set.
It may be taken to fit well with the iterative conception that the powerset opera-
tion is to be iterated as far as possible. However, it is not entirely clear why this
should be the case with respect to any operation. Why is it that carrying out one of
these operations as far as possible does not lead us outside the hierarchy? Godel’s
argument, albeit showing that the idea of iterating the set of operation as far as
possible sanctions the Axiom of Ordinals, fails to show that the idea sanctions full
Replacement.

Nonetheless, the fact that the argument lends support to the Axiom of Ordinals
should not be underestimated. For the standard examples of theorems of ordinary
mathematics which are not provable in Z*, most notably Borel determinacy (see
Friedman 1971), are provable in Zf* (see Martin 1975). Moreover, the Axiom of
Ordinals guarantees that the recursive definition of the levels of the hierarchy as a
sequence of V, is well-defined for every «. This latter fact is important because,
together with some well-known facts about Z*, it shows that the consequences
of Replacement mentioned by Boolos in support of its fruitfulness are already
consequences of Zf':

in addition to theorems about the iterative conception, the consequences of replacement
include a satisfactory, if not ideal theory of infinite numbers, and a highly desirable result
that justifies inductive definitions on well-founded relations. (Boolos 1971: 27)

The Argument from Cofinality

The next argument is probably the standard argument to the effect that Replacement
is justified on the iterative conception. An early statement of the argument can be
found in Shoenfield 1965: 239-240. The argument is also given in Wang 1974: 186,
and is expanded upon in Shoenfield 1977: 323-326, which will be the focus of our
discussion.

Shoenfield begins by laying down a possible guide for determining the existence
of stages:

[T]he fundamental question for us is: given a collection S of stages, is there a stage after all
of the members of S? [...] A possible answer to our fundamental question is this: there is
a stage after all the stages in S provided that we can imagine a situation in which all of the
stages in S have been completed. [...] At best, this is a very vague answer; for it is not at
all clear in general what we can or cannot imagine. It does, however, provide a useful guide
for obtaining more precise principles on which we can base axioms. Specifically, there are
three cases in which our vague answer leads us to conclude that there is a stage after each
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member of S. The first is the case in which S consists of a single stage. The second is that in
which S consists of an infinite sequence So, S1, . . . of stages. The third case is that in which
we have a set x and a stage S for each y in x, and S consists of the stages S for y in x.
(Shoenfield 1977: 323-324)

There are several issues surrounding Shoenfield’s talk of imagination in this pas-
sage, some of which are connected with the problems besetting the constructivist
approach to the iterative conception (see Section 2.3). For present purposes, how-
ever, let us focus on Shoenfield’s principles for determining the existence of stages.
To suppose that there is a stage after all of the members of S in the first two cases
gives rise, respectively, to the usual operations of taking powerset and summing up
a transfinite sequence of levels. To suppose that there is such a stage in the third
case gives rise to the so-called principle of cofinality (see also Boolos 1971: 26):

Cof VxdsVy(y ex — Jt(t <s AyFt)).

It is easy to see that this principle delivers Replacement. For recall that what
Replacement says is that if f is a function and a is a set, then there is a set of
all f(b)s for b € a. So, for each f(b), we just let Sy ) be a stage at which f(b)
is formed. This will also be a stage at which & is formed, since, according to the
account of the iterative conception offered by Shoenfield and Boolos, each set is
formed at all stages that are later than any one at which the set is formed (see, e.g.,
Boolos 1989: 88). But then, by the cofinality principle, we can conclude that there
is a stage after all the stages Sy()s for b € a. The desired set of all f(b)s is then
formed at this stage.

However, we now need an argument to the effect that the principle of cofinality
is true on the iterative conception. Shoenfield writes:

Suppose that as each stage S is completed, we take each y in x which is formed at S and
complete the stage Sy. When we reach the stage at which x is formed, we will have formed
each y in x and hence completed each stage Sy in S. (Shoenfield 1977: 324)

This argument can be easily turned into an explicit argument for Replacement, as
follows.>* We know that each y in x is formed at some stage S preceding the stage
at which x is formed (since we know that x is a set). Moreover, we know that for
each y, there is a stage at which each f(y) is formed (since we know that if y is a
set, f(y) is a set too). What we want is a stage before which each f(y) is formed.

24 In fact, this is how the argument is presented by Wang (1974: 186), who phrases it in constructivist terms:
‘Once we adopt the viewpoint that we can in an idealized sense run through all members of a given set, the
justification of [the Axiom of Replacement] is immediate. That is, if, for each element of the set, we put some
other given object there, we are able to run through the resulting multitude as well. In this manner, we are
justified in forming new sets by arbitrary replacements. If, however, one does not have this idea of running
through all members of a given set, the justification of the replacement axiom is more complex’.
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According to Shoenfield, we can see that there is such a stage by going through
the stages preceding the stage at which x is formed: each time we reach a stage S
at which one of the ys is formed, we go through the stages necessary to form the
corresponding f(y). By the time we have reached the stage at which x is formed,
all the f(y)s will have been formed, which guarantees that there is a stage at which
they are collected into a set.

Note, however, that the argument seems to assume that if a process can be
completed, and we replace each stage of the process with a process that can be com-
pleted, then the maxi-process consisting of all these processes can itself be com-
pleted. But this is just the Axiom of Replacement reformulated in terms of stages
and processes.?

Thus, it is not clear that the principle of cofinality follows from the iterative
conception of set. Boolos concluded that the principle

is an attractive further thought about the interrelation of sets and stages, but it does seem
to us to be a further thought, and not one that can be said to have been meant in the rough
description of the iterative conception. (Boolos 1971: 26)

However, even if one sides with Boolos on this, the cofinality principle certainly
seems to harmonize well with the iterative conception, and can perhaps be seen
as one way of spelling out the idea that the cumulative process through which the
hierarchy is obtained should be iterated as far as possible.

The Argument from Reflection

The third argument for Replacement starts from the idea that what it means for the
hierarchy to have as many levels as possible is for it to be absolutely infinite.
The notion of absolute infinity goes back to Cantor, who attached great heuristic
importance to it (see Hallett 1984: ch. 1; Jané 1995). The notion is not completely
transparent, but a central feature of it, in Cantor’s view, is that absolute infinity
resists mathematical determination (see Hallett 1984: 13). Focusing on this feature
suggests equating the hierarchy’s absolute infinity with its not being uniquely char-
acterizable by any property of a certain type K. This, in turn, is taken to give rise to
the following informal principle:

Reflection Principle. Let P be a property of type K. If V has P, then there exists
some V,, which has P.20

25 A similar point is made in Parsons 1977: 513-514, fn. 15, although Parsons is there discussing the earlier
Shoenfield 1965.

26 Although Cantor never explicitly formulated it, the Reflection Principle has been argued to be faithful to his
original ideas on absolute infinity by Reinhardt (1974: 190-192), Hallett (1984: 117-118) and Welch and
Horsten (2016) among others.
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Obviously, the class K cannot contain trivial properties such as x = V, lest a contra-
diction be easily obtained from the Reflection Principle (see Reinhardt 1974: 190).
Little has been said, however, by way of a positive characterization of 1. Godel
took the Reflection Principle to hold when K is the class of structural properties
(see Wang 1996: 283-285), but a full-fledged account of the notion of a structural
property remains wanting.

The Reflection Principle is sometimes said to express the idea that the hierarchy
cannot be reached from below (see, e.g., Paseau 2007: 33; Koellner 2009: 208).
However, this idea seems better expressed by a more specific principle saying that V
cannot be obtained through the application of any collection of (non-trivial) closure
principles, such as closure under powersets:?’

Closure Principle. Let C be a collection of closure principles and let P be the
property of being closed under C. If V has P, then there exists some V,, which has P.

A version of the Closure Principle is enunciated by Godel in a passage reported by
Wang (Wang 1974: 189; see also Wang 1996: 280). On the assumption that the class
IC of properties to which the Reflection Principle applies includes any property
of the type being closed under closure principles C, the Reflection Principle
implies the Closure Principle. The converse, however, need not be true, since }C
may contain other types of properties. Indeed, the Reflection Principle may be
considered a generalization of the Closure Principle (see, e.g., Wang 1974: 189,
reporting Godel).

The Closure Principle, and hence the Reflection Principle, can be used to argue
informally for the existence of large cardinals. Suppose we have come to accept that
V is closed under powersets and unions of set-indexed families of sets (including

).28

uncountable ones).”® By the Closure Principle, we can conclude that there exists

a level of the hierarchy which is equally closed. Such a level has inaccessible
height.?’ Similar arguments can be used to argue for the existence of larger small
large cardinals,® such as Mahlos?! (see Reinhardt 1974: 190-191 and Wang 1996:
280, reporting Godel).

27 The restriction to non-trivial closure principles is needed since the hierarchy is closed under the set of operation.

28 Note that, formally, V being closed under unions of set-indexed families of sets is guaranteed by the Axiom of
Union in conjunction with the Replacement Schema. Thus, for instance, Z does not prove the existence of a set
Uy P (@).

29 A cardinal  is inaccessible if, as well as being uncountable, it is regular and strong limit. The former condition
is equivalent to the sets below « being closed under unions of set-indexed families of sets, the latter to their
being closed under powersets.

30" A large cardinal « is said to be small if it is consistent that the axiom asserting the existence of « holds in L
(provided, of course, that it is consistent that it holds in V). Otherwise, « is said to be large.

31 A cardinal « is Mahlo if it is regular and the set of inaccessibles below « is stationary in «, where a set A C «
is stationary in k if AN C # @ for each closed unbounded subset C of «.
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We must now turn the Reflection Principle into an axiom schema. In axiomatic
set theory, properties are expressed by formulae of a formal language. We indicate
with £? the language obtained by adding € to the language of nth-order logic. If
n = 1, we simply omit the superscript (in line with our notation so far).

Next, we need a way to say that V, has the property expressed by ¢. We do
this by taking ¢ to be relativized to V,, in the standard way, i.e. by restricting ¢’s
quantifiers to x € V,,. We write ¢* to denote ¢’s relativization to V.

Formulae may contain parameters, which must also be relativized. If A is a
parameter, we let A* be its relativization to V,,, which is defined as follows. If A is
a first-order parameter, A* = A. If A is a second-order parameter, A* is AN V,. If
A is a parameter of order n + 1 (with n > 1), A“ is {B*|B € A}, where B ranges

over nth-order classes.
We can now formulate a template for obtaining reflection principles for lan-
guages and parameters of varying complexity:

Reflection Principle Template (RP). Let ¢(Aj, ..., Ax) be an L7 -formula with
parameters Ay, ..., A of order at most n. Then the following holds:

P(AL, ..., Ap) = Jap“ (AT, ... AD).

Actual axiom schemata can be obtained from RP by specifying the language in
which ¢ is cast and the order of the parameters that are allowed. We use RP,, ,, to
denote reflection on L7 -formulae with parameters of order at most n. The strength
of the Reflection Principle depends on the properties that it is taken to apply to. As
one might expect, then, the choice of language and parameters has a severe impact
on the strength afforded by RP.

The study of reflection principles began with Richard Montague (1957; 1961),
who isolated the following principle and showed it to be a theorem of ZF:

Complete Reflection Principle (CRP) (Montague). Let ¢(xy,...,x;) be an Lc-
formula. Then for each «, there is a 8 > « such that, for any Ay, ..., A, in Vg,

(AL, ..., Ap) < P(AL ... Ap).

This asserts that any first-order property is completely reflected, i.e. reflected
in arbitrarily high levels of the cumulative hierarchy. On the other hand, RP; ;
simply asserts that any such property is reflected at some level of V. This difference
affects the strength of the two principles. For, as Azriel Lévy (1960) went on to
prove, CRP is actually equivalent to Infinity and Replacement in the presence of
the other ZF axioms (indeed, in the sole presence of the axioms of Extensionality,
Foundation and Separation). If CRP is justified on the iterative conception, this
would provide a possible route to the justification of these axioms (see, e.g., Paseau
2007). By contrast, whilst RP; | does afford the derivation of Infinity, it fails to
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deliver Replacement (see Lévy and Vaught 1961).3? Thus, if RP is to be used to
obtain Replacement, we need to allow higher-order parameters.

Let us therefore consider RP; ;. As well as Infinity, the Replacement Schema is
now derivable. This follows from the fact that RP; , implies CRP. In fact, many of
the ZF axioms are now derivable. In particular, the theory consisting of Extension-

ality, Foundation, Separation and RP; ; implies ZF.

We have now reached the limit of RP| », since the theory in question is in fact
equivalent to ZF (see Gloede 1976: 293). If we want to generate axiom schemata
which non-conservatively extend ZFC in the context of a first-order language, the
natural move is to consider RP; 3. The following result, however, tells us that this
would be inadvisable:*

Theorem 3.6.2. RP 3 is inconsistent.

Tait (1998) has suggested repairing the situation by foregoing certain negated for-
mulae. Koellner (2009) has shown that RP; 4 with the restriction suggested by Tait
is still inconsistent.

So let us consider instead the language £2. Bernays (1961; 1976) showed that
the theory consisting of Extensionality, Second-Order Separation, Foundation and
RP, , implies ZF, (ZF with the Replacement Schema replaced by the correspond-
ing second-order axiom). What is more, the theory also implies the existence of
inaccessibles, Mahlos, weakly compacts** and other small large cardinals.

This latter fact can be proved by reflecting on reflection, starting from the fact
that RP; , holds in the universe. We could not do this in ZF because the fact that
the hierarchy satisfies RP , is not expressible by a finite number of £.-sentences.
However, there is a single £2-sentence saying, in effect, that RP; 5 holds:

VA3a(V,, €,A%) < (V, €,A),

where A is second-order and M < A means that M is an elementary substructure
of V. This sentence is provable in ZF,, so by RP, , we can conclude that it already
holds in some V,. Thus, we have:

VA C Ve3a < k(Vy, €,A%) < (V,, €,A).

32 It does deliver more than Infinity, however. For instance, it enables one to prove Axiom (p), which is
independent of Z.

33 The result is noted by Reinhardt (1974: 196), but a proof seems to have first appeared in print only in Tait 1998:
481.

34 Consider the language Ly, which, besides using all formation rules of a finitary logic, allows the formation
of up to «x long sequences of conjunctions, disjunctions, universal and existential quantifications. Then « is
weakly compact if k > w and, for any set ® of sentences in L, , using at most x non-logical symbols, if every
subset of ® of cardinality less than « is satisfiable, then & is satisfiable.
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By a result of Lévy (1960), this is equivalent to x being inaccessible (see Kanamori
2003: §6). Thus, the sentence ‘RP; , holds and there is an inaccessible cardinal’ is
now provable. By RP; », we conclude that there are two inaccessibles. Carrying out
this reasoning over and over again, we arrive at the conclusion that there is a proper
class of inaccessible cardinals. Similar arguments can be used to prove the existence
of Mabhlo cardinals: the informal arguments for the existence of inaccessibles and
Mahlos can be captured with the help of RP together with the expressive resources
of second-order languages.

We mentioned earlier that Koellner (2009) has shown that, even when restricted
to formulae of a certain kind, RP; 4 is inconsistent. In the same paper, he offers
an array of results which he takes to show, more generally, that principles of the
form RP, if consistent, are weak, in that they cannot even yield the Erdos cardinal
x (w),> and hence cannot lead to what Koellner describes as a ’significant reduction
in incompleteness’.¢

Koellner (2009: 217-218) concludes by expressing pessimism about the possi-
bility of justifying large cardinal axioms in general on the basis of the Reflection
Principle. The issue remains open, however, and indeed some set theorists have
claimed that the Reflection Principle, and the underlying idea that the hierarchy is
absolutely infinite, can be used to motivate the existence of large large cardinals via
elementary embeddings. For remarks along these lines, see Martin and Steel 1989:
72-73. A systematic defence of this position can be found in Welch and Horsten
2016 and Welch 2014.

It is often claimed that the absoluteness of the hierarchy is part of the iterative
conception. Wang offers the following argument for the idea that the hierarchy
cannot be characterized by any non-trivial property:

The power and justification of the reflection principle depend on the following consider-
ation. For our knowledge, the ‘iterative’ process means that we can use all conceivable
means to continue the process, that the process is ‘unlimited’ [...] We cannot see exactly
how we can possibly reach V beginning with the null set according to the rank hierarchy;
there are a lot of gaps in between. Therefore, we can never capture the full content of V and

35 For every limit ordinal e, the Erdés cardinal i (@) is the least « such that for every partition of the finite subsets
of « into two cells, there is a subset of « of order type « all of whose finite subsets lie in the same cell.

36 Koellner (2009: 208) argues that a reasonable target for a significant reduction in incompleteness is the
axiom ‘For every set X, X f exists’. Given this target, his result shows that principles of the form RP, if
consistent, are very weak, since it implies that they cannot even deliver 0%, This, if it exists, is the set of all
formulae @(vy, ...,v,) of Le such that L | ¢(kg, ... ,kn) for any strictly increasing sequence «q, . . ., kn
of uncountable cardinals, and can be regarded as a subset of @ via Godel numbering. The existence of 07 is
equivalent to the existence of a non-trivial elementary embedding of L into itself. For any set A, A%, if it exists,
is obtained by replacing L with L[A] (the smallest inner model M such that for every X € M, ANX € M)
in the definition of 0%
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any property which characterizes V uniquely can only do this ‘by default’ and does not tell
us much about the elements of V. (Wang 1977: 319)

However, the argument just assumes that the iterative process is unlimited. Simi-
larly, Paseau (2007: 33) simply states that ‘Reflection and the associated idea that
the hierarchy is absolutely infinite are arguably part and parcel of the iterative
conception’ (see also Martin 1998; 2001; Tait 1998).

Indeed, doubts are sometimes raised about whether this is the case (see, e.g.,
Potter 2004: 222-223): if we understand the iterative conception as maintaining
that sets are the objects obtained by iterating the set of operation, then the idea that
the hierarchy is absolute cannot quite be subsumed under the iterative conception.

Nonetheless, the idea that the sef of operation is to be iterated as far as possible
harmonizes well with the iterative conception: unlike any answer specifying some
particular cardinality, it seems a principled and non-arbitrary answer to the ques-
tion of how far the iteration process goes. And absolute infinity is a natural way
of understanding the idea that the iteration process is to be carried out as far as
possible, and it appears to deliver Replacement and various large cardinal axioms.

3.7 Conclusion

The defender of the iterative conception can provide satisfactory responses to
the missing explanation objection and to the circularity objection. As for the no
semantics objection, many of the standard strategies for dealing with it have been
found wanting. However, the approach based on giving a semantics by making use
of higher-order entities and the approach based on Kreisel’s squeezing argument,
I have argued, are both promising. Moreover, as I have pointed out, it is far from
clear that the no semantics objection affects the iterative conception any more than
the other conceptions of set.

As for the status of Replacement, even if the idea of iteration as far as possible is
perhaps not part of the iterative conception, it harmonizes well with it. Understood
or augmented in this way, the iterative conception sanctions the Axiom of Ordinals
and possibly the Replacement Schema. And when added to Z*, the Axiom of Ordi-
nals already suffices to account for the standard cases of examples from ordinary
mathematics which cannot be reconstructed in Z*.

What remains to be investigated is how the iterative conception fares with respect
to the other conceptions of set available. This task will occupy us in the remaining
chapters.
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The Naive Conception

Only the most naive of
questions are truly serious.

Milan Kundera (1984: 139)

In Chapter 3, I considered three objections to the claim that the hierarchy covers
all sets, and argued that none of them shows that the account of set based on the
cumulative hierarchy is unsatisfactory. According to the method of inference to the
best conception, however, the claim that all sets are those in the hierarchy is to be
defended by showing that the iterative conception fares better than its rivals with
respect to certain desiderata on conceptions of set.

For this reason, our next task is to examine and evaluate the conceptions of set
which are usually considered alternatives to the iterative conception. In this chapter,
we look at attempts to rehabilitate the naive conception by changing the logic of set
theory.

4.1 Paraconsistency and Dialetheism

Recall that according to the naive conception of set, to every predicate there cor-
responds a set, and this is usually taken as motivating classical naive set theory,
the theory whose logic is classical logic, and whose axioms are Extensionality and
Naive Comprehension. In the previous chapter, I cast doubts on the idea that the
Comprehension Schema is as intuitive as is sometimes claimed, since the reason
why people find it intuitive might be due to the fact that what they have in mind is
a conception of sets as sets of individuals, or that they are conflating two different
concepts, the concept of set and the concept of objectified property. Having said
that, it can be granted, for the purposes of this chapter, that the naive conception of
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set is natural — in the sense that it can be easily acquired without prior knowledge
or experience of sets and that we find it plausible or at least conceivably true — and
sanctions the two axioms of naive set theory. This conception, as we have seen,
gives rise to a theory which is classically inconsistent and therefore, in the presence
of the classical rule of ex falso quodlibet (p,—¢ + 1, also called Explosion),
trivial: it proves everything. The received view is that this shows that something
is wrong with the underlying conception: it is not the case that every condition
determines a set. Thus, according to the iterative conception, the only instances of
Comprehension which hold are those that hold in the cumulative hierarchy.

However, a number of philosophers, most notably Graham Priest (esp. 2006b),
have tried to rehabilitate the naive conception by suggesting that what the paradoxes
show is that something is wrong with the underlying logic: rather than abandoning
the Naive Comprehension Schema, we should abandon classical logic. In particular,
Priest suggests resuscitating the naive conception by developing naive set theory in
a logic in which contradictions such as Russell’s can be derived but tolerated —
theories where it can be proved that the Russell set both belongs and does not
belong to itself but a contradiction does not entail everything.'

We will see below that this task is harder than it might seem at first sight.
For the moment, we notice two facts concerning this sort of attempt. First, the
resulting set theory will have to be cast in a paraconsistent logic — a logic in which
Explosion fails. Second, if the axioms of the theory are taken to be true, and its rules
of inference to be truth-preserving, then proponents of these attempts seem to be
committed to dialetheism, the view that there are true contradictions, or dialetheias.

Having noted these two key aspects of Priest’s proposal, we now need to review
and evaluate a number of strategies for developing a paraconsistent set theory.
First, however, we will examine two constraints which, according to Priest himself
(2006b: 248), a paraconsistent set theory should satisfy.

' For reasons of space, I cannot discuss the option of developing naive set theory in a logic in which contradictions
such as Russell’s cannot be derived, but it will be helpful to say something about why the prospects for doing so
do not look bright either. One strategy here is to curtail the rules for the logical constants, e.g. the conditional.
Whilst promising for constructing a consistent naive theory of properties (see, e.g., Field 2008), this strategy
faces serious difficulties when used to develop a consistent naive theory of sets. As shown by Field et al.
(2017), Extensionality is inconsistent with a certain way of capturing naiveté given a reasonably strong logic.
Another strategy is to tinker with the rules governing the structure of derivations in a formal system. An early
instance of this strategy is pursued by Grisin (1974), who presents a naive theory in a logic without the structural
Contraction Rule of sequent calculus. However, this theory trivializes in the presence of Extensionality. More
recently, the strategy has been developed by Weir (1998b; 1999), who suggests adopting a logic which avoids
triviality by placing constraints on the way inferences can be chained together. The resulting non-transitive logic
is very weak, and Weir’s attempt to develop a decent amount of contemporary set theory is subject to criticisms
similar to those levelled in Section 4.5 against one of the strategies for developing a paraconsistent set theory.
Ripley (2015) presents a naive set theory in a different non-transitive setting. His system shares many of the
features (and problems) of naive set theories based on LP, to be described below.
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4.2 Neither Weak nor Trivial

A paraconsistent set theory based on the naive conception will consist of Extension-
ality and Comprehension, and an underlying paraconsistent logic. Comprehension,
recall, is the following schema:

dyVx(x € y < ¢(x)), (Comp)

where y does not occur free in ¢. In certain paraconsistent set theories, the defining
predicate ¢ is allowed to contain y free. This feature has been used by Routley to
argue that AC is a consequence of Comprehension, although the argument is con-
troversial (see Routley 1980: 892-962; Priest and Routley 1989). Unless otherwise
stated, we will focus on the standard formulation of Comprehension.

The choice of the logic, however, is delicate, and can give rise to a number of
different set theories, depending also on whether or not we take the conditional in
the axioms of Comprehension and Extensionality to be material (see Priest 2006b:
248). We shall distinguish between the resulting theories by making explicit in their
name the logic in which they are cast. So, for instance, NLP will be naive set theory
in the logic LP, to be described below. At first sight, then, there seems to be a great
deal of freedom left in the development of a paraconsistent set theory. Still, Priest
acknowledges that there are two constraints which a set theory should satisfy.

The first constraint is that the theory should not allow one to prove too much,
and in particular should not be trivial. This means that it is not enough to just drop
ex falso quodlibet so that we cannot infer anything from the Russell contradiction,
the reason being that there are arguments which generate triviality from the Com-
prehension Schema without using Explosion. For instance, the set-theoretic version
of Curry’s Paradox tells us that in the presence of Comprehension triviality ensues
as long as we have in our logic the rule of modus ponens and the Contraction rule:>

w (Contr)
>y
The derivation is as follows:
. HIVx(x ey (xex — @) By (Comp)
2. Vx(xea<w (xex — ) Supp
3. (aca<+(acea— )
4. (a€ea— (ae€a— @) By simplification

2 Not to be confused with the structural rule of Contraction of standard sequent calculus systems. To be sure,
it is possible to retain modus ponens and Contraction whilst avoiding triviality by placing constraints in the
way steps in a derivation are chained together, as is done by Weir (see fn. 1 above). Here, I am setting aside
this option, as well as the desperate strategy of blocking the derivation by dropping very basic rules such as
J-elimination.
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5. (a€ea— o) 4, by (Contr)
6. aca 3, 5, by modus ponens
7. ¢ 5, 6, by modus ponens
8. o 1, 2-7, by 3-elimination

Still worse, there is a variant of the paradox which shows that even if we drop
Contraction, triviality ensues from Comprehension in the presence of modus ponens
and the so-called Modus Ponens Axiom:

(A (= ¥) = 4. (MPA)

The new derivation is as follows:>

I. PVx(xey<e (xex— @) By (Comp)
2. Vx(xe€ea<+ (x €ex — @) Supp
3. (@a€ea< (aca— )

4, (aean(aea— @) — ¢ By MPA
5. (aearnaca)—¢ 3, 4, by substitutivity of equivalents
6. aca—yg 5, idempotence of conjunction
7. ((a€ea— @) —>aca) 3, by simplification.
8. ae€a 6, 7 by modus ponens
9. o 6, 8, by modus ponens
10. ¢ 1, 2-9, by 3-elimination

The second constraint is that our set theory should not prove too little: we want
to be able to carry out a reasonable amount of standard set theory within it. This
is in keeping with the desideratum we laid down in Section 2.7 when introducing
the method of inference to best conception. If it is too weak, set theory is deprived
of the role, with which it has traditionally been conferred, of giving a foundation
for mathematics and of providing a tool for understanding the infinite. We need to
preserve at least certain crucial results of set theory. As Priest puts it:

We might not require everything; we might be prepared to write off various results con-
cerning large cardinality, or peculiar consequences of the Axiom of Choice. But if we lose
too much, set theory is voided of both its use and interest. (Priest 2006b: 248)

The second constraint makes it harder to satisfy the first one: it is easy enough to
find a logic that avoids triviality in the presence of Comprehension by irredeemably
crippling the proof theory; it is much harder to find a logic which avoids triviality
and yet allows us to develop a coherent and substantial amount of mathematics in it.

3 The original version of Curry’s Paradox appeared in Curry 1942, Its strengthened version is due to Meyer et al.
(1979). In many relevant logics, to be discussed below, the Modus Ponens Axiom delivers Contraction.
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In the light of Curry’s Paradox and its strengthened version, one might consider
either dropping modus ponens or giving up Contraction and the Modus Ponens
Axiom. And in fact, both strategies have been pursued, which means that, ini-
tially, two strategies for developing a paraconsistent set theory suggest themselves,
which, following Priest (2006b: 249-255), we may call the material strategy and
the relevant strategy. We shall tackle them in turn.

4.3 The Material Strategy
The Logic of Paradox

According to the material strategy, triviality is avoided by invalidating modus
ponens and taking the conditional in the Axioms of Comprehension and Exten-
sionality to be the material conditional. That is, we take ¢ — 1 to be defined as
—¢ V ¥, and devise our paraconsistent logic in such a way that, besides Explosion,
the inference

@ = VY
¥

usually known as disjunctive syllogism, also fails. The biconditional ¢ <> ¥ is then
defined in the usual way, thatis as ¢ — ¥ A ¥ — @.

According to Priest (2006b: 249), a ‘simple and natural choice here’ is his Logic
of Paradox (LP), first introduced in Priest 1979. The motivation for the choice
can be given as follows. According to the dialetheist, as we have seen, there are
sentences ¢ such that ¢ A —¢ is true, and the statement asserting that the Russell
set belongs to itself is one of those. Now suppose you believe that a conjunction
is true if and only if both of its conjuncts are true. This means that ¢ and —¢ are
both true. And suppose you believe, further, that a sentence is true if and only if its
negation is false. Then, sentences like ¢ will be both true and false: the mistake of
the classical logician lies precisely in assuming that there cannot be sentences of
this kind.

Hence, we want a logic in which a sentence can be both true and false; more-
over, when a sentence is both true and false, it receives a designated value since,
according to the dialetheist, we should assert a sentence if it is ar least true. LP
implements both these facts in that its set of values 7 is {{1},{0}, {0, 1}}, and its set
of designated values § is {{1}, {0, 1}}. For ease of exposition and readability, we will
define T, F and B (for True, False and Both) to be {1}, {0} and {0, 1} respectively.

How should connectives and other logical constants behave in LP? Again, the
dialetheist’s answer is to preserve as much as possible of classical logic whilst
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admitting the value B, and to use basic principles about the connections between
truth and falsity to decide the behaviour of the connectives when B is involved. So,
for instance, —¢ will be simply true if and only if ¢ is simply false, and simply false
if and only if ¢ is simply true. But what if ¢ is both true and false? We have already
seen that the dialetheist accepts that a sentence is true if and only if its negation is
false. Hence if ¢ is both true and false and receives the value B, —¢ will be false and
true and hence also receive the value B. Similar considerations can be offered for
conjunction, disjunction and the universal quantifier. As anticipated, the conditional
is defined in terms of negation and disjunction, and the biconditional is defined in
terms of conjunction and the conditional; finally, the existential quantifier is defined
in terms of negation and the universal quantifier in the usual way. The upshot is a
three-valued logic in which the semantics for connectives and quantifiers is the
same as Kleene’s (1952: §64) logic K3 except that the middle value is designated.

In more detail and more formally, let A = (D, Z), where D is a domain of objects
and Z an interpretation function. Given a variable assignment S (i.e. a mapping
from variables to elements of D), we can define the valuation function v? from
formulae to truth-values as follows. (We omit the subscript and superscript when
clear from context.) If ¢ is of the form R, (xy, ..., x,) then vf} assigns to ¢ the value
7 assigns to (R, (Sxy, ..., Sx,)). If ¢ is of the form =y, ¥ A x or ¢ V x, then v%
assigns a value to ¢ in conformity with the following matrices:

— AL T | B | F v | T | B | F
T F T T B F T T T T
B B B B B F B T B B
F T F F F F F T B F

Finally, if ¢ is of the form Vxy(x): (i) v} assigns the value T to ¢ just in case
for every object d in D, v% assigns the value T to ¥ (d); (ii) v?‘ assigns the value
F to ¢ just in case for some object d in D, v?‘ assigns the value F to ¥ (d); (iii)
otherwise, v?‘ assigns the value B to ¢.

To conclude the formal characterization of LP we need to define logical con-
sequence. As expected, we define it in terms of preservation of designated value.
More formally, given an interpretation 2 and a variable assignment S, we say that
a valuation vy satisfies a sentence ¢ just in case vy () € 8, and that vy satisfies
a set of sentences X just in case v? satisfies every element of X. Then we define

semantic consequence thus:
¥ | ¢ iff for every 2 and S whenever v? satisfies X, v? satisfies ¢.

LP’s logical truths are the same as classical logic, but its consequence relation
is significantly different. For instance, and quite importantly for our purposes,
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ex falso quodlibet fails: let v(¢) = B and v(yy) = F'; then v satisfies {¢, —¢}
but not . Using the same valuation, we can also show that, as required, dis-
junctive syllogism is not generally valid in LP, since v satisfies {¢,—¢ Vv i/} but
not .

This concludes the exposition of the first-order Logic of Paradox LP. In the
context of classical first-order logic, it is customary to single out a special identity
predicate. We can do the same in the present context. In particular, we take = to be a
two-place predicate such that x = y receives either the value T or the value B justin
case x = y. The result is first-order Logic of Paradox with identity, or LP_ for short.
If, within an interpretation 2, x = y always receives either the value T or the value
F, we say that identity is standard in 2, but, to stress, LP_ admits interpretations
in which identity is not standard, but glurty — that is, interpretations in whichx = y
receives the value B for some assignment to the variables. Analogously to the
LP case, LP_’s logical truths are the same as classical logic with identity, but its
consequence relation is significantly different, and the counterexamples to ex falso
quodlibet and disjunctive syllogism carry over to LP_.

Naive Set Theory in LP

Our next task is to examine what can and cannot be proved in NLP. The first
systematic study of this is due to Restall (1992), who defines x = y as Vz(x €
7 <> y € 7). As expected, the theory is inconsistent, since it proves that there is at
least one object — the Russell set — which both belongs and does not belong to itself
(see Restall 1992: 424). But Restall’s key result is that all the ZF axioms except
Foundation are theorems of NLP (see Restall 1992: 427). This also means that the
theory is not trivial: there is at least one sentence, viz. the Axiom of Foundation,
which the theory does not prove.

However, as noted above, the consequence relation of LP is significantly differ-
ent from that of classical logic. In particular, the fact that to avoid Curry’s Paradox
LP does not validate modus ponens means that many natural arguments used in
standard set theory fail. To make things worse, besides modus ponens, transitivity
of the material conditional and transitivity of the material biconditional also fail
in LP. To see this, consider a valuation v such that v(¢) = T, v(¥y) = B and
v(x) = F. It is easy to check that (i) v satisfies {¢p — ¥, — x} butnot ¢ — yx;
and (ii) v satisfies {¢p <> ¥, ¥ < x} but not ¢ <> x. This means that more natural
arguments typically used in set theory fail. As a result, standard proofs of some
central results of contemporary set theory break down. A case in point is Cantor’s
Theorem. For let |a| be the cardinality of a. Then, the usual strategy to prove that
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|P(a)] is greater than |a| consists in supposing, for reductio, that there is a function
f from a onto P(a). This means that we have

b={xea:x¢g f(x)}=f(o)
for some ¢ € a. But then
ceb<wcd flc) < cgb,

which, by transitivity of the material biconditional, implies a contradiction. But, as
we have seen, transitivity of the material biconditional fails in LP.

To be sure, all of this does not rule out that alternative arguments for results
whose standard proof does not go through in LP could be given. But in the absence
of reasons for thinking that the proofs which seem to fail in NLP can be recon-
structed in some other form, the prospects for developing a substantial amount of
set theory in NLP look bleak, as Priest himself acknowledges (2006b: 250).

What is more, some of what NLP can prove depends on the way it treats identity,
which is not uncontroversial. For recall that we are considering the case in which
x = y is defined as Vz(x € z <> y € z). Using this definition, Restall (1992:
427) shows that NLP proves that there are sets x and y such that x # y. The proof
is simple: in each model there is at least one set — the Russell set — which both
belongs and does not belong to itself; hence, by the definition of identity, there is a
set which, besides being identical to itself, is also non-identical to itself. A fortiori,
there is a set x which is non-identical to some set y.

This suggests that the existence of at least two objects might depend on the fact
that we have defined identity so that it is glutty in all models. And in fact, Weir
(2004: 393-398) shows that once identity is not defined a la Restall but taken as
a semantic primitive (as in Priest 2006b), the existence of two objects no longer
follows. In particular, there are models of NLP_ in which identity is standard but
dx3Jy(x # y) only receives the value F. One might reply that the models where
identity never receives the value B are pathological, and do not capture the full
structure of the naive universe of sets. But this is not very convincing: one would
like to be given some principled reason for regarding these models as pathological.
As Weir puts it:

Even if it is acceptable to admit models in which identity can be “glutty”, we need a
principled non-ad-hoc justification for excluding models in which identity is standard. How
can it be wrong to interpret x = y as true (only) when both terms refer to the same object
and false (only) when they do not, especially since, in the models in question, it is definitely
true in the metatheory that the referents are the same or definitely true that they are distinct?
It will be highly unsatisfactory if the sole reason is to ensure that the proposition that there
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are at least two objects is entailed. After all, if I restrict admissible models to infinite ones
then I can show that on my logic anything, 3x = x, for example, ‘entails’ infinity. (Weir
2004: 397)

But let us set aside the issue of the models of naive set theory for the moment,
since we will return to it when discussing the model-theoretic strategy. Note that
although it enables us to prove that there are at least two things, regarding identity as
always glutty also comes at a price: the Indiscernibility of Identicals, ¢ (x),x = y -
@(y) fails. This, to stress, is the direction of Leibniz’s Law which almost everyone
accepts — where Leibniz’s Law states that two objects are identical if and only if
they have the same properties.

To see that the Indiscernibility of Identicals fails if we regard identity as always
glutty, let ¢ (x) be x € z and consider a § which assigns a to x and b to y; and let
v(x € z) = B for every z-variant of S and v(y € z) = F when c is assigned to z;
in fact, let S assign ¢ to z. Then Vz(x € z <> y € z) receives the value B under
the assignment S, since v(x € z) = B for every z-variant of it. The reason is that
in LP a biconditional one of whose sides is both true and false is always true and
false. But whilst x € z receives the value B under S, y € z receives the value F,
which means that we have designated premisses and an undesignated conclusion
(see Weir 2004: 397-398).

Dialetheists might apply spin and reply that this, contrary to appearances, is not
an unwelcome consequence of their theory. They might insist, for instance, that
when dealing with the realm of the inconsistent, we should not expect the standard
laws of identity to hold, and they could make their case stronger by pointing to other
cases where it is appropriate to reject the Indiscernibility of Identicals. This seems
doubtful, but, most importantly, does not get to the heart of the matter. Dialetheists
claim that we should stick to the Naive Comprehension Schema because of its
intuitiveness. But to do this, we are asked to reject another principle which is
hardly less intuitive than the Comprehension Schema itself. As a result, the initial
appeal of a paraconsistent set theory based on the naive conception seems seriously
diminished.

Naive Set Theory in Minimally Inconsistent LP

The following simple diagnosis of the proof-theoretic weakness of NLP_ is tempt-
ing: by allowing gluts in an indiscriminate manner, the background logic of this
theory allows for too many models. This diagnosis suggests the following course
of action: restrict the range of admissible interpretations by moving to logics that
are more restrictive in their tolerance of gluts. One such logic, due to Priest (2001),
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is minimally inconsistent LP (LPm for short). This is a non-monotonic logic whose
notion of consequence is defined in terms of minimally inconsistent interpreta-
tions — interpretations which, roughly, are as consistent as possible. The idea is
to order interpretations of LP in terms of how inconsistent they are and restrict LP
to interpretations that are minimal with respect to this ordering. In a slogan: tolerate
gluts, but only when you absolutely have to. The details do not really matter here,
as long as we bear in mind two things. First, if a theory based on LP is non-trivial,
then so is the same theory when the background logic is LPm,* which means that
NLPm is non-trivial.> Second, any LP_ consequence is also an LPm consequence,
but there are some LPm consequences that are not LP_ consequences. In particular,
every classical consequence of a consistent set of premisses is an LPm consequence,
since in consistent situations the minimally inconsistent models are just the classical
models.

Thus, whilst still invalidating modus ponens — as any logic fit for the material
strategy ought to — LPm’s consequence relation is more generous than LP’s. For
this reason, despite his pessimism about the prospects for the material strategy in
LP_, Priest (2006b) expressed optimism about the possibility of developing naive
set theory using LPm as a background logic.

However, it turns out that LPm’s consequence relation is too generous. For say a
set theory is almost trivial if it implies that VxVy(x € y Ax & y). Thomas (2014:
§4) has shown that NLPm’s only model is one in which VxVy(x € y Ax ¢ y) holds
and identity is standard. Thus, if it has models, NLPm is almost trivial. Almost
triviality is not the same as triviality but comes very close to it: triviality is usually
considered unacceptable because in its presence no discrimination is possible with
regards to what follows from what; almost triviality seems unacceptable because
in its presence no discrimination is possible with regards to what belongs to what.
Moreover, NLPm has only one model up to isomorphism, namely a one-element
model. This means that whilst proof-theoretically too generous, NLPm is model-
theoretically too restrictive: to take the universe of sets to consist of one, inconsis-
tent set is to relinquish any interesting use of set theory, not only as a foundation
for mathematics.

Can alternative versions of LPm fare any better as a background logic for naive
set theory on the material strategy? This is an open question, but note that all extant
versions of the logic give rise to theories that, like NLPm, are either too weak or too

4 To be precise, there are certain restrictions on this latter claim, but they are irrelevant for present purposes, so
I will ignore them. The interested reader can consult Priest 2006b: 226-228.

5 Spelling this out a bit more, it is easy to see that Restall’s non-triviality proof carries over to NLP—, which then
implies that NLPm is non-trivial.
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strong, as Thomas (2014) has also shown. In particular, three alternative versions
of LPm have been developed by Marcel Crabbé (2001). Using one of them as a
background logic, the situation is exactly the same as for NLPm: the theory has one
model up to isomorphism, consisting of only one element, and the theory is almost
trivial. Using the other two alternative versions of LPm as background logics we
avoid almost triviality but at the price of not improving upon LP_ as a background
logic: the resulting naive set theories cannot prove the existence of sets that behave
like singleton sets, sets that behave like ordered pairs, and sets that behave like
infinitely ascending linear orders.

For the reasons pointed out in this section, I conclude that the prospects for
developing a naive set theory by pursuing the material strategy look rather dim, and
those for developing it on the basis of LP and cognate systems even dimmer. We
need to turn to the relevant strategy, and see whether it fares any better.

4.4 The Relevant Strategy

The relevant strategy, to repeat, takes the conditionals which appear in the Axioms
of Comprehension and Extensionality to be not material conditionals, but rather
conditionals defined with the help of some kind of relevant logic validating modus
ponens. The biconditional is then defined in the usual way.

But what kind of motivation could we have for this strategy? Priest seems to
have in mind something like the following. In the previous section, we saw that
the dialetheist thinks that the classical logician errs in assuming that there are no
sentences that are both true and false. We then showed that, once this assumption
is rejected, the truth-tables for negation, conjunction and disjunction in LP can be
motivated quite naturally on the basis of elementary principles relating truth to
falsity and vice versa. We then went on to define the conditional in terms of negation
and disjunction. But, Priest seems to think, in so doing we have followed the
classical logician in another of her mistakes. Not only do classical logicians err in
assuming that no sentence can be both true and false; they also err in assuming that
the conditional has to be characterized as the material conditional: the conditional
has to satisfy some relevance constraints. The upshot seems to be that our logic will
have to be like LP except that we do not define ¢ — ¥ as —¢ V ¥, but, rather, give
a relevant account of the conditional.

6 Although, as we shall see below, the biconditional which appears in the Axiom of Extensionality might have to
be defined in a different way.
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Standardly, a propositional logic is relevant just in case whenever ¢ — ¥ is
logically valid, ¢ and i have a propositional parameter in common: the guiding
idea is that for a conditional to be true, there needs to be some content shared
between the premiss and the conclusion. The obvious initial problem the relevant
strategy has to face is that the strengthened version of Curry’s Paradox shows that it
is not enough for the conditional to be relevant in the usual sense to avoid triviality:
the standard relevant logic R (Anderson and Belnap 1975), for instance, satisfies
Contraction (besides modus ponens), and is therefore too strong for the purposes
at hand.

This means that if the relevant strategy is to have any mileage, one must consider
logics which do not validate Contraction and the Modus Ponens Axiom but retain
modus ponens. The logic that Priest (2006b: 251) asks us to consider to this end
is one of the so-called depth relevant logics. The name is due to the fact that these
logics can be shown to satisfy the so-called depth relevance condition, introduced
by Brady (1984). To explain this condition, we need to explain the notion of depth,
which can be recursively defined as follows:

(1) The subformula ¢ of the formula ¢ is of depth O.

(2) If = is a subformula occurrence of ¢ of depth d in ¢, then this occurrence of
Y is of depth d in ¢.

(3) If ¢ A x is a subformula occurrence of ¢ of depth d in ¢, then these occurrences
of ¢ and of x are both of depth d in ¢.

(4) If v+ — yx is a subformula occurrence of ¢ of depth d in ¢, then these occur-
rences of ¥ and of yx are both of depth d + 1 in ¢.

Thus, the depth of an occurrence of a subformula in a formula ¢ measures the
number of nestings of conditionals under which the occurrence of the subformula
appears. A logic satisfies the depth relevance condition just in case whenever ¢ —
Y is logically valid, ¢ and v have a propositional parameter of the same depth in
common. The idea is that although the axiom form of Contraction (¢ — (¢ —
Y)) — (¢ — ) cannot be faulted on grounds of irrelevance — ¢ and i occur in
both the antecedent and the consequent — the axiom should be faulted because
has a different depth in the antecedent and in the consequent: in the antecedent it
has depth 2 (since it is under two conditionals), whereas in the consequent it has
depth 1. It is easy to see why from this perspective the Modus Ponens Axiom is not
valid either: whilst ¥ has depth 1 in the antecedent, it has depth O in the consequent.

As partly anticipated, the particular logic considered by Priest is the result of
putting together LP’s account of the extensional connectives with a depth relevant
account of the conditional based on a modal semantics, which we now need to
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sketch (for details, see Priest 2006b: 270-271). We have two disjoint sets of worlds,
the logically possible and the logically impossible. Just as there are physically
impossible worlds — worlds where the laws of physics are different — there are
(logically) impossible worlds — worlds where the laws of logic are different. The
actual world belongs to the possible worlds, and validity is defined as preservation
of truth at just the possible worlds. Moreover, it is stipulated that there are no truth-
value gaps in the possible worlds, which ensures that the logic validates the Law of
Excluded Middle, ¢ V —¢.

The truth and falsity conditions for the extensional connectives are as expected:
they are the same as in LP, except that they are relativized to the appropriate world.
The conditional which concerns us, on the other hand, is characterized in two steps.

First, we define — in terms of a non-contraposing conditional =. Thus, ¢ —
is ¢ = ¥ A =Y = —¢. This ensures that Contraposition, ¢ — ¥ = = — —¢,
holds for the conditional which is going to figure in the Axioms of Comprehension
and Extensionality.

Then, we set things up so that the truth of ¢ = i at a possible world requires
preservation of truth at all worlds, including the impossible ones. This means,
for instance, that ¢ = ¢ is true at the actual world. The falsity of conditionals
which are not depth relevant is then due to the fact that conditionals may behave
in very odd ways at impossible worlds. More specifically, the truth of ¢ = i at
an impossible world w requires preservation of truth across worlds standing in a
certain relation R to w: ¢ = ¥ is true at w if and only if for all worlds x, y such
that Rwxy, if ¢ is true at x then i/ is true at y.

Thus, for instance, ¢ = (¥ = ) will be false at the actual world because
¥ = v may fail at impossible worlds. (Just take an impossible world w standing
in the relation R to a world x where i is true and to a world y where it is false.)
The failure of Contraction at the actual world can be explained along similar lines:
¢ = (¢ = V) can be true at the actual world and ¢ = 1 false because there can
be impossible worlds where modus ponens fails, so that ¢ and ¢ = ¥ hold at them
but ¥ does not.

We have mentioned earlier that Priest’s motivation for adopting the relevant
strategy seems to be that he thinks that the conditional should satisfy some rele-
vance constraints. But what reasons could we have for taking the conditional to
be depth relevant? Brady (2003; 2006), the originator of depth relevant logics,
offers considerations based on meaning containment. His starting point is that a
conditional such as ¢ — 1 is logically true just in case the content of i is
contained in that of ¢. However, before one can even begin to evaluate which
particular logic is pinned down by such a proposal, an account of what a content is,
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and of what it is for a content to be contained in another, seems to be required. And
this Brady does not provide.

Moreover, one would like to be told why we should regard an entailment as true
just in case the content of the antecedent is contained in that of the consequent.
All Brady (2003: 272) says is that we should regard conditionals as ‘meaning
containment statements’, but some argument seems to be needed for doing so,
especially given that it would seem to involve a radical departure from any prior
conception of a conditional we might have.

Finally, even if we accept Brady’s arguments, it seems clear that they do not
pin down the logic considered (and needed) by Priest. Consider, for instance, the
rule form of Contraction (Contr). This is to be rejected on the relevant strategy,
if we are to avoid triviality. But what argument could Brady give for that? His
general strategy is to say that ‘meaning containments should not apply between
containments that are not alike or between containments and non-containments’
(2003: 272). Now is this argument to be extended to inferences or not? If it is, then
the rule form of Contraction does seem to fail, by extending the argument Brady
offers for the axiom form of Contraction, since in moving from ¢ = (¢ = V)
to ¢ = ¥ we are moving from a containment between a general content and a
containment to a containment, to use Brady’s terminology. But then, for similar
reasons, we should not be able to move from ¢ — —¢ to —¢ either, since we
would be moving from a containment to a non-containment. But the inference in
question is validated by Priest’s semantics. If, on the other hand, Brady’s argument
is not to be extended to inferences, then it is not clear why our logic should not
validate Contraction. It will not do to say that the rule form of Contraction should
fail because the corresponding axiom form does. For, by parity of reasoning, the
axiom form of the rule ¢ — —¢ F —¢ should fail too, since the corresponding
axiom form fails according to Brady’s argument. Neither will it do to say that the
rule form of Contraction, and not the rule ¢ — —¢ F —g, is logically equivalent
to the corresponding axiom form. For this assumes that logical equivalence under
the logic in question is correct, which is precisely part of what we are trying to
motivate.

Priest, however, makes no mention of Brady’s motivation. Instead, he seems to
oscillate between two different motivations. The first motivation is that a depth
relevant conditional solves the paradoxes of material implication. As pointed out
by Field (2008: 374), however, this is not a convincing motivation for a depth
relevant conditional. Standard examples of oddities to which the material condi-
tional supposedly gives rise are those of conditional statements which have a false
antecedent or a true consequent, and are therefore true if the conditional is material.
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The conditional of the logic Priest is considering does deal with this sort of cases,
although so seemingly do a number of other proposals which have been made. We
do not need to review these other proposals here, however. For the crucial point is
that depth relevant conditionals obey strengthening of the antecedent, so that we
can infer from ¢ — ¥ to (¢ A x) — . So, for instance, the relevant conditional
Priest is considering allows us to infer from ‘If that’s a dog, it has four legs’ to ‘If
that’s a dog that has a leg amputated, it has four legs’. And this sort of inference is
generally regarded to be just as problematic as the cases depth relevant conditionals
are intended to deal with.

The second motivation Priest seems to have in mind for his conditional is closely
related to its modal semantics. He suggests that the conditional — is the connective
of entailment, so that its intended reading is ‘if ..., then logically ...” or ‘if ...,
then it follows logically that ...” (see Priest 2006b: 86-88). Call this the logical
reading of the conditional. He then goes on to argue that the characterization of —
that he offers can be motivated on the basis of this reading. Two features of it are
especially salient. The first feature is that a logical conditional should preserve truth
forwards and falsity backwards: a true entailment, Priest claims, preserves truth
from antecedent to consequent and falsity from consequent to antecedent. This is
the reason why we should characterize — in terms of = so that it is contraposible.’
The second feature is that a true entailment should preserve truth and falsity in the
appropriate directions necessarily, that is at all worlds, both the possible and the
impossible ones. This is why the truth-conditions for — need to be given in terms
of the modal semantics sketched earlier.

Does the second motivation for taking the Axioms of Comprehension and Exten-
sionality to be depth relevant fare any better? Notice, for a start, that even if Priest’s
arguments for taking the connective of entailment to be characterized by the con-
ditional — are successful, they still do not address the prior question of why we
should take the conditional in the Axioms of Comprehension and Extensionality to
be the connective of entailment. This means that Priest still owes us an argument

7 In at least one place (2006b: 270), Priest claims that it is the conditional = which is to be read as ‘if ..., then
logically ... . This raises the question of what to make of the argument that a true entailment, besides truth
preservation from antecedent to consequent also requires falsity preservation from consequent to antecedent.
The reason for Priest’s oscillation here is due, I suspect, to the fact that he needs the conditional in the Axioms
of Comprehension and Extensionality to be contraposible — otherwise the resulting set theory is too weak —
but wants the one he uses in his theory of truth to be non-contraposible, for reasons we cannot go into here —
see Priest 2006b: 69—72. An alternative strategy he might adopt would consist in rejecting his argument that
the logical conditional is non-contraposible and claiming that the versions of the Axioms of Comprehension
and Extensionality obtained by defining — in terms of = are still intuitive. Since Priest’s theory of truth is
not among our concerns here, however, we can set this problem aside and take Priest as claiming that it is the
conditional — which is to be read as the logical conditional.
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to the effect that the Axioms of Comprehension and Extensionality which his logic
validates are those which, he claims, we find intuitive. In other words, it is one thing
to claim that, besides thinking that no sentence can be both true and false, the classi-
cal logician errs in taking the conditional to be the material implication because this
cannot possibly be our conditional, in that it gives rise to the paradoxes of material
implication. It is another thing to claim that we should take the conditional to be an
entailment without providing any argument that entailment bears some resemblance
to the conditional we employ when motivating the axioms of set theory. Until such
an argument is provided, it is unclear that what we are validating really are the
principles which we are trying to validate.

But not only does the logical reading of the conditional make it unclear whether
the principles the dialetheist is trying to validate really are the principles which,
according to her, we find intuitive; it also makes it mysterious on which grounds
she can claim that she is validating them.

Consider, for instance, the Axiom of Comprehension. Given the definitions of
<> and —, this is true only if

IyVx(px) => x €y) “4.1)

is also true.® (4.1), in turn, is, in Priest’s logic, true just in case for some a belonging
to the domain of interpretation, Vx (¢(x) = x € a). But, given the truth-conditions
for = at possible worlds, it is easy to see that the truth of this latter claim requires
that at all worlds w — including the impossible ones — we have that if ¢(b) is true
then so is b € a (where b is an object in the domain of interpretation).

But why believe that? Priest does not address this sort of worry, but it seems
that he should. For his explanation of the failure of Contraction — needed to avoid
triviality — depends on allowing impossible worlds into our interpretation. Setting
aside the technical definition of the conditional at impossible worlds, the problem,
more generally, is that we are asked to suppose that the conditional, whilst behaving
at impossible worlds in such a way that ¢ — ¢ may fail at them, also behaves in
such a way that some substantial mathematical facts involving it are maintained.
The notion of an impossible world seems to have become utterly mysterious, so as
to jeopardize its role in explaining the failure of Contraction.’

8 For we have that JyVx(x € y <> ¢(x)) is true at the actual world iff IyVx((x € y — @(x))A (p(x) = x € y))
is true at the actual world iff JyVx(((x € y = (X)) A (mp(x) = x € A ((p(x) > x € Y)A X €y =
—¢(x))))) is true at the actual world.

It is perhaps worth noticing that this problem does not automatically affect Priest’s use of a logical conditional
in other areas. For instance, in the case of his theory of truth it seems more plausible (especially on certain
conceptions of truth, such as deflationism) to suppose that, for all possible worlds, including the impossible
ones, if ¢ is true at them, then T(g) is also true at them, and vice versa (where T is the truth-predicate). For an
account of truth which is both dialetheist and deflationist, see Beall 2009.

©
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Thus, Priest does not seem to have offered a good argument for focusing on
the logic he is considering, which would be enough to cast serious doubts on
the viability of the relevant strategy. But there is a further point which deserves
mention, namely that even if we grant that the conditional should be depth relevant,
we still face the problem that a conditional of this kind is very weak. We can define
the conditional which appears in the Axioms of Comprehension and Extensionality
in terms of a more primitive conditional =, so that it satisfies Contraposition; still,
the resulting system does not suffice to carry out many of the standard arguments
of contemporary set theory, especially those employing reductio. A case in point is,
again, Cantor’s Theorem (see Priest 2006b: 253). Suppose ¢ is an assumption made
for the purposes of reductio, and v is the conjunction of other facts appealed to in
the reductio. Even if we establish that (¢ A ¥) — (x A —x), by contraposing and
detaching we can only get —¢ Vv —. But even given 4, we cannot get —¢ because
we do not have disjunctive syllogism.

To overcome this sort of problems, Weber (2010b; 2012; 2013) has suggested
further strengthening the conditional, compatibly with the restrictions required to
avoid triviality. In particular, he suggests extending Brady’s dialectical relevant
logic DKQ - a kind of depth relevant logic — with the Counterexample Rule
¢,~ = —(¢ — ). The resulting logic DLQ gives rise to the naive set theory
NDLQ - here, the Naive Comprehension Schema also encompasses instances in
which y occurs free in the defining predicate ¢. Brady (1989) showed that naive
set theory based on DKQ is inconsistent but non-trivial, and his construction also
covers NDLQ.'0

It is not clear that NDLQ has the resources required to carry out most of the
constructions of standard set theory, but the prospects certainly look brighter than
those for NLP and cognate systems. In particular, Weber (2010b; 2012) shows
how to reconstruct several basic results about cardinal and ordinal numbers within
NDLQ. He defines ordinals as well-ordered irreflexive transitive sets connected by
C. Given this definition one can prove a principle of transfinite recursion and the
existence of the set of all ordinals. This set can be well-ordered, and this induces a
well-ordering on the set of all sets, from which the Axiom of Choice follows. Given
Choice, one can then define cardinals using the von Neumann cardinal assignment.
On the basis of this definition, it can be shown that NDLQ proves the existence

10 To be precise, Weber (2012) uses the Counterexample Rule, whilst Weber (2010b; 2013) uses the Counterex-
ample Axiom (¢ — ¥) — —(¢ A =), whose contraposed form is (¢ A =) — —(¢ — ). The non-
triviality of naive set theory in DKQ together with the Counterexample Axiom does not follow from Brady’s
construction. On the other hand, the results in Weber 2010b still follow using the Counterexample Rule, modulo
adding a condition in the definition of an ordinal which can simply be proved using the Counterexample Axiom.
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of various large cardinals (such as inaccessibles, Mahlos and even measurables'!)
as well as Cantor’s Theorem. The particular argument given for Cantor’s Theorem
makes essential use of the Counterexample Rule, which makes vivid the utility of
its addition to the logic.

But is there any independent motivation for the new logic? Until such a moti-
vation is provided, its adoption looks ad hoc. Obviously, the Counterexample Rule
appears prima facie plausible: whenever the antecedent of a conditional is true and
its consequent false, the conditional is false. But then, disjunctive syllogism also
appears prima facie plausible, but almost no paraconsistent logic can include it, on
pain of triviality. The prima facie plausibility of being able to infer ¥ from ¢ and
—¢ V i is usually explained by saying that one does not immediately consider the
case in which ¢ is a dialetheia. Similarly, however, the Counterexample Rule seems
much less plausible when dialetheias enter the picture: whenever ¢ is a dialetheia,
the rule allows one to infer that something as seemingly obvious as ¢ — ¢ is false.!?

Now Brady and Priest offered arguments for the conditional of depth relevant
logic. However, these arguments do not carry over to DLQ. For a moment’s reflec-
tion shows that the Counterexample Axiom is not depth-relevant: ¢ and v have
both depth 2 in the antecedent and depth 1 in the consequent. This does not tell
immediately against the acceptability of its rule form from a depth relevantist point
of view, but it tells us that such an argument cannot come from the depth relevance
condition. As for Priest’s idea that — is the connective of entailment, this seems
problematic once the conditional obeys the Counterexample Rule in the presence
of dialetheias. For, as already observed, when ¢ is a dialetheia, the Counterexample
Rule allows us to conclude —(¢ — ¢). This means that ¢ is not a logical conse-
quence of ¢. It is hard to see why this is any less unacceptable than rejecting the
Naive Comprehension Schema.

Weber, however, argues that we can justify the adoption of DLQ as the back-
ground logic for naive set theory on the basis of the fact that it allows us to recapture

11 A cardinal « is measurable iff k > w and there is measure on «, i.e. there is a function p : P (k) — {0,1} such
that:
(1) if {x; : i €t} is a pairwise disjoint family of subsets of x and the cardinality of ¢ is less than «, then

Uxi =D nGos

1€l LEL
(i) u(k) = 1 and u({a}) =0 for < k.
Intuitively, p is to be thought of as selecting out the ‘big’ subsets of x, where a set of j1-measure 0 is ‘small’
and a set of u-measure 1 is ‘big’. Clause (i) guarantees that the union of fewer than « ‘small’ subsets of « is
still ‘small’. Clause (ii) guarantees that « is ‘big’ and that, for any « less than «, the singleton {«} is ‘small’.

12 Indeed, as Brady (2014: 280) observes, the standard justification of the Counterexample Rule makes use of

classical considerations. In contraposed form, modus ponens says that if - ¢ but b ¢ we have that i/ ¢ — .
Now suppose - ¢ and = —. If ¢ is not a dialetheia, from = — it follows that t# . This, together with - ¢
delivers, by the contraposed form of modus ponens, thatt/ ¢ — . If ¢ — ¥ is negation-complete, it follows
that —=(¢ — V), as desired.
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central results of Cantorian set theory. His approach is summed up in the following
remark:

Essentially, we want the strongest logic possible that does not explode when given a com-
prehension principle. (Weber 2010b: 73)

But the problem is that Weber is not entitled to talk of the strongest logic possible
that does not explode in the presence of the Comprehension Schema, at least if
strength is understood in terms of what the theory can prove (which seems to be
the sense used throughout his writings on the subject). To take a simple example,
Field et al. (2017) generalize and extend Brady’s abovementioned construction to
show the non-triviality of several naive set theories. Some of these set theories
avoid triviality by placing restrictions on negation or going dialetheic. Others avoid
triviality by invalidating the Weakening Rule i - ¢ — 1. Neither of these two
types of background logic is stronger than the other, but admitting principles from
both of them in naive set theory leads to triviality.!> Which one is the correct
naive set theory? What we end up with is a number of different logics, each of
which enables us to prove certain results, and for none of which we seem to have a
good motivation: any attractions of the paraconsistent solution to the set-theoretic
paradoxes seem seriously undermined.

The point is exacerbated by the way Priest (see 2006b: 254) deals with another
problem the relevant strategy has to face. The problem is that the strategy runs the
risk of undermining the naive theory’s credentials for being a theory of sets. For if
@ is a true sentence, then the left-to-right direction of x € y <> (x € y A @) is not
generally relevantly valid. This means that even though y and {x: x € y A ¢} have
the same members, we do not have y = {x: x € y A ¢}. Ultimately, this is due to
the fact that the biconditional which appears in the Axiom of Extensionality is now
being treated as an intensional operator. A consequence of this, however, is that
although the Axiom of Extensionality holds in the theory, that does not guarantee
that sets are extensional entities, which is arguably part of the set concept (see
Section 1.4).

To overcome this problem,'* Priest suggests replacing the biconditional in the
Extensionality Axiom with a biconditional corresponding to an enthymematic

13 In the next chapter, we will see that a structurally similar problem affects the attempt to restrict the Naive
Comprehension Schema according to consistency maxims.

14 Notice that it will not do to replace the biconditional in the Extensionality Axiom with the material
biconditional. For, as already pointed out in the previous section, in LP a biconditional one of whose sides
is a dialetheia is always true and false, and hence true. So let ¢ be a dialetheia. Then for any set a, we have that
Vx(x € a < ¢(x)). By Extensionality, we can conclude that there is only one set — the set a = {x: ¢(x)}. See
Priest 2006b: 254, although I have slightly modified Priest’s argument, which seems to postulate a membership
relation holding between the members of a and the condition ¢.
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conditional —.!> This is defined in two steps. First, we add to our system a logical
constant ¢, which is to be thought of as the conjunction of all truths, and which
validates the following inferences:

F ¢

pHt— o

Then we define ¢ — ¢ as (p At) — . Priest’s proposal is then to formulate
the Axiom of Extensionality as Vx(x € y = x € z) — y = z, where = is
the biconditional corresponding to —. This, Priest claims, overcomes the problem
raised above. For let ¢ be any truth. Then, since t — ¢, we have that x € y —
(x € ¥y A ). But since we obviously also have that (x € y A 9p) — x € y, we can
conclude that y and {x: x € y A ¢} are identical.

Setting aside the problems raised by the interpretation of ¢, all of this makes it
even less clear whether the Axioms of Comprehension and Extensionality that we
are validating on the relevant strategy are the ones which, according to the naive
set theorist, we find intuitive. For what we now have is an Axiom of Extensionality
with two different conditionals, for neither of which we have an argument that they
correspond to any conditional we had a prior conception of.

Worse still, Weber (2010a) has shown that, in the context of NDLQ, formulating
Extensionality using an enthymematic conditional leads to triviality. Weber argues
that the proponent of the relevant strategy should not have been troubled by this
problem to begin with. For, he says, if ¢ is a dialetheia, then we should not have
y={x:x €yAgp},since yand {x: x € y A ¢} will not have the same members:
the objects that y only includes are both included and excluded by y and {x: x €
y A ¢}. However, by dialetheist lights, this should mean that y and {x: x € y A ¢}
both have and do not have the same members, and so we should be able to conclude
that y = {x: x € y A ¢}. What is more, the logic does not allow us to conclude that
y = {x: x € y A ¢} even when ¢ is not a dialetheia, which means that the theory
cannot prove the identity of collections for which it is uncontroversially the case
that they have the same members.

In sum, the relevant strategy, at least as developed by Weber, enables the paracon-
sistent set theorist to make some progress over the material strategy, since NDLQ
has the resources to carry out some reasonable amount of set theory. However, the
theory has a background logic which is poorly motivated. And, on pain of triviality,

15 The enthymematic conditional used by Priest is similar to the one defined by Beall et al. (2006) to deal with
restricted quantification in relevant logic.
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the current attempts to provide it with a genuine principle of extensionality fail, so
that it cannot be regarded as a set theory.

4.5 The Model-Theoretic Strategy

Perhaps for these reasons, however, Priest’s favourite strategy for developing a
naive set theory seems to be what he calls the model-theoretic strategy (see Priest
2006b: §18.4, Priest 2017: §11). Let us first outline the strategy, and then look at it
in more detail.

The guiding idea here is that, for a dialetheist, classical logic is fine when rea-
soning over consistent domains: it is only in the domain of the inconsistent that we
should use different logics, since it is only there that contradictions arise. At least,
this is the view of the kind of dialetheist whom we encountered in Section 4.3 and
who makes use of the logic LP_. According to dialetheists of this kind, the only
mistake of the classical logician is to suppose that no sentence can be both true and
false. Thus, when they reason in a context where no sentence is true and false, they
may make use of classical logic. The analogy is with the case of the intuitionist
logician, who can feel free to use classical logic when reasoning over decidable
domains.

Now, when applied to the case of set theory, this suggests a different strategy
for developing a naive set theory which is not too weak: rather than just deriving
things from the Axioms of Comprehension and Extensionality in some paracon-
sistent logic, the dialetheist can also restrict attention to a consistent subdomain of
the naive universe of sets, and use classical logic in deriving things from axioms
describing that subdomain. But which subdomain? Priest’s idea is that the cumula-
tive hierarchy is such a subdomain, and he sets out to show how this could be by
proving that there are models of ZF which are also models of NLP_ and contain the
cumulative hierarchy up to the first inaccessible cardinal. Thus, according to Priest,
the naive universe of sets models the axioms of ZF, which, therefore, the dialetheist
can regard as true. Hence, she can use them to prove set-theoretic results, and, in so
doing, she can use classical logic, since what they describe is a consistent domain.

This is the general flavour of the proposal. To examine it in more detail, we
need to look at Priest’s model-theoretic construction. So consider again NLP_, the
axiomatization where we have Extensionality and Comprehension and the condi-
tional is the material conditional. We want to construct models of NLP_ which are
also models of ZF. To this end, we make use of a more general result.

In particular, let 2 be (D, Z) and v be the value assignment under Z. Moreover, let
~ be any equivalence relation on D, and, if d € D, let [d] be the equivalence class
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induced by ~ containing d. Then we can define a collapsed model A~ = (D~,17)
with assignment v~ by letting D~ be {[d]: d € D} and characterizing Z~ as
follows. First, if ¢ is a constant which denotes d in 2, it denotes [d] in ™. Second,
if f is an n-place function symbol which denotes d in 2l when taking as arguments
terms denoting [d;], .. .,[d,], then it denotes [d] in A~ when taking as arguments
terms denoting dj, ... ,d,. Third, if P is an n-place predicate, we let {(ay, ...,a,)
be in P’s positive (negative) extension in 2~ iff 3x; € ay,...,3x, € a, such
that (xi, ...,x,) is in the positive (negative) extension of P in 2. In other words,
given a model, we can construct a collapsed model by inducing an equivalence
relation on the members of its domain and identifying the member of D in the
same equivalence class, so that, from 2™’s perspective, the equivalence classes are
individuals having the properties of their members. Given this construction, it is
then easy to prove the following result:'®

Lemma 4.5.1 (Collapsing Lemma). For every formula ¢ in the language of 2,
v () 2 v(p)."

The Collapsing Lemma guarantees that any model 2 can be collapsed into a
model 2~ in such a way that no formula loses a truth-value, but some formulae
can gain one. In other words, formulae can go from being simply true or false to
being both true and false. We say that the resulting model is collapsed because we
restrict the original model by taking the objects to be the equivalence classes under
the given equivalence relation.

The next step is to collapse a model 2 = (D,Z) of ZF into a model A~
= (D~,17) of ZF and NLP_. What is crucial is the choice of ~, and what
we are after is a model which contains the cumulative hierarchy but validates
the Comprehension Schema. The crucial observation is that, in LP_, if in a
biconditional ¢ <> i, ¢ is both true and false, then the biconditional is true (and
false) no matter what the truth value of ¥ is (as briefly remarked in Sections 4.3
and 4.4, fn. 14). This means that if we can construct a collapsed interpretation with
an object [a] designated by a such that x € a receives the value B for all x, then
Vx(x € a < @) will be true, and so will AyVx(x € y < ¢): our model will be a
model of NLP_ (since the original model was already a model of Extensionality).
But this is straightforward: just define an equivalence relation in such a way that

16 The proof is a straightforward induction on the complexity of formulae, and can be found in Priest 2006b:
229-230.

17 Tt is perhaps worth recalling that in the framework under consideration, valuations are officially maps to sets
of values. This explains why the Lemma is formulated as saying that, for any ¢ in the language of 2, v(p) is a
subset of v~ ().
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all the objects occurring up to a level V,, keep their original interpretation and all
other objects get identified. In particular we let o be any ordinal in 2, a be V,,, and
define ~ as follows:

(x and y are ina (in2) and x = y) or (x and y are not in a (in 2)).

All we need to check is that by applying the Collapsing Lemma we obtain a model
20~ in which, for all b € D™, b € a receives the value B and is, for the reasons
given above, also a model of NLP_. So suppose that b is of rank less than «. Then
b € ais true in 2 and so is in (™. Conversely, suppose that b is not of rank less than
«. Then, it belongs to an x which is also not of rank less than o and must therefore
be in [a], which means that b € a. This means that b € a always receives the value
T in 2~ But since whatever b is, there are elements of rank not less than « such
that b is not an element of them and which have been identified witha inA~, b € a
also receives the value F in ™.

So A~ is a model of both ZF and NLP_, and consists of a segment of the
cumulative hierarchy up to o and a glutty object [a] such that x € a receives the
value B for all assignments to x. Our last step is to construct a collapsed model
containing the cumulative hierarchy up to the first inaccessible cardinal. Again, this
is straightforward. Just take a model of ZF in which there are at least two inacces-
sibles, k1 and «,, with k, > k. Then set « to be x, and apply the construction
described above. The resulting model 2™ is a model of ZF, is a model of NLP_,
and contains the cumulative hierarchy up to «; as a consistent inner model.

But what does this show? Priest’s model-theoretic strategy is to use this con-
struction to motivate the paraconsistent acceptability of all the classical theorems
of ZF. The fact that we can construct a model of NLP_ which contains the cumu-
lative hierarchy up to the first inaccessible as a consistent inner model is used to
support the view that we can use classical logic when deriving things from ZF: the
use of classical logic is, even from the paraconsistent viewpoint, acceptable when
reasoning about consistent domains, such as, presumably, the cumulative hierarchy.

Priest concludes:

Since the universe of sets is a model of ZF (as well as naive set theory), these hold in it. We
may therefore establish things in ZF in the standard classical way, knowing that they are
perfectly acceptable from a paraconsistent perspective. We cannot, of course, require the
theorems of ZF to be consistently true in the universe; but if, on an occasion, we do require
a consistent interpretation of ZF, we know how to obtain this too. The universe of sets has
a consistent substructure that is a model of ZF. (Priest 2006b: 257-258)

There are a number of worries concerning this passage, and about the model-
theoretic strategy in general, however. To start with, note that the collapsed model
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is constructed by leaving alone only a proper segment of the given model of ZF,
which means that even if we grant that the model in question faithfully captures the
structure of the cumulative hierarchy, the construction does not give us any reason
to think that the entire hierarchy is an inner model of the naive universe of sets.

Priest (2017: pp. 101-103) uses a different construction, due to Joel Hamkins,
which avoids this problem. Rather than using a partition ~, the construction uses
an arbitrary covering. Without going into the details, the new construction gives
a model of ZF and naive set theory which leaves alone the entire original model
but adds some extra inconsistent sets to it. The main drawback is that the new
construction no longer delivers a model of NLP_ but only a model of NLP, so
identity needs to be defined. As we saw when discussing the material strategy, this
means that identity will behave non-standardly in the theory. Priest (2017: 102)
writes that ‘since the name of the game at this point is recapturing the theorems
of ZF, this does not matter’. But as we saw in Section 4.3, this does matter for the
overall acceptability of naive set theory.

A more serious issue is that although with the help of the Collapsing Lemma we
can show that there is a model of ZF which is also a model of NLP_, it does not
follow from that that ‘the [naive] universe of sets is a model of ZF’. For this, we
would need the assurance that one of the models obtained by using the Collapsing
Lemma faithfully captures the structure of the full naive universe of sets. But
nothing we have said so far guarantees that this is the case. In his discussion, Priest
says that since there are models which are models of NLP_ and ZF and contain
the cumulative hierarchy up to the first inaccessible, ‘[w]e may therefore suppose
that the true interpretation of the language of set theory has these properties. This
is an appealing picture’ (2006b: 257). Appealing as this picture may be, it does
not constitute an argument for thinking that the naive universe of sets properly
extends the cumulative hierarchy and that its structure is captured by one of the
models obtained by applying the Collapsing Lemma to one of the models of ZF
(see Incurvati 2010; Meadows 2015).18

More recently, Priest (2017: 107-108) has clarified his position and claimed that
we may suppose that the universe of sets is a model of ZF ‘[blecause doing so
allows one to give an account of the Cantorian picture of sets. Unless set theory

18 My criticism differs from, but is somewhat related to Weir’s objection to Priest that ‘all the dialetheist’s
ZFC models are unintended in the sense that they do not capture anything like the full structure of the naive
universe of sets” (2004: 398). Weir’s criticism invites the charge of being question-begging, since ‘[t]he thesis
is precisely that one of these models does capture the full structure of the universe of sets’ (Priest 2006b: 257—
258, fn. 20). Although it is question-begging to say that all the dialetheist’s models are unintended, it is also
true that one cannot simply assume that one of the models obtained by making use of the Collapsing Lemma
captures the full structure of the naive universe of sets.
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is to be unacceptably revisionist, any account must do this’. That is, the model-
theoretic constructions showing that there are models of naive set theory which are
also models of ZF do not guarantee that the full naive universe of sets is a model
of ZF, but we may suppose that it is because this supposition is very fruitful in its
consequences. Note that this makes the justification for the adoption of the naive
conception of set much closer to the inference to the best conception approach that
we have been advocating than to Priest’s (2006b: ch. 2) idea that we should endorse
it because it faithfully captures our ‘intuitive notion of set’.

The model-theoretic constructions showing that there are models of NLP_ which
are also models of ZF are officially carried out in ZF itself (Priest 2006b: 257—
258; Priest 2017: 107). On the basis of this, Meadows has objected that the model-
theoretic strategy is circular, since it attempts to justify the use of ZF using that
very same theory. Priest has replied that the model-theoretic constructions are not
intended to justify ZF. They are to be conceived of as a proof (or indeed proofs) of
concept that there are structures satisfying NLP_ as well as ZF. Whilst the proof
of concept does still employ ZF, the idea is that the use of ZF is justified from a
paraconsistent perspective, not on the basis of the model-theoretic constructions but
on the basis of the fact that supposing that the universe of sets satisfies ZF is fruitful
in its consequences.

Recall, however, that it is not just the truth of the ZF axioms that the paracon-
sistent set theorist wants to justify, but the legitimacy of using classical logic when
deriving things from them. This means, in particular, that the paraconsistent set
theorist seems to be committed to the idea that she can suppose that ZF is consistent
on the basis of the fruitfulness of this assumption. But this does not seem something
that can just be supposed because of its fruitfulness. Returning to the analogy with
the case of the intuitionist logician is helpful. The intuitionist logician would not
seem to be justified in supposing that a certain domain is decidable simply because
doing so is fruitful. Typically, she will instead offer an intuitionistically acceptable
proof of decidability for the relevant domain.

The issue of the consistency of ZF is also connected with a related issue for
the naive set theorist. We pointed out in Chapter 1 that conceptions of set may
provide reasons for the consistency of the set theory they sanction. This is because
consistency is important for the classical set theorist. And although the dialetheist
recognizes consistency to be a virtue, it is, according to her, one which in the case
of naive set theory is trumped by other virtues.

Nonetheless, as observed in Section 4.2, the paraconsistent set theorist still takes
it as a constraint on a set theory that it should be non-trivial. But what reasons are
there for thinking that naive set theory is indeed non-trivial? It might seem that
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the model-constructions offered by Priest might help here, since they tell us that
if there is a classical model of ZF, then there is a model of ZF and NLP_, that
is that if ZF is consistent, then NLP_ is not trivial. But, obviously, to get from
this to the non-triviality of NLP_, we need the assumption that ZF is consistent.
The defender of the iterative conception can make this assumption: according to
her, ZF is consistent because we have an intuitive model for it in the cumulative
hierarchy.!” But how does the paraconsistent set theoriest know, or why does she
believe that??° It cannot be because she thinks that we have an intuitive model for
it in the cumulative hierarchy, since for her the existence of an intuitive model does
not imply consistency, which is why she thinks that we can construct a model of
NLP capturing the structure of the full universe of sets given a model of ZF. Nor
can it be because she thinks that the axioms of ZF are true in the naive universe
of sets, since for the dialetheist truth does not imply consistency either. Indeed, as
Priest (2017: 98) points out, once inconsistent sets enter the picture, it can be shown
that if ZF’s Separation Schema is true, it is both true and false.

What this brings to light is that the paraconsistent set theorist needs, after all,
to say more about what the universe of sets looks like. It is not enough to simply
suppose that it contains some paradigmatic inconsistent sets and has the cumulative
hierarchy as an inner model.

4.6 Conclusion

I have examined three strategies for developing a paraconsistent set theory. The first
strategy, the material strategy, consisted in adopting the logic LP and taking the
conditional in the Axioms of Comprehension and Extensionality to be the material
conditional. This strategy leads to a set theory which is very weak and whose
little strength is due to the fact that we are defining identity in such a way that
the direction of Leibniz’s Law which almost everyone accepts fails. Attempts to
consider cognate systems of LP do not fare any better.

The second strategy, the relevant strategy, consisted in taking the conditional in
the axioms of naive set theory to be a depth relevant conditional. I argued that the

19'T am here setting aside the question of whether the Axiom of Replacement is justified on the iterative
conception. The discussion can be easily rephrased in terms of Z.

20 This criticism of Priest’s strategy was inspired by Dummett’s analogous objection to Field’s strategy for
rehabilitating nominalism in the philosophy of mathematics, which rests on the assumption that ZF is consistent
(see Field 1980). Dummett (1991: 313) writes: ‘How does Field know, or why does he believe, ZF to be
consistent? Most people do, indeed; but then most people are not nominalists. [...] Our primordial reason for
supposing ZF to be consistent lies in our belief that we have an intuitive model for it, the cumulative hierarchy
in which the sets of rank « + 1 comprise “all” sets of elements of rank « (together with the elements of rank
a, it is necessary to add when we start with Urelemente)’.
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motivations offered by Priest for adopting this conditional are not very convincing
and that, in any event, the resulting set theory is very weak. True, one might try to
strengthen the conditional to obtain a stronger set theory; but, in the absence of a
motivation for the stronger conditional, it is not clear what the significance of the
results thereby obtained would be. In particular, Weber’s proposal to simply adopt
the strongest logic which does not lead to triviality in the presence of Comprehen-
sion leads to an embarrassment of riches.

The third and final strategy, the model-theoretic strategy, consisted in arguing
that the universe of sets models the ZF axioms and properly extends the cumulative
hierarchy of sets. I argued that this strategy has several problems, chief among
which is the fact that it ultimately needs to assume that the cumulative hierarchy is
a consistent domain. In the presence of the model-theoretic constructions provided
by Priest, this assumption would also help the paraconsistent set theorist offer
reasons for thinking that naive set theory is non-trivial. I argued, however, that the
dialetheist does not seem to have any reason to believe that the cumulative hierarchy
is a consistent domain.

Of course, there might be other strategies for developing a paraconsistent set
theory based on the naive conception. However, the three strategies at least exhaust
the logical resources usually advocated by Priest. For, according to him, we should
use LP to characterize the extensional connectives, a modal semantics including
impossible worlds to characterize a depth relevant conditional, and classical logic
to reason over consistent domains. The three strategies we explored correspond pre-
cisely to these three kinds of logical resources. Hence, the prospects for developing
a paraconsistent set theory in keeping with Priest’s dialetheist program look bleak.
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The Limitation of Size Conception

One size does not fit all.

Proverb, early seventeenth century

In Chapter 4, we explored the possibility of rehabilitating the naive conception
of set by revising the logic of set theory: we hold on to the thought that every
condition determines a set, but avoid triviality by abandoning some classically valid
inferences.

In this and the next chapter we will look at two attempts to modify the naive
conception. The thought is that the core idea of the naive conception — that there is
an intimate connection between sets and properties — can be preserved, even in the
presence of classical logic, as long as we incorporate into the conception the idea
that certain properties are pathological and, for this reason, do not determine a set.

Our main task in this chapter is to discuss the idea that the pathological properties
are those that apply to too many things. Before turning to this task, however, we
shall consider an idea that might occur to one quite naturally. This is the idea that
those properties are pathological that give rise to inconsistency.

5.1 Consistency Maxims

The view that those properties are pathological which give rise to inconsistency —
that is to say, the Naive Comprehension Schema should be restricted according
to consistency maxims — can be traced back to Quine. He argued that the naive
conception of set is the only intuitive conception of set that we have. Alas, it is
inconsistent.

But a striking circumstance is that none of these proposals, type theory included, has an
intuitive foundation. None has the backing of common sense. Common sense is bankrupt,

128
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for it wound up in contradiction. Deprived of his tradition, the logician has had to resort to
myth making. That myth will be best that engenders a form of logic most convenient for
mathematics and the sciences; and perhaps it will become the common sense of another
generation. (Quine 1941: 27)

Faced with the inconsistency of the Naive Comprehension Schema and the con-
ception of set lying behind it, the logician should not attempt to find an alterna-
tive, consistent conception of set.! Her task is instead to find a way of restricting
the Comprehension Schema. However, in keeping with the maxim of minimum
mutilation, this schema should be restricted as little as possible so as to avoid the
paradoxes.?

Only because of Russell’s paradox and the like do we not adhere to the naive and unre-
stricted comprehension schema [...] Having to cut back because of the paradoxes, we are
well advised to mutilate no more than what may fairly be seen as responsible for the
paradoxes. (Quine 1963: 50-51)

It is a short step from this to the idea of restricting the Naive Comprehension
Schema according to consistency maxims. For it is natural to think that the instances
of the Comprehension Schema responsible for the paradoxes are precisely the ones
that give rise to inconsistency.

Quine’s remarks appear to be motivated by what has come to be called his
anti-exceptionalism about logic and mathematics, famously expounded in Quine
1951b.3 On this view, logical and mathematical theories should be assessed and
evaluated in the same way as empirical scientific theories, that is, on the basis of
adequacy to the data as well as how well they fare with respect to theoretical virtues
such as simplicity, strength, elegance and unity. And, in line with this, the maxim of
minimum mutilation, which we apply when revising the total system in the light of
recalcitrant experience, is to be applied when revising our logical and mathematical
theories in the light of the paradoxes.

Perhaps more surprising is the fact that Zermelo, in the paper in which he gave
the first axiomatization of set theory, describes the methodology he used to formu-
late his axioms as being remarkably similar to the one advocated by Quine:

As Decock (2002: 236, fn. 295) observes, there is some irony here, since it would not be preposterous to
suggest that the iterative conception, so fiercely opposed by Quine, has become the common sense of subsequent
generations. And, to double up on the irony, main exponents of the iterative myth have criticized the set theory
advanced by Quine for not being intuitive. More on this in the next chapter.

2 The maxim of minimum mutilation says that we ought ‘to disturb the total system as little as possible’ when
revising it in the light of recalcitrant experience (Quine 1951b: 41). It features throughout Quine’s writings, but
the actual label first appears in Quine 1970.

Williamson (2007) uses the term ‘anti-exceptionalism’ to describe his approach to philosophical methodology,
which he also extends to logic and mathematics.

w
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In particular, in view of the ‘Russell antinomy’ of the set of all sets that do not contain
themselves as elements, it no longer seems admissible today to assign to an arbitrary
logically definable notion a ‘set’, or ‘class’, as its ‘extension’. Cantor’s original definition
of a ‘set’ as ‘a collection, gathered into a whole, of certain well-distinguished objects of our
perception or our thought’ therefore certainly requires some restriction; it has not, however,
been successfully replaced by one that is just as simple and does not give rise to such
reservations. Under these circumstances there is at this point nothing left for us to do but to
proceed in the opposite direction and, starting from ‘set theory’ as it is historically given, to
seek out the principles required for establishing the foundations of this mathematical disci-
pline. In solving the problem we must, on the one hand, restrict these principles sufficiently
to exclude all contradictions and, on the other, take them sufficiently wide to retain all that
is valuable in this theory. (Zermelo 1908: 189-191)

Maddy (1988: 485) argued that Zermelo saw himself as attempting to deliver as
much as possible of the Naive Comprehension Schema whilst steering clear from
the paradoxes. With Zermelo, Maddy suggests, emerged the ‘one step back from
disaster’ rule of thumb: if a natural principle leads to contradiction, the principle
should be weakened just enough to block the contradiction.

The proposal that Comprehension should be restricted to those instances that do
not give rise to inconsistency can be understood according to a distributive and a
collective reading of ‘give rise to inconsistency’. Following Incurvati and Murzi
2017, we now show that, on either reading, the proposal does not work.

The Distributive Reading: Local Consistency

According to the distributive reading, the Naive Comprehension schema should be
restricted to those instances that do not give rise to inconsistency on their own. The
idea is to take an instance T of (Comp) to be admissible just in case it is consistent,
in the sense that T does not imply a contradiction in first-order logic.

However, this restriction does not suffice to obtain a consistent theory, for the
simple reason that there are instances of (Comp) which are individually consistent —
or, at least, they can be shown to be such given minimal assumptions — but jointly
inconsistent. Two examples of this phenomenon are given in Incurvati and Murzi
2017.

The first example makes use of the following instances of (Comp):

() Yx(x ey < x =x),
2) VzIyVx(x e y & (x € 2 & x € x)).

(1) asserts the existence of a universal set. It is clearly consistent, since it is true in a
model consisting of a looped one-node graph, in which variables range over nodes,
and in which x € y just in case there is a directed edge from the node assigned to
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y to the node assigned to x.* (2) asserts, for any set z, the existence of the set of all
things in z that are not members of themselves. It is also clearly consistent, since it
is true in any model consisting of a single hereditarily finite set,’ such as the model
consisting of just one object a such that a ¢ a. However, it is routine to derive
from (1) and (2) together the existence of the Russell set and hence a contradiction.
Note that (2) is, in effect, an instance of ZF’s Separation Schema. Indeed, the same
argument we have used to derive a contradiction is used in iterative set theory to
prove that there is no universal set given that there is no Russell set.

(2) is an instance of (Comp) with parameters.® In the light of this, one might try
to dispense with the problem by banning instances of this kind (as well as ones that

are individually consistent).
The second example shows that this will not work. The example makes use of
the following observation, which goes back to Boolos (1993: p. 233):

Lemma 5.1.1. For each ¢ in L,

(i) Vx(x € y) F o = BVx(x € y « (—p & x & X)),
(ii) FYVx(x ey < (—mp & x € x)) — o.

Now consider the following instances of (Comp):

3) Vx(x ey < (—o &x €x)),
4) Vx(x €y < (0 & x € x)),

where o is a sentence such that both it and its negation are consistent. (For instance,
o could be the first-order formalization of “There are exactly three objects’.) The
first part of Lemma 5.1.1 tells us that, in the presence of the Empty Set Axiom, we
can turn any proof of a contradiction from (3) into a proof of a contradiction from
o, and any proof of a contradiction from (4) into a proof of a contradiction from
—o. Hence, (3) and (4) are individually consistent. However, they are jointly incon-
sistent, since, by the second part of Lemma 5.1.1, (3) entails ¢, and (4) entails —o.

The Collective Reading: Global Consistency

The theory obtained by restricting the Naive Comprehension Schema to instances
which do not give rise to inconsistency on their own is inconsistent. For there

4 In fact, if one is happy to countenance non-well-founded sets, an even simpler model will do, namely the one
consisting solely of a set a such that a = {a}. We will explore theories admitting of such sets in the next two
chapters.

5 A set is said to be hereditarily finite iff it is finite, its members are finite, the members of its members are finite,
and so on. In other words, a set is hereditarily finite iff its transitive closure is finite.

6 Recall that an instance of (Comp) with parameters is one in which ¢(x) contains free variables other than x.
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are pairs of such instances which do give rise to inconsistency when conjoined.
The following diagnosis of what has gone wrong is tempting: the injunction to
restrict the Naive Comprehension Schema according to consistency maxims has
been understood locally, but it ought to be understood globally. That is to say, the
Naive Comprehension Schema should be restricted to those instances that do not
give rise to inconsistency where ‘give rise to inconsistency’ receives a collective
reading. Formally, this is tantamount to requiring that the acceptable instances
of (Comp) should form a maximally consistent set.

Indeed, the collective reading appears to better capture the spirit of Quine’s and
Zermelo’s remarks: we are keeping as many instances of Naive Comprehension as
possible whilst avoiding the paradoxes. Even more explicitly, Emerson Mitchell,
who regards himself as following a suggestion of Alonzo Church (1974), suggests
basing set theory solely on the heuristic principle

of specialized comprehension, that set theory is constructed by assuming as many cases
as consistently possible of the naive and inconsistent comprehension axiom scheme [...].
(Mitchell 1976: 1)

The collective reading of the consistency maxim is reminiscent of a proposal for
the case of truth due to Horwich (1990: 42). To deal with the semantic paradoxes,
he suggested restricting the Equivalence Schema

The proposition that p is true iff p (E)

to the maximally consistent set of its instances. However, working with sentences
rather than propositions, McGee (1992) proved a theorem which spells trouble for
Horwich’s proposal. For McGee’s Theorem shows, first, that when the base theory
for the truth theory is at least as strong as Robinson Arithmetic Q,” any maximally
consistent set of instances of the Equivalence Schema will not be recursively axiom-
atizable. So, it is unclear whether any such set can be said to be a theory of truth.
And second, McGee’s Theorem entails that there are several and yet incompatible
maximally consistent sets of instances of the Equivalence Schema. So it is incorrect
to speak of ‘the’ maximally consistent set of instances of the Equivalence Schema:
we are confronted with an embarrassment of riches.

In Incurvati and Murzi 2017, a generalization of McGee’s Theorem is given and
is used to show that the situation for set theory is the same as that for truth. In
Appendix 5.A, we give a precise formal statement and proof of the result. Here
we focus on two key consequences of it. First, consider the instance of (Comp)
asserting the existence of the empty set, that is

7 Essentially, Q is PA without the Axiom Schema of Induction.
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yVx(x € y < x # x). (Compy)

The result in Incurvati and Murzi 2017 tells us that any theory which comprises
a maximally consistent set of instances of (Comp) including (Compy) is nega-
tion complete. Hence, if it interprets Q, such a theory cannot be recursively
axiomatized. But (Compy) should be an acceptable instance of (Comp) if any
is.® And set theory ought to interpret Q if it is to have the roles traditionally
ascribed to it, such as those of being a theory of the infinite and a foundation
for mathematics. Thus, no reasonably strong recursively axiomatizable theory
of sets can be obtained by selecting a maximally consistent set of instances of
(Comp): similarly to the case of truth, any such set can hardly be regarded as a set
theory.

Second, it follows from the result in Incurvati and Murzi 2017 that for any
consistent sentence o, there is a maximally consistent set of instances of (Comp)
implying o, and another one implying —.? There are several, mutually incompat-
ible maximally consistent sets of instances of the Naive Comprehension Schema,
and the injunction to restrict the Schema according to consistency maxim gives us
no indication as to how to choose between them. Just as in the case of truth, we are
confronted with an embarrassment of riches.

The upshot is that if we want to construct our theory of sets by restricting the
Naive Comprehension Schema in some way, we need to be guided by more than the
mere desire to maintain as many instances of it as we possibly can. Some instances
of the Schema will have to be banned not because they give rise to inconsistency,
but because of some other feature that renders them unacceptable even in cases
in which it does not result in inconsistency.!® In this and the next chapter we
shall discuss two classes of attempts to locate this feature: semantic and syntactic
respectively.

8 Admittedly, some philosophers have had qualms about the existence of the empty set (see Oliver and Smiley
2006 and references contained therein). But such metaphysical scruples can be sidestepped here, since all that
is really needed is the existence of some set — be it empty or not.

Indeed, the proof in Appendix 5.A establishes more than the mere existence of the relevant maximally

consistent sets of instances: it also provides a step-by-step procedure for constructing them.

10 The diagnosis of the set-theoretic paradoxes given in Boolos 1993 offers a different route to a similar
conclusion. On that diagnosis, the paradoxes arise because whilst by Cantor’s Theorem there are strictly more
properties of objects over a given domain than objects, Naive Comprehension demands that there be at least as
many sets as there are properties. It would then seem that to develop a coherent conception of set it will suffice
to restrict the domain of properties to which there corresponds a set not assigned to any other non-coextensive
property. However, a generalization of the Zermelo-Ko6nig inequality — provable in ZFC and stating that the
cofinality of |P(a)| is strictly larger than |a| — suggests that any such assignment must leave out at least as many
properties as there are properties altogether. And this, in turn, suggests that there are as many such assignments
as there are properties altogether. See Uzquiano 2015b: 339 for details.

©
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5.2 Cantor Limitation of Size

The idea that the pathological properties are those that apply to too many things —
and that, as a result, they do not determine a set — can be traced back to Cantor. In
Chapter 1, we quoted a passage from a 1899 letter to Dedekind where Cantor tells us
what he means by a ‘set’ in terms of the notion of consistency. That passage is part
of a longer one in which Cantor distinguishes between consistent and inconsistent
multiplicities. He writes:

If we start from the notion of a definite multiplicity (a system, a totality) of things, it is
necessary, as I discovered, to distinguish two kinds of multiplicities (by this I always mean
definite multiplicities).

For a multiplicity can be such that the assumption that all of its elements ‘are together’
leads to a contradiction, so that it is impossible to conceive of the multiplicity as a
unity, as ‘one finished thing’. Such multiplicities I call absolutely infinite or inconsistent
multiplicities.

As we can readily see, the ‘totality of everything thinkable’, for example, is such a
multiplicity; later still other examples will turn up.

If on the other hand the totality of the elements of a multiplicity can be thought of
without contradiction as ‘being together’, so that they can be gathered together into ‘one
thing’, I call it a consistent multiplicity or a ‘set’. (Cantor 1899: 114)

What Cantor calls a ‘multiplicity’ (Vielheit) seems to be what in contemporary
parlance is referred to as a ‘plurality’. However, for uniformity with the rest of
this chapter, we will frame the discussion of Cantor’s view in terms of properties,
but nothing will hinge on this, and everything we shall say can be easily cast in
terms of pluralities.

Given this proviso, we can see Cantor as suggesting that there are two kinds of
properties — those which determine a set and those which do not. But when does a
property succeed in determining a set? In the quoted passage, Cantor seems to be
saying that a property determines a set just in case the assumption that it does does
not lead to contradiction. It is important to get clear about what Cantor might have
in mind here.

On one interpretation, Cantor is saying that a property determines a set just in
case the assumption that it does does not lead to contradiction in classical logic.
But if this interpretation is correct, Cantor would be committed to accepting all
instances of the Naive Comprehension Schema which do not lead to contradiction
in classical logic. And this, as we saw in the previous section, leads to inconsistency.

However, there are reasons to think that this interpretation is not correct. For Can-
tor mentions as an example of an inconsistent multiplicity the totality of everything
thinkable; another example of a multiplicity that he took to be inconsistent is that
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of the ordinal numbers. And as Hallett (1984: 167) notes, we know (and will see in
the next chapter in more detail) that whilst assuming the existence of the set of all
non-self-membered sets leads to a contradiction in classical logic, the assumption
that there exists a set of all things (whether thinkable or not) or a set of all ordi-
nal numbers leads to a contradiction only in the presence of some set-theoretical
assumptions — typically, the Separation Axiom. For instance, using Separation we
can prove Cantor’s Theorem, which allows us to derive a contradiction from the
existence of the universal set (see Section 1.B).

Thus, Cantor’s suggestion seems to be that a property determines a set just in
case the assumption that it does does not lead to contradiction using unobjection-
able mathematical reasoning, taking it for granted that the Axiom of Separation is
unobjectionable.

The notion of a contradiction that can be derived with the help of unobjectionable
mathematical reasoning is far from transparent, however. One symptom of this
is that this notion appears to provide us with little guidance on how to identify
the problematic properties. Cantor, however, goes further and provides an account
of a feature that promises to do just this. The idea is that the property On of
being an ordinal provides a yardstick for non-sethood. To state the principle Cantor
subscribed to, it will be helpful to introduce some terminology and notation. We
take the opportunity to introduce some other notation and terminology to be used
in the remainder of the chapter. If anything that is F' is also G we say that F' is a
subproperty of G and write it FF © G. We say that F is as big as G (in symbols:
F = G) if there is a second-order relation between the F's and the Gs which is
a one-to-one correspondence. Moreover, we say that F is at least as big as G (in
symbols: G < F) if there is some H T G such that H = F. Finally, we say that F
is smaller than G (in symbols: F < G) if F < G but G £ F. We can now state the
principle Cantor subscribed to:

Cantor Limitation of Size. F determines a set iff On £ F.

Why think that Cantor endorsed this principle? As Hallett’s (1984: 168—169) points
out, the left-to right direction follows from three claims Cantor makes. The first is
that the ‘system Q of all numbers [the system of all ordinals] is an inconsistent,
absolutely infinite multiplicity’ (Cantor 1899: 115).

Bigness of On. On does not determine a set.

The second is that ‘[t]wo equinumerous multiplicities either are both “sets”or are
both inconsistent’ (Cantor 1899: 114). This is a form of Replacement for multiplic-
ities, and in our terminology becomes
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Property Size Replacement. If F = G, then either both F and
G determine a set or neither of them does.

The third is that ‘every submultiplicity of a set is a set’ (Cantor 1899: 114). This is
a form of Separation for multiplicities, which using our terminology reads:

Property Separation. If F' determines a set and G C F, then G
determines a set.

We can then show:

Proposition 5.2.1. Assume Bigness of On, Property Size Replacement and Property
Separation. Then the left-to-right direction of Cantor Limitation of Size holds.

Proof.  Suppose that On < F'. Then there is a G such that G T F and G = On.
By Bigness of On and Property Size Replacement, G does not determine a set. But
then, by Property Separation, F' does not determine a set either. O

But not only was Cantor committed to principles that imply the left-to-right direc-
tion of Cantor Limitation of Size; he made explicit and frequent use of it: in order to
establish that some given multiplicity is not a set, he would show that the ordinals
can be embedded into it.

In the 1899 letter to Dedekind, for instance, Cantor gives a sketch of the series
of alephs. He then asks whether there is a set whose cardinality is not an aleph. His
answer is negative:

If we take a definite multiplicity V and assume that no aleph corresponds to it as its
cardinal number, we conclude that V must be inconsistent. For we readily see that, on

the assumption made, the whole system €2 is projectible into the multiplicity V, that is
there must exist a submultiplicity V' of V that is equinumerous to the system 2.

V' is inconsistent because 2 is, and the same must therefore be asserted of V.

Accordingly, every transfinite consistent multiplicity, that is, every transfinite set, must have
a definite aleph as its cardinal number. (Cantor 1899: 116-117)

In this passage Cantor assumes the left-to-right direction of Cantor Limitation of
Size. But he also claims that if ' has no aleph as a cardinal number, then there
must be some subproperty G of F such that G = On. Putting this together with
his conclusion that every set has a cardinal number which is an aleph, we see that
Cantor is also committed to the right-to-left direction of Cantor Limitation of Size,
stating that, given some F, if there is no subproperty G of F such that G = On,
then F determines a set (see Hallett 1984: 171-172).

Thus, we can conclude that Cantor provided a criterion for when a property
determines a set. The criterion tells us when a property determines a set on the basis
of its size: it tells us that a property determines a set if and only if it is not as big
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as or bigger than the property of being an ordinal. It is not implausible, therefore,
to think that Cantor’s 1899 letter to Dedekind signals the birth of the limitation of
size idea:

Limitation of Size Idea. A property determines a set iff it is not
too big.

One central question for any account based on the limitation of size idea is: ‘How
big is too big?’. Cantor’s answer is that the ordinals provide a measure of how big
is too big: if we can embed the ordinals into some things to which the property F
applies, then F is too big to determine a set.

Cantor, then, holds that On does not determine a set, and uses this fact to charac-
terize sethood. However, the question arises as to why On itself does not determine
a set. We will return to this question in Section 5.8. For his part, Cantor does not give
an explicit answer to this question, but seems to suggest that On does not determine
a set because the assumption that it does leads to the Burali-Forti Paradox. In fact,
having explained the distinction between consistent and inconsistent multiplicities,
Cantor goes on to show that taking the ordinals to form a set leads to contradiction
(see Cantor 1899: 115). Thus, his view seems to be that a property determines a
set only if the supposition that it does does not lead to contradiction, and we can
provide a criterion for establishing which properties are such that the supposition
that they determine a set leads to contradiction: they are the properties which are at
least as big as On, and we know that the supposition that this property determines
a set leads to contradiction.

The term ‘limitation of size’ first appears in Russell 1906. According to Russell,
the paradoxes show that not every condition determines a set or, as he puts it, that
not every propositional function determines a class. But when does a condition
determine a set? Russell considers three possible approaches. One approach is to
say that no propositional function determines a class — there are no classes and talk
of classes is just a ‘convenient abbreviation’ (Russell 1906: 37). This gives rise
to what Russell calls the no class theory. The remaining two approaches do take
classes to exist but place restrictions on which propositional functions determine
a class — which propositional functions are predicative, as Russell puts it. One of
these two approaches takes a propositional function to be predicative if its syntactic
expression is simple. This gives rise to the zigzag theory. We shall return to this
theory in the next chapter, since it can be reasonably considered a precursor of
the set theories we shall discuss there. The other of these two approaches takes a
propositional function to be predicative if the size of the class it determines is not
‘excessive’. This is the theory of limitation of size, and Russell tells us that
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[t]his theory naturally becomes particularized into the theory that a proper class must
always be capable of being arranged in a well-ordered series ordinally similar to a segment
of the series of ordinals in order of magnitude; this particular limitation being chosen so as
to avoid the Burali-Forti contradiction. (Russell 1906: 43)

Thus, like Cantor, Russell understands the limitation of size idea in terms of Cantor
Limitation of Size, and takes the specific choice of On as a yardstick of excessive
bigness to be motivated by the desire to avoid the Burali-Forti contradiction.

5.3 Ordinal Limitation of Size

Cantor Limitation of Size states that a property F determines a set if and only if
On is not as big as F. This might seem to be equivalent to the following principle,
stating that a property determines a set just in case it is smaller than the property of
being an ordinal:

Ordinal Limitation of Size. F determines a set iff 7 < On.

However, the left-to-right direction of Cantor Limitation of Size is, on the face of
it, weaker than the right-to-left direction of Ordinal Limitation of Size: the former,
but not the latter, seems compatible with a property determining a set and yet not
being smaller than the property of being an ordinal. What is needed to bridge the
gap, it seems, is a principle telling us that properties are always comparable in size:

Property Comparability. For any F and G, we have that F < G
or F=GorG < F.

Whilst it is known that cardinal comparability for sets — that is, the principle that all
cardinals are comparable — is equivalent to the Axiom of Choice (over very weak
set theories), less is known about the strength of Property Comparability compared
to that of other second-order choice principles. In particular, in pure second-order
logic, the Global Well-Ordering Principle — that is the second-order statement that
the universe can be well-ordered — implies Property Comparability, and Property
Comparability implies the second-order version of the Axiom of Choice. However,
it is not known whether these two implications reverse, although at most one of
them can reverse (Shapiro 1991: 106-108). By contrast, if we move to the ZFC,
context, these second-order choice principles become equivalent.

Linnebo (2010: 162) has shown that as well as bridging the gap between Cantor
Limitation of Size and Ordinal Limitation of Size, Property Comparability actually
enables us to prove Ordinal Limitation of Size solely in the presence of Property
Replacement, stating that if F determines a setand G < F, then G determines a set:



Von Neumann Limitation of Size 139

Theorem 5.3.1 (Linnebo). Property Comparability and Property Replacement
Jjointly imply Ordinal Limitation of Size.

Sketch of proof. Suppose Property Comparability and Property Replacement
hold. We want to prove Ordinal Limitation of Size. We first establish the left-
to-right direction. To this end, observe that Property Replacement easily implies
Property Size Replacement and, via Burali-Forti reasoning, that On does not
determine a set. Moreover, it is a well-known fact that Property Replacement
implies Property Separation. By Proposition 5.2.1, we then have that the left-to-
right direction of Cantor Limitation of Size holds. The desired conclusion follows
by Property Comparability.

To establish the right-to-left direction of Ordinal Limitation of Size, suppose
F < On. Then, we can embed the ordinals into the F's and thereby obtain a well-
ordering of F. Such a well-ordering is either isomorphic to the members of some
ordinal or to the ordinals themselves. If the latter, then F £ On, contradicting the
initial supposition. Hence, the former must be the case, and we can use Property
Replacement to conclude that F determines a set. O

In any event, Ordinal Limitation of Size articulates a version of the limitation of
size conception which appears to be faithful to Cantor’s approach. For Cantor made
explicit use of reasoning involving arbitrary choices, and AC in conjunction with
Cantor Limitation of Size yields Global Well-Ordering, which implies Property
Comparability, thus delivering Ordinal Limitation of Size.

Moreover, Ordinal Limitation of Size is probably what a defender of a limitation
of size approach based on ordinals will want to settle on, since she is unlikely
to want a property to determine a set solely on the grounds that it or some sub-
property thereof is not comparable in size with the property of being an ordi-
nal. In other words, once size is the criterion for determining whether a property
determines a set, Property Comparability becomes an attractive principle, which
provides — via Theorem 5.3.1 — a reason for focusing on Ordinal Limitation of
Size.

5.4 Von Neumann Limitation of Size

According to the limitation of size idea, a property determines a set just in case it is
not too big. Cantor understood ‘too big’ by reference to the ordinal number series.
But there are other ways of understanding it. One such way first appeared in the
work of von Neumann (1925), who presented another instance of the limitation of
size idea.
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Like Cantor, von Neumann takes a certain property to be the paradigmatic case
of a big property, and uses it to formulate a criterion for saying when any property
is too big. However, the property von Neumann focuses on is not the property of
being an ordinal, as in Cantor’s case, but the property which applies to everything:
the universal property [x : x = x], which we abbreviate with U. A limitation of size
principle inspired by von Neumann would then say that a property determines a set
just in case it is not as big as U. That is:

Von Neumann Limitation of Size. F determines a set iff
FZ U.

Three remarks about Von Neumann Limitation of Size are in order. First, it is a very
strong principle: in combination with the Burali-Forti reasoning, it delivers Global
Well-Ordering and hence Property Comparability.

Second, the principle is only inspired by von Neumann’s work. In a letter to
Zermelo, von Neumann (1923) actually states his limitation of size principle as
follows:

A set is ‘too big’ iff it is equinumerous with the set of all things.

Thus, for von Neumann it is not as if some properties do not determine a set
because they are too big. Rather, every property determines a set, but some sets
are ‘too big’ and, because of this fact, behave differently. In fact, as we know, they
need to behave differently, otherwise paradox will ensue. What is the difference
in their behaviour, then? According to von Neumann, sets that are too big cannot
be members of other sets, and this is meant to block the paradoxes. Bernays later
recast von Neumann’s distinction between sets that are and sets that are not too big
in terms of the distinction between sets and proper classes.

Third, having first introduced his limitation of size principle informally (1925:
397-398), von Neumann (1925: 400) goes on to incorporate his limitation of size
principle as an axiom (Axiom IV.2) in a formal system which led to the develop-
ment of NBG.!! In fact, von Neumann’s system contains an axiom that effectively
amounts to the assertion that those sets which cannot be members of other sets are
exactly those that can be put in one-to-one correspondence with the set of all sets.

Von Neumann’s suggestion makes clear that we can distinguish between two
types of limitation of size of principles, maximalist and non-maximalist ones.
A maximalist understanding of the limitation of size idea equates ‘too big’ with ‘as

11 Von Neumann’s axiomatization is formulated in terms of functions and arguments, so his Axiom IV.2 is also
formulated in this manner.
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big as the universal property’, thereby giving rise to Von Neumann Limitation of
Size. A non-maximalist understanding of the limitation of size idea, on the other
hand, equates ‘too big’ with ‘as big as or bigger than F’, where F is not simply
U. Assuming again Property Comparability in the background, the non-maximalist
understanding of limitation of size gives rise to the following template:

Non-Maximalist Limitation of Size. F determines a set iff
F < G.

Ordinal Limitation of Size takes G to be the property of being an ordinal, but
other choices are possible. What distinguishes non-maximalist versions of limita-
tion of size from the maximalist version is that the latter guarantees that a property
will determine a set if it is not as big as the universal property, whereas the non-
maximalist version fails to guarantee that, since F' may well be smaller than the uni-
verse. Thus, whilst non-maximalist versions of limitation of size may leave it open
whether F is as big as the universe, the maximalist version, trivially, does not.'2

5.5 Frege-Von Neumann Set Theory

So far, we have looked at various limitation of size principles, but have said little
about the kind of conception of set to which they give rise. The starting point of
the limitation of size conception is, in fact, the naive conception. The limitation of
size theorist takes it to be an important insight of the naive conception that sets are
determined by properties: the limitation of size conception is a logical conception.
But she rejects the idea that every property determines a set. Certain properties, she
says, are pathological and do not determine a set.

Limitation of size principles are invoked precisely to determine which properties
are pathological. According to the limitation of size theorist, the pathological prop-
erties are the properties that are true of too many things, and this idea can be spelled
out, as we have seen, in various ways. Thus, it is natural to think of the limitation of
size conception as a modification of the naive conception: we hold on to the thought
that sets are determined by properties, but in so doing we make it clear that certain
properties are bad and do not determine a set. These are the properties that are true
of too many things.

12 Tt is worth noting that in some cases non-maximalist versions of limitation of size imply the maximalist version,
perhaps in the presence of some additional assumptions. For instance, in the presence of the NBG axioms, AC
and Cantor Limitation of Size jointly imply Global Well-Ordering. And, as von Neumann (1925) already
pointed out, Global Well-Ordering not only follows from but is equivalent to Von Neumann Limitation of Size.
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Now, once the limitation of size conception is presented in this way, it suggests
a natural way of formulating a set theory based in it: start from a formulation of
the naive conception and build a limitation of size principle into it. One way to
proceed would be to formulate a theory which embodies the limitation of size
conception by retaining the Axiom of Extensionality and modifying the Naive
Comprehension Schema. However, quantification over properties is naturally for-
mulated using a second-order language, as we have been doing so far. This suggests
using the formulation of the naive conception due to Frege, which we encountered
in Chapter 1. According to this formulation, to every concept there corresponds its
extension, analogously to the way in which, according to the naive conception, to
every property there corresponds a set of all and only the things which have that
property. Recall that Frege’s version of the naive conception is embodied by the
following principle:

Ext(F) = Ext(G) <> Vx(Fx < Gx), V)

where Ext(F) is the extension of the concept F.

Now (V) is inconsistent, but we can try to repair it by incorporating into it a
limitation of size principle. We follow in Boolos’s (1989: 98-99) footsteps and
formulate a different abstraction principle. This axiom retains the naive thought
that every concept F is associated with an object Subt(F'), the subtension of F. But
the subtensions of two concepts are now taken to be identical just in case neither
is small, where smallness is understood according to Von Neumann Limitation of
Size: we take a concept F to be small just in case F 2 U.'? This gives rise to the
following amendment of (V):

Subt(F) = Subt(G) < F ~ G, (New V)

where F ~ G is to be read as ‘either F' and G are coextensive or neither is
small’.

Boolos dubs the theory obtained by adding (New V) to standard second-order
logic FN, from Frege-von Neumann, since it combines Fregean naivete with von
Neumann-type size restrictions. He points out that we have good reason to believe
FN to be consistent, namely that it has a model in the natural numbers.'* The model

13 Boolos actually defines a concept F to be small just in case F £ U, but the two definitions are equivalent,
since it can be shown thatif U < F,then U = F.

14 Of course, the fact that FN has a model in the natural numbers does not imply (nor give us any reason to believe)
that it has a model which is rich enough to sustain the reconstruction of a substantial amount of mathematics.
Indeed, Shapiro and Weir (1999: 318) have shown that it is consistent with ZFC that FN has no uncountable
models.
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is obtained by taking concepts to be sets of natural numbers, sending each finite
concept to a different natural number other than 0 and all infinite concepts to 0.1

What is the strength of FN? To start with, the result that FN has a model in the
natural numbers is best possible, in the sense that any model of FN must be at least
of the size of the natural numbers.

Theorem 5.5.1 (Boolos). FN is only satisfiable in an infinite domain.

Proof. Let 0 be the subtension of [x: x # x] and f be the subtension of U. Since
there is at least one object, [x : x # x]is small, and [x: x # x] 2 U. Hence, 0 # .
Thus, there are at least two objects. Now define the successor operation s by setting
sy = Subt([x: x = y]). Itis easy to see that for every y, sy exists, since for each y,
exactly one object falls under [x: x = y] and so [x: x = y] is small. Moreover, we
have that for each y, 0 # sy, since [x: x # x] is small and =Vx(x # x < x = y).
Finally, sy is one-to-one, that is, if sy = sz, then y = z. For [x: x = y] is small
and so Vx(x = y <> x = z). Butitis well-known that any model in which for every
y the successor of y exists and is never 0, and the successor operation is one-to-one,
must be infinite. O

As Boolos (1989: 99) notices, this means that arithmetic can be carried out in FN
by letting [x : x is a natural number] be the concept under which x falls just in case
it satisfies second-order induction.

To develop some set theory in FN, Boolos defines membership in the obvious
way, namely by stipulating that y is a member of x just in case x is the subtension
of a concept under which y falls. In symbols:

y €x < JF(x = Subt(F) A Fy).

This is in keeping with the fact that the limitation of size conception is a logical
conception: membership is derivative upon falling under a concept. Boolos then
take sets to be subtensions of small concepts, and examines which of the ZFC
axioms are validated by FN. We have:

Theorem 5.5.2 (Boolos). FN implies the Axioms of Extensionality, Empty Set,
Unordered Pairs, Separation, Choice and Replacement.

15 In more detail, let g be a 1 — 1 mapping from finite subsets of @ into @\0 and define the following interpretation
for the operation Subt: P(w) > w:

| eF) if F is finite
Subt(F) = { 0 if F is infinite

It is easy to see that (@, Subt) is a model of FN, one in which a concept is small just in case it is finite.
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The proofs are simple but quite involved, so we refer the reader to Boolos 1989: 98—
103. Theorem 5.5.2 vindicates the oft-made claim that Separation and Replacement
are justified on the limitation of size conception (see, e.g., Fraenkel et al. 1973: 501;
Hallett 1984: 209; Maddy 1988: 489; Potter 2004: 229). For Separation, the idea is
that if a concept F' determines a set and hence is small, then any subconcept F' of
G will also be small and hence determine a set. For Replacement, the idea is that if
a concept F determines a set and hence is small, and there is a function from F to
G, then F is at least as big as G and so G is small and hence determines a set.

How about the other ZFC axioms? It follows from the fact that FN has a model in
the natural numbers that Infinity is not derivable within it. Powerset is not derivable
either (see Boolos 1989: 103). Moreover, if we allow Urelemente, neither Founda-
tion nor Union are forthcoming. This is because the presence of the Urelement % —
the subtension of U — can be exploited to falsify them. For Foundation, take the
extension of the concept [x : x = %]. This is a set, {{}, since for every y, the concept
[x: x = y] is small (see the proof of Theorem 5.5.1). Now clearly, £ € {{}. But
since every object belongs to £, we also have {f} € %. For Union, just observe that
the members of the sole member of {£} do not form a set.

However, the way in which Foundation and Union were falsified suggests that if
we focus on pure sets, we might be able to recapture these axioms. Boolos defines
the notion of a pure set in the current setting as follows. First, we say that a concept
is closed if and only if whenever all members of a subtension fall under it, so does
the subtension, that is

Vx(3F(F = Subt(F)) AVy(y e x — Fy) —> Fx).

We then say that a set is pure just in case it falls under all closed concepts. With
this definition on board, he goes on to show:

Theorem 5.5.3 (Boolos). FN implies the relativizations of the Axioms of Founda-
tion and Union to pure sets.

Note, however, that to rule out Urelemente such as I, one need not restrict
attention to pure sets (see Jané and Uzquiano 2004: 440). For say that a concept
is transitive just in case whenever a subtension falls under it, then so do all of its
members. (Transitivity in this sense, then, is a kind of converse of closedness.)
A subtension is transitive if and only if it is the subtension of a transitive concept,
and it is hereditarily small if and only if it falls under some transitive concept under
which only small extensions fall. The idea is that hereditarily small extensions are
those such that they and their transitive closure are small, and, clearly, focusing on
hereditarily small subtensions suffices to dispense with .
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Now if rather than relativizing Foundation and Union to pure sets, we relativize
them to hereditarily small subtensions, then Theorem 5.5.3 continues to hold as far
as Union is concerned. But it ceases to hold with regards to Foundation. However,
we do get Foundation if we further confine attention to well-founded hereditarily
small subtensions, where a subtension is well-founded if it is the subtension of a
well-founded concept — one under all of whose nonempty subconcepts falls some €-
minimal object. It can then be proved that something is a well-founded hereditarily
small subtension if and only if it is a pure set.

This sheds some light on Boolos’s restriction to pure sets. In restricting attention
to pure sets, not only are we ruling out objects such as I, but we are also imposing
a well-foundedness requirement on sets. Thus, the fact that the relativization of
Foundation to pure sets follows from FN is not as surprising as it might seem at
first sight.

5.6 The Extension of Big Properties Objection

We have understood the limitation of size conception as an attempt to capture
the idea that certain properties are pathological, and fail to determine a set. How-
ever, (New V) implies that pathological properties have subtensions. In fact, they
all have the same subtension, namely £. Since subtensions look a lot like usual, old-
fashioned extensions, it seems that (New V) has committed the limitation of size
theorist to accepting that pathological properties do determine sets.'¢

The obvious reply to this worry is that sets are subtensions of small concepts —
after all, this is what Boolos take sets to be in the FN context; the subtension of the
universal concept is something other than a set — a class, perhaps.

Obvious as it might seem, however, this reply is unsatisfactory (see Paseau 2007:
42). For the subtension of the universal concept is an object with members, is —
unlike standard proper classes — a member of small subtensions and hence sets, and
is obtained via the same operation through which sets are obtained. To deny this
entity the status of set, whilst granting it to all other subtensions, looks a lot like a
stipulative manoeuvre.

However, the limitation of size theorist can modify (New V) so as to avoid
commitment to the extensions of big concepts. The strategy is rather natural. Rather
than assigning an object to every concept, we need to formulate the abstraction
axiom in such a way that it assigns an extension only to small concepts — in such

16 As we saw earlier, this seems to have been von Neumann’s position, who distinguished between sets that are
too big and those that aren’t.
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a way that it is only to non-pathological properties that there corresponds a set-
like object. What we need, in other words, is a principle that retains the naive
characterization of sets as extensions of concepts, but restricts it to small concepts.
The following will do:

If F and G are small, then Ext(F) = Ext(G) < Vx(Fx < Gx). (New V™)

In terms of notation, we have reverted to Ext(F), since in this case we are claiming
that anything which is an extension is a set, as in the case of the original (V).

(New V™) gives us what we wanted: unlike (New V), it assigns no object to the
universal concept and all other big concepts. But there is a drawback. We showed
earlier that FN is only satisfiable in infinite domains and hence arithmetic can be
carried out within it (Theorem 5.5.1). Now let FN~ be the theory obtained by
adding (New V™) to second-order logic. Unlike FN, this theory has a model whose
domain consists of exactly one object and hence does not imply the existence of
infinitely many objects. The proof of Theorem 5.5.1 breaks down because the fact
that for every y exactly one object falls under the concept [x : x = y] does not show
that this concept is small unless one can show that there are two objects. And whilst
both (New V) and (New V™) imply the existence of an object associated with the
empty concept [x: x # x], only (New V) also implies the existence of the object &
associated with the universal concept U.

However, the proof goes through as before once one assumes that there are at
least two objects: (New V™) implies that if there are at least two objects, there are
infinitely many objects.!” More naturally, we can obtain the same result by laying
down an axiom stating that the concept [x: x = 0] is small. So let FN* be the
theory obtained by adding such an axiom to FN™. Setting aside the question of
whether one can assume that [x: x = 0] is small — a question to which we shall
return in the next section — FN* does not imply the existence of any object other
than those associated with small concepts, but, at the same time, it does deliver
some interesting set theory, as Theorems 5.5.1, 5.5.2 and 5.5.3 continue to hold if
we replace FN with FN*.

5.7 The Arbitrary Limitation Objection

Clearly, however, FN* fails to deliver the Axioms of Powerset and Infinity, just
as FN did. This is just a symptom of the fact that although the limitation of size

17 Looking at things from the cardinal point of view, the situation can be clarified by noticing that a set of n
elements has 2" — 1 proper subsets, and 2" — 1 > n forn > 2.
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conception maintains that a property determines a set just in case it is not too big,
this tell us very little about the extent of the set-theoretic universe. For even if we
assume, as Ordinal Limitation of Size and Von Neumann Limitation of Size do,
that the property of being an ordinal and the universal property are too big, this
is compatible with the universe itself being rather small, by normal set-theoretic
standards.

This feature of limitation of size was noted early on by Russell, who took it to be
a decisive shortcoming of the conception. Speaking of, in effect, Ordinal Limitation
of Size, he writes:

A great difficulty of this theory is that it does not tell us how far up the series of ordinals it
is legitimate to go. It might happen that @ was already illegitimate: in that case all proper
classes [i.e. all legitimate sets] would be finite. [. .. ] Or it might happen that w? was illegit-
imate, or w® or w; or any other ordinal having no immediate predecessor. We need further
axioms before we can tell where the series begins to be illegitimate. (Russell 1906: 44)

The fact that FN and FN* do not imply the Axiom of Infinity makes vivid Russell’s
point: there are interpretations of ‘small’ according to which [x: x is a natural
number] is not small. Thus, Von Neumann Limitation of Size seems per se compat-
ible with the universe not containing an infinite set.

In the quoted passage, Russell hints at the fact that we can change the situation by
adding further axioms. In the case at hand, we can add to FN* an axiom to the effect
that the concept of being a natural number is small: the resulting theory implies
Infinity. Or, as Boolos (1989: 103) notices, we can obtain the Powerset Axiom by
adding a principle stating that if F' is small, then so is [Ext(G): Vx(Gx — Fx)].
And, obviously, we can obtain even stronger theories by adding further smallness
principles. It is often thought, however, that this kind of move is desperately ad
hoc: the limitation of size account is silent over the question how far the series of
ordinals goes, and the problem is not solved by simply stipulating that it goes as far
as a certain ordinal.

Since Russell, the view that this is a serious difficulty for the limitation of size
conception has become widespread. Moreover, it is argued, this difficulty does not
beset the iterative conception. Thus, Potter (2004: 230) takes what is effectively
Russell’s objection to be a reason to favour the iterative conception over the lim-
itation of size account: whilst ‘there is little prospect that [the latter] will provide
support for the axiom of infinity’, the iterative conception holds better prospects for
success in this regard.

However, whether one holds a minimalist account or a dependency account, the
iterative conception has it that sets are arranged in a cumulative hierarchy divided
into levels. These levels are indexed by the ordinals, and the question arises how
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far up in the series of ordinals it is legitimate to go: is it legitimate to go as far as
o? How about w;, or the first inaccessible ordinal? This is notoriously a central
question for the iterative conception. But, clearly, it is the same difficulty that
Russell observed for the limitation of size conception.

It might be replied that a natural answer can be offered by the iterative conception
to the question ‘How far does the iterative process go?’, namely ‘as far as possible’.
This does not tell us much until the idea of iteration as far as possible is developed to
some extent, but it has been argued by some that the idea that the hierarchy extends
as far as possible is capable, ultimately, to deliver the axiom of infinity and indeed
axioms of higher infinity (see Section 3.6 and Incurvati 2017).

However, the limitation of size theorist seems in a position to offer a similar
answer. When asked ‘How big is too big?” — or better, to pursue the analogy with
the iterative conception, ‘How big is the concept small?’ — she can answer ‘as big
as possible’. Indeed, this seems to have been Cantor’s position (Hallett 1984: 43):
if it is consistent or coherent that a concept F is small, then F is in fact small.'®

It is therefore a mistake to take the difficulty pointed out by Russell to be a
reason for preferring the iterative conception to the limitation of size account. This,
of course, does not show that the difficulty can be overcome, and the jury is out on
whether and to what extent principles to the effect that the hierarchy goes as far as
possible as capable of sanctioning axioms of infinity. But, to stress, it seems that the
limitation of size theorist will just be able to appropriate whatever answer is given
by the iterative theorist.

5.8 The No Complete Explanation of the Paradoxes Objection

The next objection to the limitation of size conception targets its explanation of the
paradoxes. The limitation of size conception holds that certain properties do not
determine a set because they are too big, and ‘too big’ is understood by reference to
some property which is taken to be paradigmatically too big, for instance the ordinal
property On or the universal property U. But why are these properties too big to
form a set? The limitation of size conception, the objection has it, does not pro-
vide an answer to this equation. Instead, the objection goes, the conception simply
assumes that the property of ordinal or the universal property do not determine a set.

18 The reader might wonder why this view does not fall prey to the problems highlighted with the view according
to which the naive conception should be restricted according to consistency maxims. The answer is that,
following Cantor, we are disregarding properties such that the supposition that they determine a set leads
to contradiction in the presence of ordinary mathematical reasoning — chiefly, the Axiom of Separation. This
makes vivid the issue of what entitles the limitation of size theorist to disregard such properties, which we will
discuss in the next section.
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Inspired by Cantor (see Section 5.2), one might reply that the limitation of size
conception does provide the required explanation. For, the reply goes, according
to the limitation of size conception, the property of being an ordinal does not
determine a set because the supposition that it does leads to contradiction via the
Burali-Forti Paradox. Moreover, the reply goes, the reasoning involved in deriving
the said contradiction only requires the Axiom of Separation, which is justified on
the limitation of size conception. Similar considerations apply to the case of the
universal property.

The objector might retort that this explanation is circular. For the explanation
appeals to the Axiom of Separation. And whilst it is true that this axiom is typically
taken to be justified on the limitation of size conception, the objector might con-
tinue, this is because the limitation of size conception is taken to already incorporate
some specific notion of smallness. For instance, we might take Separation to be
justified on the limitation of size conception because it follows from FN, as Boolos
has shown. Boolos’s derivation of Separation from FN goes as follows. Suppose
that a is a set, say the subtension of F. Then let G be the concept [x: x € a A Xx].
We have that G is a subconcept of F and therefore G is small. The subtension
of G is then a set which provides the witness to the relevant instance of the Sep-
aration Axiom. However, this reasoning uses the fact that if G is a subconcept
of F and F is small, then G is small. And Boolos’s conclusion follows because
smallness is defined specifically in the way he does — that is, using Von Neumann
Limitation of Size. However, this just assumes that the universal property does not
determine a set.

Thus, it seems that the limitation of size conception does need to assume that
some properties do not determine a set by default. However, the circularity is only
apparent: for as Boolos’s proof makes clear, the derivation of Separation from FN
does not need any specific limitation of size principle, but only Property Separation.
And the limitation of size theorist has the resources of justifying Property Separa-
tion prior to settling on any specific yardstick for excessive size: she can simply
insist that if F is small and G is a subproperty of F, then G will be small too no
matter how smallness is characterized.

However, the limitation of size explanation of why certain paradigmatic proper-
ties do not determine a set brings to light an aspect of the conception which makes
it less attractive than the iterative conception. In Section 2.7 we said that Boolos
deemed the limitation of size conception not to be natural. A conception, according
to Boolos (1989: 92), is natural if ‘without prior knowledge or experience of sets,
we can or do readily acquire [it], easily understand it when it is explained to us, and
find it plausible or at least conceivably true’. And, according to him, the limitation
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of size conception is not natural because ‘one would come to entertain it only after
one’s preconceptions had been sophisticated by knowledge of the set-theoretic anti-
nomies, including not just Russell’s Paradox, but those of Cantor and Burali-Forti
as well’ (1989: 92). We now see that Boolos was exactly right about this. It is only
because the supposition that the property of being an ordinal determines a set leads
to the Burali-Forti Paradox that the limitation of size conception takes this property
not to determine a set, and similarly for Cantor’s Paradox.

This is in contrast with the iterative conception, whose explanation of why there
is no set of all ordinals or no universal set does not rest on the fact that the suppo-
sition that there are such sets leads to paradox (in the presence of Separation). For
instance, according to the iterative conception, there is no set of all sets because this
set never appears in the cumulative hierarchy of sets, no matter how far the ser of
operation is iterated. Similarly, there is no set of all ordinals because, assuming
that ordinals are construed as sets, such a set is not going to be bounded in the
cumulative hierarchy.!”

Thus, the explanation of the paradoxes offered by the iterative conception
appears to be superior to the one offered by the limitation of size conception,
since it does not ultimately rest on the fact that supposing that certain properties
determine a set leads to paradox. However, Linnebo has put forward an argument
to the effect that the iterative conception and indeed any successful explanation
of why some property does not determine a set must ultimately appeal to some
limitation of size principle. If successful, this argument would undermine the
iterative conception’s claim to provide a better explanation than the limitation
of size conception of why paradigmatically big concepts do not determine a
set. Speaking in terms of pluralities instead of concepts/properties, Linnebo
writes:

it is hard to see how an explanation of why some pluralities fail to form sets can avoid
appealing to some principle of limitation of size. For [...] two widely held assumptions
entail that the dividing line between pluralities that form sets and those that do not has to be
a matter of their size or cardinality. More precisely, the two assumptions entail that every
plurality below some threshold cardinality forms a set, whereas every plurality at or above
this threshold cardinality fails to form one. (Linnebo 2010: 151)

19 If ordinals are not construed as sets, then the iterative conception provides no explanation as to why they do
not form a set. But this is how it should be, since if ordinals are not construed as sets, then they can be treated
as individuals and there is nothing to prevent them from forming a set. The Burali-Forti contradiction would
only arise if, mistakenly, we added a principle to our theory linking ordinals to sets (see Potter 2004: 58). For
a discussion of the various options available when confronted with the Burali-Forti Paradox, see Florio and
Leach-Krouse 2017.
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Here, Linnebo is referring to Theorem 5.3.1, whose proof we gave earlier. The the-
orem, recall, states that Property Replacement and Property Comparability imply
Ordinal Limitation of Size. Thus, we have a way to prove a limitation of size
principle from two widely accepted axioms of set theory. This is a theorem and,
as such, it is beyond dispute to the extent that the logic and the assumptions it uses
are beyond dispute.

Let us consider first the claim that any explanation of why some property does
not determine a set must ultimately appeal to some limitation of size principle.
We will see in the next chapter that there is a conception of set — the stratified
conception — which offers a radically different explanation of the paradoxes than
the iterative conception, based on rejecting indefinite extensibility rather than uni-
versality (and hence admitting big collections such as the set of all ordinals or the
universal set). Clearly, this explanation is in conflict with an explanation appealing
to some limitation of size principle. However, this is no threat for the conception
to be considered in the next chapter, since the conception leads to the rejection of
the Axiom of Separation (which gives rise to indefinite extensibility) and hence of
Property Replacement used in Linnebo’s Theorem.

However, things are different for the iterative conception. For whilst the status of
the Axiom of Replacement on the iterative conception is controversial, it would be
a remarkable result that the iterative conception’s explanation of the paradoxes has
to appeal to some limitation of size principle on pain of giving up Replacement.
However, even if we grant that the iterative conception sanctions a second-order
version of Replacement, all that follows from Linnebo’s result is that the iterative
conception implies a limitation of size principle, not that its explanation of why
a property does not determine a set must be based on considerations of size. For
what the iterative conception tells us is that certain properties do not determine a
set because it is never the case that all the things to which they apply show up at
some unique level of the cumulative hierarchy. This explanation does not appeal
to any limitation of size principle. As it happens, this explanation of why certain
properties do not determine a set implies that a property determines a set just in
case it is smaller than the property of being an ordinal. But this is not the iterative
explanation of why those properties do not determine a set.

Thus, the limitation of size conception’s explanation of the paradoxes is less
attractive than the iterative one, because it ultimately rests on the fact that suppos-
ing certain properties to determine a set leads to paradox. Following Boolos, this
means that the limitation of size conception is not natural: its initial plausibility
and attractiveness depends on familiarity with substantial and sophisticated set-
theoretic machinery.
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5.9 The Definite Conception

So far, we have considered the idea of restricting (V) by incorporating into it
some limitation of size principle, as in (New V) and modifications thereof. Clearly,
however, the strategy of restricting (V) to small concepts is just an instance of a
general strategy of restricting it to concepts that are deemed to be good:

If F and G are good, Ext(F) = Ext(G) <> Vx(Fx < Gx). (GoodV)

The limitation of size conception takes the good concepts to be the small ones, but
other choices are possible. The idea we consider in this section is to take the good
concepts to be the definite ones, where a concept is definite if and only if it is not
indefinitely extensible:

If F and G are definite, Ext(F) = Ext(G) < Vx(Fx < Gx). (DefV)

This gives rise to what one may call the definite conception of set.° According to
the definite conception, sets are extensions of properties, but only definite properties
determine sets:

Definiteness Idea. A property determines a set iff it is definite.

The idea that the naive conception should be restricted according to the definitess
idea fits well with the diagnosis of the paradoxes presented in Section 1.7. For
according to that diagnosis, the set-theoretic paradoxes arise because on the naive
conception we have both indefinite extensibility and universality. If one then thinks
that there are indefinitely extensible concepts, it is natural to try to avoid the para-
doxes by restricting the naive conception to properties that are not indefinitely
extensible. Indeed, Russell himself, when introducing the doctrine of limitation of
size, motivates it by appealing to the existence of processes which seem essentially
incapable of terminating. That is, he appeals to the existence of indefinitely exten-
sible concepts:

The reasons for recommending this view are, roughly, the following: [...] there are a
number of processes, of which the generation of ordinals is one, which seem essentially
incapable of terminating [...] Thus it is natural to suppose that the terms generated by
such a process do not form a class. And, if so, it seems also natural to suppose that any
aggregate embracing all the terms generated by one of these processes cannot form a class.
Consequently there will be (so to speak) a certain limit of size which no class can reach;
and any supposed class which reaches or surpasses this limit is an improper class, i.e. is
a non-entity. The existence of self-reproductive processes of this kind seems to make the
notion of a totality of all entities an impossible one [...]. (Russell 1906: 43)

20 The term is Potter’s (2009: 198).
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Thus, according to Russell, the reason why properties having a certain size do not
determine a set is that they are indefinitely extensible. It seems that in his view the
limitation of size doctrine is ultimately to be explained in terms of the Definiteness
Idea. This promises to answer the objection to the limitation of size explanation
of the paradoxes we considered in the previous section: whilst the limitation of
size explanation of the paradoxes ultimately rests on the fact that supposing certain
properties to determine a set leads to paradox, the definite conception need not rest
on this explanation. Instead, the suggestion goes, we can derive the limitation of
size doctrine from the definite conception, similarly to what happened in the case
of the iterative conception.

An argument to this effect goes back to Russell (1906) and has more recently
been developed by Shapiro and Wright (2006). It is based on the following result:

Theorem 5.9.1. Assume Property Separation and Property Replacement. Then a
property F is definite if and only if On £ F.

Proof.  Suppose that On < F. Then there is some H T F such that H = On.
Since On is not definite, by Property Separation, neither is H. And since H is not
definite, by Property Separation again, neither is F.

Suppose, on the other hand, that F is not definite. This means that there is a
function f which takes each set of F's to some f(A) which is F but is not in A.
Now use transfinite recursion (which is licensed by Property Replacement) to define
the following function on the ordinals:

gla) = f{g(B): B < a}).

By transfinite induction it follows that all the g(«)s are F. So we have defined a
one-to-one function from the ordinals to the F's and hence On < F. OJ

If we endorse the definiteness idea, Theorem 5.9.1 then implies that F' determines
a set just in case On £ F, that is that Cantor Limitation of Size holds.

However, Theorem 5.9.1 relies on Property Separation and Property Replace-
ment. Because of this, Potter (2009: 199) has objected to the claim that this argu-
ment provides us with ‘a route from the definite conception to a kind of limitation-
of-size theory’.

Let us consider Potter’s concerns about Separation first. He argues that it is
doubtful whether Property Separation is justified on the definite conception. The
view that it is seems implicit in Russell’s own discussion, on the grounds that if
F is definite and G is a subproperty of F', then G will be definite too. And Dummett
(1991: 317) himself explicitly endorses the view: ‘it must be allowed’, he writes,
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‘that every concept defined over a definite totality determines a definite subtotality’.
Similar remarks occur in Dummett (1993: 441).

However, Dummett does not offer an argument for thinking that every sub-
property of a definite property is itself definite, and, as Shapiro (2003: 80) notes,
the view that Property Separation holds on the definite conception is far from
unproblematic. For instance, Dummett (1963) himself argued that the property of
being an arithmetical truth is indefinitely extensible, which means that the property
of being the Godel code of an arithmetical truth is indefinitely extensible. But every
such code is itself a natural number, so if Property Separation holds and the property
of being a natural number is definite, we should have that the property of being an
arithmetical truth is actually definite. One cannot have that the property of being
a natural number is definite and that the property of being an arithmetical truth is
not whilst holding on to Property Separation. Something has to go. Dummett, for
his part, often expressed doubts about the definiteness of the property of being a
natural number. But if one wants to retain the Axiom of Infinity, one is forced to
either abandon the Dummettian view that the property of being an arithmetical truth
is indefinitely extensible or accept that Property Separation fails after all.

Let us now turn to Property Replacement. Here Potter argues that this is best
understood as a limitation of size principle and so its use in establishing that the
definite conception leads to limitation of size is circular. Now it is true that Replace-
ment is immediately justified on the limitation of size conception. However, it does
not follow from this that it is not justified on the definite conception. Compare: the
controversial issue of whether Replacement is justified on the iterative conception
is not simply settled by pointing out that it is obviously justified on the limitation
of size conception.

To avoid the charge of circularity, it seems that the definite conception theorist
needs to argue, without appealing to the limitation of size conception, that if F is
definite and there is a functional relation between the F's and the Gs, then F is
definite too. And here Potter’s concerns for the case of Property Separation seem to
apply too, indeed perhaps even in stronger form: whilst it seems plausible, on the
face of it, to hold that if F is definite and G is a subproperty of F, then G is definite
too, the analogous claim justifying Property Replacement does not enjoy the same
immediate plausibility. Of course, it does if one equates definiteness with not being
too big, but in this case Potter’s complaint that Replacement is working simply as
a limitation of size principle would be justified.

What seems to be needed is a detailed reconstruction of the definite concep-
tion from which Property Separation and Property Replacement follow. Such
a reconstruction has recently been offered by Linnebo (2018), in a deep and
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detailed analysis of Dummett’s remarks on indefinite extensibility. Working within
a second-order intuitionistic logic, Linnebo distinguishes between intensional and
extensional definiteness. Thus, he takes a concept F' to be intensionally definite (in
symbols, ID(F')) just in case

Vxi, ..., x0(Fxy, o0, X, V= FX, 00, Xy).

And he takes a concept F to be extensionally definite (in symbols, ED(F)) if
and only if F is intensionally definite and quantification restricted to F' preserves
intensional definiteness, that is

VXADY) — ID((Vxy, ..., x,(Fx1, ..., X, = XX1,...,X,)))).

According to Linnebo’s reconstruction of Dummett’s arguments, the existence
of indefinitely extensible concepts such as that of a set and that of an ordinal
shows that there are concepts which are intensionally but not extensionally
definite. Linnebo then shows that these definitions of intensional and extensional
definiteness intuitionistically imply principles of Separation and Replacement for
extensional definiteness, which then immediately deliver Property Separation and
Property Replacement.?!

There are, however, two issues with Linnebo’s analysis. The first one is what
concepts are sanctioned to be extensionally definite. From Linnebo’s definitions
and assumptions it would seem to follow that the universal concept is extensionally
definite. For he assumes identity to be intensionally definite, and quantification
restricted to the universal concept trivially preserves intensional definiteness, since
the intersection of any concept F with the universal concept is simply F. This is a
problematic result, since the universal concept is usually taken to be a paradigmatic
case of a concept which is not (extensionally) definite. Indeed, it seems that Linnebo
himself would want the universal concept not to be extensionally definite. In par-
ticular, Linnebo does not define a concept to be indefinitely extensible if and only
if it is not (extensionally) definite. Instead, he defines a concept F to be indefinitely
extensible if and only if the following holds

VX(EDX) AVx(Xx — Fx) = F(3(X)) A =X (3(X))).

This definition closely resembles the definition of indefinite extensibility which,
following Russell, we gave in Chapter 1. However, there are some notable differ-
ences. First, this definition replaces set-theoretic terminology with second-order

21 Linnebo proves that his definitions also imply further principles. In one case, the proof also makes use of the
assumption that identity is extensionally definite. See Linnebo 2018: 214-215.
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quantification. Second, Linnebo’s definition requires that the concepts over which
the second-order variable X ranges should be extensionally definite. This immedi-
ately implies that no indefinitely extensible concept is extensionally definite. If we
avail ourselves of the resources used to prove Cantor’s Theorem, in particular Sepa-
ration (see Section 1.B), we can then show that the universal concept is indefinitely
extensible, which implies that this concept is not extensionally definite.

The second issue with Linnebo’s analysis concerns the role of the definition
of extensional definiteness in securing Property Separation and Property Replace-
ment. The definition immediately delivers a principle of Separation for extensional
definiteness. Whilst this is what the defender of the definite conception needed,
the legitimate worry in this case is that the definition is just tailored to securing
this and other principles needed (such as a principle of Replacement for concept
definiteness). This worry is exacerbated by the fact that the definition of exten-
sional definiteness plays no role in the standard arguments showing that a concept
is not extensionally definite. For these arguments proceed by showing that the
relevant concept is indefinitely extensible which, given the definition of indefinite
extensibility, immediately implies that the concept is not extensionally definite. By
contrast, if, as is customary, one took a concept to be indefinitely extensible if and
only if it is not extensionally definite, no principle of Separation for extensional
definiteness (or similar other principles) would follow.

Thus, the issue whether the definite conception implies some sort of limitation
of size principle remains open. To be sure, the viability of the definite conception
does not depend on whether it entails some limitation of size principle. But it does
depend on whether it has the resources to develop some amount of set theory. Pend-
ing some further investigation of the definite conception and what it entails, this
issue remains open too. In the meantime, note that the iterative conception explains
the key insight of the definite conception that, when faced with the paradoxes, we
ought to retain indefinite extensibility at the expense of universality. Moreover,
and more importantly, the definite conception also seems to face issues similar to
those faced by the limitation of size conception, namely that properties such as the
ordinal property or the universal property are taken not to determine a set because
the contrary assumption would lead to paradox.

5.10 Conclusion

In this chapter, we began to explore the idea that the naive conception is to be
modified by restricting the thesis that every property determines a set to certain
non-pathological properties. We started by considering the natural suggestion that
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the naive conception should be restricted to those properties that do not give rise to
inconsistency. We saw that this suggestion either fails to dispense with the inconsis-
tency of naive set theory or leads to an embarrassment of riches. We then turned to
the idea that the naive conception ought to be restricted to those properties that do
not apply to too many things, which gives rise to the limitation of size conception.
Whilst this conception can be developed in a variety of ways, its various forms
all share the problem that the explanation of the paradoxes they offer has to rest,
ultimately, on the fact that supposing certain concepts to be set-forming leads to
paradox. This is in contrast with the iterative conception, which explains this fact
by reference to the cumulative hierarchy structure of the set-theoretic universe.

The definite conception promises to do better than the limitation of size concep-
tion in this respect, since it does not start from some limitation of size principle
but has the resources to derive it, or so it has been argued. However, it is doubtful
whether the definite conception does have the resources to derive a limitation of
size principle. For the usual argument to this effect uses the principles of Property
Separation and Property Replacement, and it is not clear whether these principles
are justified on the definite conception. It may be that this problem can be over-
come: perhaps it is indeed possible to show that Property Separation and Property
Replacement are justified on the basis of the definite conception, or perhaps one
can develop set theory on the basis of the definite conception in an altogether
different manner. However, the apparent advantage of the definite conception over
the limitation of size conception turns out to be illusory: the definite conception
too, in the end, has to explain the paradoxes on the basis of the fact that supposing
certain concepts to determine a set leads to paradox.

Appendix 5.A Generalizing McGee’s Theorem

We state and prove the generalization of McGee’s Theorem due to myself and
Murzi. We first need some terminology and definitions. If T is a theory, we write
‘T'F1 ¢ for ‘T’ UT F ¢’. Then we make use of the following definitions:

DEFINITION 5.A.1. Let I' be a set of sentences and X a first-order schema.

(1) I is T-consistent iff I" Bt L.
(ii) T is X-maximally T-consistent iff " is T-consistent and any set which properly
extends I and contains X-instances not in I" is T-inconsistent.
(iii) T' is maximally T-consistent iff it is T-consistent and any set which properly
extends I' is T-inconsistent.

Now let S be a consistent first-order theory entailing the axioms of some theory S,
let X be a first-order schema, and let £ be a countable first-order language. Suppose
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we relatively interpret in £ the language obtained by adding to the language of S
any non-logical expression in . We then have:

Theorem 5.A.2 (Incurvati-Murzi). Suppose that for each ¢ in L there is an
instance %y, of T such that

Fs @ < 2.
Then:

(1) For any S-consistent set A of sentences in L, there is a X-maximally S-consistent
set " of X-instances such that I =g 8 for every § € A.

(2) If B is a X-maximally S-consistent set of L-instances, then, for every ¥ in L,
Elg VorElg —.

Proof. Enumerate the sentences of L as v, {1, ¥, ... and define an increasing
sequence of finite sets of X-instances as follows:

FOZ{Egi(SEA};

r,u{xy,} if ', U {y,} is S-consistent;
1—‘n+1 =

I, U{X-y,} otherwise.

Now letI' = J ., I',. Clearly, I" kg § for every § € A, since I' 2 I'y and

n>0

Fs 8 < s

for every § € A. Moreover, 'y is S-consistent if A is, and the sequence 'y, ', s, . ..
is defined so that if [, is S-consistent, then I',,;| is S-consistent too. By induction
on n, it follows that if A is S-consistent, then so is I', for each n, and hence I
itself.

It remains to check that I' is a ¥-maximally S-consistent set of X-instances.
So take a ¥ in £ and suppose Xy ¢ I'. ¥ must appear somewhere in the list
Yo, Y1, ¥, ..., thatis ¥ = v, for some m. Butif X, ¢ I', this must be because
Iy U {¥,} is S-inconsistent. And this means that I',, U {X,,,} is S-inconsistent,
since

Fs Y < Xy,

Since I', € I', ' U { X} is S-inconsistent too.
For (2), let E be a X-maximally S-consistent set of X-instances, and take a
in L. Since E is S-consistent, then either E U {4} or E U {—} is S-consistent.

So either EU {Xy} or E U {X-,} is S-consistent. But since & is X-maximally
S-consistent, either X, € E or X, € E. Thus, E g ¢ or E kg —. O
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We can now apply the above generalization of McGee’s Theorem to obtain the
desired result for the case of set theory and the Naive Comprehension Schema. To
this end, we use Boolos’s observation mentioned in the chapter (i.e. Lemma 5.1.1).
Let R be some consistent theory entailing the axioms of the theory whose sole non-
logical axiom is (Compy), i.e. the instance of (Comp) asserting the existence of the
empty set. And suppose that we have relatively interpreted the language of R in a
countable first-order language £’. We have:

Lemma 5.A.3. For each ¢ in L/,
Fcompy ¢ < IYVx(x € y < (—p & x & x)).
Proof. Immediate from Lemma 5.1.1. O
But together with Theorem 5.A.2, Lemma 5.A.3 immediately yields:

Corollary 5.A 4.

(1) For any R-consistent set A of sentences in L', there is a (Comp)-maximally
R-consistent set T of (Comp)-instances such that I F-r 6 for every 6 € A.

(2) If € is a (Comp)-maximally R-consistent set of (Comp)-instances, then, for every
Y in L', E Fcomp, ¥ 0or E Fcomp, —Y-
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The Stratified Conception

The systems presented by W. V. Quine
mediated, as it were, between type theory
and the systems of axiomatic set theory.

Paul Bernays (1971: 172)

In Chapter 5, we focused on the attempt to restrict the naive conception to properties
that do not apply to too many things. This is a semantic restriction: whether a
property determines a set does not depend on the way it is expressed, but rather
on the size of its extension.

In this chapter, we investigate syntactic restrictionism — the idea that the Naive
Comprehension Schema is to be restricted according to syntactic notions. The
syntactic notion we shall focus on is that of stratification. Restricting the Naive
Comprehension Schema to those formulae that are stratified gives rise to a set
theory due to Quine. As we shall see, this theory can be seen as embodying what
I call the stratified conception of set. 1 argue, however, that this conception is best
regarded as a conception of objectified property. This allows one to overcome
objections that can be raised against the conception as a conception of set. Taking
the stratified conception to be a conception of objectified property also enables one
to further develop the diagnosis of the paradoxes presented in Chapter 1. On this
extended diagnosis, the paradoxes arise from conflating the concept of set and that
of objectified property.

6.1 The Early History of Syntactic Restrictionism

According to syntactic restrictionism, a property determines a set just in case its
syntactic expression is of a certain kind. The idea goes back at least to Russell

160
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(1906: 29) who, as mentioned in the previous chapter, considered three strategies
for dealing with the paradoxes. One of these strategies, recall, is pursued by the
zigzag theory, which embodies a form of syntactic restrictionism. Russell intro-
duces it as follows:

In the zigzag theory, we start from the suggestion that propositional functions determine
classes when they are fairly simple, and only fail to do so when they are complicate and
recondite. If this is the case, it cannot be bigness that makes a class go wrong; for such
propositional functions as ‘x is not a man’ have an exemplary simplicity, and are yet
satisfied by all but a finite number of entities. (Russell 1906: 38)

As Russell goes on to explain, the name ‘zigzag theory’ is due to the fact that, if ¢ is
a formula which does not determine a set, then, for every set a, there must be either
members of a to which ¢ does not apply, or members of a’s complement a to which
¢ does apply. For otherwise we would have that ¢ applies to all and only members
of a, contradicting the fact that it does not determine a set. A formal representation
of the situation will make the zigzag nature of ¢ more apparent:

dy(y € a A —p(y))
V

dy(p(y) Ay € a).

Russell points out a number of features of the zigzag theory, which markedly distin-
guish it from theories based on the iterative conception or limitation of size. To start
with, Russell claims, if ¢ is simple, so is its negation. It follows that each set has
a complement (including the empty set, whose complement is the universal set). In
iterative set theory, no set has a complement.!

Moreover, the zigzag theory follows the Frege-Russell definition of cardinals as
equivalence classes of equinumerous sets (see Appendix 1.A). This definition is not
available in iterative set theory, since for any set other than the empty set, the set of
sets equinumerous with it is not bounded in the hierarchy. Similarly, in the zigzag
theory one can define ordinals as equivalence classes of well-ordered sets. Again,
this definition is not available in iterative set theory, for essentially the same reason.

Finally, the zigzag theory promises a different treatment of the paradoxes from
iterative set theory. Russell tells us that the zigzag theory asserts the existence of
the greatest cardinal but avoids Cantor’s Paradox by denying that the instance
of Comprehension used in the proof of Cantor’s Theorem is simple. In the case
of ordinals, the zigzag theory holds that there is a set of all of them but there is no
greatest ordinal: ‘[a]ll that Burali-Forti’s contradiction forces us to admit is that

I For suppose some set a did have a complement. Then, a Ua would exist. But this set is just the universal set.
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there is no maximum ordinal, i.e. that the function “o and 8 are ordinal numbers,
and « is less than 8 and all other functions ordinally similar to this one are non-
predicative [i.e. not simple]” (1906: 39). Perhaps more perspicuously, what Russell
seems to have in mind here is that although there is a set of all ordinals and this set
has a well-ordering €2, there is no ordinal given by the set {o: ¢ < 2} since, in
general, the condition @ < B is not simple.

Although he gives examples of simple formulae, Russell (1906) does not give
axioms for simplicity. He had tried to do so in 1904, when working on various
versions of the zigzag theory. He never succeeded — or better, he was never satisfied
with the result: he believed his proposed axioms to be complicated and lacking in
motivation. He took this lack of motivation to be especially problematic, expos-
ing the theory to the risk of contradictions. Here, it is perhaps worth remarking
that some of the versions of the zigzag theory Russell developed turned out to be
inconsistent. Eventually, Russell embraced the no class theory — the third of the
strategies considered in Russell 1906 — only to come full circle and return to the
theory of types (see Urquhart 1988).

However, some thirty years later, a theory was developed that bears striking
similarities to the zigzag theory but whose axioms are less cumbersome than those
formulated by Russell. It is to this theory that we now turn.

6.2 New Foundations and Cognate Systems

In his ‘New foundations for mathematical logic’ Quine (1937) presents a form of
syntactic restrictionism based on the idea that the Comprehension Schema should
be restricted to its stratified instances. We say that a formula ¢ in the language of set
theory is stratified just in case it is possible to assign natural numbers to its variables
in such a way that (i) for any subformula of ¢ of the form x = y the same natural
number is assigned to x and y and (ii) for any subformula of ¢ of the form x € y,
y is assigned the successor of the number assigned to x.> New Foundations (NF)
is then the theory consisting of Extensionality and the Stratified Comprehension
Schema, the axiom schema whose instances are all stratified instances of (Comp).
That is to say, Stratified Comprehension consists of all instances of

IyVx(x € y < ¢(x)), (SComp)

2 Quine (1937) only stated condition (ii) in his definition of a stratified formula. Condition (i) follows in his
system because identity is defined in terms of membership by stipulating that x = y is to mean that for any set
z, x belongs to z iff y does.
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where ¢(x) is any stratified formula in L. in which x is free and which contains no
free occurrences of y.?

The standard reasoning leading to Russell’s Paradox is blocked in NF: since
the formula x ¢ x is unstratified, we do not have the instance of Comprehension
asserting the existence of the Russell set. Mirimanoft’s Paradox is dealt with in
a similar manner: since the formula saying that x is well-founded is unstratified,
we do not have the instance of Comprehension asserting the existence of the set
of all well-founded sets. To this extent, NF follows iterative set theories such as
ZF. Unlike ZF, however, NF asserts the existence of the universal set V, since the
formula x = x is obviously stratified. The standard proof of the paradox of the set
of all sets is blocked because the condition used to define the function that should
allow us to diagonalize out of V, namely f(x) = {y € x: y ¢ y}, is not stratified.
For the same reason, in NF one cannot simply deduce the existence of the Russell
set from the existence of the universal set: the relevant instance of ZF’s Separation
Schema corresponds to an unstratified instance of Naive Comprehension.*

Not only does NF admit the existence of V; in NF, every set has a complement.
Indeed, the universe of NF gives rise to a Boolean algebra with the operations of
union, intersection and complementation. Other operations disallowed in iterative
set theory but available in NF are the operation of forming the set of all sets of
which a set is a member and the operation of forming the set of all sets of which a
set is a subset. That is, given any set a, the sets {x: a € x} and {x: a C x} always
exist.

In NF, we cannot use the von Neumann definition of an ordinal (see Section 1.A),
since we cannot prove that every well-ordered set is isomorphic to a von Neumann
ordinal. Nor can we use the Scott-Tarski trick (see Section 3.2), since that makes
use of the Axiom of Foundation.” However, in NF one can simply use the Frege-
Russell definition of a cardinal as an equivalence class of equinumerous sets, and
the definition of an ordinal as an equivalence class of well-orderings under isomor-
phism. And once these definitions are adopted, it is straightforward to check that
Stratified Comprehension implies the existence of the set of all cardinals and the
set of all ordinals.

w

Notably, although Stratified Comprehension has infinitely many instances, these instances can be deduced
from finitely many axioms, which can be in turn deduced from instances of (SComp). Thus, NF is finitely
axiomatizable. The finite axiomatizability of NF was established by Hailperin (1944). Simpler axiomatizations
than Hailperin’s were subsequently devised by Crabbé and Holmes among others.

Similarly, one cannot derive the existence of the set of well-founded sets from the existence of V, since the
relevant instance of Separation corresponds to an unstratified instance of Naive Comprehension.

5 Asnoted in Section 3.2, the Scott-Tarski trick actually requires only Coret’s Axiom B, which is provable in ZFC
minus the Axiom of Foundation (and hence in the theories to be discussed in the next chapter). Coret’s Axiom,
however, does not hold in NF.

IS
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So what about Cantor’s Paradox of the set of all cardinals? Recall that this
paradox is obtained by considering a recipe which, for any cardinal «, produces
a cardinal larger than «. Given the existence of a set of all cardinals, we obtain a
contradiction. In iterative set theory, the recipe is provided by Cantor’s Theorem,
which must therefore fail in NF, on pain of inconsistency. And indeed, the standard
proof is blocked, since it makes use of an unstratified formula.® Nonetheless, as
Quine (1938a) pointed out, one can prove in NF that P(a) is larger than P;(a),
the set of all singleton subsets of a.” Following Rosser (1953), say that a set a is
cantorian if it is equinumerous with P;(a). Cantor’s Paradox becomes a proof that
V is not cantorian. Cantor’s Theorem becomes a proof that if a set is cantorian, it
is smaller than its powerset. Indeed, this is an instance of a general phenomenon in
NF: many theorems of iterative set theory fail in general but hold when relativized
to cantorian sets.

As for the Burali-Forti Paradox, recall that this is obtained by considering a
recipe which, for any segment of the ordinals, produces an ordinal not in that
segment. In particular, for any «, we consider the ordinal number of the series of
ordinals less than o under the well-ordering relation <. In iterative set theory, we
can then prove by transfinite induction that this ordinal number must be « itself.
This gives rise to a contradiction when « is the ordinal number €2 of the set of all
ordinals. However, the proof that the ordinal number of the series of the ordinals up
to « is o makes use of an unstratified instance of Comprehension and is therefore
blocked in NF (see, e.g., Rosser 1942: 2-3). Once again, NF asserts the existence
of a certain big set, and paradox is avoided because we cannot diagonalize out of it.

Now let us pause on the fact that NF proves that the series of ordinals less
than €2 is well-ordered by < and hence has an ordinal number, €2¢. On pain of
contradiction, €29 # €2 and so ¢ < 2. But now consider the series of ordinals
less than €2¢. This too is well-ordered by < and has an ordinal number, 2. As
before, we must then have that Q; < €2y. From an external point of view, we have
what appears to be an infinite descending sequence of ordinals. However, this does
not contradict NF’s theorem that the set of all ordinals is well-ordered by <; it just
shows that, if consistent, NF must think that the sequence Q2 > Qy > Q) > ... is
not a set. This is sometimes put by saying that NF has no standard model.?

=

Cantor asks us to consider the set b = {x € a: x ¢ f(x)}, but as Quine already observed in his original paper,
the condition x ¢ f(x) is not stratified.

In particular, one can simply adapt Cantor’s original proof and consider the set b = {x € a: =({x} € f({x})}.
Since the condition —=({x} € f({x})) is stratified, the proof goes through in NF.

Rosser and Wang (1950) proved that there is no model of NF in which identity is standard, the finite cardinals
are well-ordered, and the ordinals are well-ordered. It was later shown that NF proves that every finite cardinal
can be well-ordered.

N

o
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What is the strength of NF compared to that of ZFC? A first possible answer
here is to consider which ZFC axioms are provable in NF. Besides Extensionality,
which is an axiom, NF proves the Axioms of Unordered Pairs, Union and Powerset
(Hailperin 1944). It refutes Separation and Replacement but proves their stratified
versions. It refutes Foundation, since it proves that V € V. What about Infinity
and Choice? Specker (1953a) proved that AC fails in NF and derived Infinity as a
corollary.” Specker’s proof is technical, but the conclusion that Choice fails in NF
can be made plausible as follows. For any cardinal «, let 7T (k) be the cardinal of
‘Pi(a) when the cardinal of a is k. And let co be the cardinality of the universal
set. Then, similarly to the case of ordinals, there is an infinite descending sequence
o0 > T(00) > T(T(00)) > .... Thus, the cardinals are not well-ordered, but
in this case (unlike the case of ordinals), this can be shown internally (that is, in
NF). But since Zermelo’s proof that AC implies that all sets are well-ordered can
be reconstructed in NF, it follows that the Axiom of Choice must fail. This also
yields the Axiom of Infinity, since one can show in NF that all finite cardinals are
well-ordered.!” Note that Specker’s result is compatible with Choice holding for
cantorian sets: pending an argument to the effect that V ought to be well-orderable,
this may go some way towards mitigating worries about the failure of AC.!!

But in asking about the strength of NF compared to that of ZFC, one might
be wondering about its consistency strength with respect to ZFC.!? This question
relates, more generally, to the consistency problem for NF, that is the problem of
trying to prove its consistency in ZFC (possibly extended with some large cardi-
nal axiom). Doubts about the consistency of NF arose when Rosser (1942) (and
independently Lyndon) showed that the Burali-Forti paradox is derivable in ML, an
extension of NF with classes adopted by Quine (1940). However, the inconsistency
of ML does not immediately transpose to that of NF, and a version of ML which is
equiconsistent with NF was developed by Wang (1950). At the time of writing, the
consistency problem for NF is still open, but a manuscript by Randall Holmes is
under review in which a purported consistency proof for NF is given.'? If correct,

9 Quine (1937) had claimed that NF proves Infinity, but his argument was erroneous. For it was based on the fact
that NF proves the existence of infinitely many objects, which falls short of establishing that these objects form
a set and hence that V is infinite.

10 In his paper, Specker mentions another corollary of his proof, namely that the Generalized Continuum
Hypothesis — the assertion that for no infinite cardinal « is there a cardinal u such that x < u < 2¥ —
fails, since the proof that it implies AC can be formalized in NF.

Il See Section 6.9 for more on the status of AC in NF.

12 A theory T has greater consistency strength than theory S if the consistency of T implies the consistency of S
but not vice versa.

13 Murdoch Gabbay also has a manuscript (see https://arxiv.org/abs/1406.4060) in which a purported proof of the
consistency of NF is given, using different techniques.
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the proof shows that the consistency strength of NF is rather weak, being the same
as that of MacLane set theory (MacLane 1986), that is Z with Separation restricted
to bounded formulae.'*

Jensen (1969) considered the theory NFU consisting of Stratified Comprehen-
sion and Weak Extensionality, that is Extensionality restricted to objects having
elements, i.e. non-Urelemente other than the empty set. He proved the consistency
of NFU relative to that of PA and the consistency of NFU plus AC and Infinity
relative to that of Z. The consistency strength of the latter theory is now known to
be exactly that of MacLane set theory. More recently, Crabbé (1992) has shown
that the theory consisting of Stratified Comprehension alone interprets NFU: in
the context of Stratified Comprehension, Weak Extensionality does not increase
consistency strength.

Finally, what about the mathematics that can be carried out in NF? Rosser (1953)
showed how to develop the basics of analysis and set theory in NF. As Rosser
observes, one can deal with anomalies arising from the failure of AC by assuming
that Choice holds for cantorian sets. An alternative course of action, pursued by
Holmes (1998), is to use NFU and add Choice (as well as Infinity) as an axiom.

In the course of his development of mathematics within NF, Rosser noticed some
difficulties arising from the unavailability of induction on unstratified formulae. To
repair the situation, he adopted an Axiom of Counting, which asserts that for each
natural number r, the set of all numbers less than or equal to 7 is in n. The Axiom
of Counting is weaker than full induction on stratified and unstratified conditions
alike, but increases the consistency strength of the theory, as later showed by Orey
(1964). Orey’s result actually concerned a statement equivalent to Counting, namely
the assertion that the set of natural numbers is strongly cantorian, where a set a is
strongly cantorian if there is a function that sends each member of a to its singleton.
In NF, assertions about certain sets being cantorian or strongly cantorian have an
effect similar to that of axioms of infinity in iterative set theory. For instance,
Henson (1973) considered an axiom stating that every cantorian set is strongly
cantorian, which implies the Axiom of Counting and whose addition to NFU +
Infinity yields a theory equiconsistent with ZFC + ‘There is an n-Mahlo cardinal’
for each n.' Stronger axioms in the same spirit were stated and studied by Holmes
(1998; 2001).16

14 A formula ¢ of L¢ is bounded iff all quantifiers in ¢ are restricted to x € ¢ for some term ¢.

I5 A cardinal « is a-Mahlo if k is inaccessible and for every B < «, the set of B-Mahlo cardinals below « is
stationary in k.

16 For more on NF and, more generally, set theories which admit of a universal set, see Forster 1995.
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6.3 Rejecting Indefinite Extensibility

Is NF a zigzag theory? At first sight, it might seem that it cannot be. For even if
@ is not stratified, there can be a set of all and only the things to which ¢ applies.
Consider the following example (see Fraenkel et al. 1973: 162-163, fn. 2). Take the
set z U {z}. The instance of (Comp) asserting the existence of this set is unstratified.
But using the instance of (SComp) corresponding to the stratified formula x €
zV x = u, one can prove that for all z and u, z U u exists, and hence that z U {z}
exists.

However, suppose that we relax the stratification requirement in Stratified Com-
prehension so as to apply only to the bound variables in p(x) (as well as x). The
resulting axiom schema — Weakly Stratified Comprehension — entails the existence
of z U {z} without any detour through the instance of Stratified Comprehension
formed using x € z V x = u. And the result of replacing Stratified Comprehension
with Weakly Stratified Comprehension gives rise to the same theory as NF. Thus,
if a formula is simple if and only if it is weakly stratified, then NF might qualify as
a zigzag theory.

Indeed, the similarities between NF and the zigzag theory are striking. In both
theories, every set has a complement. Both theories assert the existence of big sets
such as the universal set, the set of all cardinals and the set of all ordinals. And,
finally, both theories block the paradoxes not by denying the existence of these
sets, but by rejecting the instance of Naive Comprehension used to diagonalize out
of them.

However, the similarities between the two theories should not be exaggerated.
For one thing, the details of the zigzag theory as presented by Russell are too
vague to properly assess the matter. For another, some of the details that Russell
does provide point to differences between the two theories. For instance, Russell
tells us that the zigzag theory deals with the Burali-Forti paradox by denying that
{o: o < 2} is a set. By contrast, in NF there is such a set but paradox is avoided
because its ordinal number is not 2.

This difference in the treatment of the Burali-Forti Paradox notwithstanding,
there seems to be a common strategy adopted to deal with the paradoxes by the
zigzag theory and NF (as well as cognate systems such as NFU). To see this, recall
that, according to the diagnosis offered in Section 1.7, the paradoxes arise because
on the naive conception we have both indefinite extensibility and universality of
the set concept. And recall, further, that the iterative conception is an attempt to
articulate a conception of set which motivates indefinite extensibility and the rejec-
tion of universality. But, one might ask, why do we have to proceed in this way?
Why can’t we try to articulate a conception of set which motivates universality and
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the rejection of indefinite extensibility? If our diagnosis of the paradoxes is correct,
this should be an equally acceptable way of dealing with them from a mathematical
point of view.

There are some limitations to this way of proceeding, however. For on Russell’s
formalization, indefinite extensibility looked as follows:

Yu(Vx(x € u — ¢(x)) = (f(u) €u A o(fw)))). (E)

In the context of this formalization, then, the suggestion to reject indefinite exten-
sibility amounts to saying that when ¢ and f satisfy (IE), one should deny the
existence of f(w), where w is the set of all ¢s. And Russell’s formalization makes
it clear that this strategy does not seem available in the case of Russell’s Paradox,
where we let ¢(x) be x ¢ x and f(x) = x: it does not seem an option to deny
that there is a function that sends every object to itself. And indeed, both the
zigzag theory and NF follow iterative set theory here and reject the existence of
the Russell set.

But it might be an option to deny the existence of f for different choices of ¢ (x)
and f. Consider the Burali-Forti Paradox, for instance. Given (IE), this is obtained
by taking ¢(x) to be ‘x is an ordinal’ and f to be the function which sends a set a
to the least ordinal number bigger than all sets in a. It is not immediately obvious
that in this case we should deny that there is a set of all ¢s rather than that f(x)
should exist for any argument x. Similar considerations apply to Cantor’s Paradox.
Both the zigzag theory and NF pursue this line of thought: although they deny the
existence of the Russell set, they allow for the existence of the set of all sets, the set
of all ordinals and the set of all cardinals by denying that, for the relevant f, f(x)
exists for all xs.

This option was already suggested by Russell. He writes:

The theory of limitation of size neglects the second alternative (that f(w) may not exist),
and decides for the first (that ¢ is not predicative). Thus, in the case of the series of ordinals,
the second alternative is that the whole series of ordinals has no ordinal number, which is
equivalent to denying the predicativeness of ‘o and 8 are ordinal numbers, and « is less
than B’. The adoption of this alternative would enable us to hold that all ordinals do form a
class, and yet there is no greatest ordinal. But the theory in question rejects this alternative,
and decides that the ordinals do not form a class. The only case in which this is the only
alternative is when f () is u itself; otherwise we always have a choice. (Russell 1906: 44,
with notation slightly changed)

Indeed, since Russell himself took the zigzag theory to deny the predicativeness of
‘a and B are ordinal numbers, and « is less than §’, it seems clear that he took the
zigzag theory as embracing the second alternative and hence as rejecting indefinite
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extensibility and retaining universality. What we see is that the same holds for NF,
setting aside the differences in the treatment of the Burali-Forti Paradox. In general,
as we saw in the previous section, in NF the arguments used to diagonalize out of
big sets such as the universal set, the set of all cardinals and the set of all ordinals are
blocked. And diagonal arguments are what is typically used to show that a certain
concept displays indefinite extensibility.

6.4 The Received View on NF

NF is a remarkably simple system, within which one can reconstruct a substan-
tial amount of ordinary mathematics. Yet it is widely considered unsuitable as a
foundational theory.

This point of view goes back at least to Russell (1959). According to him,
a satisfactory solution to the paradoxes should satisfy three conditions. First, it
should be free of contradictions. Second, it should preserve as much mathematics as
possible. And third, it should preserve what Russell called ‘logical common sense’,
i.e. once the proposed solution is put forward, it should seem that the solution is
what one was to expect all along. Russell went on to say that the third condition

is not regarded as essential by those who are content with logical dexterity. Professor Quine,
for example, has produced systems which I admire greatly on account of their skill, but
which I cannot feel to be satisfactory because they seem to be created ad hoc and not to
be such as even the cleverest logician would have thought of if he had not known of the
contradictions. (Russell 1959: 61)

Russell’s verdict on NF is in line with his earlier assessment of the zigzag theory:
although the axioms of NF are less complicated than those of the zigzag theory,
they still lack intrinsic motivation.

With the emergence of the iterative conception as the dominant paradigm in the
early 70s, the charge of ad hocery against NF became common currency.

New Foundations is not the axiomatization of an intuitive concept. It is the result of a purely
formal trick intended to block the paradoxes. No further axioms are suggested by this trick.
Since there is no intuitive concept, one is forced to think in terms of the formal axioms.
Consequently, there has been little success in developing New Foundations as a theory.
(Martin 1970: 113)

[Theories like NF and ML] appear to lack a motivation that is independent of the paradoxes
[...] A final and satisfying resolution to the set-theoretical paradoxes cannot be embodied
in a theory that blocks their derivation by artificial technical restrictions on the set of axioms
that are imposed only because paradox would otherwise ensue. (Boolos 1971: 17)
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From the point of view of the philosophy and the foundations of mathematics the main
drawback of NF is that its axiom of comprehension is justified mostly on the technical
ground that it excludes the antinomic instances of the general axiom of comprehension, but
there is no mental image of set theory which leads to this axiom and lends it credibility.
(Fraenkel et al. 1973: 164)

Notably, Quine (1970) replied to Martin, thus breaking his self-reported habit of
not responding to reviews. Even more notably, he only challenged some of the
technical assertions Martin had made in his scathing review. He did not question
Martin’s main point that there is no conception of set behind NF. Arguably, this
is because Quine did not take this point to be particularly worrisome. As we saw
in the previous chapter, Quine believed that the only really intuitive conception
of set is the naive conception. Given the inconsistency of the theory to which the
naive conception gives rise, the best we can hope for is a theory which blocks the
paradoxes whilst retaining a substantial amount of mathematics.

According to Quine, then, there is no intuitive conception of set behind any set
theory other than the naive one. And on top of this, Zermelo-style systems are
hopelessly artificial, whilst NF naturally emerges from the theory of types, as we
shall see in the next section: the set theory guilty of ad hocery is actually ZF. What
Quine had apparently overlooked is that Zermelo-style theories too can be naturally
obtained by lifting certain restrictions imposed by type theory:

in its multiplicity of axioms [Zermelo’s system] seemed inelegant, artificial, and ad hoc.
I had not yet appreciated how naturally his system emerges from the theory of types when
we render the types cumulative and describe them by means of general variables. (Quine
1987a: 287)

Once he appreciated the connection between type theory and iterative set theory,
Quine went on to detail it in print (Quine 1956). This connection had in fact already
been described by Godel (*1933). In the next section, we shall see how both the
cumulative hierarchy and NF can be seen as being obtained by removing certain
restrictions of type theory. This will pave the way towards the stratified conception.

6.5 From Type Theory to NF

Let us start by describing the basics of the theory of types, first introduced by
Russell (1903: Appendix B) and subsequently developed by Whitehead and Russell
(1910, 1912, 1913). So far we have considered theories cast in first-order logic,
whose variables range over objects, and theories cast in second-order logic, which
also have second-order variables, which can be taken as ranging over concepts,
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or properties, or pluralities. But one could consider adding an infinite hierarchy
of variables and quantifiers, so as to obtain a hierarchy of languages of order n
for each n. The result is the (simple) theory of types. In this theory, each variable
is assigned a natural number, its type. On the classical interpretation, variables of
type 0 range over individuals, objects which are not classes. Variables of type 1
range over classes of individuals, variables of type 2 range over classes of classes of
individuals, and so on. Finally, we impose the condition that expressions that violate
the type restrictions are meaningless. Thus, an expression of the form x € y is
meaningful only if the type of y is the successor of the type of x, and an expression
of the form x = y is meaningful only if x and y have the same type.

Now what Godel observed in 1933 is that there is a natural mathematical road
from the theory of types to iterative set theory:

[O]nly one solution [to the paradoxes] has been found, although more then 30 years have
elapsed since the discovery of the paradoxes. This solution consists in the theory of types.
[...] It may seem as if another solution were afforded by the system of axioms for the
theory of aggregates, as presented by Zermelo, Fraenkel and von Neumann; but it turns out
that this system is nothing else but a natural generalization of the theory of types, or rather,
it is what becomes of the theory of types if certain superfluous restrictions are removed.
(Godel *1933: 45-46)

Godel lists three superfluous restrictions. The first is that the theory of types as for-
mulated by Whitehead and Russell (1910, 1912, 1913) only encompasses the finite
types. The second is that the types are disjoint: no entity can belong to more than
one type. The third is that predications that violate the type restrictions are regarded
as meaningless. Godel suggests that iterative set theory can be obtained by lifting
these three restrictions. First, we admit infinite types. Second, we allow the types
to be cumulative — that is, we allow each type to contain all entities appearing at
lower types. And third, we regard predications that violate the type restrictions not
as meaningless but simply false. The result is, of course, the cumulative hierarchy.
Godel does not offer a mathematical proof of his claim, but this has been given by
Linnebo and Rayo (2012).

There are technical advantages to making the types cumulative. On the theory
of types, we have what appear to be, from a type-free point of view, unnecessary
repetitions. Consider the set-theoretic interpretation of type theory. Rather than
having one empty set, we have one for each type greater than O: the type 1 set
with no members, the type 2 set with no members, and so on. Using the Frege-
Russell definition of cardinal number, we have a different number O for each type,
a different number 1 for each type, and so on. Allowing mixing of types removes
such repetitions:
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The truth is that there is only one satisfactory way of avoiding the paradoxes: namely,
the use of some form of the theory of types. That was at the basis of both Russell’s and
Zermelo’s intuitions. Indeed the best way to regard Zermelo’s theory is as a simplification
and extension of Russell’s. [...] The simplification was to make the types cumulative. Thus
mixing of types is easier and annoying repetitions are avoided. (Scott 1974: 208)

To make life with the ‘unnecessary repetitions’ easier, Russell had adopted a policy
of typical ambiguity. According to this policy, we can leave the type of some
variables indefinite if it is possible to assign a type to each of them so as to obtain a
meaningful formula of type theory. In other words, the policy of typical ambiguity
tells us that formulae that are stratified can be safely used. Note that this does not
mean that formulae with unadorned variables are now meaningful. But it means, for
instance, that although we officially have different natural numbers for each type,
an argument using typical ambiguity might provide a template which delivers, for
each n, a proof about the natural numbers occurring at type 7.

According to Quine, adopting a policy of typical ambiguity does not go to the
heart of the matter, and he cites the unnecessary repetitions as his motivation for NF:

Not only are all these cleavages and reduplications intuitively repugnant, but they call
continually for more or less elaborate technical maneuvers by way of restoring severed
connections. (Quine 1937: 79)

To avoid the paradoxes, says Quine, one does not need to ban unstratified formulae
in every context. One only needs to do so when forming instances of Comprehen-
sion. The resulting theory has more deductive power than the theory of types and
does not suffer from the anomalies engendered by the type restrictions. By anti-
exceptionalism about set theory, Quine seems to suggest, this theory ought to be
preferred to the theory of types.

In a subsequent paper (Quine 1938b), Quine distinguished between two aspects
of the theory of types, the ontological doctrine and the formal restriction (see
also Morris 2017). The ontological doctrine consists in regarding the universe as
stratified: it consists of a layer of individuals, a layer of classes, a layer of classes of
classes, and so on. The formal restriction consists in regarding unstratified formulae
as meaningless. Now the formal restriction is often formulated with reference to
types and hence to the ontological doctrine. But it does not have to be. And once it is
formulated in purely syntactical terms (see Quine 1938b for details), the ontological
doctrine is not forced upon us, or so Quine argues. Indeed, rejecting the ontological
doctrine suffices to dispense with the intuitively repugnant repetitions:

The type ontology was at best only a graphic representation or metaphysical rationalization
of the formal restrictions; and though some such rationalization may well be desired, it
seems clear in particular that the type ontology afforded less help than hindrance. (Quine
1938b: 133)



The Stratified Conception 173

Note that Quine’s distinction also sheds light on what one is doing when obtaining
the cumulative hierarchy by lifting some restrictions imposed by type theory. In
that case, one is rejecting the formal restrictions whilst retaining the ontological
doctrine, albeit in modified form: the universe is layered, but the layers are cumu-
lative. Our discussion shows that what Scott said of iterative set theory extends to
NF: both theories can be traced back to the theory of types.

The foregoing considerations suggests regarding the universe of NF as what
is obtained by collapsing the type-theoretic hierarchy. This was later confirmed
mathematically by Specker (1953b; 1962). Let ¢ be the result of raising the types
of all variables in ¢ by one. Then ¢ <> ¢ is an axiom of typical ambiguity, and
Specker proved that the theory obtained by adding this axiom to type theory is
equiconsistent with NF.

Collapsing the types is certainly mathematically natural, as Quine stressed. But
is it also conceptually natural? What are we doing, from a conceptual point of view,

when we collapse the types? It is to these questions that we now turn.!’

6.6 The Stratified Conception

We saw that on the classical interpretation, type theory deals with individuals,
classes, classes of classes, and so on. But nowadays type theory is mostly regarded
as dealing with what are taken to be genuinely higher-order entities, such as con-
cepts, properties or pluralities, which are distinguished from individual objects.
One reason offered for this is that the higher-order quantifiers are best seen as
ranging over such genuinely higher-order entities, and that the hierarchy of types
should be regarded as a hierarchy of the entities in the range of quantifiers of
increasingly higher order: first-order quantifiers range over type O entities, second-
order quantifiers range over type 1 entities, and so on.

Remarkably, already in 1944 Go6del had envisaged the possibility of taking the
theory of types to be dealing with concepts or properties rather than classes. He
writes:

It would seem that all the axioms of Principia, in the first edition, (except for the axiom of
infinity) are in this sense analytic for certain interpretations of the primitive terms, namely
if the term ‘predicative function’ is replaced either by ‘class’ (in the extensional sense)
or (leaving out the axiom of choice) by ‘concept’, since nothing can better express the
meaning of the term ‘class’ than the axiom of classes (cf. page 140) and the axiom of
choice, and since, on the other hand, the meaning of the term ‘concept’ seems to imply that
every propositional function defines a concept. (Godel 1944: 139)

17 Note that these questions can be made sense of even from an anti-exceptionalist perspective. For conceptual
naturalness can itself be considered a theoretical virtue.
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Let us focus here on the property-theoretic interpretation. On this interpretation,
we have objects at type 0, properties of objects at type 1, properties of properties
of objects at type 2 and so on. Now on the type-theoretic conception of the uni-
verse, the types are incommensurable. As Quine pointed out, this is an ontological
division. But, at least on an immediate reading, when the types are collapsed this
ontological division is removed: properties (of whatever order) are now objects,
entities in the first-order domain. Thus, on this reading, NF becomes a theory
of properties and € becomes a predication relation, by which a property can be
predicated of other objects: x € y is to be read as x has property y.

Theories that treat properties as objects have been devised, for instance, by Peter
Aczel (1980) and George Bealer (1982). However, there is a longstanding tradition
which holds that it is simply incoherent to treat properties as objects, whatever the
nuisances of typing. The tradition goes back at least to Frege’s (1892) distinction
between concept and object. According to him, an object is whatever a singular term
refers to, and a concept is whatever a predicate refers to. But, he argued, singular
terms and predicates cannot co-refer, and hence no concept (or property, in our
case) is an object.!® It is therefore ‘a mere illusion to suppose that a concept can be
made an object without altering it’ (Frege 1953: x). Others have argued that whilst
perhaps not incoherent, the thesis that properties are objects is not supported by the
linguistic data (see, e.g., Chierchia and Turner 1988: §5.2).

However, these views are compatible with the idea that it is possible to systemat-
ically associate properties with certain objects. Indeed, this is precisely what Frege
attempted to do with his infamous Basic Law V. This suggests an alternative reading
of what happens when the types are collapsed. On this reading, the ontological divi-
sion between objects and properties is preserved, in line with the Fregean strictures:
the universe is still divided into objects, properties, properties of properties and so
on. But when the types are collapsed, a property — a higher-order entity according to
the type restrictions — is associated with an object: an object is taken as a proxy for
a property. We say that the property has been objectified, but note that an objectified
property is not, sensu stricto, a property. There will typically be more objects than
those with which properties are associated — those will be, in the current context,
the Urelemente, objects that are not objectified properties.

This process of objectification is the ontological counterpart to the linguistic
process of nominalization, whereby we devise expressions which purport to refer in
nominal positions to properties, which on the type-theoretic conception are referred

I8 This is also known as Frege’s Concept Horse Paradox. See Trueman 2015 for a recent attempt at a
reconstruction of Frege’s argument.
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to by means of predicates. An example will help (see Chierchia and Turner 1988:
264-265). According to the type-theoretic conception, runs in Mary runs picks out
a property. However, runs is morphologically related to running as in running is fun.
If properties and predicates cannot co-refer, then running cannot refer to a property.
Being in nominal position, it refers to an object. This object is correlated with the
property denoted by runs. Once the process of objectification is completed, we can
also quantify in a first-order manner over entities that are suitably correlated with
properties: we have first-orderized property talk.

According to the stratified conception of set, then, sets are objectified properties.
They are what is obtained when higher-order entities in the type-theoretic hierarchy
are systematically associated with objects. This can be seen as what is happening,
from a conceptual point of view, when the types are collapsed. However, care
needs to be taken when properties are objectified, for familiar Russellian reasons.
For suppose that we take it that for every property there exists its objectification.
This means that every second-order monadic property determines a set. That is, the
principle (Collapse) from Section 1.7 holds:

VX3yDet(X,y) (Collapse)

And recall that second-order logic includes the Axiom Schema of Comprehen-
sion (Comp?2), stating that every condition determines a property. But as we saw
in Chapter 1, (Collapse) and (Comp2) jointly imply the existence of the Russell set.

However, according to the stratified conception, the process of objectifiction
should be restricted to those properties that are expressible by stratified condi-
tions. That is to say, whilst to every condition there corresponds a property and
so (Comp?2) holds, the only properties that have objectifications are those express-
ible by a stratified condition. This means that (Collapse) needs to be restricted
accordingly. Nino Cocchiarella (1985: 24-28) has shown that a natural develop-
ment of this strategy leads to a system which contains and is equiconsistent with
NF. Similarly, Cocchiarella shows that formulating (Collapse) so as to encompass
Urelemente leads to a system which contains and is equiconsistent with NFU.!?
There remains an issue as to whether we should insist on Extensionality (or weak
forms thereof) in the context of the stratified conception. For it is not obvious that
we should associate the same objectified property to different albeit coextensive

19" Another option is to restrict (Comp2) to stratified conditions and keep (Collapse) in full generality. Cocchiarella
(1985: 13-24) shows that in this case too, the resulting system contains and is equiconsistent with NF (and
similarly for the case with Urelemente). A similar result was later obtained by Hossack (2014) in the context
of plural logic. He shows that a plural version of (Comp2) restricted to stratified conditions together with a
version of full (Collapse) allowing for Urelemente naturally leads to a system which, when supplemented with
Weak Extensionality, contains and is equiconsistent with NFU.
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properties. If we do not, we end up with a system which has the same consistency
strength as NF without Extensionality (which, in turn, has the same consistency
strength as NFU, as noted earlier).

But how can the restriction to properties expressible by stratified conditions be
motivated? Recall that according to the stratified conception, sets are objectified
properties — they are proxies for properties. We are implementing properties as
objects. However, whether an object satisfies an unstratified condition depends not
only on what the object is like before the implementation, but also on the details
of the implementation, on what the implementation looks like. But the follow-
ing seems a plausible desideratum on the implementation: our implementation of
properties with particular objects ought to be insensitive to the particular choice
of association between objects and properties. Should we identify a property P
with a different object in the first-order domain, P would still hold of the same
things. The reason for this desideratum is that a particular association of properties
with objects is arbitrary: there is no reason for thinking of an object as a proxy
for a certain property rather than another one. The desideratum is reminiscent
of the requirement of implementation independency familiar from computer sci-
ence. According to this requirement, the implementation of abstract data types
in a certain programming language should be as independent as possible of the
details of the implementation (e.g. the peculiarities of the chosen programming
language).

The stratified conception contends that given this desideratum on objectification
(or, in computer science terms, on implementation of properties as objects), the
conditions that pick out properties that have objectifications are precisely the ones
that are stratified. For properties picked out by unstratified conditions may be had
by an object only in virtue of the details of the objectification process; properties
picked out by stratified conditions, on the other hand, are such that they apply to an
object independently of which object they are associated with by the objectification
process. Let us consider a couple of examples. Consider first the condition x = x.
The property picked out by this condition is had by an object independently of the
objectification/implementation process. Accordingly, it is a property that we should
expect to be objectified. But now take the condition x € x. If an object a satisfies
it, it might well be due to the details of the implementation process. For instance,
suppose that a is the proxy for the property P. If a were instead taken to be proxy
for a different property, we need not have a € a. This is compatible with the fact
that V e V, since regardless of which object x = x is associated with, that object
will have the property of being self-identical and hence belong to itself. The fact
that V € V is just a side effect of the fact that V is self-identical, like any other
object.
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These are just particular cases. To make sure that they generalize appropriately,
we need to make the notion of implementation independence mathematically pre-
cise. To this end, we use the notion of permutation invariance. Consider a set-
theoretic interpretation (M, €) and let M? = (M, €,). If x €, y justin case
x € o(y), then o is a permutation of M. We now say that a formula ¢ of L.
is €-permutation invariant just in case if a model M satisfies ¢, then so does
M?. That is to say, a formula is €-permutation invariant if the class of its models
is closed under setlike permutations of the membership relation. Remarkably, a
theorem of Pétry, Henson and Forster (Forster 1995: Theorem 3.0.4) says that
the formulae that are e-permutation invariant are exactly the stratified ones. This
means that the stratified formulae are exactly those that denote properties which
are implementation independent: which objects they hold of does not depend on
the particular choice of association of properties with objects carried out in the
objectification process. The stratification requirement, far from being ad hoc, turns
out to be naturally motivated by the idea that sets are objectified properties.

6.7 NF As a Theory of Logical Collections

In the previous section, we introduced the stratified conception and showed that
when sets are conceived of as objectified properties, the restriction to stratified
conditions in the Naive Comprehension Schema can be naturally motivated. This
means that the stratified conception has a claim to being the conception lying behind
NF and NFU. On the face of it, this means that the stratified conception needs to be
considered a rival to the iterative conception of set. However, the possibility for the
two conceptions to exist alongside each other might be brighter than it might seem
at first sight.

Recall that according to the stratified conception, sets are objectified properties
expressible by stratified conditions. Thus, according to this conception, sets are
collections associated with properties or concepts. They are extensions, with the
possible sole exception that although extensions are usually taken to be extensional
entities, objectified properties need not be. This makes the stratified conception of
set a logical conception of collection (see Section 1.8). Membership in a stratified
set is determined by the property that the set is associated with: an object a belongs
to an objectified property b just in case a has the property associated with b. As a
result, each property divides the universe of objects into two sets: those which have
the property and those which do not.

Given his rejection of properties and other intensional entities as ‘creatures of
darkness’ (1956: 180), it is no surprise that Quine never considered the possibility
of regarding NF as a theory of objectified properties. As Cocchiarella notes,
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Quine rejected the whole idea of predication as something different from membership and
replaced Russell’s higher-order theory of predication by a first-order theory of membership,
which he has continued to describe as a version of set theory, but which he no longer
considers to be part of logic. (Cocchiarella 1992: 385)

Indeed, Quine seems to have rejected the distinction between logical and combina-
torial collections altogether:

A class in the useful sense of the word is simply a property in the everyday sense of the
word, minus any discrimination between coextensive ones. (Quine 1987b: 23)

But we need not follow Quine here. If we accept that there is a sensible distinction
between a logical and a combinatorial conception of a collection, this opens up
the way for regarding the stratified conception as existing alongside the iterative
conception.

According to this proposal, the sets — the entities that we use in our foundations
for mathematics — are provided by the iterative conception. This conception is often
taken to be, and certainly can be spelled out as, a combinatorial conception of col-
lection. By contrast, objectified properties — the entities that we use in the process
of nominalization — are provided by the stratified conception. This conception is a
logical conception of collection.

This distinction between objectified properties (also referred to as ‘classes’ or
‘logical classes’) on the one hand and iterative sets on the other is familiar and has
often been made in the literature. For instance, Martin writes:

[S]ets are generated by an iterative construction process. Classes are given all at once, by the
properties that determine which objects are members of them [...] ‘set’ is a mathematical
concept and ‘class’ is a logical concept. (Martin, cited in Maddy 1983: 119)

Similarly, Parsons (1974: 8) says that it is ‘at least not obvious that extension and set
are just one concept’. Here, extensions are logical collections whilst sets are combi-
natorial ones. Parsons goes on to argue against the reducibility of sets to extensions,
without taking a final stand on the reducibility of extensions to sets because of
issues having to do with the possibility of unrestricted quantification over all sets.

Be that as it may, there is certainly a coherent position which takes the concept
of objectified property and the concept of a set to be distinct concepts, differing
primarily in the fact that the former is a concept of a logical collection, the latter
is a concept of a combinatorial collection. If that is true, and if the stratified con-
ception is best regarded as a conception of objectified properties, i.e. extensions,
it seems possible for the NF and NFU collections to exist alongside iterative sets
(with perhaps the issue of whether we must insist on objectified properties being
extensional).
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Recall that Godel had said that, by distinguishing concepts from sets

we acquire not only a fairly rich and understandable set theory but also a clear guidance for
our search for axioms that deal with concepts generally. We can examine whether familiar
axioms for sets have counterparts for concepts and also investigate whether earlier attempts
(e.g. in terms of the lambda-calculus and of stratification, etc.), which deal with sets and
concepts indiscriminately, may suggest axioms that are true of concepts generally. (Wang
1996: 277)

In later remarks, however, Godel expressed doubts about the suitability of the tech-
nique of stratification to serve as a foundation for a theory of concepts. In a com-
ment to Wang, he observes:

Once we distinguish concepts from sets, the older search for a satisfactory set theory gives
way to a similar search for a satisfactory concept theory. For this purpose, however, Quine’s
idea of stratification [1937] is arbitrary, and Church’s idea [1932-1933] about limited
ranges of significance is inconsistent in its original formulation. (Godel as reported in Wang
1996: 278)

We have seen, however, that there is a natural motivation for the stratification
requirement, based on general considerations about when some entities are taken to
be proxies for some other entities.

Regarding NF and NFU as theories of objectified properties or classes, which
are logical collections also provides an elegant explanation of how the paradoxes
arise. In Section 3.1 we said that one way of explaining the appeal of the Naive
Comprehension Schema is as arising from a conflation of two different concepts,
the concept of set and the concept of objectified property. We now see that this
explanation fits very well with taking NF and NFU to be theories of objectified
properties. For these theories block standard reasoning leading to the set-theoretic
paradoxes by rejecting indefinite extensibility. This enables them to retain univer-
sality. By contrast, the iterative conception deals with the paradoxes by rejecting
universality whilst retaining indefinite extensibility. Conflating sets and objectified
properties, and hence operating with a concept of collection satisfying both indefi-
nite extensibility and universality, leads to disaster, at least classically.

6.8 The No Intuitive Model Objection

So, the NF universe is what is obtained when the type-theoretic hierarchy is col-
lapsed. But what reason is there to think that the result is a consistent theory? Why
think that we can indeed associate each property described by a stratified condition
with an object? As Frege himself noticed after the discovery of the inconsistency
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in the system of Grundgesetze, the simple existence of nominalization in natural
language gives us no guarantee that each property can be associated with an object.
‘An actual proof’, he wrote, ‘can scarcely be furnished’ (1979: 182). Instead, he
thought, we need to assume the existence of the said correlation as an unprovable
law. But as he noticed ‘if it was possible for there to be doubts previously, these
doubts have been reinforced by the shock the law has sustained from Russell’s
paradox’ (1979: 183).

These doubts can be partly mitigated by our diagnosis of the paradoxes and
the way NF deals with them. For, as pointed out earlier, NF’s solution is to reject
indefinite extensibility at the expense of universality. And this does give us some
reason that familiar paradox-inducing reasoning cannot be reproduced within the
theory, since according to our diagnosis that reasoning is made possible by the
presence of both indefinite extensibility and universality.

However, one might ask for more: one might want the conception of set behind
NF to provide an intuitive model for the theory, in the same way as the iterative
conception provides an intuitive model in the cumulative hierarchy for theories like
ZFC (see also Section 4.5). And this the stratified conception does not seem to do.
Thus, the first objection to the stratified conception is that it does not provide us with
a picture of what the NF universe looks like. This, the objection might continue, is
just the result of the fact that the stratification requirement is syntactic, even if it
has a semantic counterpart (as shown by the fact that the class of stratified formulae
coincides with he class of formulae that are €-permutation invariant).?

The best we can do is to start from type theory and see, within type theory, that
we can carry out Jensen’s model-theoretic argument establishing the consistency of
NFU — we can show in type theory that if type theory is consistent, then so is NFU.
Thus, one can start from type theory and show, from within type theory itself, that
collapsing the types — now understood philosophically as objectifying properties —
cannot introduce any inconsistency, at least if we do not insist on Extensionality (as
opposed to Weak Extensionality). Note, moreover, that if we allow type theory to
admit of infinite types, the consistency proof for NF given by Holmes can also be
carried out within type theory. So, if correct, this proof establishes that we do not
need to give up Extensionality in favour of Weak Extensionality.

Thus, the following picture emerges. We start with the theory of types, which
does have an intuitive model in the type-theoretic hierarchy. Armed with the theory
of types, we can then use Jensen’s model-theoretic argument to establish that the

20 This objection seems to tie in with the critical remarks we saw earlier that NF is not ‘the axiomatization of an
intuitive concept’ and that there is ‘no mental imagery which leads’ to it.
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reasons for regarding type theory to be consistent are also reasons for regarding
the result of the collapse of type-theoretic hierarchy to be consistent (at least if we
admit Urelemente). Is this sufficient to deal with the no intuitive model objection?

The answer seems to depend on whether we take NF to be a foundation for the
whole of mathematics, in the way set theory aspires to be. If we do, then it does not
seem legitimate to appeal to type theory to persuade ourselves of the consistency of
NF. For such an appeal requires us to justify the axioms of type theory, thus running
afoul of the requirement that a foundation for mathematics should be justificatory
autonomous — that it should be possible to motivate and justify its claims without
appealing to another theory. We shall return to the requirement of justificatory
autonomy in Section 7.9, when discussing the requirement of autonomy for a foun-
dation of mathematics more generally.

However, note that if we take NF(U) to be a theory of objectified properties,
the autonomy requirement with regard to the consistency of NF(U) may no longer
apply. For a theory of objectified property need not serve as a foundation for math-
ematics (which is instead provided by set theory) and hence we can rely on some
other theory — such as type theory — to become convinced that NF(U) is indeed
consistent. Thus, whilst the no intuitive model objection might be worrisome for the
stratified conception of set, it loses its bite when targeting the stratified conception
of objectified property.

6.9 The Conflict with Mathematical Practice Objection

One of the standard objections against NF is that it invalidates AC, which is central
to mathematical practice. As anticipated earlier, defenders of NF have typically
offered two responses, possibly complementary.

The first is to take AC to hold for cantorian sets, which is compatible with
Specker’s result that V cannot be well-ordered. This, it is argued, is sufficient to
vindicate AC’s role within mathematical practice. On this view, the failure of AC
concerns those sets that standard set theory refuses to countenance. The standard
view that AC holds is analogous to a view that takes no mammals to lay eggs
because it refuses to countenance the existence of the platypus.

The second response is to point out that AC may be consistently added to NFU:
as long as we are prepared to countenance Urelemente, we can take Choice to hold
unrestrictedly, even for non-cantorian sets.

Both responses are satisfactory as far as they go, but they do raise issues. The
first response appears to make the sets for which AC does not hold superfluous:
if, in order to account for ordinary mathematics we only need cantorian sets, one
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might worry, we need not countenance the non-cantorian sets after all. Moreover,
the first response does not tell us anything about why one might have expected AC
to hold at all. The second response is limited in scope: in mathematical practice we
want to be able to restrict attention to pure sets, whereas the failure of AC in NF
with standard Extensionality seems to prevent us from doing just that (unless we
take objectified properties not to satisfy Extensionality).

Taking NF to be a theory of objectified properties deals with these issues. The
fact that AC may fail for non-cantorian objectified properties, thus making these
collections unsuited from a foundational point of view, is no longer problematic,
since this is not what these collections are invoked to do. Rather, they are invoked
to, for instance, provide the semantic value of nominalizations of predicates. This
role does not require them to satisfy AC. Moreover, it is because we thought of NF
as a theory of combinatorial collections that we were led to thinking that AC was to
be expected to hold. But we should not expect NF, as a theory of logical collections,
to validate AC. As we have seen, it is the combinatorial conception of collection that
seems to lend some support to AC. Finally, all of this holds regardless of whether
we restrict attention to pure sets or not.

6.10 Conclusion

The standard view that NF does not embody a conception of set is correct in some
respects but not in others. It is correct in that there does not seem to be a conception
of set behind NF which gives rise to an intuitive picture of the set-theoretic universe.
But it is not correct in that the stratified conception — best thought of as a conception
of objectified property — can be taken as backing NF. Whilst not delivering an
intuitive picture of the NF universe, this conception motivates the stratification
requirement, which has long appeared as a mere technical trick, in a principled
manner.

Moreover, if NF is taken to embody a conception of objectified properties rather
than sets, the standard objections to NF — its lack of an intuitive model and the
fact that it contradicts the Axiom of Choice — lose their bite. This opens up the
possibility for regarding the stratified conception as a conception of collection that
can exist alongside the iterative conception of set.

What is more, once this is done, we have a simple and powerful explanation
of the paradoxes: they arise from the conflation of two different conceptions of
collections. The first conception — the stratified conception — is a conception of
objectified property (or class) and hence a logical conception of collection; it sat-
isfies universality but rejects indefinite extensibility. The second conception — the



Conclusion 183

iterative conception — is a conception of set, which can be naturally articulated as
a combinatorial conception; it satisfies indefinite extensibility but rejects universal-
ity. The conflation of sets and objectified properties is disastrous in that it leads,
provably, to inconsistency.

Thus, NF is best regarded as a theory of objectified properties. As such, however,
it should be evaluated against other theories of the same subject matter and the
conceptions they embody (see, e.g., Field 2008; Schindler 2019).%!

21 For reasons of space, we have not considered Church’s Universal Set Theory and related theories, which
constitute a class of theories with a universal set different from NF(U). Unlike the current situation with regard
to NF(U), these theories seem to be backed by a conception which provides us with an intuitive model of
them (see Forster 2008). Very briefly, the conception lying behind these theories, which Forster calls a kind of
iterative conception, consists in forming, at each stage of the iteration process, the sets standardly occurring at
a level of the standard cumulative hierarchy as well as their complement. The conception has many attractive
features but appears less simple than the iterative conception and disjunctive in character without leading to
a theory with substantial mathematical advantages over iterative set theory from a foundational point of view.
The iterative conception, therefore, seems to fare better than this conception.
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As to classes in the sense of pluralities or totalities

it would seem that they are likewise not created

but merely described by their definitions and that therefore
the vicious circle principle in the first form does not apply.
I even think there exist interpretations of the term ‘class’
(namely as a certain kind of structures),

where it does not apply in the second form either.

Kurt Godel (1944: 131)

The iterative conception’s explanation of the paradoxes takes the concept of set to
be indefinitely extensible, whilst giving up its universality. On the iterative concep-
tion, in particular, there is no set of all sets.

But as well as giving up universality and hence banning sets like the universal
set, the iterative conception also holds that all sets occur at some level or another of
the cumulative hierarchy, and this rules out non-well-founded sets. It is precisely to
guarantee that the universe of sets has this well-founded structure that iterative set
theories include axioms such as Foundation or axiom (p).!

Now, clearly, the conceptions we encountered in Chapters 4 and 6 respectively,
that is, the naive conception and the stratified conception, allow for the existence
of non-well-founded sets. For these conceptions do retain universality and hence
sanction the existence of the non-well-founded set par excellence, namely the set
of all sets. But if the diagnosis of the paradoxes offered in Chapter 2 is correct, it

However, we saw in Chapter 2 that in the context of the axioms of Z the Axiom of Foundation, contrary to
axiom (p), does not deliver the hierarchy even if we switch to the second-order level. Of course, in the first-
order case, the set theories which result from the adoption of these axioms will still admit of models which
contain non-well-founded sets. Nonetheless, these theories are intended to capture a picture of the set-theoretic
universe as a well-founded structure.

184
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should be possible to block the paradoxes by banning universality whilst admitting
non-well-founded sets.

To the extent that ZFC itself is consistent, this has been rigorously shown by
Aczel (1988). In his book, he considers and develops four set theories which reject
the existence of the set of all sets or the set of all ordinals whilst admitting non-well-
founded sets.” Moreover, these set theories are all consistent if and only if ZFC is —
that is, given a model of ZFC, we can construct a model of each of these theories
and vice versa (see Aczel 1988: chs. 5-7). Since these particular non-well-founded
set theories will be our focus in the remainder of this chapter, I shall often refer to
these theories simply as ‘non-well-founded set theories’; the context will make it
clear when what I mean is non-well-founded set theories of the kind considered by
Aczel.

Non-well-founded set theories, and in particular the one based on the axiom
AFA (to be described below), have received a wealth of attention by mathemati-
cians (especially category theorists) and computer scientists, but have been largely
neglected by philosophers.® At the root of this neglect may lie the impression that
non-well-founded set theories do not embody a conception of set, but are rather of
mere technical interest. In this chapter we dispel this impression, at least for the
system based on AFA (or, perhaps, some subsystem thereof, as we shall see).

The plan of the chapter is as follows. First, I review the key ideas of Aczel’s
approach, and present the four systems he considers. Then, I describe what I shall
call the graph conception of set, a conception of set which may be taken as lying
behind a non-well-founded set theory. In the light of this conception, I reassess
Adam Rieger’s (2000) claim that if we admit non-well-founded sets at all, we
should admit more than those in the AFA universe. I argue that AFA is justified
on the graph conception, which provides, contra Rieger, a rationale for restricting
attention to the system based on this axiom. I then turn to the other axioms of this
system, and attempt to make a case that most of them are justified on the graph
conception too. My case will rest on informal considerations and on the possibility
of showing that some of these axioms follow from a theory formalizing part of the
content of the graph conception. I conclude by discussing four objections to the
graph conception and comparing the iterative conception and the graph conception
in the light of this discussion. Some morals are drawn about the significance of the
graph conception for the debate about the justification of the Axiom of Foundation.

2 These theories are pure, and hence in keeping with the restriction mentioned in Section 2.1. We discuss the issue
of how to give impure versions of these theories in Section 7.8.

3 For some use and discussion of non-well-founded sets in mathematics and computer science, see, e.g., Turi
and Rutten 1998, Rutten 2000, Johnstone et al. 2001 and van den Berg and De Marchi 2007. Barwise and
Etchemendy 1987 is a rare attempt to put non-well-founded set theory to philosophical use.
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7.1 Depicting Sets with Graphs

All non-well-founded set theories are obtained by adding to ZFC™ (ZFC minus the
Foundation Axiom) some version of an anti-foundation axiom.* What all of these
versions of the anti-foundation axiom have in common is that they make use of the
idea of a set being depicted by a graph.

Typically, a graph consists of some points possibly connected by some lines; an
example is provided in Figure 7.1. The points are generally referred to as the nodes
of the graph; the lines, or whatever connects the points, as its edges. For this reason,
in standard set theory a graph is usually defined as consisting of two sets: the set of
the nodes of the graph, and the set of its edges — where each edge is a pair of nodes.
We may use graphs to depict sets by taking nodes to represent sets, and edges to
represent (converse) membership. But for this to work, we need to place certain
restrictions on the kind of graphs we use.

To begin with, since edges are to represent converse membership, we want
them to have a single, designated direction. Thus, we restrict attention to directed
graphs — graphs in which every edge has such a direction. Graphically, this is
indicated by using arrows as edges; set-theoretically, it is captured by taking edges
to be ordered pairs of nodes. An arrow from a node n to a node n’ will then mean
that the set represented by n’ is a member of the set represented by n. We write
n —> n’ to indicate the presence of such an arrow, and say that n’ is a child of n.

Given a graph, we want to be able to locate the set it depicts. To this end, we
demand that a graph, besides being directed, be also pointed — that it have a unique,
distinguished node, called the point. The point represents the set depicted by the

7\

Figure 7.1 An undirected graph.

4 The standard formulation of ZFC ™~ includes the Axiom of Replacement. This is classically equivalent over the
other axioms of ZFC to the Axiom of Collection, which states that if for every x € a there is a y such that
@(x,y), then there is a z such that for every x € a thereis a y € z such that ¢(x,y) (where ¢ is any formula in
which z does not occur free). However, the equivalence between Collection and Replacement may break down
when the logic or the axiomatic is perturbed. In particular, whilst Replacement easily follows from Collection
and Separation, the standard classical proof that Replacement implies Collection makes use of the Axiom of
Foundation. For this reason, in his book Aczel formulates ZFC™ using the Axiom of Collection. However, he
rarely makes use of the (apparently) extra strength provided by Collection (i.e. only at 1988: 75-76), and more
recent expositions of non-well-founded set theory have focused on the standard formulation of ZFC™ (see, e.g.,
Moss 2009). Thus, we shall stick to this formulation in the remainder of the chapter.
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graph, and is usually shown at the top of the picture. (For this reason, it is sometimes
called the fop node of the graph.) What about the other nodes of the graph? They
represent sets in the transitive closure of the set represented by the point. So let a
path be a finite or infinite sequence

ng—>ng — ny —> ...

of nodes ng,ny,n,, ... each of which is a child of its predecessor. Then, we require
that the graph be also accessible, i.e. that it be possible to reach each node of the
graph by some finite path starting from the point. If this path is always unique, the
graph is said to be a tree, and the point is said to be its root.

Thus, we use (directed) accessible pointed graphs (apgs for short) as pictures of
sets. (And, as the context will make clear, we shall often take the word ‘graph’ to
mean apg.) But when does an apg depict a certain set? To answer this question, we
need to introduce some further terminology. A decoration of a graph is an assign-
ment of elements of the set-theoretic universe to each node n of the graph such that
the elements of the set assigned to n are the sets assigned to the children of n. It
follows that a childless node must be assigned the empty set. More generally, one
can use the Axiom of Replacement to show that in the case of well-founded graphs —
that is, graphs which have no infinite path — it is determined which elements of the
universe are assigned to nodes: every well-founded graph has a unique decoration
(Aczel 1988: 4-5). A picture of a set a is then an apg which has a decoration which
assigns a to the point; if in addition the decoration assigns distinct sets to distinct
nodes, then the apg is said to be an exact picture of a.

Since every set has, up to isomorphism, one and only one exact picture,’ we can
know which sets there are if we know which apgs are exact pictures. Each non-
well-founded set theory gives a different answer to this question, and the role of
the anti-foundation axiom can be seen as precisely that of specifying which apgs
are exact pictures. Our next task is to illustrate these theories and the corresponding
anti-foundation axioms.

7.2 Four Non-Well-Founded Set Theories

Say that a graph is extensional if and only if no two distinct nodes have the same
children. The first theory, Boffa set theory, is obtained by adding to ZFC™ Boffa’s

5 Any doubt about this claim can be dispelled by considering the notion of a canonical picture of a set a. This is
the apg whose nodes are the sets that occur in sequences ag,a,ap such that...ay € a; € ag = a, whose edges
are pairs (a,b) such that a € b, and whose point is simply a. Clearly, each set has exactly one canonical picture.
But another definition of an exact picture, equivalent to the one we are using (see Aczel 1988: 28), tells us that
an apg is an exact picture iff it is isomorphic to a canonical picture. The claim follows at once.
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Figure 7.2 An exact picture of a Boffa set.

Anti-Foundation Axiom, or BAFA for short (see Boffa 1969), which has the conse-
quence that any extensional apg is an exact picture.®

It is usually claimed, however, that if our guide to set existence is given by
graphs, there should be further constraints on a graph being an exact picture besides
it being extensional. A typical example is offered by the graph shown in Figure 7.2
(see Rieger 2000: 245). In Boffa set theory, this is an apg depicting a set a such
that a = {b,c}, b = {b}, c = {d} and d = {d}. However, a number of writers (e.g.
Rieger 2000) have felt that if our guide to sethood is provided by apgs, the sets b
and d should be identical.” (Notice that the Axiom of Extensionality will be of no
use here, since it simply leads to the conclusion that b = d if and only if b = d.)

To deal with cases of this sort, it is customary to introduce the notion of
isomorphism-extensionality. To do this, however, we first need to introduce the
notion of an induced subgraph. Intuitively, an induced subgraph (or simply a
subgraph) H of a graph G will consist of some nodes taken from G and all edges
of G between these nodes. In set theory, this is captured by saying that  is a
subgraph of G if and only if the set of nodes of H is a subset of the set of nodes of
G and for any two nodes ny, n, of H, (n1,n,) belongs to the set of edges of H if
and only if (ny,n,) belongs to the set of edges of G. A graph G is then said to be
isomorphism-extensional if and only if there are never distinct nodes n,n’ of G such
that the subgraph below n —i.e. the subgraph having n as point and consisting of all
nodes lying on paths starting from n — is isomorphic to the subgraph below n’. With

=N

In his book, Aczel briefly considers a related axiom also due to Boffa, viz. Boffa’s Weak Axiom BA4, which is
equivalent to the assertion that an apg is an exact picture iff it is extensional. Clearly, then, BAFA implies BA1,
but the converse is not true. See Aczel 1988: 57-65 for details.

Thus, concerning a very similar example, Rieger (2000: 244-245) writes that ‘there is an intuition that [the two
sets] ought to be equal. There cannot, it seems, be any good reason for distinguishing them — and certainly not
any reason which did not have an intensional feel to it’.

N
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this notion on board, we can formulate one version of Finsler’s Anti-Foundation
Axiom (FAFA), which asserts that an apg is an exact picture of a set if and only if
it is extensional and isomorphism-extensional. Finsler-Aczel set theory® is then the
result of adding FAFA to the axioms of ZFC™.

The third theory builds on the work of Scott (1960), and is based on the idea
that, given an apg, we can unfold it to obtain a tree which depicts the same set. In
particular, the unfolding of an apg is the tree whose nodes are the finite paths of the
apg which start from its point ny and whose edges are pairs of paths of the form

ng— ... —nnyg—...—n—n).

The root of the tree is the path n( of length one. Given a decoration D of the apg, we
can obtain a decoration of its unfolding by assigning to the node ng —> ... — n
of the tree the set that is assigned by D to the node n of the apg. It follows that the
unfolding of an apg will depict any set depicted by the apg. Now say that an apg
G is Scott-extensional if and only if there are never distinct nodes n,n’ of G such
that the subtree below ng —> ... —> n in the unfolding of G is isomorphic to
the subtree below ny —> ... —> n'.? Scott set theory is then obtained by adding
to ZFC™ Scott’s Anti-Foundation Axiom (SAFA), which is equivalent to the claim
that an apg is an exact picture if and only if it is Scott-extensional.'?

To appreciate the effects of this axiom, consider the apg G with point ng in
Figure 7.3 (see Aczel 1988: 54-55). A moment’s reflection shows that this apg
is extensional and isomorphism-extensional. On the other hand, if we label each
node ny —> ... —> n of the unfolding of G with the name of the node n of
G, we obtain the diagram in Figure 7.4. And this diagram makes it clear that the
subtrees below n;-labelled and n,-labelled nodes are isomorphic. Thus, G is not
Scott-extensional, and is therefore an exact picture in Finsler-Aczel set theory but
not in Scott set theory. In particular, if FAFA is assumed, there is a decoration of the
graph which assigns pairwise distinct sets a, b, ¢ to the nodes ng, n, n, such that
a = {c}, b = {a,c} and ¢ = {a,b}. If SAFA is assumed, on the other hand, such
a decoration is ruled out, and the only admissible decorations are ones that do not
assign distinct sets to distinct nodes of the graph, namely the decoration in which

8 The terminology is Rieger’s (2000: 246), who motivates the choice by explaining how the theory is the result
of applying original insights of Aczel’s to the work of Finsler (1926).

9 A subtree is a subgraph of a tree, and is itself a tree. Note that the latter follows, as desired, because we are
restricting attention to apgs.

10 Thus, whilst isomorphism-extensionality has to do with isomorphisms between subgraphs, Scott-extensionality
has to do with isomorphisms between subtrees. Hence, Scott set theory can be seen as what one ends up with
if one focuses on isomorphisms when trying to articulate the identity conditions of non-well-founded sets but
takes trees, rather than apgs, to provide the primary guidance as to what sets there are.
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Figure 7.3 An exact picture of a Finsler-Aczel set.
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Figure 7.4 Unfolding of the apg with point ng in Figure 7.3.

the nodes n; and n, get assigned a set a and the node n( gets assigned a distinct
set b such that b = {a} and a = {a, b}, and the decoration which assigns the set
U = {U} to every node.!

The fourth set theory is ZFA, and is obtained by adding to the ZFC~ axioms
the Anti-Foundation Axiom (AFA), discovered independently by Forti and Honsell
(1983) and Aczel. This axiom states that every graph has a unique decoration. As a
result, every apg is a picture of exactly one set. The axiom is obviously equivalent
to the conjunction of the two following statements:

Every graph has at least one decoration. (AFA,)

Every graph has at most one decoration. (AFA,)

I The standard symbol in the literature is ‘@’ but I am using ‘U’ to avoid confusion with the symbol for the
property of being an ordinal.
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In other words, the axiom has an existence part and a uniqueness part. The unique-
ness part has the consequence that even more decorations are ruled out than when
SAFA is assumed. So, for instance, the only decoration of the graph in Figure 7.3
is the one where each node is assigned the circular set O. On the other hand, and
as the same example also shows, the fact that the axiom has an existence part also
means that it is still compatible with the existence of non-well-founded sets. In
particular, in the presence of the ZFC~ axioms — which guarantee the existence
of well- and non-well-founded graphs — the axiom implies the existence of non-
well-founded sets alongside the well-founded ones, just as the other anti-foundation
axioms do.

Like the other anti-foundation axioms, moreover, AFA too can be understood as
specifying which apgs are exact pictures. Roughly speaking, the axiom can be seen
as saying that a graph is an exact picture just in case it has no distinct nodes such
that exactly the same movements are possible along the edges departing from these
nodes. To make this rigorous, we need to introduce the notion of a bisimulation.
We say that a relation R is a bisimulation on a graph G if and only if, for any two
nodes n and n’ of G, whenever R holds between n and n’, then for each child of
n there is a related child of n’ and vice versa. A relation R is then said to be the
largest bisimulation on a graph G (written =¢) if and only if R is a bisimulation on
G and whenever there is a bisimulation on G between two nodes n and n’, then R
holds between them. Now say that a graph G is strongly-extensional just in case for
all n,n’ in G, it n =g n’, then n = n’. The key result proved by Aczel (1988: 28)
is then that AFA is equivalent to the statement that an apg is an exact picture if and
only if it is strongly-extensional.

We can use the result to further illustrate the differences between Scott set theory
and ZFA. Consider the apg H in Figure 7.5 (see Aczel 1988: 53-54). A look at
its unfolding ‘H’ in Figure 7.6 (with nodes labelled employing the same induced
labelling used for the unfolding in Figure 7.4) reveals that it is Scott-extensional,
since no subtree of H' below an ny-labelled node is isomorphic to a subtree below
an n;-labelled node. However, H is clearly not strongly-extensional. Thus, whilst

no e >

ny e.>

Figure 7.5 An exact picture of a Scott set.
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Figure 7.6 Unfolding of the apg in Figure 7.5.

an exact picture of a set a # U such that a = {a, U} in Scott set theory, # is simply
a non-exact picture of U in ZFA.

7.3 The Graph Conception of Set

Hence, we have four (presumably) consistent set theories which admit non-well-
founded sets but which are more or less generous in the kind of non-well-founded
sets whose existence they allow for. Moreover, all the standard mathematics that
can be developed in ZFC can be developed in these theories.

However, one might think that these theories, albeit apparently consistent and
powerful enough to embed standard mathematics, are simply fragmentary collec-
tions of axioms — there is no thought behind them, as they say. This, one might sup-
pose, is in sharp contrast with the case of ZFC, which, together with its extensions
and subsystems, does embody a conception of set, namely the iterative conception.
Thus, one might conclude, non-well-founded set theories are of mere technical
interest, and do not deserve any attention on the philosophers’ part.

One might reason in this way, but one would be mistaken. For there is a con-
ception of set which can plausibly be taken as lying behind a non-well-founded set
theory. This conception of set is not at all ad hoc, and indeed arises quite naturally
just by considering the idea that sets may be depicted by graphs. The conception,
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moreover, is very easy to state, and has the resources to motivate most of the
ZFA axioms. I will introduce the conception in this section, and will investigate
its relation to the four non-well-founded set theories in the next two.

We have seen that the fundamental idea of Aczel’s approach is the idea of a set
being depicted by a graph. By taking sets to be the kind of things that are depicted
by graphs, non-well-founded sets arise quite naturally alongside the well-founded
ones. We have graphs that have an infinite descending path, and, among those,
graphs which contain loops; to all of these, there will correspond circular sets of
one kind or another. Hence, when trying to articulate a conception of set motivating
a non-well-founded set theory, a natural suggestion is to make the notion of a set
being depicted by a graph central to the conception. This naturally leads to the
graph conception of set, which states that sets are what is depicted by an arbitrary
graph.!?

Of course, to develop a workable theory of sets on the basis of this conception,
there must be some constraints on what can count as a graph. As we have already
seen, in developing a theory of non-well-founded sets we restrict attention to acces-
sible pointed graphs. This restriction, however, is easily motivated: if a graph is
to depict a set, then we want to be able to tell which set it depicts and which
members this set contains. Furthermore, this is the only restriction that we want
on what should count as a graph: any apg is a graph in good standing. It follows
that according to the graph conception of set, to every apg G, there corresponds a
set which G depicts.

But, it may be asked, why should one even begin to think of sets as what is
depicted by graphs? Here is one possible train of thought. Suppose you are told that
a set is an object which may have members, the objects which bear the membership
relation to it. And suppose, further, that you are told that the members of a set are
themselves sets — recall that we are restricting attention to pure sets — and hence that
they too may have members. You will then realize that these members will also be
sets, and so that they too may have members, which will be sets and will therefore
be capable of having members. More generally, you will realize that chains of
membership can be rather long; in fact, you will note that you have been given
no reason to think that they are always finite, and so you will make no assumption
to this effect.

Now, since all you have been told is that a set is an object which may have
members and that the members of a set are themselves sets, you might suppose that

12 Another possible route to a non-well-founded set theory is via a limitation of size conception. Thus, Jané and
Uzquiano (2004: §5) show that there are models of FN* which satisfy AFA. What remains open, however, is
whether these models can be considered intended models of FN*.
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a set simply is an object of this kind — an object having a (hereditary) membership
structure. That is to say, you might suppose that a set just is an object which may
bear the converse of the membership relation to objects which, being sets, may
bear this relation to sets, and so on. This supposition might be reinforced when you
note that it is the structural richness of sets which enables us to employ them for
the purposes you have heard we typically use sets for, such as embedding classical
mathematics within set theory and performing various modelling jobs. For, you
might then think, no interesting uses of sets are lost by taking a set simply to be an
object having membership structure.

Now suppose that you come to see that any such structure, no matter how com-
plicated, can always be fully represented by some graph. And suppose, moreover,
that you realize that, if you restrict attention to apgs, what will be depicted by
a graph will always be something having membership structure. Then, you will
see that you can simply take sets to be precisely the things that are depicted by
apgs, as the graph conception maintains. Note that since you have decided not to
assume that all chains of membership are finite, you have accordingly not assumed
that only graphs having no infinite path depict objects which have membership
structure. To sum up, if one, quite naturally, thinks of sets simply as objects having
membership structure, one can just take them to be what is depicted by graphs
of the appropriate form. Note that the graph conception, so motivated, is natu-
rally seen as a combinatorial conception of set, since sets are characterized by
reference to their membership structure rather than to some condition, property or
concept.

The idea that a set is simply an object having membership structure features
in the work of Barwise and Moss (1991: 36-37; see also Baltag 1999: 482-493).
They suggest that we think of a set as what one obtains from an apg by a process
of abstraction: if we take a graph and forget the particular features of the nodes
and edges, they claim, what we are left with is ‘abstract set-theoretic structure’.
Interestingly, an analogous suggestion was made much earlier by Mirimanoff, who
writes:

What is common to isomorphic sets is the structure of their composition. If one abstracts
from the particular properties which distinguish a set from its isomorphs, and if one retains
only the details of its structure, one arrives at a new concept which one could call the
structure type of this set, a concept closely related to Cantor’s definition of power and
ordinal number. In fact, it coincides with the notion of power or cardinal number when one
abstracts from the structure of the elements of the set, which amounts to regarding these
elements as urelements. On the other hand, the order-types of well-ordered sets, Cantor’s
ordinal numbers, are derived directly from the structure types of certain special sets which
I have called S sets. (Mirimanoff 1917: 212, translation in Hallett 1984: 191)
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Here, Mirimanoff is not suggesting that we think of sets as what one obtains from
apgs by a process of abstraction. Rather, we start from sets, and through abstraction
we arrive at structure types. All the same, Barwise and Moss’s notion of an abstract
set-theoretic structure is clearly anticipated by Mirimanoff’s notion of a structure
type.

Let us conclude this section by addressing a possible initial worry about the
notion of a graph presupposed by the graph conception. Recall that in Section 7.1
we saw that a directed graph can be characterized as consisting of a set of nodes
and a set of edges, the latter being order pairs of nodes. This might suggest that
the graph conception rests on a prior notion of set, which would seem to jeopardize
its ability to serve as a foundation for set theory. This objection fails on closer
inspection, however. Although graphs can be characterized in set-theoretic terms,
they need not be so characterized. The claim of the defender of the graph conception
of set, presumably, is that we have an independent grasp of the notion of a directed
graph which is not mediated by set theory. To be sure, it is not enough to say that
we have a grasp of the notion of a directed graph which is not mediated by set
theory; we must also have a grasp of other graph-theoretic notions, such as that of
an apg, which is not so mediated. Again, however, the claim of the defender of the
graph conception of set is going to be that although these notions can be captured
in a set-theoretic framework, we can independently grasp them in non-set-theoretic
terms. This is why we have first introduced notions such as that of a directed graph
and that of a subgraph by way of examples and in terms of points connected by
lines: introducing these notions in this way makes it more plausible that we can
understand them without going through their set-theoretic definitions.

7.4 The Graph Conception and AFA

Among the non-well-founded set theories, nearly all attention has been directed
to ZFA.'3 Aczel himself devotes most of his discussion to this theory, and refers to
AFA as the anti-foundation axiom (1988: xviii). Despite the focus on ZFA, however,
the literature is surprisingly short of arguments for AFA.'4

13 For instance, standard textbooks such as Devlin 1993 and Moschovakis 2006, when discussing non-well-
founded set theory, focus on ZFA. Moreover, applications of non-well-founded set theory have mostly relied
on AFA; in addition to the references provided in fn. 3 above, see Barwise 1986 and Barwise and Moss 1996,
which make use of AFA to deal with issues in logic and linguistics.

14 This is not to say that there is no explanation as to why people have directed most of their attention to ZFA. For
one thing, the uniqueness part of AFA is very useful when non-well-founded set theory is used to deal with, e.g.,
streams and the semantic paradoxes. For another, the fact that the notion of bisimulation can be used to give an
equivalent formulation of AFA reveals deep connections between ZFA and the theory of coalgebra, and these
connections are central to many applications of non-well-founded set theory in category theory and computer
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In its support, Aczel (1988: 4-6) invokes the fact that with the help of Replace-
ment we can show that every well-founded graph has a unique decoration (see
Section 7.1). The idea is that the uniqueness property in this case motivates the
corresponding uniqueness in the AFA case. But, as Rieger (2000: 249) notices, this
argument does not work. For it is precisely well-foundedness that enables us to
define by recursion the unique function decorating the graph. Hence, uniqueness
in the well-founded case gives us no reason to expect uniqueness in the non-well-
founded case too.

Moschovakis (2006: 238-239) first attempts to motivate AFA in a similar but

I3

unsuccessful way,'> and then goes on to say that the ‘ “uniqueness” part of the
Antifoundation Principle [...] makes it possible to specify and analyze the struc-
ture of ill founded sets with diverse properties, and is the main advantage of the
antifounded universe 4 [i.e. the non-well-founded universe generated by AFA]
over other models which contain ill founded sets’. It is hard to understand what
Moschovakis has in mind here. If he is saying that it is only possible to analyze the
structure of non-well-founded sets when we restrict attention to the AFA universe,
that seems false: in the other non-well-founded set theories, to certain graphs there
will correspond more than one set; but it will still be possible to investigate the
structure of these sets. If the point is that the structure of the AFA universe is easier
to investigate, this might well be right, but it is hard to see why it constitutes an
argument for AFA. After all, ‘the cumulative hierarchy of the iterative universe has
an enticingly elegant mathematical structure’ (Aczel 1988: xviii) unsurpassed by
any of the non-well-founded universes. Yet, we do not want to say that this alone
motivates well-foundedness. '

The lack of good arguments for AFA in the literature has led Rieger to conclude
that, just like the restriction to well-founded sets, the restrictions imposed by AFA
are unmotivated. According to him, the only restrictions we should accept are those
imposed in Finsler-Aczel set theory, which ‘gives the richest possible universe of
sets while respecting the extensional nature of sets’ (2000: 247). To understand

what Rieger means by this, recall that in the current framework we can know which

science. See Moss 2009, which argues that these connections suggest that the contrast between Foundation
and AFA is just an instance of a more general division between ‘bottom-up’ and ‘top-down’ approaches, and
explores the prospects for using this fact to provide a motivation for ZFA.

I5 ‘Each grounded graph G admits a unique decoration d(, and the pure, grounded sets are all the values dg (x)
of these decorations. Can we also ‘decorate’ the nodes of ill founded graphs to get pure, ill founded sets which
are related to ill founded graphs in the same way that pure, grounded sets are related to grounded graphs?’ The
answer, of course, is “Yes’, provided that AFA holds.

16 Barwise and Moss (1996: 68-69) also offer a brief argument in favour of AFA. But even if successful, all the
argument allows us to conclude is that isomorphic sets are equal, and so can at best motivate the axiom FAFA.
See Rieger 2000: 249 for details.
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sets there are if we know which apgs are exact pictures: the more generous the
answer to the question ‘When is an apg an exact picture?’, the larger the universe
of sets. BAFA, as we have seen, gives the most generous answer which does not
violate the Axiom of Extensionality. AFA, at the opposite extreme, gives the most
restrictive answer compatibly with the fact that every graph has at least one dec-
oration. As a result, the universe of sets in ZFA is the smallest among those of
the four non-well-founded set theories. But, Rieger claims, there is no reason to
accept the restrictions imposed by AFA. The only restrictions we should recognize,
he contends, are those required by FAFA, since in his view the extensional nature of
sets demands that exact pictures, besides being extensional, be also isomorphism-
extensional. Hence, he concludes, ‘if we admit non-well-founded sets at all, we
ought to admit more than there are in the AFA universe’ (2000: 252).

The graph conception of set, however, provides a philosophically sound reason
for mathematicians’ focus on AFA. To see this, we need to make use of the fact that
AFA is equivalent to the conjunction of AFA; and AFA,: what we shall show is that
these two statements are justified on the graph conception.

It is easy to see that AFA; is justified on the graph conception. For, as noted
above, it follows from the graph conception that to every apg G, there corresponds
a set which G depicts, which sanctions the assertion that every graph has at least
one decoration. What about AFA,, the uniqueness part of the anti-foundation axiom
AFA? There are two arguments to the effect that this too is justified on the graph
conception.

The first argument is epistemological, and is based on the role that graphs are
supposed to play in our theory of sets according to the graph conception. According
to this conception, sets are what is depicted by an arbitrary graph. Hence, on this
conception, graphs provide our only guide to what sets there are. The idea is that
given a graph G, we can move from G to the set it depicts. Earlier on, we made
use of this idea in order to motivate the restriction to accessible pointed graphs
when explicating the notion of an arbitrary graph which we are working with. The
idea, we then pointed out, is that if a graph is to depict a set, we want to be able
to tell which set it depicts and which members this set contains. The restriction,
therefore, is motivated on the grounds that the role that graphs play in our theory
of sets according to the graph conception is that of providing a guide to what sets
there are, and for this to be possible, we need to be able to move from graphs to the
sets they depict.

The idea that we should be able to move from graphs to sets, however, also
provides an argument for AFA,. For if any given apg depicts exactly one set, as
AFA; in conjunction with AFA; implies, then, given a graph of the appropriate
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form, there is nothing else we need to know in order to know which set that graph
depicts. If, on the other hand, to every graph there corresponds more than one set,
we also need to know which particular decoration of that graph we are considering.
This conflicts with the idea — crucial to the graph conception of set — that graphs
are our only guide to what sets there are.

It is also worth noticing that set theorists, when introducing set theories of the
kind we are considering, seem to take it for granted that it should be possible for us
to move from a graph to the set it depicts without any additional information con-
cerning the decoration of the graph. A clear example is provided by the following
passage:

Given some structured object a in the world, we may (in theory, at least) represent its
hereditary constituency relation by means of a graph and thereby obtain a ‘set-theoretic’
model of a by moving from the graph to the set it depicts — namely, the set that corresponds
to the top node of the graph. (Devlin 1993: 150, my emphasis).

The passage is also interesting because it contains the suggestion that if we want
to obtain set-theoretic models for structured objects in the world (such as items of
information in some information-storage device — see Devlin 1993: 143), then it
is easy to proceed by first representing the structure of these objects by means of
a graph, and then moving from the graph to the set it depicts. This means that if
one takes sets to be what is depicted by graphs, one can straightforwardly obtain
set-theoretic models of structured objects which appear in the world and hence use
sets to perform various modelling jobs.

The second argument that AFA, is justified on the graph conception is ontolog-
ical, and is based on what the conception takes sets to be. The graph conception,
to repeat once again, states that sets are what is depicted by an arbitrary graph —
with the restriction that the only admissible graphs are the accessible pointed ones.
The idea, in other words, is that sets are just the things that correspond to graphs
of the appropriate form. But if that is true, then the identity of sets is determined
by the graphs they correspond to. Another way of making the same point is to
recall that one possible route to the graph conception is to think of sets as just
objects having membership structure. Since the membership structure of any set
can be fully represented by some apg, the thought was, we can simply take sets to
be the things that are depicted by apgs. These will then represent the membership
structure of the sets they depict. But if apgs represent the membership structure of
the sets they depict, they should also decide questions of identity between them. For
if sets are simply objects having membership structure, then this structure should
determine their identity.

We see, therefore, that the following analogue of the Axiom of Extensional-
ity holds on the graph conception: two sets that are depicted by the same graph
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are identical. That is, besides being extensional, sets are also graph-extensional.
Slightly more formally, for sets a and b, let @ = b if and only if there is an apg
which is a picture of both a and b. Then, the graph-analogue of the principle of
extensionality for sets, the Principle of Graph-Extensionality, can be formulated as
follows:

VaVy(x =y — x = y)."7 (G-Ext)

As we pointed out in Chapter 1, it is widely believed that for a theory to be a
theory of sets, sets have to be identical if they have the same members: it is usually
thought to be part of our concept of set that the identity of sets is determined by
their members. In a similar fashion, the graph conception — by taking sets to be what
corresponds to graphs of the appropriate form — demands that the identity of sets
be determined by the graphs they are depicted by. Clearly, however, the Principle
of Graph-Extensionality is equivalent to AFA, (see Aczel 1988: 20, exercise 2.2).
Again, we see that the uniqueness part of AFA is justified on the graph conception.

To this, one could object that all that can be said about equality between sets is
that if two of them have the same members, they are identical. But what consid-
erations can be offered in favour of this claim? One might try and appeal to the
fact that, in the case of well-founded sets, as soon as the equality relation between
the members of two sets has been fixed, the Axiom of Extensionality determines
the equality conditions for the two sets: a straightforward application of transfinite
induction on the membership relation then establishes that the equality relation
between well-founded sets is uniquely determined (see Aczel 1988: 19).

But similarly to Aczel’s unsuccessful argument for AFA, this argument does not
work, since it is precisely well-foundedness that guarantees that fixing the equality
relation between the members of the two sets suffices to determine their equality
conditions. And indeed, as we saw when considering the graph shown in Figure 7.2,
once we consider non-well-founded sets, there are cases in which the Axiom of
Extensionality does not help to establish whether two sets are equal or not. In fact,
Rieger himself subscribes to the idea that to deal with non-well-founded sets, we
need some further criterion of equality besides Extensionality — we need to sharpen
the criterion of identity for sets (see Section 1.6). For the letter of the Axiom of
Extensionality only implies that sets should be equal when they have the same
members, and if this is our only constraint, we end up with something like Boffa
set theory, whereas Rieger’s own view is that the set theory we should favour is
Finsler-Aczel set theory.

17 Incidentally, the relation = turns out to be equivalent to the largest bisimulation on the universe of sets V, when
the notion of a graph figuring in the definition of bisimulation is widened so as to allow there to be a proper
class of nodes. See Aczel 1988: 13 and 20-23 for details.
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Alternatively, one might insist, more generally, that there is nothing more to sets
than their extensional nature. One could then argue that this nature only demands
that exact pictures be extensional or, following Rieger, that they be extensional
and isomorphism-extensional. Either way, the upshot would be that we should not
accept the Principle of Graph-Extensionality, since, the objection goes, sets do not
have to obey it in order for their extensional nature to be respected.

This objection does not work either, however. For, as Rieger himself (2000: 245)
seems to assume, the extensional nature of sets seems to consist in the fact that
their membership structure should determine their identity. But, as I have argued,
taking the membership structure of sets to decide questions of identity between
them is enough to guarantee the truth of the Principle of Graph-Extensionality. It is
worth pointing out, though, that the objection under consideration simply takes it
for granted that sets have an extensional nature. Our strategy, on the other hand, has
been to describe a conception of set which embodies the extensional nature of sets
by being an articulation of the idea that sets are simply objects having membership
structure. This is why all we claim to have shown is that the Principle of Graph-
Extensionality is true on the graph conception, not that it is true fout court. Note,
moreover, that the objection’s assumption that there is nothing more to sets than
their extensional nature — independently of whether this is the case on a particular
conception of set — is also problematic. For there are conceptions of set on which
sets do emerge as having some further feature besides their extensional nature.
One such conception is the iterative conception, according to which sets are well-
founded because they are the objects which can be obtained by iterated applications
of the set of operation.

I conclude that Rieger’s claim that if we admit non-well-founded sets at all, we
ought to admit more than there are in the AFA universe is misguided: if we admit
non-well-founded sets because we take sets to be the things that are depicted by
graphs, then we should accept AFA. This also shows that the graph conception
provides a reason for accepting the Axiom of Extensionality other than the fact that
it is part of our concept of set that no two distinct sets can have the same members.
For recall Aczel’s key result that AFA is equivalent to the statement that an apg is
an exact picture just in case it is strongly-extensional. A corollary of this result
is that AFA implies that a graph is an exact picture only if it is extensional, since it
is easy to see that there is a largest bisimulation between any two nodes having the
same children (see Aczel 1988: 22, exercise 2.8.i). This corollary justifies Aczel’s
(1988: 23) assertion that AFA is a ‘strengthening of extensionality’, and shows that
if the identity of sets is determined by the graphs they are depicted by, as the graph
conception demands, it is also determined by the members they have.
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Thus, the graph conception provides a prima facie reason for restricting attention
to ZFA among the four non-well-founded set theories. However, the fact that AFA,
and consequently Extensionality, are justified on the graph conception does not
show that the same is true for the other axioms of ZFA. Our next task is therefore
to examine the status of these axioms on the conception.

7.5 The Graph Conception and ZFA

Recall that Z; is the theory whose axioms are those of ZFC minus Extensionality,
Replacement and Choice. Boolos (1971; 1989) argued that all the Z; axioms but
none of the other ZFC axioms are true on the iterative conception. In support of this
claim, he showed that the axioms of Z; follow from the theory of stages, which, he
claimed, captures (part of) the content of the iterative conception (see Section 2.2
for the axioms of ST, Boolos’s most recent version of the theory of stages). The
main purpose of this section is to show that similar considerations can be offered
in support of the claim that, besides AFA and Extensionality, the axioms of Z:~ (Z;
minus the Foundation Axiom) are also justified on the graph conception.

Recall that the axioms of Z; divide rather neatly into two categories: axioms
which make an outright existential assertion, of which the Axiom of Empty Set (if
it is included) and the Axiom of Infinity are the only representatives; and axioms
which make a conditional existential assertion, by stating that if there are certain
sets, then there are also certain other sets. Our strategy will be as follows. We shall
first offer informal considerations for the claim that, to the extent that they are true
on the iterative conception, the axioms that make an outright existential assertion
are true on the graph conception too. We shall then present an elementary theory
of graphs from which the remaining axioms of Z; follow. Thus, insofar as the
theory can be taken to be formalizing part of the content of the graph conception,
the axioms of Z; which make a conditional existential assertion are true on the
conception. We shall conclude with some remarks on the status of the remaining
axioms of ZFA. Note that although AFA is justified on the graph conception, nothing
we shall say, except for some brief remarks on the Axiom of Replacement, will
hinge on this fact: if the axioms of Z;” are true on the graph conception, they are so
independently of the fact that AFA is justified on the conception.

Let us start from the Axiom of Empty Set, which is easily seen to be true on
the graph conception. For if any apg is a graph in good standing, then surely the
graph consisting of just one childless node is. So if sets are what is depicted by an
arbitrary graph, the set depicted by this graph exists, and, of course, this set is the
empty set.
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What about the Axiom of Infinity? The axiom comes in a variety of alternative
formulations, not always interderivable in first-order logic (see Section 2.1, fn. 4).
Here, we shall focus on the version of the axiom described in Section 2.1, that is

dy@ ey AVx(x € y = xU{x} € y)),

but what we shall say carries over to the other formulations. This version of the
axiom delivers (in the presence of the Separation Schema) the existence of the
infinite set

N = {2, {g}.{9.{a}}.{2.{9}.{2.{2.{g}}}}. ...},

which is the smallest inductive set. And the existence of this set, in turn, guarantees
the truth of the Axiom of Infinity. Thus, if we can offer reasons for thinking that
there is a graph depicting this set, we will have thereby offered reasons for thinking
that the axiom is true on the graph conception.

The graph in question can be constructed as follows. We start with the one-
node childless graph, which we know to be a legitimate graph. Each time we are
given or have constructed a graph G, we construct a new graph 4 by drawing a
new edge from the top node of G to a node n which, in turn, is the top node of a
subgraph of H isomorphic to G. More intuitively, each new graph in the series can
be constructed by simply taking two isomorphic copies of the given graph G and
drawing an edge from the top node of one of them to the top node of the other. We
repeat this procedure infinitely many times; by the end of it, we will have obtained
a graph depicting N. The beginning of the construction is illustrated in Figure 7.7.

Is this construction legitimate on the graph conception? The crucial step is the
possibility of performing an operation, such as that of forming copies of a given
graph and that of drawing new edges, infinitely many times. But the possibility
of doing so seems inherent to the graph conception. On this conception, any apg
is a graph in good standing, which is what is meant to lead us to accepting, for
instance, the existence of trees that have an infinite descending path, such as the
one in Figure 7.4. And graphs of this kind exist only if we allow for the possibility
of drawing edges infinitely many times. Thus, the same considerations that lead
to accepting the existence of trees that have an infinite descending path lead to
accepting the existence of a graph with infinitely many edges emanating from its
top node. Clearly, this is not to suggest that no doubts can be raised in general about
the possibility of performing an operation infinitely many times. Rather, the claim
is that any such doubts have already been set aside in order to accept the existence
of, e.g., trees with an infinite descending path.
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Figure 7.7 Constructing the graph depicting the set N.

One might insist that it is precisely these doubts that prevent the Axiom of
Infinity from being justified on the graph conception. If that is true, however, these
doubts will also undermine, contra the received view on the matter,'® the usual
arguments that the axiom is justified on the iterative conception. For these argu-
ments too rely, one way or another, on the possibility of performing an operation
infinitely many times, namely the set of operation. For instance, Boolos’s stage
theory delivers Infinity because it includes an axiom asserting that there exists an
infinite stage in the iterative process of set formation. Thus, the graph conception’s
justification of the Axiom of Infinity and the one standardly offered by the iterative
conception seem to stand or fall together.

Having presented some considerations for thinking that the Axioms of Empty
Set and Infinity are true on the graph conception, we now need to turn to the
theory of graphs intended to show that the remaining axioms of Z:~ follow from
the graph conception. More precisely, the theory we shall present is a theory of
trees, modelled upon Boolos’s (1989) stage theory ST. The restriction to trees will
make it easier to provide a theory whose axioms can be seen to be true on the graph

18 Besides Boolos 1971 and Boolos 1989, see, e.g., Potter 2004: 68-72 and Paseau 2007: 6.
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conception and to imply the axioms of Z; which make a conditional existential
assertion. On the other hand, the restriction is harmless since, as we pointed out
above, every graph depicting a certain set can be unfolded into a tree depicting
the same set. As we shall shortly see, this fact will turn out to be crucial when
discussing one of the axioms of our theory of trees.

The theory, to which we shall refer as T, is cast in a two-sorted first-order
language £ with variables x,y,z, ... ranging over sets and variables g,h,i, ...
ranging over trees. We have three two-place predicates: a tree-tree predicate <,
which may be read ‘is a subtree of’; a set-tree predicate D, which may be read
‘is depicted by’, and a set-set predicate €, to be read in the usual way. Following
Boolos, we abbreviate ‘3h(h < g A yDh)’ as ySg, one possible reading of which is
‘y is depicted by a subtree of g’; and, as usual, we abbreviate ‘Vz(z € x — z € y)’
asx C y.

Now for the axioms of T and what can be said on their behalf. First, we have an
axiom stating that every set is depicted by some tree:

All Vx3gxDg.

It is clearly the case that on the graph conception every set is depicted by some
graph: if sets are what is depicted by an arbitrary apg, then for any set a there must
be an apg depicting a. By itself, this would suffice to make All true if the variable
g were taken to range over apgs; but since every apg depicting a certain set can be
unfolded into a tree depicting the same set, it also shows that Al/ is true on the graph
conception when g is taken, as it should, as ranging over trees.

Next, we have two axioms specifying the structural features of <:

Tra VYgVhVi(g <hAh di — g <i).
Dir VgVh3ii(g <iAnh <i).

Tra says that < is transitive. To begin with, notice that if 7ra holds when < is read
as ‘is a subgraph of’, then it obviously holds when it is read as ‘is a subtree of’.
But it is easy to see that Tra holds when < is read as ‘is a subgraph of’: if a graph
G consists of nodes taken from a graph # and all edges of H between these nodes,
and H consists of nodes taken from a graph Z and all edges of Z between these
nodes, then G will consist of nodes taken from Z and all edges of Z between these
nodes. This is reflected in the fact — on which, however, we shall not officially rely,
given what we said in Section 7.3 — that the transitivity of the relation is a subgraph
of is an elementary theorem of graph theory, since it is an immediate consequence
of the set-theoretic definition of subgraph (see Tutte 2001: 10).
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Dir says that < is directed. To convince yourself of its truth on the graph con-
ception, just reflect on the fact that given any two trees G and H with, respectively,
roots ny and nq, it is always possible to form a tree Z which has, in addition to
all the nodes and edges of G and H, a node n, as root and edges n, —> ng and
n, —> n1. Z will then be the required tree having G and H as subtrees.

The third group of axioms tells us how the membership and subsethood con-
stituencies of the set depicted by a tree are reflected in the internal structure of
the tree:

Mem YxVg(xDg — Yy(y € x — ySg)).
Sub VxVg(xDg — Vy(y C x — ySg)).

Mem states that if a set a is depicted by a tree G, then each of its members is
depicted by a subtree of G. To see that this principle is true on the graph conception,
it suffices to note that each b € a is depicted by the subtree of G below the node
representing b. What is crucial here is that, since we are dealing with trees, there is
only one path from G’s root to any of the nodes belonging to the subtree below the
node representing b. Hence, none of these nodes is connected to any node of any
subtree below nodes representing any other member of a.

Note that Mem corresponds to the left-to-right direction of the axiom When of
the stage theory ST. The reason why the corresponding right-to-left direction is not
included in our theory of trees is that it is obviously false on the graph conception.
Consider, for instance, the set {J, {J}}. It is easy to see that each of its members
is depicted by a subtree of the tree in Figure 7.8. Obviously enough, however, the
set depicted by this tree is {{&}}. Far from being a problem, this is good news,
since the right-to-left direction of When delivers Foundation in the presence of the
other axioms of T (Boolos 1989: 95-96). When, however, is also used by Boolos

Figure 7.8 Graph depicting the set {{}}.
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to derive Powerset. For this reason, we have had to add a new axiom to our theory,
namely Sub.

This states that if a set a is depicted by a tree G, then each of its subsets is
depicted by a subtree of G. What we need to check is that, no matter what a looks
like, any » C a will be depicted by a subtree of G. There are three cases to consider.
If b is the empty set, then it is obviously depicted by a subtree of G, namely the one
consisting solely of G’s root. Similarly, if b is a itself, the subtree of G depicting b
will be G itself. There remains the case where b is a proper subset of a other than
the empty set. We know that, for each member of a, there is an edge from G’s root to
the node representing the member of a in question. And, as in the case of Mem, we
also know that no node of the subtree below the node representing the member of a
in question will be connected to any node of any subtree below nodes representing
any other member of a. Thus, we can obtain the subtree of G depicting b by, as it
were, removing the edges of G connected to nodes representing the members of a
which are not in b (together with the subtrees below the nodes representing these
members).

The last group of axioms consists of the specification axioms, i.e. all instances
of the schema

Spec 3gVy(p(y) — ySg) — xVy(y € x < ¢(y)),

where ¢(y) is any formula of £ containing no free occurrences of x.

Spec says that if all sets y satisfying a certain condition ¢ are depicted by subtrees
of a tree G, they form a set. To see that the axiom holds on the graph conception,
we construct a new tree H as follows. We take a node n, which will be the root of
our tree, and, for each y, we draw an edge from this node to the root of the subtree
of G depicting y. Given the guiding principle of the graph conception that any apg
is a graph in good standing, H is a well-formed graph; but it is easy to see that H
will depict the set of all ys satisfying ¢.

Spec seeks to make sure that any set depicted by a tree exists, and it does so
by requiring that whenever all sets satisfying a certain condition are depicted by
subtrees of a certain tree, they form a set. Thus, the axiom attempts to capture (for
the case of trees) the thought that on the graph conception sets are what is depicted

by an arbitrary graph.

This completes the presentation and discussion of the axioms of T. As antici-
pated, we have the following result: (Except for the case of Powerset, the proof is
adapted from Boolos’s paper.)

Theorem 7.5.1. T implies the Axioms of Unordered Pairs, Union, Powerset and
Separation.
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Proof. By All, for some g and h, zDg and wDh. By Dir, for some i, g < i and
h <i.Thus, zSi and wSi. So we have shown that 3gVy((y = zVy = w) — ySg).
By the relevant instance of Spec, we get, by modus ponens, the Axiom of Unordered
Pairs.

By All, for some g, zDg. Thus, if w € z, by Mem, for some h, h < g and
wDh. If y € w, then, by Mem again, for some i,i < h and yDi. But fromh < g
and i < h, by Tra, we have i < g, and so ySg. Thus, we have established that
Jw(yewAw € z) > ySg.But Gw(y e wAw € z) — ySg) — IxVy(y €
x < Jw(y € wAw € z) is an instance of Spec. By modus ponens, we obtain
Union.

By All, for some g, zDg. By Sub, Vy(y € z — ySg). But Vy(y € z —
ySg) — IxVy(y € x < y C z) is an instance of Spec; so, by modus ponens, we
get Powerset.

By All, for some g, zDg. By Mem, y € z — ySg. A fortiori, y € z Ap(y) —
ySg. ButVy(y € zA@p(y) = ySg) — AxVy(y € x < ¢(y)) is an instance of
Spec; so, by modus ponens, we obtain Separation. O

Thus, insofar as the considerations offered above show that the axioms of T are
true on the graph conception, the axioms of Z;~ which make a conditional existential
assertion are true on this conception too. This concludes our case that the axioms
of Z;” plus AFA and Extensionality are justified on the graph conception. '

But what about the remaining axioms of ZFA, viz. Replacement and Choice? As
we have seen, the question whether these two axioms are justified on the iterative
conception is controversial, and similar issues arise in the current case. Here, we
will limit ourselves to providing reasons for thinking that the graph conception
does just as well (or just as badly) as the iterative conception at justifying these
axioms.

Let us consider the Axiom of Choice first. Recall that the standard argument that
AC is true on the iterative conception says that if each level of the hierarchy contains
all subsets of the previous levels (and not only those defined by the Separation
Axiom), then it will a fortiori contain the choice sets (see Section 2.1).

The complaint Boolos (1971: 28-29; 1989: 96-97) levelled against this argument
is, essentially, that it just assumes that the choice sets are among the subsets of a
given set. For it is true that each level of the hierarchy contains all subsets of sets

19 Baltag (1999: 484-485) has claimed that a conception of set lying behind a non-well-founded set theory must
fail to sanction Separation: once the iterative conception is no longer available, the axiom can only be justified
by placing explicit size restrictions on admissible sets. Our findings suggest otherwise: the graph conception
takes sets to be what is depicted by an arbitrary graph, and hence seems to impose no explicit smallness
condition on sets; but it does validate the Separation Axiom, and indeed many of the ZFC™ axioms.
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occurring at previous levels. And it is also true that all members of members of that
level occur at previous levels. But this only gives us Choice if we assume that the
choice sets for a set a are among the subsets of | a (which is uncontroversially a
set). And to assume this, Boolos claimed, is to assume precisely what is at stake in
discussions over the truth of the Axiom of Choice.

The situation is analogous in the case of the graph conception. For, as the deriva-
tion of the Axiom of Union from T shows, if a is a set, then | Ja is a set too,
and is therefore depicted by a tree G. But, one might argue, all subsets of | Ja are
depicted by a subtree of G, including the choice sets for a. And adding an axiom
to this effect to our theory of trees would immediately deliver Choice. However,
following Boolos, one might complain that this argument begs the question, since,
in effect, it assumes that the choice sets are among the subsets of | J A, which is
exactly what a sceptic about Choice would be sceptical about.

Hence, the standard argument that Choice is true on the iterative conception can
be easily turned into an argument that the axiom is true on the graph conception, and
similarly for Boolos’s objection. Moreover, if there is any reason to think that AC is
true on the iterative conception because this is best understood as a combinatorial
conception, this would also apply to the graph conception, since this conception too
is naturally regarded as a combinatorial conception. The upshot is that there is at
present no reason to think that the graph conception does worse than the iterative
conception with respect to the Axiom of Choice.

Let us now turn to the Axiom of Replacement. The axiom, recall, states that
the image of a set under a first-order specifiable function is also a set. Thus, in
terms of the graph conception, the truth of the axiom demands that each time we
are given a definable function f and a graph depicting a set a, there is a graph
depicting the set whose elements are precisely the f(x)s for x € a. Whether any
principle to the effect that such a graph always exists can be justified on the basis of
the graph conception alone does appear to be doubtful. But even admitting that, it
does not follow that the iterative conception is better off than the graph conception
with respect to the Axiom of Replacement. For it is very controversial whether each
instance of the axiom is justified on the iterative conception unless this is taken to
incorporate the idea that the sef of operation is to be iterated as far as possible (see
Section 3.6), and a similar idea could be incorporated into the graph conception.

However, there is a point in this connection which I think deserves mention.
One central application of the Axiom of Replacement in standard, well-founded
set theory is in the theory of ordinals. In particular, if we define ordinals in the
standard way — that is, as transitive sets well-ordered by membership — we need
Replacement to prove the Mirimanoff-von Neumann result that every well-ordered
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set is isomorphic to an ordinal. The situation is different when the Axiom of Foun-
dation is replaced with AFA (which, if the arguments offered in Section 7.4 are
correct, is justified on the graph conception). For the Mirimanoff-von Neumann
result is a special case of Mostowski’s Collapsing Lemma, whose graph-theoretic
version is simply the statement — first encountered in Section 7.1 — that every well-
founded graph has a unique decoration. But AFA tells us that every graph — and
hence every well-founded graph — has a unique decoration. Thus, in its presence
we can prove the graph-theoretic version of the Collapsing Lemma and develop the

standard theory of ordinals without Replacement.?’

7.6 The No New Isomorphism Types Objection

We now turn to four objections which have been raised against non-well-founded
set theories and purport to provide us with reasons for favouring an iterative set
theory over a non-well-founded set theory.

The first objection is that we should favour an iterative set theory because the
restriction to well-founded sets — although not necessary to avoid inconsistency — is
not a real restriction from the point of view of the mathematician. Let me explain.
Recall that in Chapter 2, I mentioned the fact that the reason why the restriction
to pure sets is not really regarded as a restriction by mathematicians is that it
does not seem to prevent the existence of any new isomorphism type. A similar
explanation can be given concerning the restriction to well-founded sets in the
presence of the axioms of ZFC™: there are no isomorphism types that are realized
in the non-well-founded universe of, say, ZFA that are not already realized in the
well-founded universe of ZFC. So, for instance, although AFA forces the existence
of non-well-founded sets such as O = {U}, the isomorphism type of this set is
already realized in the well-founded universe, albeit not by the membership relation
but by other relations, such as edges.?! What this means is that the structures which
are given to us by ZFA are already available in ZFC and can therefore be studied by
mathematicians without having to resort to different set theories.

This suggests the following reason for restricting attention to well-founded sets:
the restriction, whilst making things technically smoother, does not prevent the
existence of any new isomorphism type. However, as an objection to the adoption

20 These remarks should not be taken as suggesting that no theory of ordinals can be developed in well-founded
set theory unless Replacement is available. For if we replace ZFC’s Axiom of Foundation with axiom (p) and
use the Scott-Tarski definition of an ordinal (see Section 3.2), we can develop the theory of ordinals without
Replacement. See, e.g., Potter 2004: 175-190 for details.

21 The point was first made by McLarty (1993), and has been reiterated and widely used by Maddy (1996; 1997).
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of a non-well-founded set theory of the kind under consideration, this is not very
convincing. For a start, as we pointed out in Section 2.1 for the case of individuals,
the fact that it is technically smoother to restrict attention to well-founded sets
should not lead us to draw too drastic conclusions from it. We certainly do not
want to conclude that there are no sets with individuals simply on the grounds that
it is technically smoother to restrict attention to individuals; similarly, it would be
too quick to conclude that there are no non-well-founded sets on the grounds that
the restriction to well-founded sets is technically convenient.

But even setting this aside, the objection does not work, since it is far from clear
that the restriction to well-founded sets really makes things technically smoother.
On the one hand, it is easy to see that the cumulative hierarchy is an inner model of
the non-well-founded universe of ZFA. Thus, for certain purposes, one can restrict
attention to the sets that appear at some level or another of the cumulative hierarchy
whilst holding on to the idea that the hierarchy does not exhaust all sets. The
point, here, is analogous to one made by Maddy (1997: Ch. 6) in her well-known
discussion of the Axiom of Constructibility. A well-known result of Scott (1961)
establishes that the existence of a measurable cardinal implies the existence of non-
constructible sets. Nonetheless, Maddy argues, someone who accepts the existence
of measurable cardinals can, for certain purposes, restrict attention to inner models
in which V=L holds.

On the other hand, the fact that in a non-well-founded set theory certain struc-
tures are realized by the membership relation might make things easier in certain
applications (as in, for instance, Barwise and Etchemendy 1987; Barwise and Moss
1996). Hence, we can conclude that ‘this objection to the adoption of AFA as an
axiom only makes sense if one is already committed to the axiom of Foundation’
(Antonelli 1999: 158).

7.7 The No Intuitive Model Objection

The second objection — raised by, e.g., Maddy (1997) and closely related to
the worry that there is no conception of set lying behind a non-well-founded
set theory — is that there is no intuitive conception of the AFA universe. On the
other hand, the concern continues, we have such a conception of the ZFC universe
in the cumulative hierarchy, which is therefore a reason for preferring an iterative
set theory over a non-well-founded one.

The problem with the objection is that there is a hierarchical construction of the
AFA universe, which provides us with a picture of what this universe looks like. The
construction proceeds in a very similar fashion to the more familiar hierarchical
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construction which gives rise to the cumulative hierarchy. As in the case of the
iterative conception, but restricting attention to pure sets, at the beginning we have
the empty set. At any finite stage, we form all possible collections of items formed
at earlier stages and all collections depicted by apgs whose nodes are taken from the
apgs depicting all possible collections of items formed at earlier stages.?> After the
finite stages come the infinite ones, corresponding to the ordinals w, w + 1, w + 2,
w + w, etc. At limit stages, we form all arbitrary collections of items formed at
earlier stages. The result is, similarly to the case of the iterative conception, a picture
of the set-theoretic universe as a cumulative hierarchy divided into levels. The
picture can be captured by the following characterization. Let « be an ordinal. Then,
the levels of what we may call the graph-theoretic hierarchy, G, are organized as

follows:
Go=10;
GO(+1 - C(Ga);
G, = U G, if A is a limit ordinal,
a<A

where C is the operation which, given a set a, produces the set of all subsets of a
and all sets depicted by apgs whose nodes are taken from apgs depicting subsets
of a.??

This characterization of the set-theoretic universe is implicit in Aczel’s proof
that, if ZFC is consistent, then so is ZFA (see Aczel 1988: 33-37). For Aczel’s
result, in effect, tells us that, given a model of ZFC,, we can construct a model of
ZFA,, the second-order version of ZFA.>* This theory, then, can be shown to be
quasi-categorical in the same way as ZFC,: just as the parts of two models of ZFC,
containing sets of less than or equal to a given rank are isomorphic, the parts of
two models of ZFA, containing sets whose transitive closure is less than or equal to
some given cardinality are isomorphic too. This means that we have a hierarchical
construction of the non-well-founded universe of ZFA, which determines a natural
ordering on the universe of sets, based on their complexity, as measured in terms of
cardinality of their transitive closure.

It should be stressed that the iterative construction just described is not meant
to provide us with a conception of what sets are on the graph conception — they

22 This is essentially the construction described in Forster 2008: 108.

23 For a related construction, see Holmes 2009.

24 What Aczel’s original result shows is that, given a full model of ZFC, we can construct a full model of ZFA
which is unique up to isomorphism — where a model is said to be full if all its subsets occur as sets of children
of some unique node. What this means, roughly, is that a full model of ZFC will be a model of ZFC,.
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U

Figure 7.9 Graph depicting one of the sets occurring at level G.

are the things depicted by graphs, as the graph conception maintains. What the
iterative construction is intended to provide us with, to stress, is a picture of what
the set-theoretic universe looks like on the graph conception. The importance of
this fact becomes clear once we consider what happens, in the construction of the
graph-theoretic hierarchy, when we move from a level to its successor.

Consider, for instance, level 0. Here, as in the hierarchy of well-founded sets, we
have the empty set. To reach the next level, recall, we have to form all possible col-
lections of items formed at earlier stages and all collections depicted by apgs whose
nodes are taken from the apgs depicting the collections just formed. This means
that level 1 will include the set depicted by the graph in Figure 7.9, that is the set
O = {U}. This brings to light one fact that it is easy to overlook when considering
the construction which gives rise to the graph-theoretic hierarchy, namely that the
connection between the sets occurring at one level of it and the sets occurring at the
next level must be explicated in terms of the graphs these sets are depicted by, and
cannot be explained by mentioning only their members. For consider the set O. The
membership constituency of this set has no connection whatsoever with the empty
set: this set has O as a member, which in turn has U as a member, which, again, has
O as a member, and so on. The connection between this set and the empty set is
rather explained by the fact that the graph which depicts it is obtained by drawing
a loop starting from the one-node graph which depicts precisely the empty set.

As a result, it is unlikely that the construction can be described in a rough, but
informative way by using a primitive of which we have an independent grasp as
in the case of the iterative conception. Let me explain. In the case of the iterative
conception, the operation of going from one level of the cumulative hierarchy of
well-founded sets to its successor is given by the powerset operation, which is
a formal rendering of the notion of set of. This means that we can describe the
iterative conception by saying (for the case of pure sets) that the sets are the empty
set and the set containing the empty set, sets of those, sets of those, and so on, and
then there is an infinite set, and sets of its elements, sets of those, sets of those, and
so on. But can we convey the iteration of graph conception in a similar way? The
fact that there is no connection in terms of membership constituency between a level
and its successor in the graph-theoretic hierarchy means that the rough description
has to proceed by mentioning relevant features of the graphs concerned.
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Two possibilities suggest themselves. One possibility would be to say (again for
the case of pure sets) that the sets are the set depicted by the one-node graph, and
then sets depicted by graphs of that set, and then sets depicted by graphs of those,
and so on. The problem with this characterization is that it is far from clear that
we have a grasp of the graph of operation. What we have a grasp of, perhaps, is the
notion of all the apgs which can be formed given certain nodes. This brings us to the
second possibility, which consists in saying that the sets are the empty set, the set
containing the empty set plus all the sets which are depicted by graphs constructed
using nodes which depict this new set, sets of those plus all the sets which are
depicted by graphs constructed using nodes which depict these new sets, and so
on, and then there is an infinite set, and sets of its elements plus all the sets which
are depicted by graphs constructed using nodes which depict these new sets, and so
on. But it seems unlikely that a conception of sets as what is obtained by iterating
the operation set of, plus all sets which are depicted by graphs constructed using
these nodes would be deemed to be natural. But, and this is the crucial point,
the hierarchical construction of the AFA universe described in this section is only
intended to provide us with a picture of this universe, not with a conception of what
sets are. The latter task is performed by the graph conception of set itself, which
tells us that sets are what is depicted by an arbitrary graph.

7.8 The No Place for Urelemente Objection

In this chapter, we have restricted attention to pure non-well-founded set theory, in
keeping with the policy adopted throughout the book. Still, if non-well-founded set
theory is to serve in applications, it should be possible to formulate it in such a way
that Urelemente are countenanced, and, importantly, we should be able to justify
the resulting theory in a similar way as we did in the case of its pure counterpart.
The third objection to non-well-founded set theory is that this cannot be done.
Now recall that a decoration of a graph is an assignment of elements of the
set-theoretic universe to each node of the graph such that the elements of the set
assigned to the node are the sets assigned to the children of the node. This def-
inition has the consequence that a childness node must be assigned the empty
set and, therefore, that graphs can only depict pure sets. As mentioned, however,
our restriction to pure sets has only been a matter of convenience, and one can
obtain impure versions of non-well-founded set theory using techniques developed
in Barwise and Etchemendy 1987: 39—40 and Barwise and Moss 1996: 125-130.
Barwise and Etchemendy’s strategy, in particular, fits very well with the graph
conception of set. On this strategy, we modify the notion of a decoration so that
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graphs can depict impure sets: as before, we regard childless nodes as representing
entities which do not have members; but these entities can now include objects
other than the empty set. Formally, one considers tagged graphs, that is graphs
whose childless nodes have been assigned either the empty set or an individual by
a tagging. A decoration of a tagged graph will then assign to the childless nodes
what is assigned to them by the tagging and to each other node n elements of the
set-theoretic universe such that the elements of the set assigned to n are the sets or
individuals assigned to the children of n.

Thus, even if we countenance impure sets, we can take sets to be the things
depicted by graphs, as the graph conception maintains. Admittedly, however, the
resulting version of the graph conception is less natural than the original version.
For we are now taking sets to be what is depicted by tagged graphs, and so what
set is being depicted is determined not only by the graph-theoretic structure of the
graph (i.e. its nodes and edges) but also by the tagging of its childless nodes.

To appreciate this point further, recall the possible motivation for the graph
conception we gave in Section 7.3. According to that motivation, we are led to
taking sets to be things depicted by graphs by thinking of sets as simply objects
having membership structure. But this is precisely what we are no longer doing
when we take what a graph depicts to be partly determined by its tagging. For in
that case, we are taking what a set is to be determined by the Urelemente it has as
well as its membership structure.

Thus, it seems that whilst the graph conception can be modified so as to encom-
pass sets with Urelemente, it seems a more natural conception when our focus is on
pure sets.

7.9 The No Autonomy Objection

The fourth objection is that a non-well-founded set theory cannot aspire to be a
foundation for the whole of mathematics because it lacks the required autonomy.
The issue of autonomous foundations has been discussed in connection with
the issue of whether category theory or homotopy type theory can serve as
a foundation for mathematics which is suitably autonomous from set-theoretic
foundations (for the case of category theory, see Feferman 1977; 2012, for the case
of homotopy type theory, see Ladyman and Presnell 2018). To determine whether
non-well-founded set theory can be regarded as adequately autonomous, it will be
helpful to follow Linnebo and Pettigrew (2011) in distinguishing between three
respects in which a proposed foundation of mathematics can be autonomous,
namely logical, conceptual and justificatory. In particular, let T; and T, be
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theories. Then Linnebo and Pettigrew characterize the three kinds of autonomy as
follows:

« T4 has logical autonomy with respect to T if it is possible to formulate T4
without appealing to notions that belong to T».

o T4 has conceptual autonomy with respect to T if it is possible to understand
T4 without first understanding notions that belong to T».

« T4 has justificatory autonomy with respect to T» if it is possible to motivate
and justify the claims of T1 without appealing to To, or to justifications that
belong to To.

At first sight, these characterizations look implausible. For instance, according to
the letter of the characterization of logical autonomy, it would seem to follow
that no theory formulated in L. is logically autonomous from any other theory
formulated in that language. However, as Linnebo and Pettigrew’s subsequent dis-
cussion makes clear, the characterization should be understood so that the logical
autonomy of Tq with respect to T, is only compromised if one must appeal to
notions belonging specifically to To in order to formulate T. Similar considerations
apply to the other characterizations of autonomy.

Now non-well-founded set theories do have logical autonomy with respect to set
theories based on the iterative conception such as Z*. For it is true that non-well-
founded set theories are formulated in the language of L., and membership is a
notion that belongs to well-founded set theories. But membership is not a notion
that belongs specifically to well-founded set theory: non-well-founded set theory, if
it is to provide an alternative foundation for mathematics at all, has an equal claim
to membership.

Similarly, non-well-founded set theories are conceptually autonomous with
respect to well-founded set theories. One does not need to understand notions
belonging specifically to well-founded set theory in order to understand non-well-
founded set theory.

But does non-well-founded set theory enjoy justificatory autonomy? As we have
argued in this chapter, non-well-founded set theory is best seen as being justified
on the basis of the graph conception of set, which sanctions most of the axioms of
ZFA. We already stressed in Section 7.3 that if the graph conception is not to rest
on a prior notion of set, thereby compromising its ability to serve as a foundation
for set theory, it must be understood as talking about graphs not as set-theoretic
constructions, but as entities that we can understand in more basic, primitive terms,
without the mediation of set theory. This ensures that non-well-founded set theory is
justificatory autonomous from set theories based on the iterative conception of set.



216 The Graph Conception

On the other hand, it also means that, ultimately, non-well-founded set theory must
be justified by appealing to considerations that come from the theory of graphs.
Thus, in this sense, non-well-founded set theory is not justificatory autonomous
from graph theory.

But why should a foundation be required to have justificatory autonomy? Lin-
nebo and Pettigrew, as well as subsequent discussions (e.g., Ernst 2017), do not go
into detail here, but I think the criterion can be motivated by considering the view
that a foundation of mathematics should provide the ultimate arbiter for questions
of truth and existence in mathematics (see Maddy 1997; 2007; 2011). According
to this view, one purpose of foundations is that should a dispute arise about the
existence of a certain mathematical object, it should be possible to solve the dispute
by establishing whether the object exists in the set-theoretic arena. But if the answer
to the question of whether such an object exists in the set-theoretic arena depends,
in turn, on the answer to questions from some other mathematical area, then set
theory will not be the ultimate arbiter of truth and existence in mathematics.

To make things more concrete and apply the discussion to the case at hand,
consider the case of two group theorists having a dispute as to whether a certain
group exists. According to the view of a foundation as ultimate arbiter of truth and
existence, it should be possible to settle their dispute by looking at whether the
relevant group can be found in the set-theoretic arena. However, whether the latter
is the case will, in turn, depend on whether we believe certain principles about
graphs to hold in the first place, which we can then use to justify the axioms of
non-well-founded set theory. Thus, it seems that set theory would have to forfeit its
role as an ultimate arbiter of truth and existence.

Even worse, if we consider a dispute between two graph theorists about the
existence of a certain graph, set theory’s foundation role would require that it
should be possible to settle the dispute by determining whether (a proxy for) the
graph exists in the set-theoretic arena. But whether this is the case might depend on
principles of graph existence about which the graph theorists might disagree in the
first place. To put the point in a different way, if a foundational theory is to be an
ultimate arbiter over questions of truth and existence in mathematics, it should be a
suitably neutral arbiter. But if questions of truth and existence in set theory depend,
in turn, on questions of truth and existence in graph theory, set theory will not be
able to act as a neutral arbiter over questions of truth and existence in graph theory.

7.10 Conclusion

It is natural to make use of graphs to depict sets. And, once we do that, it is very
natural to take sets to be what is depicted by graphs. Thus, the graph conception
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naturally emerges as a candidate to be the conception of set embodied by a set
theory centred around the idea of a set being depicted by a graph. In fact, the graph
conception turns out to be a rather successful candidate. For, I have argued, if sets
are what is depicted by an arbitrary graph, then most of the axioms of ZFA are
justified.

The graph conception, moreover, appears to be consistent, and the theory behind
which it lies is consistent just in case ZFC is. Hence, the graph conception refutes
Boolos’s (1989: 90) claim that the iterative conception is, ‘the only natural and
(apparently) consistent conception of set we have’.

It does not follow, of course, that the axioms of non-well-founded set theories are
justified rout court. We investigated this issue by considering four objections to the
graph conception and non-well-founded set theory. The standard objection against
non-well-founded set theories that they do not introduce new isomorphism types
just assumes the Axiom of Foundation as a starting point. Moreover, non-well-
founded set theory does have an intuitive model in the graph-theoretic hierarchy.
However, the graph conception appears to be less natural once we consider it a
conception of impure as well as pure sets. More importantly, non-well-founded set
theory fails to provide a foundation for mathematics autonomous from graph theory.
I conclude that, if set theory is to provide a foundation for mathematics in the sense
articulated by Maddy and endorsed by many a set theorist, the iterative conception
fares better than the graph conception.
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Concluding Remarks

We have encountered a number of conceptions of set, each with its own peculiari-
ties. It might therefore be useful to summarize their commonalities and differences.

An important theme has been the diagnosis of the paradoxes as emerging from
the fact that, on the naive conception, we have both indefinite extensibility and
universality of the set concept. The iterative conception, the limitation of size con-
ception, and the graph conception reject universality. The stratified conception, by
contrast, rejects indefinite extensibility. The spirit of the definite conception is to
reject universality, like the limitation of size conception, but its status here needs
further investigation.

Another distinction which has featured prominently in the book is that between
logical and combinatorial conceptions of collection. The iterative conception and
the graph conception are rather naturally thought of as combinatorial conceptions,
whereas the limitation of size conception, the definite conception and the stratified
conception are best seen as logical conceptions of set. The naive conception is the
paradigmatic example of a logical conception, although we saw that the appeal of
the Naive Comprehension Schema — the distinguishing mark of the conception —
may be due to the conflation between the combinatorial conception of iterative set
and the logical conception of objectified property.

Finally, we have well-foundedness, a feature of iterative sets which the sets as
described by any of the other conceptions need not have. Table 8.1 summarizes
these findings.

This book can be read as an extended argument for the iterative conception of
set and hence for any axioms which are justified on this conception. The ques-
tion of what axioms those are deserves further exploration. Consider, for instance,
large large cardinal axioms (see fn. 30). Are these axioms justified on the iterative
conception of set? And what about axioms that purport to capture the idea that
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the hierarchy is as wide as possible, such as forcing axioms or the Inner Model
Hypothesis (see Incurvati 2017)? The method of inference to the best conception
promises to help answer these questions too. In particular, various ways of sharp-
ening further the iterative conception seem available — for instance, as embodying
some maximality assumption concerning the height or width of the hierarchy —
and the method of inference to the best conception tells us that, ultimately, the
conception to be preferred will be that which fares better than its rivals with respect
to the desiderata we have been discussing.

This book is compatible with a moderate form of pluralism about conceptions
of set, according to which, depending on the goals one has, different conceptions
of set might be preferable. The book is also compatible with a pluralism about
collections: a theory of objectified properties or extensions, for instance, might be
better served by NF, and we have seen that such a theory might co-exist with ZFC.
Indeed, this allows one to provide an appealing explanation of how the set-theoretic
paradoxes arise.

Nonetheless, when it comes to the concept of set, and if set theory is to be a
foundation for mathematics, then the iterative conception fares better than its cur-
rently available rivals. This vindicates the centrality of the iterative conception, and
the systems it appears to sanction, in set theory and the philosophy of mathematics.
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Table 8.1 Features of conceptions of set

w Indefinite Extensibility ~ Universality =~ Well-Foundedness Logical Combinatorial
Conception

Naive v
Iterative v
Limitation of Size v
Definite ?
Stratified

Graph v

v

v

v

v
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