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10.1 Introduction

Statistics do afine job of enumerating what has already occurred. Industry’s most urgent needs are to
estimate what will happen in the future. Will the product be profitable? How often will defects occur?
Thejob of statisticsisto help estimate the future based on the past.

When designing any part or system, it is necessary to estimate and account for the variation that is
likely to occur in the parts, materials, and product features. Statistics can hel p estimate or model the most
likely outcome, and how much variation there is likely to be in that outcome. From these models, esti-
mates of manufacturability and product performance can be made long before production. Knowledge
of the probabilities of defects prior to production is important to the financial success of the product.
Changes to the design or manufacturing processes that are completed prior to production are far less
costly than changes made during production or changes made after the product isfielded. Statistics can
help estimate these probahilities.
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10.2 Shape, Locations, and Spread

Historical data or data from a designed experiment when displayed in a histogram will:

* Haveashape

* Have alocation relative to some important values such as the average or a specification limit
* Haveaspread of values across arange.

For example, Fig. 10-1 contains full indicator movement (FIM) runout values of 1,000 steel shafts,
measured in thousandths of an inch (mils). Ideally, these 1,000 shafts would all be the same, but the
histogram begins to reveal some information about these shafts and the processes that made them. The
thousand data points are displayed in ahistogramin Fig. 10-1. A histogram displays the frequency (how
often) arange of valuesis present. The histogram has a shape, its location is concentrated between the
values 0.000 and 0.005, and is spread out between the values 0 and 0.030. The range that occurs most
often is 0.000 to 0.002, but there are many shafts that are larger than this. Statistics can help quantify the
histogram. With knowledge of the type of distribution (shape), the mean of the sample (location), and
the standard deviation of the sample (spread), one can estimate the chance that a shaft will exceed a
certain value like a specification. We will come back to this example later.
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10.3 Some Important Distributions

Datathat is measured on a continuous scale like inches, ohms, pounds, volts, etc. is referred to as vari-
ables data. Data that is classified by pass or fail, heads or tails, is called attributes data. Variables data
may be more expensive to gather than attributes data, but is much more powerful in its ability to make
estimates about the future.

10.3.1 The Normal Distribution

The normal distribution is a mathematical model. All mathematical models arewrong, in that thereis
always some error. Some models are useful. Thisis one of them.

Karl Frederick Gauss described this distribution in the eighteenth century. Gauss found that repeated
measurements of the same astronomical quantity produced a pattern like the curve in Fig. 10-2. This
pattern has since been found to occur amost everywhere in life. Heights, weights, 1Qs, shoe sizes,
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various standardized test scores, economic indicators, and a host of measurementsin service and manu-
facturing are all examples of where the normal distribution applies. (Reference 4) A normal distribution:
* Hasone central value (the average).

* |Issymmetrical about the average.

* Tails off asymptotically in each direction.

-65-55-4s5 -3s -2s -1s 0 1s 2s 3s 4s 5s 6s
Figure 10-2 Thenormal distribution
2
The normal distribution is defined by: f(x) -1 o @Wlx-mys]

S'\/E

Themean(mis. m= -zt

The standard deviation (s) is: S

where
N isthe size of the population
x; isvalue of theith component in the population

It is important to note that the definitions for the mean (1) and the standard deviation (s) are not
dependent on the distribution f(x). We will see other functionslater, but the definitions for the mean and
the standard deviation are the same.

Data that appear to be normally distributed occur often in science and engineering. In my many
years of practice and study, | have never seen aperfectly normal distribution. Toillustrate, the following
histograms (Figs. 10-3 to 10-6) were generated by picking random numbers from a true normal distribu-
tion with amean of 10 and a standard deviation of 1.

Five samples from a true normal distribution yield a histogram with very little information
(Fig. 10-3). The curve isanormal distribution with an average and a standard deviation calculated from
the five samples. It is used to compare the data with a normal curve produced from that data.
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Figure 10-3 Histogram of normal, n=>5,
Normal, n=5 withnormal curve

When 50 samples are taken from anormal distribution we see the following histogram and a normal
curve generated from the 50 samples (Fig. 10-4). Here we begin to see a central tendency between 10.0
and 10.5 and a gradual decline in frequency as we move away from the center.

15—

Frequency
I
\\

=1 ——

T T T T T T T T T T
8.0 8.5 9.0 9.5 100 105 110 115 12.0 125

Figure 10-4 Histogram of normal, n=50,

Normal, n=50 withnormal curve

The histogram for 500 samples (Fig. 10-5) was taken from a truly normal distribution. Even with
500 samples the histogram does not quite fit the normal model. In this example, the mode (highest peak)
is around 9.75.

The histogram for 5000 samples (Fig. 10-6) taken from a normal distribution is still not a perfect fit.
Be aware of thisbehavior when you examine dataand distributions. There are statistical testsfor judging
whether or not a distribution could be from a normal distribution. In these examples, al of the histo-
grams passed the Anderson-Darling test for normality. (Reference 1)

How do | calculate the percent of the population that will be beyond a certain value?
The mathematical answer is to integrate the function f(x). The practical answer isto use a Z table

found in statistics books (see Appendix at the end of this chapter), or a statistical software package like
Minitab 12. (Reference 6) Statisticians long ago prepared a table called a Z table to make this easier.
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Figure 10-6 Histogram of normal, n=5000, with normal curve

There are different types of Z tables. The Appendix shows aZ tablefor theunilateral tail areaunder anormal
curve beyond agivenZvalue. To usethetable, we need aZ vaue. Zisa statistic that is defined as:
Z= (x-m/s, where:
x is avalue we are interested in, a specification limit, for example
mis the mean (average)
s isthe standard deviation
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Continuing with Fig. 10-7 as an example, suppose we are interested in knowing the probability of x
being greater than 2.5s. (Remember that s is a value that has a unit of measure like inches.) Using the
Z table in the Appendix for Z = 2.5, we find the value 0.00621, which is the probability that x will be
greater than 2.5s.

Z Statistic

X- m m X

-6s -5 -4s -3s -2s -1s O s 2s 3 4s 5s 6s
Figure 10-7 Z Statistic

What if the histogram does not |ook like a normal distribution?

There are many continuous distributions that occur in science and engineering that are not normal.
Some of the most common continuous distributions are:
1. Beta

Cauchy
Exponential
Gamma
Laplace
Logistic
Lognormal
Weibull

© N Ok WD

We will look at the lognormal briefly here for illustration, although | think it is best to refer to texts
on statistics and reliability for more detail. (References 3 and 4)

10.3.2 Lognormal Distribution

Recall the above example of the FIM of the shafts. (Fig. 10-1) Certainly thisis not normally distributed.
Fig. 10-8 isatest for normality. The plot points do not follow the expected line for a normal distribution
and the p value is 0.000. The chance that this data came from a normal distribution is almost zero.

This has the shape of a lognormal distribution, which occurs often in mechanical and electrical
measurements. The measurements tend to stack up near zero because that is the natural limit. For ex-
ample, shafts cannot be better than zero FIM and electrical resistance cannot be less than zero.
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Figure 10-8 Normality test FIM

There are two ways to handle the lognormal distribution. Oneisto transform the value of the x’ s by
using the relationship:

y=In(x),
And plot a new histogram (Fig. 10-9).
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measurements
y=In(x)

This new histogram looks like a good approximation to a normal curve. It passes the Anderson-
Darling test for normality (Fig. 10-10), and we can now apply the usual statistics to this transformed set
of data.

The second way to work with lognormal distributions is to perform the calculations directly on the
lognormal data using astatistical software package like Minitab 12. This software can calculate and plot
all the relevant statistics from most distributions.

In either case, we can determine the probability of exceeding a value like a specification limit.

The probabilities are additive for each dimension or feature of apart or system. This additive prop-
erty allows a design team to estimate the probability of a defect at any level in the system.
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10.3.3 Poisson Distribution

Discrete datathat is classified by passor fail, heads or tails, is called attributes data. Attributes data can
be distributed according to:

¢ A uniform distribution of probability

* The hypergeometric distribution

* The binomial distribution or

* ThePoisson distribution
Figure 10-11 shows an example of attributes data.

—

_/

No Defect Defect
# defects found 1
DPU = — = =.005
# units inspected 200

Figure 10-11 Attributesdata

The Poisson can be applied to many randomly occurring phenomena over time or space. Consider
the following scenarios:
* The number of disk drive failures per month for a particular type of disk drive
* The number of dental cavities per 12-year-old child
* The number of particles per square centimeter on a silicon wafer
* The number of calls arriving at an emergency dispatch station per hour
* The number of defects occurring in aday’s production of radar units
* The number of chocolate chips per cookie
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The Poisson can model each of these scenarios. The Poisson random variable is characterized by
the form “the number of occurrences per unit interval,” where an occurrence could be a defect, a
mechanical or electrical failure, an arrival, a departure, or a chocolate chip. The unit could be a unit of
time, or a unit of space, or a physical unit like a radar or a cookie, or a person.

The probability distribution function for the Poisson is: P(X =x) = (l Xe" )/ ¥

where
P isthe probahility that a single unit has x occurrences
| isapositive constant representing “the average number of occurrences per unit interval”
X is anonnegative integer and is the specified number of occurrences per unit interval
e is the number whose natural logarithm is 1, and is equal to approximately 2.71828.

For example, suppose we had the following information about a product:
* 1,000 units were inspected and 519 defects were observed.

We want to:
¢ calculate the number of defects per unit (DPU), and

* estimate the number of units that have exactly three defects (X=3).
The overal rate (1) that defects occur is. 519/1000 = 0.519 defects per unit (DPU). For X = 3
defects (exactly 3 defects on a unit), the probability is:

P(X =3)=[('*)(e"' )] /3
| =519/ 1000=0.519
P(X =3)=0.01387

The probability that a unit has exactly 3 defectsis 0.01387. So, for 1,000 units we would expect 14
units to have exactly 3 defects each. Table 10-1 enumerates the distribution of the 519 defects.

Table 10-1 Distribution of defects

X (number of defects) P(X) | Number of Units| Defects

0 0.5951 595 0
1 0.3088 309 309
2 0.0802 80 160
3 0.0139 14 42
4 0.0018 2

5 0.0002 0

6 0.0000 0 0
7 0.0000 0 0
Total 1.0000 1,000 519
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The distribution appears graphicaly in Fig. 10-12.
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How do | estimate yield from DPU?

To produce a unit of product with zero defects, we need to know the probability of zero defects.
Recalling the Poisson equation above,

P(X =x)=(1"e" )/ x
Substituting DPU for |, and solving for x = 0, we have P(O)=¢ D

Toyield good product, there must be no defects. Therefore, thefirst timeyieldis: FTY = ePPV, First
timeyield is afunction of how many defects there are. Zero DPU means that FTY=100%. This agrees
with our intuition that if there are no defects, the yield must be 100%.

PU

How do | estimate parts per million (PPM) fromyield?

PPM is a measure of the estimated number of defects that are expected from a process if a million
units were made. Parts per million defective is. PPM = (1-FTY)(1,000,000).

10.4  Measures of Quality and Capability
10.4.1 Process Capability Index

Historically, process capability has been defined by industry as + or - 3 (Fig. 10-13). For any one
feature or process output, plus or minus 3 sigma gives good results 99.73% of the time with a normal
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distribution. This is certainly adequate, especially when dealing with afew features. From this concept
came the Process Capability Index (Cp), defined in Fig. 10-14.

_ Spec Width _ USL-LSL

B Mfg Capability B +3s

“ Concurrent Engineering Index”
Design / Manufacturing

Figure 10-14 Capability index

The automotive industry, with leadership from Ford Motor Company, set the design standard of
Cp=1.33 in the early 1980s, which corresponds to a process capability of +4 sigma (Fig. 10-15). This
standard has been upgraded since that time, but it isimportant to note that the product designers had a
standard to meet, and that implied knowing the capability of the process.

LSL

USL

—I3S -2s -1s 0 1s 2s 3|s 4|s 5s 6s
®| Process Capability ‘-I
® Spec Limits -

Figure 10-15 Capability index at + 4 sigma
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The Cp index can be thought of as the concurrent engineering index. The design engineers have
responsibility for the specifications (the numerator), and the process engineers have responsibility for
the capability (the denominator). Today’s integrated product teams should know the Cp index for each
critical-to-quality characteristic.

10.4.2 Process Capability Index Relative to Process Centering (Cpk)

The Cp index has a shortcoming. It does not account for shifts and drifts that occur during the long-term
course of manufacturing. Another index is needed to account for shiftsin the centering. See Fig. 10-16.

With Six Sigma, the process mean can shift 1.5 standard deviations (see Chapter 1) even when the
processis monitored using modern statistical process control (SPC). Certainly, oncethe shift isdetected,
corrective action istaken, but the ability to detect a shift in the process on the next sampleissmall. (It can
be shown that for the common x-bar and range chart method with sample size of 5, the probability of
detecting a 1.5 sigma shift on the next sample is about 0.50.)

Shifted Mean
1.5s

—

i i i i f i i i f f | T
-6s -bs -4s -3s -2s -1s 0 1s 25 3s 4s b5s 6s

® ‘ Typical Spec Width

Figure 10-16 Thereality

Another index is heeded to indicate process centering. Cpk isthe process capability index adjusted
for centering. It is defined as:

Cpk = Cp(1-k)
where k isthe ratio of the amount the center has moved off target divided by the amount from the
center to the nearest specification limit. See Fig. 10-17.

If the design target is £6 sigma, then Cp = 2, and Cpk = 1.5. If every critical-to-quality (CTQ)
characteristicisat £6 sigma, then the probability of all the CTQsbeing good simultaneously isvery high.
There would be only 3.4 defects for every 1 million CTQs. See Figs. 10-17 and 10-18.
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Distribution Shifted 1.5
CTQs +3s +4s +5s *+ 6s
1 93.32% 99.379% 99.9767% 99.99966%
10 50.08 93.96 99.768 99.9966
30 12.57 82.95 99.30 99.99
50 - 73.24 98.84 99.98
100 - 53.64 97.70 99.966
150 - 39.28 96.57 99.948
200 - 28.77 95.45 99.931
300 - 15.43 93.26 99.897
400 - 8.28 91.11 99.862
500 - 4.44 89.02 99.828
800 - 00.69 83.02 99.724
1200 - 00.06 75.63 99.587

Figure 10-18 Yieldsthrough multiple CTQs
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10.5 Summary

“We should design products in light of that variation which we know is inevitable rather than in the
darkness of chance.” —Mikel J. Harry

Estimating the variation that will occur in the parts, materials, processes, and product featuresisthe
responsibility of the design team. Estimates of product performance and manufacturability can be made
long before production. Statistics can help estimate the most likely outcome, and how much variation
thereislikely to bein that outcome. Changes made early in the design process are easier and less costly
than changes made after production has started. Six Sigma design is the application of statistical tech-
niquesto analyze and optimize the inherent system design margins. The objectiveisadesign that can be
built error free.
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