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Preface

The Dictionary of Material Science and High Energy Physics (DMSHEP) is one of the three
major volumes being published by CRC Press, the other two being Dictionary of Pure and Applied
Physics and Dictionary of Geophysics, Astrophysics, and Astronomy. Each of these three dictionaries
is entirely self-contained.

The aim of the DMSHEP is to provide students, researchers, academics, and professionals in
general with definitions in a very clear and concise form. A maximum amount of information is
available in this volume that is still of reasonable size. The presentation is such that readers will
not have any difficulty finding any term they are looking for. Each definition is given in detail and
is as informative as possible, supported by suitable equations, formulae, and diagrams whenever
necessary.

The fields covered in the DMSHEP are condensed matter, fluid dynamics, material science, nuclear
physics, quantum mechanics, quantum optics, plasma physics, and thermodynamics. Terms have
been chosen from textbooks, professional books, scientific and technical journals, etc. The authors
are scientists at research institutes and university professors from around the world.

Like most other branches of science, the field of physics has grown rapidly over the last decade.
As such, many of the terms used in older books have become rather obsolete. On the other hand,
new terms have appeared in scientific and technical literature. Care has been taken to ensure that
old terms are not included in the DMSHEP, and new terminologies are not missed. Some of the
terms are related to other fields, e.g., engineering (mostly electrical and mechanical), mathematics,
chemistry, and biology.

Readership includes physicists and engineers in most fields, teachers and students in physics
and engineering at university, college, and high school levels, technical writers, and, in general,
professional people.

The uniqueness of the DMSHEP lies in the fact that it is an extremely useful source of infor-
mation in the form of meanings of scientific terms presented in a very clear language and written
by authoritative persons in the fields. It would be of great aid to students in understanding text-
books, help academics and researchers fully appreciate research papers in professional scientific
journals, provide authors in the field with assistance in clarifying their writings, and, in general,
benefit enhancement of literacy in physics by presenting scientists and engineers with meaningful
and workable definitions.

Dipak Basu

© 2001 by CRC Press LLC 
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A
Abelian group Property of a group of el-
ements associated with a binary operation. In
an Abelian group, the group elements commute
under the binary operation. If a and b are any
two group elements and if the (+) sign denotes
the binary operation, then, for an Abelian group,
a + b = b + a.

absolute plasma instabilities A class of
plasma instabilities with amplitudes growing
with time at a fixed point in the plasma medium.
Compare with convective instabilities.

absolute temperature (T ) Scale of temper-
ature defined by the relationship 1/T = (∂S/

∂U)V,N ; S denotes entropy, U the internal en-
ergy, and V the volume of an isolated system
of N particles. The absolute temperature scale
is same as the Kelvin scale of temperature if
S = kB ln�, where � is the number of mi-
crostates of the system and kB is the Boltzmann
constant.

absolute viscosity Measure of a fluid’s resis-
tance to motion whose constant is given by the
relation between the shear stress, τ , and velocity
gradient, du/dy, of a flow such that

τ ∝ du

dy
.

The constant of proportionality is the absolute
viscosity. For Newtonian fluids, the relation is
linear and takes the form

τ = µdu
dy

where µ, also known as dynamic viscosity, is a
strong function of the temperature of the fluid.
For gases, µ increases with increasing temper-
ature; for liquids, µ decreases with increasing
temperature. For non-Newtonian fluids, the re-
lation is not linear and apparent viscosity is used.

absolute zero (0K) The lowest temperature
on the Kelvin or absolute scale.

absorption A process in which a gas is con-
sumed by a liquid or solid, or in which a liquid is
taken in by a solid. In absorption, the substance
absorbed goes into the bulk of the material. The
absorption of gases in solids is sometimes called
sorption.

absorption band (F) If alkali halides are
heated in the alkali vapor and cooled to room
temperature, there will be a Farbe center defect.
F-center is a halide vacancy with its bound elec-
tron. The excitation from ground state to the first
excited state in F-center leads to an observable
absorption band, which is called F-absorption
band. Because there is an uncoupled electron in
F-center, it has paramagnetism.

absorption band (V) If alkali halides are
heated in the halide vapor and cooled to room
temperature, there will be a V-center defect in it.
V-center is an alkali vacancy with its bound hole.
The excitation from ground state to the first ex-
cited state in V-center causes a V-absorption
band, which lies in the edge of ultra-vision light.

absorption coefficient A measure of the
probability that an atom will undergo a state-
transition in the presence of electromagnetic ra-
diation. In modern atomic theory, an atom can
make a transition to a quantum state of higher
energy by absorbing quanta of photons. The en-
ergy defect of the transition is matched by the
energy posited in the photons.

absorption of photons The loss of light as
it passes through material, due to its conversion
to other energy forms (typically heat). Light
incident on an atom can induce an upward tran-
sition of the atom’s state from an energy ε0 to
an energy εn = ε0 + h̄ω = ε0 + h̄ck, where
ω = (εn − ε0)/h̄ is the angular frequency of
the light, and k = 2π/λ its propagation num-
ber. This is interpreted as the absorption of an
individual photon of energy h̄ω = εn−ε0 by the
positive frequency component e−iωt of a pertur-
bation in the Hamiltonian of the atomic electron.
The absorption cross section depends on the di-
rection and polarization of the radiation, and is
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given by

σabs(ω) = 4π2e2
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ρ

j

(
ρ

r
, t), and ε0, εn are the energy of the initial

|0 > and final |n > atomic states.

absorption of plasma wave energy The loss
of plasma wave energy to the plasma particle
medium. For instance, an electromagnetic wave
propagating through a plasma medium will in-
crease the motion of electrons due to electro-
magnetic forces. As the electrons make col-
lisions with other particles, net energy will be
absorbed from the wave.

acceptor A material such as silicon that has
a resistivity halfway between an insulator and
a conductor (on a logarithmic scale). In a pure
semiconductor, the concentrations of negative
charge carriers (electrons) and positive carriers
(holes) are the same. The conductivity of a
semiconductor can be considerably altered by
adding small amounts of impurities. The pro-
cess of adding impurity to control the conduc-
tivity is called doping. Addition of phospho-
rus increases the number of electrons available
for conduction, and the material is called n-type
semiconductor (i.e., the charge carriers are neg-
ative). The impurity, or dopant, is called a donor
impurity in this case. Addition of boron results
in the removal of electrons. The impurity in this
case is called the acceptor because the atoms
added to the material accept electrons, leaving
behind positive holes.

acceptor levels The levels corresponding to
acceptors are called acceptor levels. They are in
the gap and very close to the top of the valence
band.

accidental degeneracy Describes a property
of a many-particle quantum system. In a quan-

tum system of identical particles, the Hamilto-
nian is invariant under the interchange of coor-
dinates of a particle pair. Eigenstates of such a
system are degenerate, and this property is called
exchange symmetry. If a degeneracy exists that
is not due to exchange symmetry, it is called
accidental degeneracy.

acoustic modes The relation between fre-
quency w and wave vector k is called the dis-
persion relation. In the phonon dispersion rela-
tion, there are optical and acoustical branches.
Acoustical branches describe the relative mo-
tion among primitive cells in crystal. If there
are p atoms in each primitive cell, the number
of acoustical modes is equal to the degree of
freedom of each atom. For example, in three-
dimensional space, the number of acoustical
modes is three.

acoustics The study of infinitesimal pressure
waves that travel at the speed of sound. Acous-
tics is characterized by the analysis of linear gas
dynamic equations where wave motion is small
enough not to create finite amplitude waves. The
fluid velocity is assumed to be zero.

acoustic wave See sound wave.

action A property of classical and quan-
tum dynamical systems. In Hamilton’s for-
mulation of classical dynamics, the quantity
S = ∫ t2

t1
dtL(q(t), q̇(t)), where L(q(t), q̇(t))

is the Lagrangian, and q(t), q̇(t) is the dynami-
cal variable and its time derivative, respectively,
is called the action of the motion. In quantum
physics, Planck’s constant h has the dimensions
of an action integral. If the action for a classical
system assumes a value that is comparable to the
value of Planck’s constant, the system exhibits
quantum behavior. Feynman’s formulation of
quantum mechanics involves a sum of a func-
tion of the action over all histories.

activity (λ) The absolute activity is defined
as λ = exp(µ/kBT ), where µ is the chemical
potential at temperature T , and kB is the Boltz-
mann constant.

added mass Refers to the effect of increased
drag force on a linearly accelerating body. For
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a sphere (the simplest case to analyze), the drag
force in an ideal (frictionless) flow due to accel-
eration is

D = 2

3
πr3ρ

dU

dt

which is equivalent to increasing the volume of
the sphere by exactly 1/2. Thus, the increased
drag force may be neglected if the added mass
is included in the sphere to give a total mass of
(ρ + 1

2ρ)V , where ρ is the fluid density and V
is the volume of the sphere. Also referred to as
virtual mass.

addition of angular momentum Two an-
gular momenta, J1 and J2 (orbital angular mo-
mentum and spin, or two distinguishable sub-
systems with different angular momentum quan-
tum numbers j1 and j2), can combine to yield
any quantized state with a total angular momen-
tum quantum number in the range |j1 − j2| ≤
j ≤ (j1 +j2) but with the Jz projections simply
adding asm = m1 +m2. The addition rules fol-
low from the nature of the angular momentum
operator relations.

addition theorem The identity, Pl[cos(r̂1 ·
r̂2)] =  4π

2l+1

∑m=l
m=−l Y ∗lm (θ1 φ1)Ylm (θ2φ2),

where θ1φ1 and θ2φ2 are the polar and azimuthal
angles of particle 1 and 2, respectively, and Pl
is a Legendre polynomial. See associated Leg-
endre polynomial.

adiabatic bulk modulus (βS) The adiabatic
bulk modulus is a measure of the resistance to
volume change without deformation or change
in shape in a thermodynamic system in a process
with no heat exchange, i.e., at constant entropy.
It is the inverse of the adiabatic compressibility:

βS = −V
(
∂P

∂V

)
S

.

adiabatic compressibility (κs) The frac-
tional decrease in volume with increase in pres-
sure without exchange of heat, i.e., when the
entropy remains constant during the compres-
sion:

κs = − 1

V

(
∂P

∂V

)
S

.

adiabatic invariant Characteristic parame-
ter that does not change as a physical system
slowly evolves; the most commonly used adia-
batic invariant in plasma physics is the magnetic
moment of a charged particle that is spiraling
around a magnetic field line.

adiabatic plasma compression Compres-
sion of a gas and/or plasma that is not accom-
panied by gain or loss of heat from outside the
plasma confinement system. For example, plas-
ma in an increasing magnetic field that results in
plasma compression slow enough that the mag-
netic moment, or other adiabatic invariants of
the plasma particles, may be taken as constant.

adiabatic process A process in which no heat
enters or leaves a system.

adiabatic theorem Describes the behavior of
the wave function for a system undergoing adi-
abatic evolution. Consider a quantum system
whose time evolution is governed by a Hamil-
tonian H(R(t)), where R(t) is a non-quantum
mechanical parameter and t is the time parame-
ter. In the limit of slow evolution, so that the time
derivative ofH(t) can be neglected, M. Born and
V. Fock showed that |�(t) >= exp(− i

h̄

∫ t
E(t)

dt)|�(0) >, whereE(t) is the instantaneous en-
ergy eigenvalue for state |�(t) >, is a solution to
the time dependent Schrödinger equation. This
is a statement of the quantum adiabatic theorem
that was generalized in 1984 by M.V. Berry. See
Berry’s phase.

adjoint equation A corresponding relation-
ship that results from replacing operators by
their Hermitian conjugate, ordinary numbers by
their complex conjugate, conjugating bras into
kets (and kets into bras), and reversing within
each individual term the order of these symbols.

adjoint operator Property associated with a
pair of operators. For operator A that has the
property A|ψ >= |ψ ′ >, where |ψ >, |ψ ′ >
are vectors in Hilbert space, the operator A† is
called the adjoint operator of A. It has the fol-
lowing property < ψ |A† =< ψ ′|, where < ψ |
is the dual to vector |ψ >. If A is a square ma-
trix, then A† is the matrix obtained by taking
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the transpose and complex conjugate of A, i.e.,
A† = (AT )∗. See also bra vector.

adjoint spinor To construct Lorentz-in-
variant terms for the Lagrangian of solutions to
the Dirac equation, the inner product of Dirac
spinors is expressed in terms of the 4-column
spinors, ψ , and the adjoint, ψ = ψ† + γ 0 (dis-
tinguished from its Hermitian conjugate ψ†).
γ 0 is one of the four 4 × 4 Dirac matrices. Un-
der this rule, the product ψψ  yields a simple
scalar.

adsorption A process in which a layer of
atoms or molecules of one substance forms on
the surface of a solid or liquid. The adsorbed
layer may be formed by chemical bonds or
weaker Van der Waals forces.

adsorption isotherm A curve that gives the
concentration of adsorbed particles as a function
of pressure or concentration of the adsorbant at
constant temperature.

advection The movement of fluid from point
to point in a flow field by pressure or other forces
(as opposed to convection).

adverse pressure gradient In a boundary
layer, a pressure gradient that is positive (dp/dx
> 0) rather than negative due to an external de-
celerating flow (du/dx < 0). This condition
may lead to flow separation.

Aeolian harp Wire in a flow that produces
sound due to the natural vortex shedding that
occurs behind a cylinder. Since the wire is free
to oscillate, the wire can resonate at its natural
frequency with an amplitude that allows the vor-
tex shedding frequency to match that of the wire.
The Aeolian harp was originally investigated by
Lord Rayleigh. See Kármán vortex street.

aerodynamics The study of the motion of air
and the forces acting on bodies moving through
air as caused by motion, specifically lift and
drag. Typically, gravity forces are neglected and
viscosity is considered to be small such that vis-
cous effects are confined to thin boundary lay-
ers. Aerodynamics is characterized by measure-
ment and calculation of various dimensionless

coefficients of forces and moments that remain
invariant for a given geometry and flight condi-
tion, allowing the use of wind tunnels to study
geometrically similar models at different scales.
The primary flight conditions of import are the
Reynolds and Mach numbers.

Range of interest in aerodynamics. (Adapted from Lis-

saman, P.B.S., Low Reynolds number airfoils, Ann.
Rev. Fluid Mech., 15, 223, 1983.)

afterglow, or plasma afterglow Recombi-
nation radiation emitted from a cooling plasma
when the source of ionization, heating, etc. is
removed or turned off.

Aharonov–Bohm effect Quantum me-
chanical, topological effect elucidated by
David Bohm and Y. Aharonov. Also called
the Aharonov–Bohm/Eherenberg–Siday effect.
The effect predicts observable consequences
that arise when a charged particle interacts with
an inaccessible magnetic flux tube. See also
Berry’s phase.

airfoil Any device used to generate lift in
a controlled manner in air; specifically refers
to wings on aircraft and blades in pumps and
turbines. Airfoil geometry and flight regime (as
given by Reynolds and Mach numbers) are the
primary factors in the creation of lift and drag
(see hydrofoil).

alcator plasma machine Name given to a
set of tokamaks designed and built at MIT; these
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Aharonov–Bohm effect.

Airfoil geometry.

fusion plasma machines with toroidal magnetic
confinement are distinguished by higher mag-
netic fields with relatively smaller diameters
than other toroidal geometries.

Alfvén velocity Phase velocity of the Alfvén
wave; equal to the speed of light divided by the
square root of 1 plus the ratio of the plasma
frequency to the cyclotron frequency. See also
Alfvén waves.

Alfvén waves Electromagnetic waves that
are propagated along lines of magnetic force in
a plasma. Alfvén waves, named after plasma
physicist and Nobel Prize winner Hannes
Alfvén, have frequencies significantly less than
the ion cyclotron frequency, and are character-
ized by the fact that the magnetic field lines os-
cillate with the plasma.

alloy A mixture of two or more metals or of
a metal (for example, bronze or brass) and small
amounts of a non-metal (for example, steel).

alpha particle A positively charged parti-
cle emitted from the nucleus of some unstable
isotopes. The equivalent of a helium nucleus, it
consists of two protons and two neutrons. Alpha

particles have a typical energy range of 4-8 MeV
and are easily dissipated within a few centime-
ters of air (or less than 0.005mm of aluminum).

ambipolar plasma diffusion Diffusion pro-
cess in which a buildup of spatial electrical
charge creates electric fields (see ambipolar
plasma potential) which cause electrons and ions
to leave the plasma at the same rate.

ambipolar plasma potential Electric fields
that are self-generated by the plasma and act
to preserve charge neutrality through ambipolar
diffusion.

amorphous Refers to material that has no
crystalline structure. Glass is an example of
amorphous material with no long-range order-
ing of atoms.

amplitude, scattering The scattering cross-
section for particles by a potential V (r) can be
expressed in terms of scattering amplitudes σ
(�) = |f(�)|2, where it is assumed solutions
exist to the Schrödinger equation [−h̄/2m� +
V (r)]ψk(r) = E)ψk(r) whose behavior at in-
finity is of the form eik·r + f(�)eikr/r .

Andrade’s equation A simplification of the
log-quadratic law determining the viscosity of
liquids:

µ = AeB/T
where A and B are constants, and T is the ab-
solute temperature of the liquid.

anemometer Any device specifically used to
measure the velocity of air; often used generi-
cally for the measurement of velocity in any gas.
(anemometry, e.g., hot-wire anemometry).

angstrom (Å) Unit of length equal to one
trillionth of a meter (10−10 m or 1/10th of a
nanometer). An angstrom is not an SI unit.

angular momentum A property of any re-
volving or rotating particle or system of parti-
cles. Classically, a particle of mass m moving
with velocity v at a distance r from a point O
carries a momentum relative to (or about)O de-
fined by the vector (cross) product L = r×p =
mr × v.
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Quantum mechanically, values of orbital an-
gular momentum are quantized in units of h̄ =
h/2π , while the intrinsic angular momentum
possessed by particles (see spin) is quantized
in units of 1

2 h̄.
An azimuthal (orbital angular momentum)

quantum number, �, denotes the quantized units
of orbital angular momentum and distinguishes
the different shaped orbitals of any given energy
level (radial quantum number), n. The quantum
number � can have any integer value from 0 to
n− 1.

angular momentum operator An operator
rule that, when applied to a state function, re-
turns a new wave function expressible as a linear
combination of eigenfunctions weighted by the
corresponding angular momentum eigenvalue.
The classical expression for angular momen-
tum (see angular momentum) L = r × p is
re-expressed with r and p interpreted as quan-
tum mechanical dynamic variables (operators)
themselves: Lop = rop × (−ih̄∇).

In Cartesian coordinates:

Lx = −ih̄(y∂/∂z− z∂/∂y)
Ly = −ih̄(z∂/∂x − x∂/∂z)
Lz = −ih̄(x∂/∂y − y∂/∂x) .

In spherical polar coordinates:

Lx = ih̄(sin ϕ∂/∂θ + cot θ cosϕ∂/∂ϕ)

Ly = −ih̄(cosϕ∂/∂θ − cot θ sin ϕ∂/∂ϕ)

Lz = −ih̄∂/∂ϕ .

The application of this operator is synonymous
with taking a physical measurement of the an-
gular momentum of that state. The operator rep-
resenting the square of the total orbital angular
momentum

L2 = −h̄2
[
(1/ sin θ)∂/∂θ(sin θ∂/∂θ)

+
(

1/ sin2 θ
)
∂2/∂ϕ2

]

has eigenvalues of �(�+1)h̄2 where � = 0, 1, 2,
. . . and � is known as the orbital angular momen-
tum quantum number. Lz can be shown to have
eigenvalues ofmh̄ wherem takes on integer val-
ues from −� to +�. For spherically symmetric
potentials, the wave function in the direction of

the polar axis is arbitrary and the wave functions
must be eigenfunctions of both the total angular
momentum and the z-component (along the po-
lar axis). In general, only values for Lz and L2
can be precisely specified at the same time.

angular momentum states An eigenstate
of quantum mechanical angular momentum op-
erators. In quantum mechanics there are two
types of angular momenta. The first, repre-
sented by the operator L = r × p, is the or-
bital angular momentum. There exists an intrin-
sic angular momentum, called spin, that is rep-
resented by operator S and whose components
also obey angular momentum commutation re-
lations [Ji, Jj ] = ih̄εijkJk . Here, Jk is the kth
component of an angular momentum operator
and εijk is the unit antisymmetric tensor. An or-
bital angular momentum eigenstate is an eigen-
state of L2 and Lz, the z-component of L. The
eigenvalues are labeled by quantum numbers l
and m respectively. For spin angular momen-
tum, the labels s and ms denote the eigenvalues
corresponding to the operators S2 and Sz. The
allowed values for l are integers and for s are
half integers. Linear sums of products of orbital
and spin angular momentum can be constructed
to form eigenstates of total angular momentum
J ≡ L+ S.

an-harmonic interaction The interaction
corresponding to the an-harmonics in the energy
expansion.

anions A negatively charged ion, formed by
addition of electrons to atoms or molecules. In
an electrolysis process, anions are attracted to-
ward the positive electrode.

anisotropy A medium is said to be
anisotropic if a certain physical characteristic
differs in magnitude in different directions. Ex-
amples of this effect are electrical anisotropy in
crystals and polarization properties in crystals
with different directions.

annealing The process of heating a material
to a temperature below the melting point, and
then cooling it slowly.
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annihilation The result of matter and anti-
matter (for example an electron and a positron,
particles of identical mass but opposite charge)
undergoing collision. The resulting destruction
of matter gives off energy in the form of radi-
ation. Conservation of energy and momentum
prevents this radiation from being carried by a
single photon and demands it be carried by a
pair of photons. See antimatter (antiparticle),
creation of matter.

annihilation diagram The Feynman dia-
gram describing the annihilation process of a
particle and its antiparticle. The diagram for
e + e− → γ γ  pair annihilation, for example,
is constructed with two copies of the primitive
quantum electrodynamics (QED) eeγ vertex.

Annihilation diagram.

The external lines of incoming e+e− and out-
going γ s represent the observable particles. The
internal lines describe virtual particles involved
in the process, consistent here with the conser-
vation of energy and momentum demands for
two photons in the final states.

The annihilation diagram for electron-posi-
tron scattering, also built with a pair of primitive
eeγ vertices, carries an internal photon line.

See Feynman diagram; quantum chromody-
namics.

annihilation operator (1) The vacuum state
is an eigenstate of this operator, and has the null
eigenvalue. If operator a and a† obey the fol-
lowing commutation relation [a, a†] = 1, then
a is called an annihilation operator and its ad-
joint a† is called the creation operator. If |n > is
an eigenstate of the number operator N ≡ a†a,
then a|n > is also an eigenstate of N , but with
eigenvalue n − 1. Annihilation operators are

Annihilation diagram.

fundamental in field theory. Here the state |n >
represents a quantum state of definite occupation
number n, the number of particles. The action
of a on that state produces a state with one less
particle, hence the label annihilation operator.
If n = 0, i.e., the vacuum state, then |0 > is an
eigenstate of a.

(2) In quantum field theory, an operator that,
when acting on a state vector, decreases the
eigenvalue of the number operator by one and
the charge operator by z. If the expression ukφp
represents the state vector with energy-momen-
tum (four-momentum) p − k, where k2 = m,
then operator uk can describe the annihilation
of a particle of mass m, charge z, and four-
momentum k.

For particles obeying Fermi-Dirac statistics
(fermions such as electrons and muons), the op-
erators must satisfy “anticommutator relations”
{uk,u†

k′ } = δkk′ and {uk,uk′ } = {u†
k,u

†
k′ } = 0 in

order to incorporate the Pauli exclusion princi-
ple. See creation operators.

anomalous (magnetic) moment A correc-
tion to the gyro-magnetic ratio of a particle
which accounts for the complications introduced
by virtual pairs existing in the particle’s own
electric field. Virtual photons are continuously
emitted and reabsorbed, and their presence af-
fects the interactions with other particles, such
as those measuring the gyro-magnetic ratio. The
anomalous magnetic moment is expressed in
terms of the departure of a constant g from its
expected bare electron value of two: g = 2[1+
(e2/4π h̄)1/2π +· · · ] and can be accounted for
by a phenomenological term in the interaction
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Hamiltonian of the form

Hint = − (eh̄k)

[
1

2
Fvµψ̄σvµψ

]

called the anomalous moment interaction. See
gyromagnetic ratio.

anomalous plasma diffusion Particle or heat
diffusion in a plasma that is larger than what
was predicted from theoretical predictions of
classical plasma phenomenon. Classical diffu-
sion and neo-classical diffusion are the two well-
understood diffusion theories, although
neither is adequate to fully explain the experi-
mentally observed magnitude of anomalous dif-
fusion.

anomalous Zeeman effect Term used to de-
scribe the shifting of atomic levels in the pres-
ence of an external magnetic field. The ordinary
Zeeman effect describes energy shifts that are
proportional to the orbital azimuthal quantum
number m. In the anomalous Zeeman effect, the
spin azimuthal quantum number is also taken
into account. The total shift is then proportional
to m+ 2ms , where ms = 1/2 for a single elec-
tron. See azimuthal quantum number.

anti-bonding orbital Electronic state for a
system of two atoms in which the atoms repel
each other as they approach. The anti-bonding
orbital contrasts with the bonding orbital, in
which chemical forces favor a bound configu-
ration of the atoms.

anticommutation relations See commuta-
tion relations.

anticommutator (1) With the product of op-
erators defined as the successive application of
operators, (AB)ψ ≡ A(Bψ), in general any
two operators A and B will not likely commute,
ABψ �= BAψ . Operators for which (BA)ψ =
−(AB)ψ are said to anticommute, and the anti-
commutator {A,B} defined by {A,B} ≡ AB+
BA vanishes. See commutator; anticommuta-
tion relations.

(2) The product AB + BA of two operators
A and B in Hilbert space. The bracket symbol
{A,B}+ is often used to denote the anticommu-
tator.

anti-ferromagnetic crystals At the temper-
ature below Neel temperature, the magnets of
atoms (or ions) are anti-parallel. The net mo-
ment is zero for anti-ferromagnetic crystals.

antiferromagnetism A phenomenon in cer-
tain types of material that have two or more
atoms with different magnetic moments. The
magnetic moment of one set of atoms can align
anti-parallel to the atoms of the other type. In
antiferromagnetism, the susceptibility increases
with temperature up to a certain value (see Nèel
temperature). Above this temperature, the ma-
terial is paramagnetic.

anti-linear operator An operator that has
the property Ac|ψ >= c∗A|ψ >, where A is
the anti-linear operator, c is a scalar, and |ψ >

is a vector in Hilbert space.

antimatter (antiparticle) Species of sub-
atomic particles that have the same mass and
spin as normal particles, but opposite electrical
charge (and therefore magnetic moment) from
their normal matter counterparts. Antineutrons
differ from neutrons and magnetic moment.
Positrons, the counterpart to electrons, have a
positive charge and antiprotons have a negative
charge. Photons are their own antimatter coun-
terpart. When a particle of matter collides with
a particle of antimatter, both particles are de-
stroyed and their mass is converted to photons
of equivalent energy. See annihilation; charge
conjugation.

anti-stokes line In Raman scattering, if the
frequency of the incident photon isw0, the scat-
tered photon atw0+dw is called the anti-stokes
line, where dw is the frequency of the absorbed
phonon.

antisymmetric state A state in which an in-
terchange of coordinates for two indistinguish-
able particles results in a sign change of the wave
function.

antisymmetric wave function A wave func-
tion of a multiparticle system (ψ(1, 2, . . . , n; t),
where each number represents all the coordi-
nates (position and spin) of individual particles,
which changes only by an overall sign under the
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interchange of any pair of particles. Since the
Hamiltonian H is symmetric in these arguments,
Hψ , and therefore, ∂ψ/∂t are antisymmetric,
which implies that the symmetry character of a
state does not change with time. Particles de-
scribed by antisymmetric wave functions obey
Fermi-Dirac statistics and are called fermions.
See fermion.

antisymmetrization operator An operator
that projects the antisymmetric component, with
respect to particle permutation or exchange, of
a many-body wave function for identical par-
ticles. If P is the particle permutation opera-
tor for the special case of two particles, then
the antisymmetrization operator can be written
A = 1

2 (1 − P). For a many-body system, the
antisymmetrization operator can be expressed
by the sum of many-particle permutation oper-
ators.

anti-unitary operator An operator that can
be written as a product of a unitary operator and
an anti-linear operator. In quantum mechanics,
time reversal symmetry is associated with an
anti-unitary operator. See anti-linear operator.

anyon A particle whose wave function, for
a many-anyon system, undergoes an arbitrary
phase change following the interchange of co-
ordinates of an anyon pair. In the standard de-
scription, a fermion wave function undergoes a
sign change following the interchange of coor-
dinates. Boson wave functions are invariant un-
der particle interchange. The former case cor-
responds to a phase change of value π and the
latter to a modulus 2π change.

apparent viscosity For non-Newtonian flu-
ids, if the shear stress and velocity gradient re-
lation is written as

τ = k
∣∣∣∣dudy

∣∣∣∣
n−1

du

dy
= ηdu

dy

the quantity η = k | du/dy |n−1 is called the
apparent viscosity of the fluid.

APW method Augmented plane waves; this
is one way to calculate energy band in crystal.

Archimede’s law A body immersed in fluid
experiences an upward force equal to the weight
of the fluid displaced by the body.

arc, or plasma arc A type of electrical dis-
charge between two electrodes; characterized by
high-current density within the plasma between
the electrodes.

aspect ratio Geometric term relating the
width (span, b) and area, A, of a wing planform:

AR ≡ b2

A
.

For a rectangular wing, this reduces to AR =
b/c.

aspirator Device utilizing the principle of
entrainment around a jet to create a suction ef-
fect. Typically, the jet is water or some other
liquid which effluxes into a cavity open to the
atmosphere. As the jet enters an exit in the cav-
ity, it draws surrounding air with it and generates
a suction force.

associated Laguerre polynomial Symbol:
L
p
q . Member of a set of orthogonal polynomials

that has applications in the quantum mechanics
of Coulomb systems. The associated Laguerre
polynomial,Lpq (x), is a solution to the following

second order differential equation, x d2

dx2L
p
q (x)

+ (p + 1 − x) d
dx
L
p
q (x) + (q − p)Lpq (x) = 0.

The radial hydrogenic wave functions are related
to the associated Laguerre polynomials for the
special casep = 2l+1, q = n+l, where l is the
angular momentum quantum number and n is a
positive integer, the principal quantum number.
See angular momentum states.

associated Legendre polynomial Symbol:
Pml . Member of a set of orthogonal polyno-
mials that has applications in quantum systems
possessing spherical symmetry. The Legendre
polynomial, Pml (x), is a solution to the follow-
ing second order differential equation, [(1 −
x2) d

dx
Pml (x)]′ − (l(l + 1)− m2

1−x2 )P
m
l (x) = 0,

where the prime signifies differentiation with
respect to x. For the case m = 0, the associ-
ated Legendre polynomial is called the Legendre
polynomial.
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astrophysical plasmas Includes the sun and
stars, the solar wind and stellar winds, large parts
of the interstellar medium and the intergalactic
medium, nebulae, and more. Planets, neutron
stars, black holes, and some neutral hydrogen
clouds are not in a plasma state. Approximately
99% of the observable universe can be described
as being in a plasma state.

atmosphere, standard (US) Average values
of pressure, temperature, and density of air in
the Earth’s atmosphere as a function of altitude.
At sea level, p = 101.3 kPa, T = 15.0◦ C, and
ρ = 1.225 kg/m3.

The US standard atmosphere is a defined
variation in the Earth’s atmospheric pressure and
temperature. The hydrostatic equation

dp

dz
= ρg

shows that pressure varies with height for a con-
stant density. However, as density is not con-
stant in the Earth’s atmosphere, we use the ideal
gas equation to write

ρ = p/RT
which is substituted into the hydrostatic equa-
tion to give

dp

dz
= − gp

RT
.

Temperature is also a variable. The US standard
atmosphere defines the variation in temperature
for average conditions as follows:

Troposphere:
T = Tsl − αz :0 ≤ z ≤ 11.0 km

Stratosphere:
T = Thi :11.0 km ≤ z ≤ 20.1 km

where α is the lapse rate, Tsl is the average sea
level temperature, and Thi is the average tem-
perature of the stratosphere (assumed constant).
Thus, the temperature decreases linearly until 11
km, whereafter it is constant. (It increases again
after that, but the validity of the hydrostatic re-
lation decreases significantly.) These values are
given as

SI US
α 6.50 K/km 18.85◦R/mile
Tsl 288 K 518.4◦R
Thi 218 K 392.4◦R

In the troposphere, this becomes

p = psl (1 − αz/Tsl)g/αR

where psl = 101 kPa (14.7 psi), the sea level
pressure. The pressure decreases to 22.5 kPa
(3.28 psi) at 11 km. In the stratosphere, temper-
ature is a constant T = Thi , so

p = phie−g(z−zhi )/RThi
where phi = 22.5 kPa and zhi = 11.0 km.

atom The basic building block of neutral
matter. Atoms are composites of a heavy, pos-
itively charged nucleus and much lighter, neg-
atively charged electrons. The Coulomb inter-
action between the nucleus and electrons binds
the system. The nucleus itself is a composite
system of protons and neutrons held together by
the so-called strong, or nuclear, forces.

atomic level States in the sub-manifold of an
atomic state. Atomic levels are usually split by
small perturbations, but the resulting energy de-
fects of levels are much smaller than the energy
defects between atomic states.

atomic spectra The characteristic radiation
observed when atoms radiate in the optical fre-
quencies. Because atoms exist in well defined,
discrete quantum energy states, the emitted ra-
diation is seen at discrete frequencies or wave-
lengths. With modern instruments, atomic radi-
ation can also be measured in the ultraviolet and
X-ray regions of the electromagnetic spectrum.
For the hydrogen atom, the radiation spectra is
predicted by the Bohr model of the atom. For
many electron atoms, the Schrödinger equation
must be used to predict accurate energy levels,
hence spectra.

aufbau principle Derived from the German
word aufbau, which means to build up. The
aufbau principle in atomic theory explains how
complex atoms are organized. The aufbau prin-
ciple can be used to predict, in a qualitative way,
the chemical property of an element.

Auger effect See autoionization.

aurora Called aurora borealis in the northern
hemisphere and aurora australis in the southern
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hemisphere, aurorae are light emissions by at-
mospheric atoms and molecules after being ex-
cited by electrons precipitating from the Earth’s
magnetosphere.

autoionization The process in which excited
atoms decay due to inter-electronic interactions.
In a many-electron atom, we can construct ap-
proximate, mean field states that are products of
bound one-electron states. They provide a qual-
itative description of the atom. However, be-
cause of electron–electron interaction, excited
states described by the independent particle ap-
proximation are unstable and have a finite life-
time. The process in which a multi-electron
atom in an excited state subsequently decays,
resulting in the ejection of electrons, is called
auto-ionization. This phenomena is also called
the Auger effect.

avogadro number (N0) The number of mol-
ecules in one mole of a substance. It is the same

for all substances and has the value 6.02×1023.
See mole.

axial vector A vector quantity which re-
tains its directional sign under space inversion
r → r′ (an inversion of the coordinates axes
x → −x, y → −y, z → −z). Polar vectors
like position r and momentum p reverse sign.
Angular momentum is an example of an axial
or pseudo vector, since under space inversion,
L = r × p → (−r × (−p) = +L.

azimuthal quantum number Symbol: m.
Quantum number associated with the compo-
nent of angular momentum along the quantiza-
tion axis. If J is the angular momentum operator
and |jm > is an angular momentum eigenstate,
then Jz|j m >= mh̄|j m > and m is called the
azimuthal quantum number. The quantization
axis is usually taken, by convention, along the z
axis. See angular momentum states.
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B
backwater curve The increase in the surface
height of a stream as it approaches a weir.

Baker-Hausdorff formula Follows from the
theorem: given two operatorsA andB that com-
mute with operator AB − B A ≡ [A,B], the
identity exp (A) exp (B) = exp (A + B) exp
(1/2[A,B]) holds true.

ballooning mode A plasma mode which is
localized in regions of unfavorable magnetic
field curvature (also known as “bad curvature”)
that becomes unstable (grows in amplitude)
when the force due to plasma pressure gradi-
ents is greater than the mean magnetic pressure
force.

Balmer formula See Balmer series.

Balmer series The characteristic radiation of
atomic hydrogen, whose wavelength λ follows
the empirical relation 1/λ = RH(1/n2 − 1/4),
RH = 1.07× 107m−1 is the Rydberg constant,
and n is an integer whose value is greater than
2. This is called the Balmer formula and, as an
empirical relation, pre-dates the Bohr derivation
by a couple of decades.

banana orbit In a toroidal geometry, the fast
spiraling of a charged particle around a magnetic
field line is accompanied by a slow drift motion
of the particle’s center around the spiral. When
projected onto the poloidal plane of a toroidally
confined plasma, the drift orbit has the shape of
a banana. These orbits are responsible for neo-
classical diffusion and for bootstrap current.

band calculation Each calculation of the en-
ergy band for a given crystal includes a compli-
cated calculation and a suitable approximation
for the exchange interaction. There are a lot of
ways to calculate the band, each with a different
approximation, such as LCAO, OPW, APW, etc.

band gap The results of band calculation
show that electrons in crystal are arranged in
energy bands. Because of some perturbations
which come from long range or short range in-
teraction in the crystal, there are some forbidden
regions in these bands which are called band
gapsor energy band gaps.

band theory An electron in a crystalline solid
can exist only in certain values of energy. Elec-
trons in solids are influenced by the array of pos-
itive ions. As a result, there are bands of energy,
of allowed energy levels instead of single dis-
crete energy levels, where an electron can ex-
ist. The allowed bands are separated by gaps of
forbidden energy called forbidden gaps. The va-
lence electrons in a solid are located in an energy
band called the valence band. The energy band
in which electrons can freely move is called the
conduction band.

bare mass The mass value appearing in the
Dirac equation which, however, differs from the
real or physically observable particle mass
(sometimes called the renormalized mass). The
self-energy (interaction energy, for example, be-
tween an electron and its own electromagnetic
field which is visualized as the continuous emis-
sion by the electron of virtual photons that are
subsequently reabsorbed) becomes an insepara-
ble part of a particle’s observed rest mass.

barn A unit of area typically used in nuclear
and high energy physics to express subatomic
cross sections, equal to 10−24 cm2. 1 millibarn
= 10−27 cm2. 1 nanobarn = 10−33 cm2.

baroclinic Flow condition in which density is
not a function of pressure only. Lines of constant
pressure and density are not necessarily parallel.

baroclinic instability Geophysical instabil-
ity of baroclinic flows that results in fluid motion
slightly inclined to the horizontal. Mid-latitude
disturbances favor baroclinic instability.

barometer Device used to measure atmo-
spheric pressure.
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barotropic Flow condition in which density
is a function of pressure only. Lines of constant
pressure and density are parallel.

barotropic instability Geophysical instabil-
ity of barotropic flows arising from a sign change
of the vorticity gradient. Occurs primarily in
low-latitude regions since baroclinic instability
is favored at higher latitudes.

barrier penetration A quantum wave phe-
nomena important in nuclear, atomic, and con-
densed matter physics. In classical physics, a
particle trajectory cannot sample regions of
space where its total energy is less than the po-
tential energy. In contrast, quantum theory does
allow a finite probability for finding a particle
in this region. An important application of this
quantum phenomena is called barrier penetra-
tion, and refers to the fact that a particle has a
finite probability to penetrate a potential barrier,
such as the Coulomb repulsion barrier between
two nuclei.

barrier, potential A potential V (r) showing
appreciable relative variation over a distance of
the order of a wavelength, substantial enough to
classically confine a particle with E(r) < V (r)

for some range in r . Simple illustrative exam-
ples include the idealized potential of the dis-
continuous square well, where the wave func-
tion must vanish at the edge of an infinitely high
potential barrier but otherwise is partially trans-
mitted (tunneling) by a finite barrier.

baseball coils Coils (copper or superconduct-
ing) that carry electrical current for producing
magnetic fields that are shaped like the seams of
a baseball, also known as yin-yang coils.

basis In crystal lattices, what is repeated
is called the basis. A basis can be an atom,
molecule, etc.

basis functions Basis functions define rows
and columns of matrices in group theory. That
is to say, they define what is operated on for
vectors. Basis functions are non-unique. There
are different choices of basis functions.

basis states A term used to describe a class
of vectors in Hilbert space. In Hilbert space,
any vector can be expressed as a sum over a set
of complete orthonormal vectors. The members
of this set are called basis states. See also com-
pleteness.

BCS states BCS statesare superconductive.
In BCS states,electrons are bonded in pairs
called Cooper pairs. Because of the attractive in-
teraction between two electrons in Cooper pairs,
the total energy of a BCS stateis lower than that
of a Fermi state.

BCS theory BCS stands for the names of
three physicists: Bardeen, Cooper, and Schri-
effer. BCS theoryis regarded as the basis of
superconductivity theory. It predicts a criterion
temperature T c below which some material will
become a superconductor.

BCS wave function The wave function
which describes cooper pairs K ↑ and K ↓,
where K is the wave vector. ↑ means up spin
and ↓ means down spin. The electronic super-
conductivity and energy gaps in metals can be
derived from the BCS wave function.

beam A concentrated, ideally unidirectional
stream of particles characterized by its flux
(number per unit area per unit time) and en-
ergy. In high energy experiments, typically a
few MeV to T eV in energy with intensities as
high as 1033/cm2/sec directed at targets of only
a few mm2 in area for the purposes of studying
collisions and measuring cross sections.

beam-beam reaction Fusion reaction that
occurs in neutral beam heated plasmas from the
collision of two fast ions originating in the neu-
tral beams injected into the plasma for heating
purposes. Distinguished from beam-plasma,
beam-wall, and thermonuclear (plasma-plasma)
reactions.

beam-plasma reaction Fusion reaction that
occurs in neutral beam heated plasmas from the
collision of a fast beam ion with a thermal plas-
ma ion.
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beam-wall reaction Fusion reaction that oc-
curs in neutral beam heated plasmas from the
collision of a fast beam ion with an ion embed-
ded in the plasma vacuum wall.

Bell inequalities Provide a test of quantum
mechanics and its classical alternatives, the so-
called local hidden variable theories. Accord-
ing to a paper published by Einstein, Podolsky,
and Rosen, in which they discuss the Einstein-
Podolsky-Rosen (EPR) gedankenexperiment,
reality cannot be completely described by quan-
tum mechanics. Supposedly local hidden vari-
able theories provide such a complete descrip-
tion. Bell proved (1) the possible existence of
hidden variable theories in the context of the
EPR experiment, and (2) the statistical predic-
tions of any hidden variable theory for the cor-
relations of two particle systems in an entangled
state obey the Bell inequalities, whereas the sta-
tistical predictions of quantum mechanics can
violate those inequalities. Therefore an experi-
mental distinction between the two is possible.
However, due to the strict experimental require-
ments imposed on a test, i.e., high detection
efficiencies, the strongest form of the Bell in-
equalities has never been tested. Tests of weaker
forms of the Bell inequalities, e.g., photon ex-
periments based on the cascade decay of atoms
or parametric downconversion, have confirmed
quantum mechanics.

The procedure for a test of the Bell inequal-
ities is as follows: generation of an entangled
singlet state between two particles, separation
of the two constituents, and measurement of the
correlation between the components of the en-
tangled parameter with respect to certain direc-
tions. This can be, for instance, polarization in
the case of photons or spin for atoms, etc.

Bell J.S. Irish physicist (1923–1998)
noted for his statement of the Bell inequalities.
See Bell’s inequality.

Bell’s inequality A set of relations, first laid
down by John Bell, that provides constraints on
the values obtained in the experimental mea-
surement of spin correlations between particles
that are separated by macroscopic distances, but
which must be described by a quantum mechan-
ical wave function. If, in a measurement, the in-

equality is violated, the measurement is in agree-
ment with the predictions of the quantum the-
ory. If the equality is satisfied, it suggests that a
classical, causal, and local model is adequate
to explain the outcome of the measurements.
To date, experiments have confirmed that cor-
relations are consistent with quantum theory in
systems that are separated as far as tens of kilo-
meters.

bend loss See loss, minor.

Bérnard convection Convection in a hor-
izontal layer due to a temperature difference
across the layer. Above a critical Rayleigh num-
ber of 1700, the fluid begins to move as hot fluid
from the bottom of the layer rises, and cold fluid
from the top of the layers descends. The in-
stability forms regular convective Bérnard cells
across the fluid layer. As the Rayleigh number
increases, spatial regularity is lost and the fluid
mixing becomes turbulent.

Bernoulli’s equation Simplification of the
Euler equation in which the variation of flow
properties along a streamline are constant such
that

1

2
|u|2 +

∫
dp

ρ
+ gz = constant

where u, p, and z are variable. For two points
connected by a streamline, this can be written as

1

2
u2

1 +
p1

ρ
+ gz1 = 1

2
u2

2 +
p2

ρ
+ gz2 .

The flow must be steady, incompressible, and
adiabatic.

Bernstein mode Type of plasma mode that
propagates perpendicular to the equilibrium
magnetic field in a plasma. Bernstein waves,
named after the plasma physicist Ira Bernstein,
have their electric field nearly parallel to the
wave propagation vector and their frequency be-
tween harmonics of the electron cyclotron fre-
quency.

Berry’s phase Phenomena associated with
the adiabatic evolution of a quantum system.
According to the adiabatic theorem, the state
of a quantum system that undergoes slow, or
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adiabatic, evolution acquires a dynamical phase
factor. Under certain conditions, the state can
acquire an additional pre-factor that has the form
given by exp(i

∫
C
dR · A), where the path inte-

gral is taken in the parameter space that governs
the evolution of the Hamiltonian. The result-
ing, non-vanishing, value of the circuit integral
is called Berry’s phase. See also adiabatic the-
orem.

beta decay The decay of a free neutron (or
neutron within the nucleus of a radioactive iso-
tope) producing a final state electron (negative
beta particle). This decay is an example of a
weak interaction that transforms one of its con-
stituent’s down quarks into an up quark through
a process involving the emission and subsequent
decay of a W boson.

Beta decay.

beta limit Also known as the troyon limit
in a tokamak, the beta limit is the maximum
achievable ratio (beta, or beta value) of plasma
pressure to magnetic pressure for a given plasma
to remain stable. In a tokamak, if the beta value
is too high, ballooning modes become unstable
and lead to a loss of plasma confinement.

beta, or beta value Ratio of plasma kinetic
pressure to magnetic field pressure. Betais usu-
ally measured relative to the total local magnetic
field, but in some cases it can be measured rela-
tive to components of the total field, such as the
poloidal field in tokamaks.

beta particle, beta radiation High-speed
charged particle emitted from the nucleus of
some atoms in their radioactive decay. Posi-
tively charged beta particlesare positrons and
negatively charged beta particlesare electrons.
Because beta particlesare harmful to living tis-

sue (beta particlescan cause burns), protection
can be provided by thin sheets of metal.

beta plane model Simplified model account-
ing for the variation of Coriolis forces with lat-
itude in geophysical flows. In the governing
equations, the angular velocity of rotation � is
taken to be a function of position such that

� = � cos θ + βy
where θ is the co-latitude, y is the northerly dis-
tance, and β = � sin θ/RE . The β-plane model
results in approximate solutions for Rossby
waves.

Bethe, Hans (1906-) American physicist. Pi-
oneer of modern atomic and nuclear physics. H.
Bethewas the first to provide the theoretical ex-
planation for the Lamb shift in atoms. Professor
Bethe was awarded the Nobel Prize in physics,
with Enrico Fermi, for elucidating the nuclear
life cycle of stars.

Bethe-log An expression that involves a sum
over atomic states and that is needed for calcu-
lation of the self-energy shift in atomic levels.
This shift, also called the Lamb shift, arises from
electron interaction with the vacuum of the ra-
diation field.

Bethe-Salpeter equation A relativistic co-
variant equation that describes two-body quan-
tum systems in the relativistic regime. The equa-
tion is derived from quantum electrodynamics
(QED) assuming the ladder approximation for
the covariant two particle Green’s function.

Bhabha scattering The scattering of elec-
trons by positrons treated theoretically by H.J.
Bhabha (1935). The particles are distinguish-
able by their charge and the process may proceed
through the two mechanisms illustrated by the
Feynman diagrams graphed on the next page.
At left, scattering by photon exchange, at right,
scattering proceeds via the annihilation diagram.

bias A potential applied in a device to pro-
duce the desired characteristic.

bilinear covariants Probability densities of
the form ψ̄�ψ , where � is a product of (Dirac)
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Bhabha scattering.

gamma matrices, which have definite transfor-
mation properties under Lorentz transforma-
tions. As an example, ψ̄ψ transforms as a scalar,
ψ̄γµψ as a vector, and ψ̄γ5γµψ as an axial vec-
tor.

binary alloy A mixture of two pure compo-
nents containing a fraction xA of component A
and xB = 1−xA of component B. The fraction
xA that specifies the composition of the alloy can
be measured as a fraction of the weight, volume,
or moles of the alloy.

binding energy In crystal, the energy differ-
ences between free atoms and the crystal com-
posed by the atoms are called binding energy. If
the binding energy is larger, the crystal is more
stable.

binding force The interaction between
atoms, ions, or molecules in crystal. The kind of
crystal depends on the kind of binding force in
the crystal. For example, in molecular crystal,
the binding force is the Van der Waal force.

Bingham plastic Fluid which behaves as a
solid until a minimum yield stress is exceeded
and subsequently behaves as a Newtonian fluid.
The shear stress relation is given by

τ = τyield + µdu
dy

.

Some pastes and muds exhibit this behavior.

binomial distribution The probability dis-
tributionWN(NA) of distributingN objects into
two groups A and B containing NA and NB =
N − NA objects, respectively, where an object
belongs to group A with probability p and to
group B with probability, 1 − p. WN(NA) =
(N !/(NA!NB !))pNA(1 − p)NB .

Biot-Savart law Kinematic relation between
velocity and vorticity. For two vortex filaments,

it takes on the form

Un =
2∑

m=1

�m

∫
Rmn × dLm
4π | Rmn |3 

, n = 1, 2 .

bipolar transistor A solid state electronic
device with three terminals, used in amplifiers.
It controls the current between two terminals
(the source and the drain) by the voltage at a
third terminal called the gate. A heavily doped
p-type semiconductor forms a gate. A single
piece of n-type semiconductor with a source at
one end and drain at the other end with a gate
in the middle is an n-type field effect transistor
(n-FET). In the FET, only one type of charge
carrier, electrons in n-FET and holes in p-FET,
determines the current and is thus known as a
unipolar transistor. In the bipolar junction tran-
sistor, the positive and negative charge carriers
contribute to the current.

black-body An ideal body that completely
absorbs all radiant energy striking it and, there-
fore, appears perfectly black at all wavelengths.
The radiation emitted by such a body when
heated is referred to as black-body radiation. A
perfect black-body has an emissivity of unity.

black-body radiation The intensity distribu-
tion of light emitted by a hot solid. The spectral
distribution for a black-body in thermal equilib-
rium with its surroundings is a function only of
its temperature, but is unsolvable using a clas-
sical interpretation of electromagnetic radiation
as a continuous wave.

In a statistical mechanics treatment of the
problem, Planck found (1900) that in order to
fit the distribution with a functional form, an
assumption had to be made that the solid radi-
ated energy in integral multiples of hν, where
h was a proportionality constant, now known as
Planck’s constant, equal to 6.6× 10−27 erg/sec.
This was the first introduction of energy quanti-
zation into physics. See Boltzmann distribution.

Blasius solution Solution for the viscous
flow in a boundary layer over a flat plate. So-
lution is given by simplification and similarity
arguments. For laminar flow, the shape of the
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boundary layer is given by

δ

x
= 4.9√

Rex

where x is the distance from the leading edge
of the flat plate, and Rex is the local Reynolds
number, Rex ≡ Ux

ν
.

Blasius theorem Relation between liftL and
drag D of a body in a two-dimensional poten-
tial (irrotational) flow field given by the velocity
field (u, v) such that

D − iL = i

2
ρ

∮
(u− iv)2 dz

where z is the complex variable

z ≡ x + iy .

Bloch, F. (1905–1983). American physicist.
Noted pioneer in the application of quantum the-
ory to the physics of condensed matter.

Bloch oscillator In crystal, an electron will
oscillate when it moves across the superlattice
plane. This phenomenon is called Bloch oscil-
lator.

Bloch wall Divides crystal into domains. In
each domain, there is a different orientation of
the magnetization.

bloch wave A wave function expressible as
a plane wave modulated by a periodic function
uk(r ) : ψ(r ) = eik·ruk(r ). Such forms are
applicable to systems with a potential that is
periodic in space (like that felt by an electron
within a crystal lattice). Such a wave function
will be an eigenfunction of the translation op-
erator r → r + a, where a corresponds to the
crystal lattice spacing and uk(r ) has the same
periodicity as the lattice.

blocking Effect of bodies in a flow field on
the upstream and downstream flow behavior.
Particularly important in stratified flows (such
as in geophysical fluid dynamics) and flows in
ducts (such as in wind tunnels).

blower Pump classification in which the
pressure rise of the gas is approximately less

than 1 atmosphere but still significant; the in-
crease in pressure may cause a slight density
change, but the working gas will most likely re-
main at the initial density. Compare withcom-
pressor.

body-centered cubic primitive vectors For
a body-centered cubic primitive cell with length
a, we define primitive vectors as ax, ay, and
a/2(x + y + z). On the other hand, we can re-
gard body-centered cubes as simple cubes with
basis (0, a/2(x + y + z)) and primitive vectors
ax, ay, and az.

body-centered cubic structure One of the
most common metallic structures. In the body-
centered cubic structure,atoms are arranged in
a cubes, and an additional atom is located at the
center of each cube.

Bohm diffusion A rapid loss of plasma par-
ticles across magnetic field lines caused by plas-
ma microinstabilities that scales inversely with
the magnetic field strength, unlike classical dif-
fusion that scales inversely as the square of the
magnetic field strength. Named after the plasma
physicist David Bohm, who first proposed such
scaling.

Bohr atom A model of the atom success-
fully developed for hydrogen by Bohr (1913).
By constraining hydrogen’s atomic electron to
move only in one of a number of allowed circu-
lar orbits (stationary states), its energy became
quantized. Transitions between stationary states
required the absorption or emission of a quan-
tum of light with frequency ν = 
E/h, where

E is the energy difference between two states.
Applying Newtonian mechanics, Bohr was able
to derive a formula for hydrogen atom energy
levels in complete agreement with the observed
hydrogen spectrum. The theory failed, however,
to account for the helium spectrum or the chem-
ical bonds of molecules.

Bohr, Niels (1884–1962) Danish physicist/
philosopher. The father of atomic theory and a
leading figure in the development of the modern
quantum theory. Bohr’s Institute for Advanced
Studies in Copenhagen was host to many leading
physicists of the time. Niels Bohralso played an
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leading role in the development of modern nu-
clear physics. See Copenhagen interpretation.

Bohr quantization Rule that determines the
allowed electron orbits in Bohr’s theory of the
hydrogen atom. In an early atomic theory,
Bohr suggested that electrons orbit parent nuclei
much like planets orbit the sun. Because elec-
trons are electrically charged, classical physics
predicts that such a system is unstable due to
radiative energy loss. Bohr postulated that elec-
trons radiate only if they “jump” between al-
lowed prescribed orbits. These orbits are called
Bohr orbits. The conditions required for the al-
lowed angular momenta, hence orbits, is called
Bohr quantization and is given by the formula
L = nh̄, where L is the allowed value of the an-
gular momentum of a circular orbit, n is called
the principal quantum number, and h̄ is the
Planck constant divided by 2π .

Bohr radius (a0) (1) The radius of the elec-
tron in the hydrogen atom in its ground state, as
described by the Bohr theory. In Bohr’s early
atomic theory, electrons orbit the nucleus on
well defined radii, the smallest of which is called
the first Bohr radius. Its value is 0.0529 nm.

(2) According to the Bohr theory of the atom
(see Bohr atom), the radius of the circle in which
the electron moves in the ground state of the
hydrogen atom, a0 ≡ h̄2/m2

e = 0.5292 Å. A
full quantum mechanical treatment of hydrogen
gives a0 as the most probable distance between
electrons and the nucleus.

Boltzmann constant ( kB ) A fundamental
constant which relates the energy scale to the
Kelvin scale of temperature, kB = 1.3807 ×
10−23 joules/kelvin.

Boltzmann distribution A law of statistical
mechanics that states that the probability of find-
ing a system at temperature T with an energy E
is proportional to e−E/KT , where K is Boltz-
mann’s constant. When applied to photons in a
cavity with walls at a constant temperature T ,
the Boltzmann distribution gives Planck’s dis-
tribution law of Ek = h̄ck/(eh̄ck/KT − 1).

Boltzmann factor The term, exp(−ε/kBT ),
that is proportional to the probability of finding

a system in a state of energy ε at absolute tem-
perature T .

Boltzmann’s constant A constant equal to
the universal gas constant divided by Avogadro’s
number. It is approximately equal to 1.38 ×
10−23 J/K and is commonly expressed by the
symbol k.

Boltzmann statistics Statistics that lead to
the Boltzmann distribution. Boltzmann statis-
tics assume that particles are distinguishable.

Boltzmann transport equation An integro-
differential equation used in the classical theory
of transport processes to describe the equation
of motion of the distribution function f (r , v, t).
The number of particles in the infinitesimal vol-
ume dr dv of the 6-dimensional phase space of
Cartesian coordinates r and velocity v is given
by f (r , v, t)dr dv and obeys the equation

∂f

∂t
+ α · ∇vf + �v · ∇rf =

(
∂f

∂t

)
coll.

.

Here,α denotes the acceleration, and (∂f/∂t)coll.
is the change in the distribution function due to
collisions. The integral character of the equa-
tion arises in writing the collision term in terms
of two particle collisions.

bonding orbital See anti-bonding orbital.

bootstrap current Currents driven in tor-
oidal devices by neo-classical processes.

Born approximation An approximation use-
ful for calculation of the cross-section in colli-
sions of atomic and fundamental particles. The
Born approximation is particularly well-suited
for estimates of cross-sections at sufficiently
large relative collision partner velocities. In po-
tential scattering, the Born approximation for
the scattering amplitude is given by the ex-
pression f (θ) = − 2µ

h̄2q

∫∞
0 r sin(qr)V (r) dr ,

where θ is the observation angle, h̄ is Planck’s
constant divided by 2π , µ is the reduced mass,
V (r) is the spherically symmetric potential, q ≡
2ksin(θ/2), and k is the wave number for the
collision. See cross-section.

Born-Fock theorem See adiabatic theorem.
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Born, Max (1882–1970) German physi-
cist. A founding father of the modern quan-
tum theory. His name is associated with many
applications of the modern quantum theory,
such as the Born approximation, the Born-
Oppenheimer approximation, etc. Professor
Born was awarded the Nobel Prize in physics
in 1954.

Born-Oppenheimer approximation An ap-
proximation scheme for solving the many- few-
atom Schrödinger equation. The utility of the
approximation follows from the fact that the nu-
clei of atoms are much heavier than electrons,
and their motion can be decoupled from the elec-
tronic motion. The Born-Oppenheimer approxi-
mation is the cornerstone of theoretical quantum
chemistry and molecular physics.

Born postulate The expression |ψ(x, y, z,
t)|2 dx dy dz gives the probability at time t of
finding the particle within the infinitesimal re-
gion of space lying between x and dx, y and dy,
and z and dz. |ψ(x, y, z, t)|2 is then the prob-
ability density for finding a particle in various
positions in space.

Born-Von Karman boundary condition
Also called the periodic boundary condition. To
one dimensional crystal, it can be expressed as
U1 = UN + 1, where N is the number of parti-
cles in the crystal with length L.

Bose-Einstein condensation A quantum
phenomenon, first predicted and described by
Einstein, in which a non-interacting gas of
bosons undergoes a phase transformation at crit-
ical values of density and temperature. A Bose-
Einstein condensate can be considered a macro-
scopic system described by a quantum state.
Bose-Einstein condensates have recently been
observed, about 70 years following Einstein’s
prediction, in dilute atomic gases that have been
cooled to temperatures only about 10−9 Kelvin
above absolute zero.

Bose-Einstein statistics Statistical treatment
of an assembled collection of bosons. The dis-
tinction between particles whose wave functions
are symmetric or antisymmetric leads to differ-
ent behavior under a collection of particles (i.e.,

different statistics). Particles with integral spin
are characterized by symmetric wave functions
and therefore are not subject to the Pauli exclu-
sion principal and obey Bose-Einstein statistics.

Bose, S.N. (1894–1974) Indian physicist and
mathematician noted for fundamental contribu-
tions to statistical quantum physics. His name
is associated with the term Bose statistics which
describes the statistics obeyed by indistinguish-
able particles of integer spin. Such particles
are also called bosons. His name is also as-
sociated with Bose-Einstein condensation. See
Bose-Einstein condensation.

Bose statistics Quantum statistics obeyed by
a collection of bosons. Bose statistics lead to the
Bose-Einstein distribution function and, for crit-
ical values of density and temperature, predict
the novel quantum phenomenon of the Bose-
Einstein condensation. See Bose-Einstein con-
densation.

boson (1) A particle that has integer spin.
A boson can be a fundamental particle, such as
a photon, or a composite of other fundamental
particles. Atoms are composites of electrons
and nuclei; if the nucleus has half integer spin
and the total electron spin is also half integral,
then the atom as a whole must possess integer
spin and can be considered a composite boson.

(2) Particles can be divided into two kinds,
boson and fermion. The fundamental difference
between the two is that the spin quanta number
of bosons is integer and that of fermions is half
integer. Unlike fermions, which can only be cre-
ated or destroyed in particle-antiparticle pairs,
bosonscan be created and destroyed singly.

bounce frequency The average frequency
of oscillation of a particle trapped in a magnetic
mirror as it bounces back and forth between its
turning points in regions of high magnetic field.

boundary layer (1) A thin layer of fluid, ex-
isting next to a solid surface beyond which the
liquid is moving. Within the layer, the effects of
viscosity are significant. The effects of viscos-
ity often can be neglected beyond the boundary
layer.
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(2) The transition layer between the solid
boundary of a body and a moving viscous fluid
as required by the no-slip condition. The thick-
ness of the boundary layer is usually taken to be
the point at which the velocity is equal to 99%
of the free-stream velocity. Other measures of
boundary layer thickness include the displace-
ment thickness and momentum thickness. The
boundary layer gives rise to friction drag from
viscous forces and can also lead to separation.
It also is responsible for the creation of vortic-
ity and the diffusion thereof due to viscous ef-
fects. Thus, a previously irrotational region will
remain so unless it interacts with a boundary
layer. This leads to the separation of flows into
irrotational portions outside the boundary layer
and viscous regions inside the boundary layer.
The thickness of a boundary decreases with an
increasing Reynolds number, resulting in the ap-
proximation of high speed flows as irrotational.
A boundary layer can be laminar, but will even-
tually transition to turbulence given time. The
boundary layerconcept was introduced by Lud-
wig Prandtl in 1904 and led to the development
of modern fluid dynamics. See boundary layer
approximation.

Boundary layer.

boundary layer approximation Simplifica-
tion of the governing equations of motion within
a thin boundary layer. If the boundary layer
thickness is assumed to be small compared to the
length of the body, then the variation along the
direction of the boundary layer (x) is assumed
to be much less than that across the boundary
layer (y) or

∂

∂x
	 ∂

∂y
and

∂2

∂x2
	 ∂2

∂y2

where the velocity in the y-direction (v) is also
assumed to be much smaller than the velocity

in the x-direction (u), v 	 u. The continuity
equation remains

∂u

∂x
+ ∂v
∂y
= 0

while the x- and y-momentum equations reduce
to

u
∂u

∂x
+ v ∂u

∂y
= − 1

ρ

∂p

∂x
+ ν ∂

2u

∂y2

and

0 = −∂p
∂y

respectively. This results in a tractable solution
with three equations and three unknowns.

bound state An eigenstate of distinct energy
that a particle occupies when its energy E < V

of a potential well that confines it near the force
center creating the potential. The discrete en-
ergy values are forced on the system by the re-
quirement of continuity of the wave function
at the boundaries of the potential well, beyond
which the wave function must diminish (or van-
ish). When E > V everywhere, the particle is
not bound but instead is free to occupy any of
an infinite continuum of states.

Bourdon tube Classical mechanical device
used for measuring pressure utilizing a curved
tube with a flattened cross-section. When pres-
surized, the tube deflects outward and can be
calibrated to a gauge using a mechanical link-
age. Bourdon tubesare notable for their high
accuracy.

Boussinesq approximation Simplification
of the equations of motion by assuming that den-
sity changes can be neglected in certain flows
due to the compressibility. While the density
may vary in the flow, the variation is not due to
fluid motion such as occurs in high speed flows.
Thus, the continuity equation is simplified to

∇ · u = 0

from its normal form.

box normalization A common wave func-
tion normalization convention. If a particle is
contained in a box of unit length L, the wave
function is constrained to vanish at the boundary
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and requires quantization of momentum. An in-
tegral of the probability density |ψ |2 throughout
the box is required to sum to unity and typically
leads to a normalization pre-factor for the wave
function given by 1/

√
V , whereV is the volume

of the box. In most applications, the volume of
the box is taken to have the limit as L→∞.

Boyle’s law An empirical law for gases which
states that at a fixed temperature, the pressure
of a gas is inversely proportional to its volume,
i.e., pV = constant. This law is strictly valid
for a classical ideal gas; real gases obey this to
a good approximation at high temperatures and
low pressures.

bracket, or bra-ket An expression repre-
senting the inner (or dot) product of two state
vectors, ψ†

α ≡< α|β > which yields a simple
scalar value. The first and last three letters of
the bracket name the notational expression in-
volving triangular brackets for the two kinds of
state vectors that form the inner product.

Bragg diffraction A laboratory method that
takes advantage of the wave nature of electro-
magnetic radiation in order to probe the structure
of crystalline solids. Also called X-ray diffrac-
tion, the method was developed and applied by
W.L. Bragg and his father, W.H. Bragg. The pair
received the Nobel Prize for physics in 1915.

bra vector Defined by the bra-ket formal-
ism of Dirac, which allows a concise and easy-
to-use terminology for performing operations in
Hilbert space. According to the bra-ket formal-
ism, a quantum state, or a vector in Hilbert space,
can be described by the ket symbol. For any ket
|a > there exists a bra< a|. This is also called a
dual correspondence. If < b| is a bra and |a > a
ket, then one can define a complex number rep-
resented by the symbol < b|a >, whose value
is given by an inner product of the vectors |a >
and |b >.

breakeven (commercial, engineering, scien-
tific, and extrapolated) Several definitions
exist for fusion plasmas: Commercial breakeven
is when sufficient fusion power can be con-
verted into electric power to cover the costs of
the fusion power plant at economically compet-

itive rates; engineering breakevenis when suf-
ficient electrical power can be generated from
the fusion power output to supply power for the
plasma reactor plus a net surplus without the
economic considerations; scientific breakeven
is when the fusion power is equal to the input
power; i.e., Q = 1. (See also Lawson crite-
rion); extrapolated breakeven is when scientific
breakeven is projected for actual reactor fuel
(e.g., deuterium and tritium) from experimental
results using an alternative fuel (e.g., deuterium
only) by scaling the reaction rates for the two
fuels.

Breit–Wigner curve The natural line shape
of the probability density of finding a decaying
state at energyE. Rather than existing at a single
well-defined energy, the state is broadened to a
full width at half max, �, which is related to its
lifetime by τ� = h̄. The curve of the probability
density is given by

P(E) = �

2π

1

(E − E0)
2 + (�/2)2 .

Breit–Wigner curve.

Breit–Wigner form Functional form of cross
sections in the vicinity of a resonance. In res-
onance scattering, the presence of a metastable
state, or a significant time delay, is signaled by
the behavior of the scattering cross-section ac-
cording to this particular functional form. Near
the resonance energyEr , the Breit–Wigner form
for the cross-section σ(E), is given by σ(E) ∼

�

(E−Er)2+(�/2)2 , whereE is the collision energy,
and � is the lifetime of the resonance state.

Bremsstrahlung Electromagnetic radiation
that is emitted by an electron as it is accelerated
or decelerated while moving through the electric
field of an ion.
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Bremsstrahlung radiation Occurs in plas-
ma when electrons interact (“collide”) with the
Coulomb fields of ions; the resulting deflection
of the electrons causes them to radiate.

Brillouin–Wigner perturbation Perturba-
tion treatment that expresses a state as a se-
ries expansion in powers of λ (the scale of the
perturbation from an unperturbed Hamiltonian,
H = H0 + λV ) with coefficients that depend
on the perturbed energy values En (rather than
the unperturbed energies εn of the Rayleigh-
Schrödinger perturbation method). An initial
unperturbed eigenstate, ϕn, becomes,

�n = ϕn +
∑
m�=n

ϕm
1

En − Emλ 〈ϕm|V |ϕn〉 .

Brillouin zone Similar to the first Brillouin
zone, bisect all lines, among which each con-
nects a reciprocal lattice point to one of its sec-
ondly nearest points. The region composed of
all the bisections is defined as the second Bril-
louin zone. Keeping on it, we can get all Bril-
louin zones of the considered reciprocal lattice
point. Each Brillouin zone is center symmetric
to the point.

broken symmetry Property of a system
whose ground state is not invariant under sym-
metry operations. Suppose L is the generator of
some symmetry of a system described by Hamil-
tonian H . Then [L,H ] = 0, and if |a > is a
non-degenerate eigenstate of H , it must also be
an eigenstate of L. If there exists a degeneracy,
L|a > is generally a linear combination of states
in the degenerate sub-manifold. If the ground
state |g > of the system has the property that
L|g >�= c|g >, where c is a complex number,
then the symmetry corresponding to the gener-
ator of that symmetry, L, is said to be broken.

Brownian motion The disordered motion of
microscopic solid particles suspended in a fluid
or gas, first observed by botanist Robert Brown
in 1827 as a continuous random motion and

attributed to the frequent collisions the particles
undergo with the surrounding molecules. The
motion was qualitatively explained by Einstein’s
(1905) statistical treatment of the laws of mo-
tions of the molecules.

Brunt–Väisälä frequency Natural frequen-
cy, N , of vertical fluid motion in stratified flow
as given by the linearized equations of motion:

N2 ≡ − g
ρo

dρ̄

dz

where
ρ̄(z) = ρ − ρ′ .

Also called buoyancy frequency.

bubble chamber A large tank filled with liq-
uid hydrogen, with a flat window at one end
and complex optical devices for observing and
photographing the rows of fine bubbles formed
when a high-energy particle traverses the hydro-
gen.

Buckingham’s Pi theorem For r number
of required dimensions (such as mass, length,
time, and temperature), n number of dimen-
sional variables can always be combined to form
exactly n − r independent dimensionless vari-
ables. Thus, for a problem whose solution re-
quires seven variables with three total dimen-
sions, the problem can be reduced to four dimen-
sionless parameters. See dimensional analysis,
Reynolds number for an example.

bulk viscosity Viscous term from the consti-
tutive relations for a Newtonian fluid, λ + 2

3µ,
where λ andµ are measures of the viscous prop-
erties of the fluid. This is reduced to a more
usable form using the Stokes assumption.

buoyancy The vertical force on a body im-
mersed in a fluid equal to the weight of fluid
displaced. A floating body displaces its own
weight in the fluid in which it is floating. See
Archimede’s law.
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C
calorie (Cal) A unit of heat defined as the
amount of heat required to raise the temperature
of 1 gm. of water at 1 atmosphere pressure from
14.5 to 15.5 C. It is related to the unit of energy
in the standard international system of units, the
Joule, by 1 calorie= 4.184 joules. Note that
the calorieused in food energy values is 1 kilo-
calorie ≡ 1000 calories,and is denoted by the
capital symbol Cal.

camber Curvature of an airfoil as defined
by the line equidistant between the upper and
lower surfaces. Important geometric property
in the generation of lift.

canonical ensemble Ensemble that de-
scribes the thermodynamic properties of a sys-
tem maintained at a constant temperature T , by
keeping it in contact with a heat reservoir at tem-
perature T . The canonical distribution function
gives the probability of finding the system in a
non-degenerate state of energy Ei as

P (Ei) = exp (−Ei/kBT ) /∑
i

exp (−Ei/kBT ) ,

where kB is the Boltzmann constant, and the
summation is over all possible microstates of
the system, denoted by the index i.

canonical partition function For a system
of N particles at constant temperature T and
volume V , all thermodynamic properties can be
obtained from the canonical partition function
defined as Z(T , V,N) = ∑

i exp(−Ei/kBT ),
where Ei is the energy of the system of N par-
ticles in the ith microstate.

canonical variables In the Hamiltonian for-
mulation of classical physics, conjugate vari-
ables are defined as the pair, q, p = ∂L

∂q̇
, where

L is the Lagrangian and q is a coordinate, or
variable of the system.

capacitively coupled discharge plasma
Plasma created by applying an oscillating, radio-
frequency potential between two electrodes.
Energy is coupled into the plasma by collisions
between the electrons and the oscillating plasma
sheaths. If the oscillation frequency is reduced,
the discharge converts to a glow discharge.

capillarity Effect of surface tension on the
shape of the free surface of a fluid, causing cur-
vature, particularly when in contact with a solid
boundary. The effect is primarily important at
small length scales.

capillary waves Free surface waves due to
the effect of surface tension σ which are present
at very small wavelengths. The phase speed,
c, of capillary waves decreases as wavelength
increases,

c =
√
kσ

ρ

as opposed to surface gravity waves, whose
phase speed increases with increasing wave-
length.

Carnot cycle A cyclical process in which
a system, for example, a gas, is expanded and
compressed in four steps: (i) an isothermal (con-
stant temperature) expansion at temperature Th,
until its entropy changes from Sc to Sh, (ii) an
adiabatic (constant entropy) expansion during
which the system cools to temperature Tc, fol-
lowed by (iii) an isothermal compression at tem-
perature Tc, and (iv) an adiabatic compression
until the substance returns to its initial state of
entropy, Sc. The Carnot cycle can be repre-
sented by a rectangle in an entropy–temperature
diagram, as shown in the figure, and it is the
same regardless of the working substance.

carrier A charge carrier in a conduction pro-
cess: either an electron or a positive hole.

cascade A row of blades in a turbine or pump.

cascade, turbulent energy Transfer of en-
ergy in a turbulent flow from large scales to small
scales through various means such as dissipation
and vortex stretching. Energy fed into the tur-
bulent flow field is primarily distributed among

© 2001 by CRC Press LLC 



Carnot cycle.

large scale eddies. These large eddies generate
smaller and smaller eddies until the eddy length
scale is small enough for viscous forces to dis-
sipate the energy. Dimensional analysis shows
that the relation between the energy E, the en-
ergy dissipation ε, and wavenumber k is

E ∝ ε2/3k−5/3

which is known as Kolmogorov’s -5/3 law. See
turbulence.

Casimir operator Named after physicist
H.A. Casimir, these operators are bi-linear com-
binations of the group generators for a Lie group
that commute with all group generators. For the
covering group of rotations in three-dimensional
space, there exists one Casimir operator, usually
labeled J2, where J are the angular momentum
operators. See angular momentum.

cation A positively charged ion, formed as a
result of the removal of electrons from atoms and
molecules. In an electrolysis process, cations
will move toward negative electrodes.

Cauchy–Riemann conditions Relations be-
tween velocity potential and streamfunction in
a potential flow where

∂φ

∂x
= ∂�

∂y

∂φ

∂y
= −∂�

∂x

such that either φ or � can be determined if the
other is known.

causality The causal relationship between
a wavefunction at an initial time ψ(to) and a

wavefunction at any later timeψ(t) as expressed
through Schrödinger’s equation. This applies
only to isolated systems and assumes that the
dynamical state of such a system can be repre-
sented completely by its wave function at that
instant. See complementarity.

cavitation Spontaneous vaporization of a
liquid when the pressure drops below the va-
por pressure. Cavitation commonly occurs in
pumps or marine propellers where high fluid
speeds are present. Excessive speed of the pump
or propeller and high liquid temperatures are
standard causes of cavitation. Cavitationde-
grades pump performance and can cause noise,
vibration, and even structural damage to the de-
vice.

cavitation number Dimensionless parame-
ter used to express the degree of cavitation (va-
por formation) in a liquid:

Ca ≡ (pa − pv) /ρU2

where pa is the atmospheric pressure and pv is
the vapor pressure of the liquid.

cellular method One method of energy band
calculation in crystal. It was addressed by
Wigner and Seitz. They divided a crystal into
atomic cells. For a given potential, because of
symmetry, the calculation reduced into a single
cell. The assumption for the cellular method
is that the normal component of the gradient of
wave function will vanish at the single cell sur-
face or at the Wigner–Seitz sphere.

Celsius temperature scale (C) Defined by
setting the temperature at which water at 1 at-
mospheric pressure freezes at 0◦C and boils at
100◦C. Alternatively, the Celsius scale can be
defined in terms of the Kelvin temperature T as
temperature in Celsius = T − 273.16K .

center-of-momentum (c.o.m.) coordinates
A coordinate system in which the centers of
mass of interacting particles are at rest. The

particles are located by position vectors
ρ

ri
de-

fined by the center of mass of the rest frame of
the system, which, in general, moves with re-
spect to the particles themselves.
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c.o.m. coordinates

In the center-of-momentum system, a pair
of colliding particles both approach the c.o.m.
head on, and then recede from the center with
equal but opposite momenta:
ρ

p1
+ ρ

p2
= ρ′

p1
+ ρ′
p2
= 0 even if, in the

laboratory frame, the target particle is at rest (as
depicted above). The velocity of the c.o.m. for

such a collision is
ρ

νcm
=

m1
ρ

ν1
m1+m2

. While in

the laboratory frame two angles measured with
respect to the line of motion of the incident parti-
cle are necessary to describe the final directions
of the particles, φ1 and φ2, a single common
angle θ suffices in the c.o.m.:

tan φ1 = sin θ

γ + cos θ
where γ = νcm

ν′cm1

= m1ν1

ν′cm1 (m1 +m2)
.

central force A force always directed toward
or away from a fixed center whose magnitude is
a function only of the distance from that center.
In terms of spherical coordinates with an origin
at the force’s center,

ρ

F
= r̂F (r), where r =

√
x2 + y2 + z2

or in cartesian coordinates, Fx = x
r
F (r), Fy =

y
r
F (r), and Fz = z

r
F (r).

centrifugal barrier A centrifugal force-like
term that appears in Schrödinger’s equations for
central potentials that prevents particles with
non-zero angular momentum from getting too
close to the potential’s center. The symmetry of
Hamiltonians with central potentials allows the

state function to be separated into radial and an-
gular parts: ψ(r) = fλ(r)Yλm(θ, φ). If the ra-
dial part is written in the form fλ(r) = uλ(r)/r ,
the function uλ(r) can satisfy(
− η

2

2m

d2

dr2 
+ η2

2m

λ(λ+ 1)

r2
+ V (r)− E

)
uλ(r) = 0

a one-dimensional Schrödinger equation carry-
ing an additional potential-like term η2λ(λ +
1)/2mr2 which grows large as r → 0.

centrigual instability Present in a circular
Couette flow driven by the adverse gradient of
angular momentum which results in counter-
rotating toroidal vortices. Also known as the
Taylor or Taylor-Couette instability.

cesium chloride structure In cesium chlo-
ride, the bravais lattice is a simple cube with
primitive vectors ax, ay, and az and a basis
composed of a cesium positive ion and a chlo-
ride negative ion.

CFD Computational fluid dynamics.

change of state Refers to a change from one
state of matter to another (i.e., solid to liquid,
liquid to gas, or solid to gas).

chaos The effect of a solution on a system
which is extremely sensitive to initial condi-
tions, resulting in different outcomes from small
changes in the initial conditions. Deterministic
chaos is often used to describe the behavior of
turbulent flow.

characteristic Mach number A Mach num-
ber such that

M ′ = u/a′
where a′ is the speed of sound forM = 1. Thus,
M ′ is not a sonic Mach number, but the Mach
number of any velocity based on the sonic Mach
number speed of sound. This merely serves as a
useful reference condition and helps to simplify
the governing equations. See Prandtl relation.

character of group representation The
trace of a matrix at a representation in group
theory.
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charge conjugation (1) The symmetry op-
eration associated with the interchange of the
role of a particle with its antiparticle. Equiva-
lent to reversing the sign on all electric charge
and the direction of electromagnetic fields (and,
therefore, magnetic moments).

(2) A unitary operator ζ : jµ(x)→ −jµ(x)
which reverses the electromagnetic current and
changes particles into antiparticles and vice
versa.

chemical bond Term used to describe the na-
ture of quantum mechanical forces that allows
neutral atoms to bind and form stable molecules.
The details of the bond, such as the bind-
ing energy, can be calculated using the meth-
ods of quantum chemistry to solve the Born-
Oppenheimer problem. See Born-Oppenheimer
approximation.

chemical equilibrium For a reaction at con-
stant temperature and pressure, the condition
of chemical equilibrium is defined in terms of
the minimum Gibbs free energy with respect
to changes in the proportions of the reactants
and the products. This leads to the condition,∑
j vjµj = 0, where vj is the stoichiometric

coefficient of the j th species in the reaction (neg-
ative for reactants and positive for products), and
µj is the chemical potential of the j th species.

chemical potential (1) At absolute zero tem-
perature, the chemical potential is equal to the
Fermi energy. If the number of particles is not
conserved, the chemical potential is zero.

(2) The chemical potential (µ) represents the
change in the free energy of a system when the
number of particles changes. It is defined as
the derivative of the Gibbs free energy with re-
spect to particle number of the j th species in the
system at constant temperature and pressure, or,
equivalently, as the derivative of the Helmholtz
free energy at constant temperature and volume:

µj (T , P ) =
(
∂G

∂Nj

)
T ,P

;

µj (T , V ) =
(
∂F

∂Nj

)
T ,V

.

Chézy relations For flow in an open chan-
nel with a constant slope and constant channel
width, the velocity U and flow rate Q can be
shown to obey the relations

U = C√Rh tan θ Q = CA√Rh tan θ

where C = √8g/f and is known as the Chézy
coefficient; f is the friction factor and Rh is the
hydraulic radius.

Child–Langmuir law Description of elec-
tron current flow in a vacuum tube when plasma
conditions exist that result in the electron cur-
rent scaling with the cathode–anode potential to
the 3/2 power.

choked flow Condition encountered in a
throat in which the mass flow rate cannot be
increased any further without a change in the
upstream conditions. Often encountered in high
speed flows where the speed at a throat cannot
exceed a Mach number of 1 (speed of sound)
regardless of changes in the upstream or down-
stream flow field.

circularly polarized light A light beam
whose electric vectors can be broken into two
perpendicular elements having equal amplitudes
but differing in phase by l/4 wavelength.

circulation The total amount of vorticity
within a given region defined by

� ≡
∮
C

u · ds .

Circulationis a measure of the overall rotation in
a flow field and is used to determine the strength
of a vortex. See Stokes theorem.

classical confinement Plasma confinement
in which particle and energy transport occur via
classical diffusion.

classical diffusion In plasma physics, dif-
fusion due solely to the scattering of charged
particles by Coulomb collisions stemming from
the electric fields of the particles. In classical
transport (i.e., diffusion), the characteristic step
size is one gyroradius (Larmor orbit) and the
characteristic time is one collision time.
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classical limit Used to describe the limit-
ing behavior of a quantum system as the Planck
constant approaches the limit h̄→ 0.

classical mechanics The study of physical
systems that states that each can be completely
specified by well-defined values of all dynamic
variables (such as position and its derivatives:
velocity and acceleration) at any instant of time.
The system’s evolution in time is then entirely
determined by a set of first order differential
equations, and, as a consequence, the energy of a
classical system is a continuous quantity. Under
classical mechanics, phenomena are classified
as involving matter (subject to Newton’s laws)
or radiation (obeying Maxwell’s equations).

Clausius–Clapeyron equation The change
of the boiling temperature T , with a change in
the pressure at which a liquid boils, is given by
the Clausius–Clapeyron equation:

dP

dT
= L

T
(
vg − vl

) .
Here, L denotes the molar latent heat of vapor-
ization, and vg and vl are the molar volumes
in the gas and liquid phase, respectively. This
equation is also referred to as the vapor pressure
equation.

Clebsch–Gordon coefficients Coefficients
that relate total angular momentum eigenstates
with product states that are eigenstates of in-
dividual angular momentum. For example, let
|j1m1 > be angular momentum eigenstates for
operators J1 (i.e., its square, and z-component),
and let |j2m2 > be the eigenstates of angu-
lar momentum J2. We require the components
of J1 to commute with those of J2. We de-
fine J = J1 + J2, and if states |JM >  are
angular momentum eigenstates of J2 and Jz,
then |JM >= ∑

< j2m2j1m1|JM > |j1m1
j2m2 >, where the sum extends over all al-
lowed values j1 j2 m1 m2. The complex num-
bers < j2m2j1m1|JM >  are called Clebsch–
Gordon coefficients. See angular momentum
states.

Clebsch–Gordon series Identity involving
Wigner rotation matrices, given the Wigner ma-
tricesDjamama′ (R) andDjbmbmb′ (R), where the first

matrix is a representation, with respect to an
angular momentum basis, of rotation R. The
second rotation is a representation of the same
rotation R but is defined with respect to an-
other angular momentum basis. The matrices
act on direct product states of angular momen-
tum. For example, the first Wigner matrix op-
erates on spin states for particle 1, whereas the
second operates on the spin states for particle
2. The Clebsch-Gordon series relates products
of these matrices with a third Wigner rotation
matrix Dj

mm′(R), which is a representation of
the rotation R with respect to a basis given by
the eigenstates of the total angular momentum
(for the above example, the total spin angular
momentum of particle 1 and 2).

closed system A thermodynamic system of
fixed volume that does not exchange particles or
energy with its environment is referred to as a
closed system. Such a system is also called an
isolated system. All other external parameters,
such as electric or magnetic fields, that might
affect the system also remain constant in a closed
system.

closure See completeness.

closure relation Satisfied by any complete
orthonormal set of vectors |n >, the relation∑
n |n >< n| = 1, valid when the spectrum of

eigenvalues is entirely discrete, allows the ex-
pansion of any vector |u > as a series of the
basis kets of any observable. When the spec-
trum includes a continuum of eigenvalues, the
relation is sometimes expressed in terms of a
delta function identity:

ρ

δ

(
ρ

r
− ρ′

r

)
=
∑
n

φ∗n
(
ρ′
r

)

φn

(
ρ

r

)
+
∫
φ∗n
(
ρ

p
,
ρ′
r

)

φ

(
ρ

p
,
ρ

r

)
d3p

where n enumerates the discrete eigenfunctions

(the vectors above) and φ

(
ρ

p
,
ρ

r

)
general-

izes the expression to the continuous case.
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cloud chamber An apparatus that can track
the trajectories of atomic and sub-atomic parti-
cles in a super-saturated vapor. The tracks are a
result of ionization caused by the energetic par-
ticles, followed by nucleation of cloud droplets
centered at the ionization site.

cnoidal wave Periodic finite amplitude sur-
face waves in shallow water whose shapes are
given by the solution of the Korteweg-deVries
equation.

c-number Fields describing single particle
wave functions in the Schrödinger–Pauli repre-
sentation of quantum mechanics. The represen-
tation of Dirac fields as operators acting on state
vectors in occupation-number space are known
as q-number fields.

Coanda effect The tendency for a flow such
as a jet to attach to a wall or a flow in the same
direction. The primary method is entrainment;
since the flow entrains fluid from all directions,
the region near the wall cannot replace fluid, and
the jet is drawn towards the wall from a reduced
pressure.

Coanda effect.

coefficient of linear expansion The frac-
tional change in length per unit of change in
temperature, assuming that the cross-sectional
area does not change.

coefficient of refrigerator performance (γ )
The ratio of the amount of heat extracted from
the cold system per unit of work input into the
cold system. For a reversible refrigerator, also
called a Carnot refrigerator or an ideal refrigera-
tor, operating between a cold temperature reser-
voir at absolute temperature Tc and a high tem-

perature exhaust reservoir at absolute tempera-
ture Th, this coefficient approaches its limiting
value γ = Tc/(Th − Tc).
coefficient of volume expansion ( α) Deter-
mines the fractional rate of change of volume
with temperature, i.e.,

α = 1

V

(
∂V

∂T

)
P

.

coexistence curve The curve in a pressure–
temperature phase diagram for a liquid–gas sys-
tem along which two phases coexist. The coex-
istence curve separates the homogeneous, sta-
ble, one-phase system from a two-phase mix-
ture. Similarly, a coexistence curve can be de-
fined by the relevant thermodynamic variables
separating the one-phase state from the two-
phase state, e.g., in the temperature composition
diagram for binary mixtures, or in the magnetic
field vs. temperature phase diagram for mag-
netic systems.

coherence Property of the density matrix.
Coherences of the off-diagonal elements of the
density matrix say something about the statisti-
cal properties of a quantum system.

coherent Refers to waves or sources of radi-
ation that are always in phase. The laser is an
example of a single source of coherent radiation.

coherent photon The phase relationship be-
tween the photon that an atom emits with the
photon that stimulated the emission. The two
photons are said to be coherent. They can, when
this occurs, stimulate other atoms to emit coher-
ent photons.

coherent state A state in the Hilbert space
of a second quantized radiation field that is an
eigenstate of the annihilation operator (see an-
nihilation operator) for a given mode of the ra-
diation field.

cold atoms Atoms whose translational ki-
netic energy is less than about 10−3 K. Recent
laboratory efforts have succeeded in producing
atoms of temperatures on the order of 10−9 K.
Below a critical temperature, cold atomsof in-
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teger angular momentum can undergo a phase
transition into a Bose–Einstein condensate.

cold plasma model Model of plasma where
the plasma temperature is neglected.

Colebrook pipe friction formula Formula
to determine friction factor f in turbulent pipe
flow:

1/
√
f = −2 log

(
ε/d

3.7
+ 2.51

Red
√
f

)

where ε/d is the roughness of the pipe and Red
is the pipe Reynolds number. The Colebrook
pipe friction formula is plotted as the Moody
chart.

collisionless plasma model Model of plasma
where the density is low enough or the temper-
ature is high enough that collisions can be ne-
glected because the plasma time scales of inter-
est are shorter than the particle collision times.

collision rate The probability per unit of time
that a molecule will suffer a collision. The in-
verse of the collision rate is the mean time be-
tween collisions.

color center In crystal, a point defect, which
can absorb observable light, is called the color
center (for example, F-center). See absorption
band.

column vectors The components, with re-
spect to some basis vectors, of a ket vector in
Hilbert space. They can be written as a column
matrix and, therefore, kets are also are also re-
ferred to as column vectors.

combination principle The sum or differ-
ence of observed frequencies from the same op-
tical spectrum often occurs as a line in the same
spectrum. This observation led to the tabulation
of spectral terms by Rydberg and Ritz (1905),
whose pairwise differences (qualified by sim-
ple selection rules identifying those that do not
occur) yield all observable frequencies.

commercial breakeven See breakeven.

commutation relations The non-commuta-
bility of operators is closely related to the Pauli

exclusion principle and results in a number of
important anticommutator relations. The three
Pauli spin matrices anticommute, i.e., σxσy =
−σyσx = iσz (plus two similar relations ob-
tained by cyclically permuting x, y, z).

Fermions wave functions must satisfy< ψ(r )
|ψ(r ′) >= δ3(r − r ′), which implies that the
annihilation and creation operators must satisfy
{uk, uk′ } = {u†

k, u
†
k′ } = 0 and {uk, u†

k′ } = δ(k−
k ′). For photons, the annihilation and creation
operators must satisfy the commutator rule {dk ,
d

†
k′ } = δ(k − k ′). See commutator, exclusion

principle.

commutator Defined as the product AB −
BA of two operators A and B in Hilbert space.
The bracket symbol [A,B] is commonly used
to denote the commutator.

commutator algebra The set of commuta-
tion relations (see commutator) among a group
of operators. If the commutation relations
among the group elements are closed, the group
constitutes a Lie group.

compatible observable operators A set of
operators that mutually commute. Given a set
of quantum operators A,B, . . . , that are mu-
tually commuting i.e., [A,B] = 0, [A,C] =
0, [A,C] = 0 . . . , the members of the set are
called compatible operators. An eigenstate of
one member of a set of compatible operators is
also an eigenstate of the other members of the
set.

complementarity Since the process of ob-
serving involves an interaction between a system
and some instrument, an observed state by def-
inition is no longer isolated, and the causality
between the state before and after observation
is no longer governed by Schrödinger’s equa-
tion. By implication, one cannot predict with
certainty the final state of an observed system,
but can only make predictions of a statistical na-
ture. See causality.

completeness Property of vectors in Hilbert
space. Given the operator |a >< a| that projects
onto the basis vector |a >, and if

∑ |a >< a| =
I where the sum extends over all basis states and
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I is the identity operator, then the basis is said
to be complete (also called closure).

complete orthonormal basis A set of N or-
thogonal normed functions φn (or unit vectors
|un >) with which the N -dimensions of any
state vector can be expanded as a linear super-
position: ψ = ∑

n cnφn(|U >= ∑
cn|un >).

The basis functions are orthogonal if< φi |φj >
= 0 for i �= j and orthonormal if, additionally,
they individually satisfy the normalization con-
dition < φ|φ >= 1. If no function (vector)
exists in the Hilbert (vector) space orthogonal
to all N functions φn (vectors |un >) of this
set, the set is said to span the space. If every
function of the Hilbert space (or vector in the
N-dimensional vector space) can be expanded
in this way, then a set of functions φn (vectors
|un >) is said to form a complete set.

complex phase shift A phase shift with an
imaginary component. In potential scattering
theory, the S-matrix is generally taken to be
unitary and the phase shift δ is considered real.
However, if the potential has an imaginary com-
ponent, δ will generally contain a real and imag-
inary part and is called a complex phase shift.

complex potential A potential function that
contains an imaginary part. A complex potential
leads to complex phase shifts for the scattering
solutions to the Schrödinger equation. Complex
potentials are useful for describing loss
mechanisms, such as radiative decay.

compressibility The reciprocal of bulk mod-
ulus K.

compressible flow Flow in which the density
ρ may vary with the flow field. Compressible
flow occurs when the Mach number is greater
than 0.3. Compressible flowrarely occurs in
liquids since the compressibility requires pres-
sures of about 1000 atmospheres to reach sonic
speeds, but compressible flowin gases is com-
mon where a pressure drop of 50% can create
speeds approaching M = 1. The study of com-
pressible flowis relegated to the field of gas dy-
namics.

compressor Pump classification in which the
pressure rise of the gas is approximately greater
than 1 atmosphere or more; the large increase in
pressure causes a density increase or compres-
sion of the working gas. Compressorsare an
integral part of gas turbine engines. Compare
with blower.

Compton, A.H. (1892-1962) American
Physicist, noted for his discovery and explana-
tion of the phenomena where the wavelength of
an X-ray changes as it scatters from electrons in
a metal. This phenomenon, called the Compton
effect, confirmed the quantum nature of electro-
magnetic radiation. Along with C.T.R. Wilson,
Compton was awarded the 1927 Nobel Prize for
physics.

Compton effect Discovered and explained
by A.H. Compton, the Compton effectis a phe-
nomena where a photon changes its wavelength
as it scatters from an electron in a metal. Expla-
nation of this effect requires the assumption that
light (X-rays) be described in terms of quanta
(photons). This discovery was an important ex-
perimental confirmation of wave-particle dual-
ity, first postulated by Einstein, for photons.

Compton scattering Confirming the photon
theory of light, the observation (Compton, 1923)
that scattered x-rays possess a longer wave-
length and correspondingly smaller frequency
than the incident radiation. The shift was un-
derstood as the collision between an incident
photon and a free (or weakly bound) electron.
The electron gains momentum and energy, and,
thus, the outgoing photon carries less energy
(and therefore smaller frequency) than the in-
cident photon. The change in wavelength �λ
varies as a function of scattering angle θ and is
given by Compton’s formula�λ = 2 h

mc
sin2 θ

2 ,
where m is the rest mass of the electron.

Compton wavelength The ratio λ = h̄/mc,
where h̄ is the Planck constant divided by 2π ,
m is the mass of the electron, and c is the speed
of light. Its value is λ = 2.4 × 10−10 cm and
provides the scale of length which is important
for describing the scattering of radiation on elec-
trons.

© 2001 by CRC Press LLC 



concentration fluctuations The mean
square deviation in the concentration (number
of particles per unit of volume) from the average
concentration in a system capable of exchanging
particles with a reservoir.

condensation Compression region in an
acoustic wave where the density is higher than
the ambient density.

conduction A process in which there is net
energy transfer through a material without
movement of the material itself. For example,
energy transfer could be thermal (thermal con-
duction) or electrical (electrical conductivity) in
nature.

conduction band Term used to describe the
set of allowed energy states, in which the elec-
trons in a semi-conductor can occupy and pro-
duce a current. In the presence of an external
electric field or an increase in temperature, elec-
trons from the filled insulation band can be pro-
moted into the unfilled conduction band and al-
low an electric current.

conductivity, electrical Electrical conduc-
tivity is defined as the ability of a material to
conduct electric current. It is denoted by the
symbol σ . It is also the reciprocal of resistivity.

conductor, electrical A material with a high
value of electrical conductivity. Metals are gen-
erally very good electrical conductors because
of large pools of free electrons.

conductor, thermal A substance with a high
value of thermal conductivity. In general, metals
are good thermal conductorsas well. Many non-
metallic materials are poor thermal conductors.

configurational entropy The entropy of a
system that arises from the way its constituent
particles are distributed in space. For example, a
polymer chain has configurational entropy cor-
responding to the number of ways that the indi-
vidual links can be arranged.

confinement time The characteristic time
that plasma can be contained within a labora-
tory experimental device using a magnetic field,

a particle’s own inertia, or by other methods
(e.g., electric field). The electron and ion parti-
cle confinement time is often distinguished from
the energy confinement time of the plasma.

conformal mapping Method by which a
complex flow pattern, by itself or around a solid
body, can be mapped or transformed into a much
simpler pattern allowing easier solution of the
flow field. A common application is the trans-
formation of flow around an airfoil into flow
around a circular cylinder. Applicable to po-
tential (inviscid) flow only.

conjugate momentum The differential
quantities of the Langrangian with respect to the
time derivative of its generalized coordinates:
Pr = ∂L

∂p&
r
(r = 1, 2, 3, . . . , N). When qr is

an ordinary cartesian coordinate for a mass m
and all forces it experiences are derivable from
a static potential, pr is the corresponding coor-
dinate of the particle’s momentum, pr = mq&

r .
See Hamiltonian; Lagrangian.

conjugate operator See adjoint operator.

conjugation of vectors, operators A map-
ping of bras to corresponding kets analogous to
the complex conjugation of numbers. Any ex-
pression of vectors and operators can be con-
jugated by the following prescription: replace
all numbers by their complex conjugate, bras by
their conjugate kets (and vice versa), and oper-
ators by their Hermitian conjugates, and reverse
the order of all bras, kets, and operators in every
term.

connection formulae Analytic continuation
rules for Wentzel-Kramer-Brillouin (WKB)
functions between classical allowed and non-
allowed regions. In the WKB approximation for
solutions to the Schrödinger equation, connec-
tion formulaeprovide a prescription whereby a
solution in a classically allowed region is analyt-
ically continued into the classical non-allowed
region. Connection formulaeare essential for
determining semi-classical quantization condi-
tions.

conservation equations Equations describ-
ing the conservation of mass, momentum, and
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energy in a fluid. The conservation equations
are applicable to all flows, but typically take the
form of the Navier-Stokes equations after suit-
able assumptions are made. In differential form,
the conservation equations are given by conti-
nuity (mass conservation),

∂ρ

∂t
+ ∇ · (ρ
u) = 0

momentum,

∂
u
∂t
+ 
u · ∇
u = − 1

ρ
∇p + 
g + ν∇2
u

and energy

∂e

∂t
+ 
u · ∇e = −∇ · 
q − p (∇ · 
u)+ φ .

conservation of flux Seecontinuity equation,
current density.

constants of motion Any observable C
which commutes with the Hamiltonian, [C,H ]
= 0 and which does not depend explicitly on
time, will have a mean value that remains con-
stant in time ∂

∂t
< C >= 0. More gener-

ally, [C,H ] = 0 implies [exp(iξC),H ] so that
∂
∂t

< eiξC >= 0, and the statistical distri-
bution of C remains constant in time. Notice
that since the Hamiltonian commutes with it-
self, [H,H ] = 0, energy must be a constant of
motion.

contact angle Formed by the interface of a
liquid and solid boundary at the free surface. See
meniscus.

continuity equation Conservation equa-
tion obeyed by solutions of the Schrödinger
equation. A solution of the Schrödinger
equation, ψ(x, t), also obeys the follow-
ing equation, ∂ρ(x,t)

∂t
+ 
∇ · 
j(x, t) = 0,

ρ(x, t) ≡ ψ∗(x, t)ψ(x, t), 
j(x, t) ≡
− ih̄

2m(ψ
∗(x, t)∇ψ(x, t) − ψ(x, t)∇ψ∗(x, t)),

provided that the potential function in the
Schrödinger equation is real. This equation is
called the continuity equationand allows the
identification of ρ(x, t) as a probability den-
sity. The quantity 
j(x, t) is the current density,
and the continuity equationis a mathematical

statement of the fact that the rate of change of
the probability in an enclosed volume is propor-
tional to the amount of flux entering/leaving the
surface enclosing that volume.

continuum hypothesis Assumption that a
fluid behaves not as a group of discrete individ-
ual particles, but as a continuous distribution of
matter infinitely divisible. For the hypothesis
to be valid, the size of the body around which
the flow is moving must be much larger than the
mean free path of the molecules. The deriva-
tion of the conservation equations of motion are
based on this fundamental assumption. This is
characterized by the Knudsen number.

controlled thermonuclear fusion Labora-
tory experimental plasmas in which light nu-
clei are heated to high temperatures (millions
of degrees) in a confined region which results
in fusion reactions under controlled conditions
significant enough to be able to produce energy.

control surface The surfaces of a control
volume through which fluid passes.

control volume A volume fixed in space used
in integral analysis of fluid motion. The volume
can be variable in shape or size.

convection Transport of fluid from point to
point due to the effects of temperature differ-
ences in the fluid. Natural convectionis charac-
terized by motion driven by buoyant forces cre-
ated when the density of a fluid changes when
in contact with a heated surface. Forced convec-
tion,in addition to a temperature differential, has
a fluid motion driven by other means imposed
upon the convective motion.

convective instabilities A plasma wave’s
amplitude increases as the wave propagates
through space without necessarily growing at a
fixed point in space. Compare to absolute insta-
bilities.

converging–diverging nozzle A nozzle
whose area first decreases then increases after
reaching a minimum area (known as the throat).
Used to accelerate a flow from subsonic veloci-
ties to sonic velocities at the throat to supersonic
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velocities. Subsonic flow accelerates in a con-
verging nozzle and decelerates in a diverging
nozzle, while supersonic flow exhibits the op-
posite behavior. The relation between the fluid
velocityU , nozzle areaA, and Mach numberM
is given by

dU

U
= −dA/A

1 −M2

which results in the conclusion that sonic flow
(M=1) can only occur when dA = 0.

Converging–diverging nozzle and diffuser.

Cooper pair (1) A pair of electrons with
opposite spins and opposite momenta that are
bound together by an attractive interaction. Such
a pair behaves as a boson, and the collective be-
havior of these pairs gives rise to superconduc-
tivity.

(2) Describes the phenomenon whereby a pair
of electrons in a super-conducting medium are
coupled with their spins anti-aligned and behave
as a composite boson. A theoretical construct,
Cooper pairs play a central role in the Bardeen–
Cooper–Schriefer (BCS) theory of low temper-
ature super-conductivity.

Copenhagen interpretation The standard
and accepted laws and postulates of the modern
quantum theory. The most controversial aspect
of the Copenhagen interpretation involves the
collapse of the wave function postulate so named
because of the strong influence of N. Bohr (see
Bohr, Niels) and the institute in Copenhagen on
the development of the quantum theory.

corona The outermost part of a star’s at-
mosphere, characterized by higher temperatures
and lower densities relative to the stellar photo-
sphere.

correlation Term used to describe the de-
gree of deviation of the energy eigenvalues for
a many-body system from that predicted by a
mean field theory. For example, in the theoreti-
cal description of many electron atoms, it is use-
ful to consider all electrons to experience a com-
mon background potential. This picture pro-
vides a good qualitative description for the sys-
tem but does not predict accurate energy eigen-
values for the atom. The difference between
the exact non-relativistic energy and the energy
predicted by mean field theory (Hartree-Fock
approximation) is called the correlation energy.

correlation energy See correlation.

correspondence principle A guiding prin-
ciple, invoked by N. Bohr, that provides a con-
nection between the predictions of the quantum
theory and that of classical physics in the clas-
sical limit.

Couette flow Flow between parallel plates
which is driven by the linear motion of one of
the plates alone. The solution of the flow field
is reduced to the solution

u = yU

2b

where b is the gap width between the plates and
U is the speed of the moving plate. Circular
Couette flowis the steady flow between two con-
centric cylinders, one of which is rotating rela-
tive to the other.

Coulomb collision Particle collisions where
the Coulomb force (electrical-force attraction or
repulsion) is the governing force that results in
deflection of the particles away from their initial
paths.

Coulomb gauge Gauge condition commonly
used for calculation of properties for an atom un-
der the influence of a radiation field. The vector
potential 
A is arbitrary up to the gradient of a
scalar function, and this fact can be exploited

© 2001 by CRC Press LLC 



to insure that 
∇ · 
A = 0, the Coulomb gauge
condition.

Coulomb scattering Atomic or nuclear scat-
tering phenomenon in a Coulomb potential.

coupling constant A dimensionless numeri-
cal quantity characterizing the strength of an in-
teraction. Powers of the fine-structure constant(
α ≡ e2

4πηc ≈ 1
137

)
appear as an expansion fac-

tor in electrodynamic perturbation theory and
therefore set an order of magnitude to the in-
tensity of electromagnetic interactions. In con-
trast, the strong quark-gluon interaction involves
a constant for chromodynamic interactions (nu-

merically estimated to be αs ≡ g2
s

4πηc ≈ 0.1).

covalent crystals In covalent crystals, the
main interaction is a covalent bond. The crystals
have high melting points and hardnesses. For
example, diamond is a covalent crystal and is
the hardest crystal in the world.

covariant An expression or equation that re-
mains invariant under transformation to other
Lorentz frames (guaranteed, for example, for
scalar expressions).

covariant derivative A vector operator com-
bining a simple differential operator with a term
involving a vector field Av:

Dv(A)u ≡ (∂v − ieAv(x)) u(x)
which changes gauge under a local phase trans-
formation. Together with the self-energy terms
of the vector field itself, the replacement of or-
dinary derivatives with this covariant form in-
troduces interactions to the free Lagrangian and
transforms it into one invariant to gauge trans-
formations.

CPT theorem A theoretical assertion which
states that the local Lagrangian of a system of
quantum fields must be invariant under the si-
multaneous application of the three operations
of charge conjugationC, space inversionP , and
time inversion T . This condition is sufficient to
ensure the equality of particle and antiparticle
masses and lifetimes.

Canonical equations (see Hamiltonian) are
the set of first order differential relations involv-

ing the Hamiltonian, H :

q&
r ≡

∂H

∂pr
p&
r ≡

∂H

∂qr

where r enumerates the generalized coordinates
qr of the Hamiltonian, andpr are their conjugate
momenta, from which all equations of motions
(including the general laws of classical mechan-
ics) can be derived.

creation of matter See pair production.

creation operators In quantum field theory,
operators that, when acting on a state vector,
increase the eigenvalue of the number opera-
tor by one and the charge operator by z. If
the expression u†

kφp represents the state vec-
tor with energy-momentum (four-momentum)
p + k, where k2 = m, then the operator u†

k can
describe the creation of a particle of mass m,
charge z, and four-momentum k.

For particles obeying Fermi–Dirac statistics
(fermions such as electrons and muons), the op-
erators must satisfy the anticommutator rela-
tions {uk, u†

k′ } = δkk′ and {uk, uk′ } = {u†
k, u

†
k′ }= 0 in order to incorporate the Pauli exclusion

principle. See annihilation operator.

creeping flow Flows at which Re� 1. The
flow is characterized by laminar viscous motion.
The steady momentum equation simplifies to the
form

∇p = µ∇2u

where the pressure and viscous forces balance.

critical exponents In the vicinity of a crit-
ical point, the divergence of many physical
quantities, e.g., correlation length, specific heat
and magnetic susceptibility, can be written as a
power law t−α in terms of the reduced temper-
ature t or other parameters characterizing the
critical behavior. The exponent α is called a
critical exponent.

critical opalescence Intense scattering of
light that occurs in the vicinity of a critical point
due to the enhanced density fluctuations arising
from the divergence of the correlation length.

critical point The point in the pressure–tem-
perature phase diagram (point C in the figure
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below) above which there is no liquid-gas phase
separation, i.e., the order parameter that repre-
sents the difference in the molar volume (or den-
sity) of the two coexisting phases vanishes at the
critical point. The nature of the phase transition
changes from first order to second order at the
critical point. Critical pointscan be similarly
defined for other systems, such as in ferromag-
netic systems and binary mixtures.

Critical point.

critical pressure The value of the pressure
at the critical point.

critical state The state of a fluid in which liq-
uid and gas phases have the same density. The
temperature, pressure, and density at this state
are respectively called critical temperature, crit-
ical pressure, and critical density. Above the
critical temperature, a gas cannot be liquefied
by increasing the pressure.

critical temperature The value of the tem-
perature at the critical point.

cross-section The ratio of the number of par-
ticles scattered into a given solid angle with the
flux of particles incident on the scattering cen-
ter is the differential cross-section.Integrated
over all solid angles, this ratio gives the total
cross-section.

Crow instability Long-wave instability on
a trailing vortex pair often observed behind air-
craft. The instability is caused by the action of
one vortex upon the other, resulting in a symmet-

ric and sinusoidal instability causing the vortex
pair to join, breaking up into individual vortex
rings. The system is simplified by dividing into
two pairs of independent modes, symmetric and
antisymmetric. In the symmetric case, the fila-
ments bend alternately towards and away from
each, getting closer to each other in some re-
gions and farther away in others. In the an-
tisymmetric mode, the vortex filaments move
with each other, preserving their separation dis-
tance. Thus, the symmetric mode is the unstable
mode. The stability criteria is given by

σ = ±
{[

1+ khK1(kh)− 1

2
k2h2S(akδ)

]
[
1− khK1(kh)− k2h2K0(kh)

+1

2
k2h2S(akδ)

]} 1
2

where the symmetric mode is stable if σ ∈ �
and unstable if any part of σ ∈ � (or σ � �). If
the elliptical wing loading assumption is used,
the predominant wavelength of this mode is

0.42b ≤ λ ≤ 8.6b

where b is the aircraft span.

Crow instability of two slender vortices.

cryogenics The science and technology of
the production of low temperatures.

crystal A material in which atoms, ions, or
molecules have a regular three-dimensional re-
peating arrangement in space. The crystalline
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lattice is the arrangement of points in space at
which atoms, ions, or molecules are positioned.

cubic lattice A common type of lattice. It can
be divided into three groups, known as simple
cubic lattices, body-centered cubic lattices, and
face-centered cubic lattices.

cubic zinc sulfide structure Its Bravais lat-
tice is face-centered cubic. Its basses are two
different atoms located at (0,0,0) and (a/4i, a/
4j , a/4k), respectively (for example, GaAs and
InSb).

Curie–Weiss law When temperature is be-
low a critical temperatureT c, which is called the
Curie temperature, there is a spontaneous mag-
netization in some crystals. When temperature
is above T c, spontaneous magnetization disap-
pears and the crystals show paramagnetism. The
paramagnetic susceptibility satisfies the Curie-
Weiss law: X = X∗0C/(T − T c), where X0 is
constant and C is the Curie constant.

current density A vector describing the
change in the position probability density of a

wave function, P

(
ρ

r
, t

)
=
∣∣∣∣ψ
(
ρ

r
, t

)∣∣∣∣
2

,

defined as a conserved probability current den-

sity
ρ

j

(
ρ

r
, t

)
≡ − iη

2m

[
ψ∗∇ψ − (∇ψ∗) ψ]

satisfying the continuity equation

∂

∂t

∣∣∣∣ψ
(
ρ

r
, t

)∣∣∣∣
2

+ ∇ · ρ
j

(
ρ

r
, t

)
= 0 ,

which is an analog to classical mechanics con-
servation of fluid flow. See continuity equation.

current operator The second quantized gen-
eralization of the conserved current (see conti-
nuity equation) 
j(x, t) ≡ − ih̄

2m(ψ
∗(x, t)∇ψ(x,

t)−ψ(x, t)∇ψ∗(x, t)). In the formalism of sec-
ond quantization, the function ψ(x, t) is taken
to represent a Heisenberg picture operator, and,
thus, 
j(x, t) is the current operator.

cutoff frequency Frequency beyond which
a plasma wave ceases to exist or changes its na-
ture.

cyclic process A process in which a system
undergoes various changes in state in such a way
that it returns to its initial state at the end of the
process.

cyclotron frequency Angular precession fre-
quency that a particle with a magnetic moment
experiences when placed in a constant magnetic
field. For an electron, the cyclotron frequencyis
given byω = (eB/mc)2, where e is the electron
charge, m is the electron’s mass, c is the speed
of light, and B is the magnetic field strength.

cyclotron radius Radius of orbit of a charged
particle about a magnetic field line. Also called
gyroradius or Larmor radius.

cyclotron resonance A charged particle in
a magnetic field will resonate with an electric
field (perpendicular to the magnetic field) that
oscillates at the particle’s cyclotron frequency or
harmonics of the particle’s cyclotron frequency.
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D
D’Alembertian operator A relativistically
invariant, second order, partial differential oper-
ator in space-time. It may be written as

� = ∂2

∂x2
0

−
3∑
i=1

∂2

∂x2
i

;

where x0 is the time component and xi are the
spatial components of the relativistic space-time
four-vector.

D’Alembert’s paradox General result of po-
tential (irrotational) flow theory that a moving
body does not experience a drag force. This
result, derived in the 18th century, was at odds
with both intuition and observation of flow about
a body in motion.

Dalgarno–Lewis method Method develop-
ed by A. Dalgarno and J.T. Lewis (1955) that oc-
casionally enables the second order perturbative
correction to the energy of a state to be evaluated
exactly.

Dalitz pair A high energy gamma can con-
vert into an electron positron pair in the elec-
tric field of a nucleus. In this situation, energy
and momentum are conserved by the three par-
ticles (electron, positron, and recoil nucleus) in
the final state, but because the nucleus is much
more massive than the lepton pair, the energy of
the gamma ray is essentially shared between the
leptons. Thus a Dalitz pair is the pair of conver-
sion leptons having a total energy approximately
equal to the initial energy of the gamma ray.

Dalitz plot A method of graphically repre-
senting data when three particles are in the final
state of a reaction A+B. In this case, the reac-
tion can depend on five independent variables.
Binning the data as a function of these parame-
ters usually leads to poor statistical accuracy and
a complicated presentation in which systematic
trends are difficult to extract. Thus, the spectra

are integrated over the relative angles of the out-
going particles, which leaves two independent
variables. These may be taken as the energies
of two of the particles,E1, E2, andE3. Energy
is conserved so that E1 + E2 + E3 = system
mass. The Dalitz plot is developed by placing
a count in a two-dimensional diagram at a dis-
tance E1, E2, E3 from each side of an equi-
lateral triangle, e.g., if all three particles have
the same energy the point lies at the center of
the triangle. Energy is conserved because the
sum of the three distances as described above
is constant. Applying momentum conservation
gives a further restriction on the plot providing
a boundary curve as shown in the figure below.
If the final state particles have no interactions,
then the distribution of points is random within
the boundary curve. If a final state interaction
occurs, or the reaction proceeds through sequen-
tial decay, then the density of points in various
regions in the plot will be enhanced.

A schematic example of a Dalitz plot, which shows a

plotted point.

damping The loss of energy to the surround-
ings, i.e., a reservoir with a large number of de-
grees of freedom, by means of some interac-
tion. In the case of an atom, this can be in the
form of spontaneous emission or non-radiative
decay. Other forms of dampinginclude the loss
of photons in a cavity through partially trans-
parent mirrors. The quantum theory of damping
can be treated with various approaches. Among
those are the reduced density operator, quantum
jump, or Monte-Carlo methods.

Darcy friction factor Dimensionless mea-
sure of the skin friction τw (shear stress) in pipe
flow

f ≡ 8τw
ρU2∞
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where f is dependent upon the Reynolds num-
ber and pipe surface roughness.

Darcy’s law Equation governing flow in a
porous medium

∇p = − µ
K

u

whereK is the permeability of the porous medi-
um.

Darcy–Weisbach equation Equation relat-
ing head less hf in a pipe of length L and diam-
eter d as a function of friction factor f

hf = f L
D

U2∞
2g

.

Once f has been determined for the given
flow regime and geometry, the Darcy–Weisbach
equationcan be applied to a duct flow of any
cross-section for both laminar and turbulent
regimes.

dark matter Non-luminous matter in the uni-
verse that is postulated to exist in order to ac-
count for the motion of observed systems due to
the presumed effects of gravitation. This mat-
ter could be in the form of cold matter, neutron
stars, black holes, or stable elementary particles.
Evidence that dark mattermust exist in some
form comes from several sources, the most com-
pelling being the fact that the circular velocity of
hydrogen clouds surrounding spiral galaxies is
independent of the radius of the clouds, in direct
contradiction to what is expected from a gravi-
tationally bound system of stars (which should
be proportional to 1/r). No currently proposed
source of dark matterfully explains present ob-
servations.

dark spot trap Can be used to increase the
atom density in magneto-optical traps. In stan-
dard magneto-optical traps, the radiation pres-
sure from spontaneously emitted photons limits
the achievable density. In order to increase this
limit, atoms must be prevented from emitting
fluorescence in the regions of highest density,
i.e., the trap center.

For many trapping species in many magneto-
optical traps, repumping lasers must be superim-
posed on the trapping lasers in order to prevent

pumping of the atoms into states not accessi-
ble to the trapping lasers. By reducing or com-
pletely avoiding illumination of the trap cen-
ter with the repumping laser, the atoms will be
preferentially pumped into the dark states in the
trap center. The fluorescence at the trapping
frequency will therefore be suppressed, which
significantly increases the atom density due to
much lower radiation pressure.

dark state (1) A coherent effect which exist
in three level systems where the three levels are
connected through two coherent fields. Only
the two transitions |a〉 ↔ |b〉 and |a〉 ↔ |c〉
are dipole-allowed. The two counterpropagat-
ing laser beams fulfill the Raman condition

ω2 − ω1 = ωab − ωac ,
where ωab and ωac are the respective transition
frequencies. The interaction part of the Hamil-
tonian of such a system in the rotating wave ap-
proximation is given by

Hint = − exp (−ıω1t) exp ık1z�ab|b〉〈a|
− exp (−ıω1t) exp−ık1z�ab|a〉〈b|
− exp (−ıω2t) exp ık2z�ac|b〉〈c|
− exp (−ıω2t) exp−ık2z�ac|c〉〈a| ,

where the � are the Rabi frequencies of the
fields. Solution of the problem shows that it
is possible to prepare the system in a superpo-
sition of the two lower states |b〉 and |c〉 so that
no absorption to state |a〉 occurs, even in the
presence of the fields. This is possible because
of appropriate choice of the Rabi frequencies
and phases of the fields. The superposition of
the two states is called the dark state,as it is
not electric dipole-connected to the upper state
anymore. Due to the coherence in the system,
the probability amplitudes for excitation into the
excited state |a〉 interfere destructively.

This effect is also called coherent population
trapping. Similar to optical pumping, this pop-
ulation trapping can also occur if the atom has
not initially been in this dark state. By cycles
of the effects of the electro-magnetic radiation
and spontaneous emission, the atom is optically
pumped into a dark state. An example of this
effect is the electromagnetically induced trans-
parency (EIT).
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Illustration of dark states. The coherent interaction

of the radiation fields with frequencies ωab and ωac
which connect levels |a〉 with |b〉 and |a〉 with |c〉 op-

tically pump the atom in a dark state which has no

dipole allowed transitions to state |a〉. All atoms will

be trapped in a superposition of states |b〉 and |c〉.

(2) In molecular dynamics, states that are
not connected by dipole-allowed transitions to a
ground state, but exist in the background and
can lead to perturbations in molecular spec-
tra. These dark statescan be rovibrational lev-
els of higher harmonic vibrations or combina-
tion overtones as well as other rovibronic lev-
els in other electronic states. In the Born–
Oppenheimer picture, the different motions in
molecules are completely separated. Interac-
tions do occur, however, in real molecules. The
perturbations can be taken into account by the in-
troduction of a coupling matrix element between
optically active states |�o〉 connected by an op-
tically allowed transition to the ground state and
the manifold of dark background states |{�d}〉,
which are not optically dipole-coupled to the
ground state. One distinguishes several mecha-
nisms for these interactions: intramolecular vi-
brational redistribution (IVR) for coupling of
states within the same electronic state, intersys-
tem crossing (ISC), and internal conversion (IC)
for couplings within different electronic states of
different or the same multiplicity, respectively.

IVR is particularly important in the elec-
tronic ground state of molecules, where it is the
only mechanism possible, since other electronic
states are much higher in energy. The possible
interactions can be subdivided into the anhar-
monic Fermi coupling, coriolis, and centripetal
couplings. The former are independent of the

rotational quantum number J , whereas the latter
are linear and quadratic in their J dependence.

The actual decay rate for the optically ac-
tive state is then the sum of the radiative and
non-radiative decays into the dark states.The
latter become more important as the density of
background states increases. The energy flow
into these dark statesis investigated in molecu-
lar dynamics.

Darwin term Discovered by C.G. Dar-
win (1928) in the relativistic corrections to the
Hamiltonian of a hydrogen atom, which is sin-
gular and only affects the spherically symmetric
electronic states.

Davisson, Clinton Nobel Prize winner in
1937 who, along with Thompson, observed
diffraction patterns in electron scattering from
crystals confirming the de Broglie hypothesis of
the wave nature of matter.

Davisson–Germer experiment Experiment
by C.J. Davisson and L.H. Germer in 1927, in
which electrons striking a crystal of Ni were ob-
served to produce a diffraction pattern. This ex-
periment unambiguously demonstrated the va-
lidity of de Broglie’s concept of matter waves.

dead time The percentage or ratio of the time
period during the acquisition of experimental
data when the experimental equipment is inoper-
ative due to the collection, processing, or on-line
analysis of this data.

de Boer parameter Parameter which ex-
presses the importance of quantum mechanical
effects in a liquid, especially one of the inert
elements. The parameter is approximately the
square root of the ratio of the zero-point-energy
to the strength of the attraction between two
atoms.

de Broglie, Louis Victor Nobel Prize winner
in 1929 for proposing that matter, as well as
light, has both wave and particle properties.

de Broglie wavelength (1) The wavelength
assigned to a unit of matter. It is defined by the
equation λ = h/p, where h is Planck’s con-
stant and p is the momentum of the matter. An
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electron (the least massive elementary particle)
moving at a velocity 9 × 106cm/s (room tem-
perature) has a wavelength ≈ 8 × 10−7cm.

(2) Reflects the wave-particle duality of mat-
ter. Just as light can exhibit both wave and par-
ticle character, matter particles can exhibit wave
behavior. The characteristic wavelength λ that
is associated with a matter particle was found by
de Broglie and is given by

λ = h̄

mv

where m is the mass of the particle and v is its
speed. For slow quantum particles, this wave-
length becomes very large. In fact, if the de
Broglie wavelength and the average distance be-
tween the atoms are in the same order of magni-
tude, new phenomena can be observed such as
Bose-Einstein condensation and the formation
of degenerate Fermi gases.

de Broglie waves Profound and far reach-
ing concept attributed to L. de Broglie (1924),
stating that matter, which until then had been
conceived of as particulate, would sometimes
behave as a wave. Specifically, a particle of
momentum p also behaves as a wave of the so-
called de Broglie wavelength:

λ = h/p ,
where h is Planck’s constant.

debye The common unit for the permanent
dipole moment-present in molecules and also
represents the atomic units for the dipole mo-
ment. A debye is defined as

1 debye = 1 ea0 = 8.49166 × 10−30 c m

where e is the elementary charge and a0 is the
Bohr radius.

Debye sheath The region, named after chem-
ist Peter Debye, in front of a material surface in
contact with a plasma and in the presence of
electrical fields. The characteristic thickness of
the sheath is the Debye length.

Debye shielding When a positive (or nega-
tive) charge is inserted into a plasma medium, it

will change the local charge distribution by at-
tracting (or repelling) electrons. The net result is
an additional negative (or positive) charge den-
sity that cancels the effect of the initial charge
at distances that are large compared to the char-
acteristic Debye length (see also Debye sheath)
associated with the shielding process.

Debye T 3 law From the Debye approxima-
tion, we can conclude that at very low temper-
atures, the heat capacity of crystals is linearly
relative to T 3, where T is temperature. This is
called the Debye T 3 law.

decay constant The probability that a nu-
cleus undergoes radioactive decay in an interval
δt is given by λδt, where λ is the decay constant.
This constant depends only on nuclear proper-
ties which are independent of all other physical
quantities including time. Thus, the number of
nuclei remaining after a given time, t , will be

N(t) = N(t = 0)e−λt .

decay rate (A) The rate at which a state spon-
taneously decays to states with lower energy.
The decay rate is also referred to as the Einstein
A coefficient. The lifetime τ of this state and
the decay rateobey the relationship

τ = 1/A ,

where A is given in terms of ω rather than ν.
For more details, see Einstein A coefficient. The
linewidth of a transition 
ν is connected with
the decay rate via

A = 2π
ν .

decay, spontaneous The decay of any sys-
tem from an excited state to a state of lower en-
ergy without the application of any perturbation,
with the emission of radiation or other particles.
The term is especially applied to atoms, often as
spontaneous emission, where it stands in sharp
distinction to induced decay or emission, and
alpha decay of nuclei.

decay width (�.) For any decaying state,
system, particle, etc., with a lifetime τ , a quan-
tity with the dimensions of energy, given by
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� = h/2πτ , where h is Planck’s constant.
Through the energy–time uncertainty relation,
� expresses the uncertainty with which the en-
ergy of a state can be ascertained. See also res-
onance scattering; Breit–Wigner form; Fock–
Krylov theorem.

decibel (dB) A logarithmic measure of the
gain or loss in a material. The decibel scale
is the ratio of the final intensity I and the ini-
tial intensity I0 on a logarithmic scale. Positive
numbers refer to gain, whereas negative values
refer to loss. Specifically, one finds

G[dB] = 10 log
I

I0
.

deconfinement Elementary particles are
composed of quarks which combine in such a
way that the color quantum number of the entire
system vanishes. If one attempts to separate a
quark from this system, the interaction strength
increases linearly with the distance between the
quarks. This binding forms the essence of quan-
tum chromodynamics, QCD. Thus, quarks are
never free and must always be associated with
at least one other quark. At sufficient densities
and energies, however, quarks can exist and mix
within a volume larger than that of an elemen-
tary particle, e.g., a nucleon or meson. This is
called deconfinementand occurs only within this
localized region of space at high densities and
energies. Presumably, these conditions repre-
sent the situation in the very early universe. The
deconfined state condenses back to elementary
particles as the density decreases and the tem-
perature cools.

decorrelation The loss of coherence in an
atomic or molecular system. Such decorrela-
tion originates from any damping or loss pro-
cess. One distinguishes in analogy to the nu-
clear magnetic resonance phenomena T1 and T2,
where the former expresses the lifetime and the
latter the decorrelation time. For isolated, ho-
mogeneous systems we find the following rela-
tionship:

T1 = T2

2
.

deep inelastic scattering Scattering of
leptons at high energies with large momen-
tum transfer can be calculated by perturba-
tion techniques, since quantum chromodynam-
ics (QCD), which is the theory of strongly inter-
acting quarks and gluons, indicates that at high
energies and small distances, the interaction be-
tween quarks is weak. In deep inelastic scatter-
ing, the lepton scatters in first order from one
parton (quark) within the target. This scattering
is determined by four structure functions of the
parton distributions, F1, F2, g1, and g2, where
the first two are spin-independent and the latter
two are spin-dependent.

de-excitation The loss of excitation in a sys-
tem. Mechanismsfor de-excitationcan be flu-
orescence, phosphorescence, and collisions, as
well as other non-radiative loss processes in
atomic and molecular systems. Since the radia-
tion field is also quantized, one can view the loss
of photons as a de-excitationprocess as well.

defect (1) An irregularity in the ordered ar-
rangements of atoms in a crystal lattice. In gen-
eral, defects are classified into two main types in
crystalline solids: point defectsand interstitial
defects.Point defectscorrespond to a missing
atom at a single lattice point. This defectis also
referred to as a vacancy. An interstitial defect
is an atom that is in a position other than a nor-
mal lattice point. All solids above absolute zero
have a concentration of defectswhich depends
on the temperature.

(2) Defectsare what is different from ideal
crystal. In general, there are microscopic defects
in each real crystal. The defectshave a great
effect on the properties of crystal. There are
many kinds of fundamental microscopic defects,
such as dislocation, vacancy, point defect, etc.

deformation A nucleus is generally not
spherical in shape, but has a nuclear density
which can be defined as spheroidal (prolate or
oblate). A static nuclear quadrupole moment
is one indication that the nucleus is deformed.
The deformationparameters are proportional to
the difference between the radius of a spherical
distribution of the same volume and the radius
along the symmetry axes of the deformed sys-
tem.
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deformation potential (volume) Deforma-
tion can change the volume of crystals. Volume
deformation potential is equal to energy change
per volume dilation, which is the ratio of the
volume change to the total volume of crystals.

deformation potentials For long wavelength
acoustic phonons, atomic displacements can re-
sult in a deformation of crystals. Deformation
potentials describe changes of the electric en-
ergy resulting from the deformation.

degeneracy When states with different quan-
tum numbers have identical energy. One exam-
ple are the Zeeman substates in an atom in the
absence of a magnetic field. The degeneracy
can be lifted due to the interaction with external
fields (for instance electric or magnetic fields) or
internal interactions. Compare with Lamb shift.

degeneracy, accidental (1) Degeneracy of
states which are not related to each other by any
obvious symmetry of the system. For a general
system, such degeneracies are expected to occur
at random, and any regularities are expected to
be statistical at best. Many cases of accidental
degeneracy, however, have historically turned
out to be systematic on closer study, and are un-
derstood to arise from extra abstract symmetries
of the system. Examples are the degeneracy of
different angular momentum states of the hydro-
gen atom and the isotropic harmonic oscillator
in more than one dimension.

(2) Different states with the same energy are
called degenerated states. If the Hamiltonian
has degenerated eigenstates with different sym-
metries, there are called accidental degenera-
cies.

degeneracy, Kramers A doubling of the
degeneracy of every energy eigenstate, eluci-
dated by H.A. Kramers in 1930, that necessar-
ily arises in any system of particles with a to-
tal half-integral spin in the absence of external
influences, such as a magnetic field, that break
time-reversal symmetry. The theorem is of great
value in understanding magnetic ions in crystals.

degeneracy, lifting of, or removal of Slight
inequality of energy of a group of quantum states
due to the presence of a perturbation, usually

weak, that destroys or lowers the symmetry of
the underlying system.

degeneracy pressure The pressure exerted
by a degenerate Fermi gas, even at zero tem-
perature, due to the occupation of non-zero mo-
mentum states as mandated by the Pauli exclu-
sion principle. This pressure accounts for a large
part of the compressibility of metals, and the sta-
bility of white dwarf stars against gravitational
collapse. Synonymous with Fermi pressure.

degeneracy temperature See Fermi temper-
ature.

degenerate Fermi gas A system of non-
interacting fermions at a temperature much lower
than the Fermi temperature.

degenerate gas (1) A gas of quantum me-
chanical particles (fermions or bosons) at tem-
peratures low enough, or densities high enough,
that the low-lying single particle energy levels
are multiply occupied in equilibrium.

(2) A gas at temperatures and densities such
that the thermal energy of a particle is compara-
ble to the zero-point energy that it would have
if confined to a box of volume equal to the vol-
ume per particle. Examples of such systems
are given by the Bose condensates of the alkali
gases 87Rb, 23Na, and 7Li discovered in 1995,
and, except for the fact that they are liquids, 4He
and 3He. See also Bose-Einstein condensation;
Fermi gas; Fermi liquid; superconductivity.

degenerate semiconductor In a compound
semiconductor, after purposely adding one com-
ponent, the conductivity of the semiconductor
will change. Such semiconductors are called
degenerate semiconductors.

degree of coherence Gives the coherence in
a quantum system. The off-diagonal matrix el-
ements of the density matrix give the degree of
coherence.The degree of coherencecan also
be determined through the visibility V of inter-
ference fringes with intensity maxima Imax and
minima Imin as interference in a characteristic
of coherence:

V = Imax − Imin

Imax + Imin
.
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degree of freedom (1) A distribution func-
tion may depend on several variables that vary
stochastically. If these variables are statistically
independent, then each represents a degree of
freedomof the distribution.

(2) The number of independent coordinates
needed for the description of the microscopic
state of a system is called the number of degrees
of freedom.For example, a single point particle
in three-dimensional space has three degrees of
freedom; a system of N point particles has 3N
degrees of freedom.

De Haas–Van Alphan effect In 1930, De
Haas and Van Alphan measured the magnetic
susceptibility x of metal Bi at a low tempera-
ture, 14.2K, and strong magnetic field. They
found that x oscillated along with the change of
magnetic field. This phenomenon is called the
De Haas–Van Alphan effect.

delayed choice experiment Gedanken vari-
ant of the two-slit interference experiment with
photons in which the slits and screen are re-
placed by two half-silvered mirrors. When only
the first mirror is in place, it is possible to tell
which path a photon takes. When both mirrors
are in place, however, interference is observed,
and the “which path” information is lost. In the
delayed choice experiment,the decision to in-
sert or not insert the second mirror is made after
the photon has, classically speaking, passed the
first mirror. Nevertheless, it is apparent that in-
terference is observed when and only when the
second mirror is in place. The experiment fur-
ther confirms quantum mechanical precepts that
it is not possible to assign a meaning to the no-
tion of a trajectory to a particle in the absence of
an apparatus designed to measure the trajectory.

delayed emission De-excitation of an excited
nucleus usually occurs rapidly (≤ 10−8s) af-
ter formation by gamma emission (electromag-
netic interaction). Emission of protons or neu-
trons from a nucleus occurs on much shorter
time scales due to the fact that the hadronic in-
teraction is much stronger. Occasionally, weak
decay of an unstable nucleus occurs. If this un-
stable nucleus then emits a nucleon delayed by
the weak decay time, then delayed emissionhas
occurred.

delta function A pseudo-mathematical func-
tion which provides a technique for summing of
an infinite series or integrating over infinite spa-
tial dimensions. The delta function,δ, is defined
such that:

f (x) =
∞∫
−∞

δ(x − x′)f (x′) dx′ .

The integral:

δ(x) = (1/2π)1/2
∞∫
−∞

e−i(x−x′) dx′

forms one representation of the delta function.
Note that, by itself, the delta functionis not con-
vergent, but used to find the value of a function,
f (x), it is well-defined if the limits are taken in
an appropriate order.

delta ray A low energy electron created from
the ionization of matter by an energetic charged
particle passing through the material. Delta
rays,however, have sufficient energy to further
ionize the atoms of the material (≥ a few ev).

delta resonance The lowest excitation of a
nucleon. It has a spin/parity of 3/2− and exists
in four charge or isotopic spin states, 2e, e,−e,
and −2e, where e is the magnitude of the elec-
tronic charge. The delta belongs to the decouplet
SU(3) quark representation of the non-strange
baryons.

density matrix Reflects the statistical na-
ture of quantum mechanics. Specifically, the
density matrix,which is sometimes also called
the statistical matrix, illustrates that any knowl-
edge about a quantum mechanical system stems
from the observation of many identically pre-
pared systems, i.e., the ensemble average. For
a system in a well-defined state |�〉 given by
|�(θ)〉 = ∑

n cn(θ)|ψn〉, where |ψn〉 forms a
complete basis, the density matrixelements are
defined as

ρmn = 〈ψm|ρ̂|ψn〉 ,
where ρ̂ = |�〉〈�|. It follows that the individ-
ual matrix elements ρmn can also be calculated
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through

ρmn = 〈ψm|�〉〈�|ψn〉 = cmc∗n .
For statistical mixtures of states, the definition
for the density matrixmust be generalized to
account for the uncertainties of the different ad-
mixtures of pure states:

ρmn =
∫
p(θ)cm(θ)c

∗
n(θ)dθ ,

where p(θ) is the probability distribution of
finding the state |�(θ)〉 in the mixed state.

The density matrix contains information
about the specific preparation of a quantum sys-
tem. This is in contrast to the matrix elements
Onm = 〈ψn|Ô|ψm〉 of an observable Ô. Onm
depends only on the specific operator Ô and the
basis set, but contains no information about the
quantum state |�〉 itself.

The diagonal elements ρnn are called popula-
tions, as ρnn give the populations, i.e., the prob-
ability of finding the system in state ψn (ρnn =
Pn) which leads to the condition ρnn ≥ 0. This
terminology is also justified by the property of
the density matrix:

Trρ =
∑
i

ρii = 1 .

The off-diagonal elements ρnm are termed the
coherences, as they are measures for the coher-
ences between states |�n〉 and |�m〉. In the case
that a particular density matrixρ represents a
pure state, as opposed to a statistical mixture,
the density matrixis idempotent, i.e.,

ρρ = ρ .
Consequently, also,

Tr
(
ρn
) = 1 .

In contrast, for the density matrixof mixed
states, we find:

Tr
(
ρ2
)
≤ 1 .

Finally, the density matrixis Hermitian, i.e.,

ρ† = ρ or ρ∗mn = ρnm .

The density matrixallows a straightforward
calculation of expectation values 〈Ô〉 for an ob-
servable Ô:〈
Ô
〉
= 〈�|Ô|�〉 =

∑
mn

〈�|ψm〉Omn〈ψn|�〉 .

With the help of the density matrix,one solves
for 〈Ô〉:〈
Ô
〉
=
∑
mn

Ônmρmn=
∑
m

[
Ôρ̂

]
nn
=Tr

[
Ôρ̂
]
.

As an example, the density state for the sim-
plest coherent state |�coh〉 given by

|�coh〉 = cos θ |�1〉 + sin θ |�2〉
yields

ρ =
∣∣∣∣ cos2 θ cos θ sin θ

cos θ sin θ sin2 θ

∣∣∣∣ .
For the special case of θ = π/4, we find:

ρ =
∣∣∣∣∣

1√
2

1√
2

1√
2

1√
2

∣∣∣∣∣ .
In contrast, for a completely incoherent state or
mixed state, where states with values of all dif-
ferent θ are mixed with an equal probability, we
solve for the density matrix:

ρ =
∣∣∣∣∣

1√
2

0

0 1√
2

∣∣∣∣∣ .

density of final states Represents statisti-
cally the number of possible states per momen-
tum interval of the final particles. The particles
are assumed to be non-interacting, with popula-
tion density governed only by the conservation
of energy and momentum.

density of modes The number of modes of
the radiation field in an energy range dE. The
density of modesis a function of the boundary
conditions of the space under consideration. For
free space, the density of modesper unit of vol-
ume and per angular frequency is given by:

ω = ω2

π2 c3
.
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For large mode volumes, the mode distribution
is quasi continuous, while for small cavities,
the discrete mode structure is fully apparent.
This can lead to enhancement and suppression of
spontaneous decay depending on the exact cav-
ity geometry. The change in mode density origi-
nates from the boundary condition that has to be
fulfilled by the different cavity modes. Specifi-
cally, for a cavity, the modes have to have van-
ishing electric fields on the cavity walls. The
physics originating from such a modification of
the mode density is explored by cavity quantum
electrodynamics (CQED) and in its most basic
form by the Jaynes–Cummings model.

density of states The number of states in a
quantum mechanical system in a given energy
range dE. One finds that

D(E) = dNs

dE
,

where D(E) is the density of states in an energy
range between E and dE.

depolarization Scattering of nucleons from
nucleons (spin 1/2 on spin 1/2 hadronic scatter-
ing) can be parameterized in terms of nine vari-
ables, but at any given scattering angle only four
of these are independent due to unitarity. These
parameters can be defined in different ways, one
of which is to assign the production of polariza-
tion by scattering as the parameter, P , while the
other parameters describe possible changes to an
already polarized particle due to its scattering in-
teractions. In general, the polarization is rotated
in the collision, and in particular, the depolar-
ization parameter measures the polarization af-
ter scattering along the perpendicular direction
to the beam in the scattering plane if the initial
beam is 100% polarized in this direction.

destruction operator (1) Abstract operator
that diminishes quanta of energy or particles in
Fock space by one unit. Also known as an anni-
hilation or lowering operator in some contexts.
See also creation operators.

(2) In quantum field theoretic calculations,
the field quanta are represented in momentum
space. In this space, a wave function for a quan-
tum of the field represents a particle, and can
be considered as either creating or annihilating

this particle out of or into the vacuum state. The
destruction(annihilation) operator is the Her-
metian conjugate of the creation operator.

detailed balance The reaction matrix,U , de-
pends on all the quantum numbers of the incom-
ing and outgoing states. General considerations
of quantum mechanics indicate that the U ma-
trix multiplied by its Hermitian adjoint results in
the identity matrix. This means that in any reac-
tion,A→B is identical to the reversed reaction
B → A with spins reversed (detailed balance)
and with time inversion symmetry preserved.

detection efficiency loophole Due to exper-
imental insufficiencies in tests of the Bell in-
equalities. As of now, the strongest form of
the Bell inequalities has not been tested, since
the required detection efficiencies have not been
enforced. Therefore, current tests of the Bell
inequalities test weaker forms that are derived
by assuming that particles which are detected
behave exactly the same as those that are not
detected, or, in other words, that the detectors
produce a fair sample of the entire ensemble
of particles (fair sampling assumption). Thus,
the present tests leave open a loophole. Other
requirements for a definite test of the Bell in-
equalities are strong spatial correlation and a
pure preparation of the entangled state.

determinantal wave function A wave func-
tion for a system of identical fermions consisting
of an antisymmetrized product of single-particle
wave functions. Also called a Slater determinant
after J.C. Slater.

detuning Refers to the fact that light incident
on an atomic or molecular system is not resonant
with a transition in this atom/molecule. The de-
tuninghas the value of


ω = ωl − ω0

where ω0 is the resonant frequency and ωl is the
frequency of the incident light. Light is said to
be red-detunedlight when 
ω < 0 and blue-
detunedwhen 
ω > 0.

deuteron (1) The nucleus of the hydrogen
isotope deuterium consisting of a proton and a
neutron.
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(2) A deuteronis the nucleus of the isotope
of hydrogen with the atomic mass number 2.
It consists of a neutron bound to a proton with
their intrinsic spins aligned, which gives a value
of one for the total angular momentum of the
bound state, deuteron. Since the system with
anti-aligned nuclear spins is unbound, the nu-
clear force is spin-dependent and stronger in
the 3S1 state than in the 1S0 state.

diabolical point For a system with a Hamil-
tonian parametrized by two variables, the dia-
bolical point is a point in this parameter space
where two energy levels are degenerate. So
called because the energy surface in the vicinity
of this point is a double elliptic cone, resem-
bling an Italian toy, the diabolo. A diabolical
point need not be characterized by any obvious
symmetry, and is, to that extent, an accidental
degeneracy.

diagonalization of matrices Used to find the
eigenvectors and eigenvalues of matrices. The
eigenvectors �vi and eigenvalues λi of a matrix
M are given by the following equation:

λi �vi = M �vi .

If the matrix M is diagonal, i.e., Mij = 0 for
i �= j , the diagonal elements Mii are the eigen-
values of the matrix. Diagonalization of Her-
mitian matrices is of particular relevance since
physical observables can be described by Her-
mitian matrices, i.e.,

Ô∗ij = Ôji ,

where the corresponding matrix elements for the
operator Ô can be written as:

Ôij =
∫
d3r�∗i Ô�j = 〈�i |Ô|�j 〉 ,

where the |�i〉 form a complete basis.
The matrix Ôij is diagonal if the |�i〉 are

eigenstates of the operator Ô. The eigenvalues
are the diagonal elements. Hence the diagonal-
ization of a matrixis equivalent to finding the
eigenvalues of the matrix and is an important
step toward finding the eigenstates of a particu-
lar problem.

diamagnetism If one material has a net
negative magnetic susceptibility, it has diamag-
netism.

diamond structure In a diamond, the Bra-
vais lattice is a face-centered cube whose prim-
itive vector is a/2(x+ y, y+ z, z+ x), where a
is the distance between two atoms. The lattice’s
bases are two carbon atoms located at (0,0,0)
and a/4(x, y, z).

diatomic molecule A molecule made up of
two atoms. Bonding can be covalent or due
to van der Waals forces. Diatomic molecules
bound by relatively weak van der Waals forces
are sometimes referred to as dimers.

Dicke narrowing (motional narrowing) The
narrowing of atomic or molecular transitions
due to a process that increases the characteris-
tic time an atom/molecule interacts with light.
The characteristic width of Doppler broadened
lines is 
 = 2πvT /λ, where vT is the thermal
speed and λ is the wavelength of the emitted or
absorbed light. This width can be associated
with a coherence time 1/
, in which the atom
can interact with the light without interruption.
Increasing this time leads to an effective narrow-
ing of the transitions. This can be achieved for
instance by means of a buffer gas: the increased
number of collisions with the buffer gas leads
to an increased interaction time of the species
under investigation with the light and, thus, to a
narrowing of the transition lines.

dielectric A nonconductor of electricity. The
term dielectric is usually used where electric
fields can exist inside a material, such as be-
tween a parallel plate capacitor.

dielectric strength The maximum electric
field that can exist in a material without causing
it to break down.

diesel engine A four-step cyclical engine, il-
lustrated below. It consists of an adiabatic com-
pression of the air and fuel mixture (i), followed
by a combustion step at constant pressure (ii),
and then cooled first by an adiabatic expansion
(iii), with further cooling at constant volume (iv)
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to return the gas to the initial temperature and
pressure.

Diesel engine cycle.

difference frequency generation A non-
linear process in which radiation is generated
that has an energy equivalent to the difference
of the two initially present radiation fields. It is
the reverse process of sum frequency generation
and closely related to optically parametric down
conversion. Energy and momentum conserva-
tion have to be fulfilled in the process, i.e.,

νd = ν1 − ν2 energy conservation ,

�kd = �k1 − �k2 momentum conservation

where ν are the frequencies and �k are the wave
vectors of the different radiation fields involved.

differential cross-section The nuclear cross-
section per unit of energy, momentum, or angle;
usually refers to the angular differential cross-
section. The differential cross-section per solid
angle, ∂�, is written as:

∂σ

∂�
.

diffraction At forward angles and small mo-
mentum transfers, the scattering of high energy
particles from a composite of target scattering
centers, such as nucleons in a nucleus, is pri-
marily governed by the wave nature of these pro-
jectiles. Scattering from such a system can be
coherent, i.e., the incident and outgoing particle

waves are identical except for a phase change,
leading to a description of the scattering in terms
of interfering waves. Scattering represented by
this process is called diffractive scattering or
diffraction.

diffuser A duct in which the flow is decel-
erated and compressed. The shape of a diffuser
is dependent upon whether the flow is subsonic
or supersonic. In subsonic flow, a diffuserduct
has a diverging shape, while in supersonic flow,
a diffuser duct has a converging shape. See
converging–diverging nozzle.

diffusion The movement of a solid, liquid,
or gas as a result of the random thermal motion
of its atoms or molecules. Diffusion in solids is
quite small at normal temperatures.

diffusion coefficient, diffusion length Neu-
trons above thermal energies lose energy by scat-
tering from the nuclei of a material, losing en-
ergy until they are captured by a nucleus or reach
thermal equilibrium with the surrounding envi-
ronment. Thus, the average energy of an initial
distribution of neutrons will decrease over time,
and the width will increase (diffuse):

D = λv/3 ,
where v/λ is the number of collisions of the
neutron per unit of time, and D is the diffusion
coefficient.The quantity,

L = [λ�/3]1/2 ,
where�/v is the mean-life of a thermal neutron,
is the diffusion length.The density of thermal
neutrons then obeys the equation (qτ the number
of neutrons becoming thermal per unit time),

∇2n− (3/λ�)n+ 3qτ /λv = 0 ;
with the boundary condition n = 0 on the sur-
face of the moderator.

diffusion, plasma The loss of plasma from
one region (normally the interior) to another
region (normally the exterior) stemming from
plasma density or pressure gradients.

diffusion, viscous Penetration of the effects
of motion in a viscous fluid where the bound-
ary layer grows outward from the surface. Near
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the surface, fluid parcels are accelerated by an
imbalance of shear forces. As the fluid moves
adjacent to the wall, it drags a portion of the
neighboring fluid parcels along with it, result-
ing in a gradual induction of fluid moving with
or retarded by the surface. In an unsteady flow,
the diffusion is governed by the simplified equa-
tion

∂u

∂t
= ν ∂

2u

∂y2

where viscous forces govern the fluid behavior.

dilatant fluid Non-Newtonian fluid in which
the apparent viscosity decreases with an increas-
ing rate of deformation. Also referred to as a
shear thickening fluid.

dimensional analysis The basis of dimen-
sional analysis is that any equation which ex-
presses a physical law must be satisfied in all
possible systems of units. What differentiates
between one set of units and another is how the
system is defined, in particular, what quantities
are chosen as primary. These are the basic set
of units. All other units are a combination of
these and are known as secondary (these are also
known as base and derived units when specifi-
cally referring to the system). In fluid mechan-
ics, the primary dimensions are usually mass,
length, time, and temperature (SI). All other
physical quantities are derived from these pri-
mary dimensions.

dimensionless intensity The intensity in
atomic units often used in theoretical calcula-
tions. In particular in the semiclassical theory,
a dimensionless intensity can be defined which
is equivalent to the number of photons n in the
laser mode with volume V :

n = ε0 E3V

2h̄ω
,

whereω is the angular frequency of the photons.
In the literature, the intensity is often defined

as:

I = c

8π
E2 ,

where E is the time averaged electric field. The
standard SI unit for the intensity is W/m2. The

intensity is sometimes also referred to as the ir-
radiance.

dimensionless parameter Any of a number
of parameters characterized by value alone and
which describes characteristic physical behavior
of fluid flow phenomena. A dimensionless pa-
rameter is composed of a ratio of two quantities
with the same dimensions to measure the rela-
tive effect of these quantities in a given flow (see
Reynolds number, Mach number). Some di-
mensionless parameters of common use in fluid
mechanics are listed below.

Name Form & Ratio

Cauchy number Ca = U2ρ/βs = M2

inertia force:compressive force

Euler number Eu = 
p/ρU2

pressure force:inertia force

Froude number Fr = U2/gL
inertia force:gravity force

Grashof number Gr = gβ
TL3/ν2

buoyancy force:viscous force

Knudsen number K = λ/L
mean free path:length scale

Mach number M = U/a
velocity:sound speed

Reynolds number Re = UL/ν
inertia force:viscous force

Stokes number Sk = 
pL/µU
pressure force:viscous force

Strouhal number St = fU/L
vibration frequency:time-scale

Weber number We = ρU2L/σ
inertia force:surface tension force

diode An electronic device that exhibits rec-
tifying action when a potential difference is ap-
plied between two electrodes. Current flows
from one direction of the potential, called the
forward direction. When the potential is re-
versed, the current is very small or zero.

dipolar force The attractive force between
two molecules originating from the polariza-
tion of the molecules. The partially positively
charged end of a molecule attracts the partially
negatively charged part of the other molecule.

dipole-allowed transition See electric
dipole-allowed transition.

dipole approximation Frequently used
when the interaction between an atom and an
electromagnetic wave is considered. The elec-
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tromagnetic wave can be written as the resultant
from a vector potential �A as

�E (�r, t) = −1

c

∂

∂t
�A (�r, t)

�B (�r, t) = ∇ × �A (�r, t) .

An electron subject to the vector potential �A has
the minimal coupling Hamiltonian:

H = 1

2m

(
�p − e �A

)2 + eU(r, t)+�(�r) ,

where �A and U are the vector and scalar poten-
tials of the field, and�(�r) constitutes the scalar
Coulomb potential. In the radiation gauge we
find

U = 0 and ∇ �A = 0 .

The interaction of a two-level atom is with spher-
ical waves that can be written with the help of
the vector potential as

�A (�r, t)=A2(t) exp
(
ı�k�r
)
+A2(t) exp

(
−ı�k�r

)
,

which gives rise to the interactions of the form

〈�f | e
m
A2 �p exp

(
ı�k�r
)
|�i〉

where the rotating wave approximation was as-
sumed. In the dipole approximation,one as-
sumes that the electric field of the wave (λ ≈
1000Å) does not significantly change across the
dimension of the nucleus λ ≈ 1Å. Mathemati-
cally it means that only the zeroth order term in
the series expansion for the operator

exp
(
ı�k�r
)
= 1+ ı�k�r + 1

2

(
ı�k�r
)2 + · · ·

is used. Here, �k is the wave vector of the electro-
magnetic wave, and �r is typically the extent of
the nucleus, i.e., in the order of 1 Å. There-
fore, the higher order terms are much smaller
than the leading term and the dipole approxima-
tionholds. These are the electric dipole-allowed
transitions (E1). Thus, using the dipole approx-
imation,the interaction between states |�f 〉 and
|�i〉 can then be written as

〈�f | e
m
�p|�i〉 ,

which, by means of a gauge transformation of
fields and wave functions to the electric field
gauge, can be shown to be equivalent to

ω2
f i〈� ′f |e�r〉� ′i

whereωf i is the resonance frequency of the tran-
sition.

In the case that the zeroth order term has no
contribution, i.e., in the case of dipole-forbidden
transitions, the higher order terms can become
important.

dipole field The field of an electric dipole
with dipole moment q �d. It is given by

�E (�r) = q

4πε0

3
( �d�r) �r − (�r�r) �d

r5
.

dipole-forbidden transitions Transitions for
which the electric dipole transition moment in
the dipole approximation vanishes:

∣∣〈�1|er̂|�2〉
∣∣2 = ∣∣∣∣e

∫
�∗1 r�2 dr

∣∣∣∣
2

= 0 .

Transitions are possible due to higher order
terms in the expansion of the matrix element

∣∣∣〈�1| e
m
e �peı�k�r |�2〉

∣∣∣2
which is derived considering interactions of one
photon with a two-level system using the radia-
tion gauge Hamiltonian. These transitions are
much weaker than dipole-allowed transitions.
The two most important types are magnetic
dipole and electric quadrupole transitions. Their
selection rules are:

magnetic dipole transitions:


J = 0,±1


L = 0


m = 0,±1

electric quadrupole transition:


L = ±2


m = 0,±1,±2 .

One also speaks of forbidden transitions in
the case of intercombination lines, where the
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selection rule 
S = 0 is violated. This can be
the case for heavy atoms, where the spin–orbit
interaction is large. These transitions still have
dipole characteristics, since they occur due to
the admixture of other states to the bare states in-
volved in the transitions. An example is the well
known 253.7 nm transition in mercury (3P1 ←1

S0).

dipole forces Result from the interaction of
the induced dipole moment in an atom or mol-
ecule with an intensity gradient of the light field
causing this dipole. Several models are avail-
able to describe the conservative dipole force.
In the oscillator model, we assume a two-level
system and use the rotating wave approximation
(assuming that the laser frequency detuning 

from the resonance at ω0 is small compared to
the frequency ω0: |
| << ω0). Thus, the force
on a particle is

F(r) = −∇Udipole(r) = 
3πc2

2ω3
0

�



∇I (r) ,

where ω0 and � are the resonance frequency
of the atom, and the linewidth of the resonance
transition, and 
 = ω − ω0 is the detuning of
the laser from the resonance; c is the speed of
light. The force is conservative since it can be
written as the gradient of a potentialUdipole. The
heating of the sample due to absorption of the
light by the atomic system can be measured by
the scattering rate �(r) of photons:

�(r) = 3πc2

2h̄ω3
0

�2


2 
I (r) .

As indicated above, α is dependent on the fre-
quency of the light field.

It is important to realize the dependence of
the dipole force on the sign of the detuning. For
red detuning, i.e., 
 < 0, the force is negative.
The atoms or molecules are therefore drawn to
high intensities. For the case of blue detuning,
i.e., 
 > 0, the force is positive, and the inter-
action leads to a repulsion of the particles from
areas with high intensity.

The potential scales with I/
, whereas the
scattering rate, i.e., the heating, scales with I/

2. Thus, large detunings lead to much smaller
heating of the sample, but do require larger in-
tensities to produce the same force.

It should be noted that for multi-level atoms,
the expressions for the force and scattering rate
become slightly more complicated.

The dipole trap is based on dipole forces.

dipole moment Associated with a charge dis-
tribution �(�r), and given by

d =
∫
d3r��r = −e

∫
d3r�n (�r)∗ �r�n (�r) ,

where e is the elementary charge and we have
used the relationship between the charge den-
sity � and the wave function �n of a stationary
electron:

��r = −e�n (�r)∗ �r�n (�r) .

dipole operator Defined as

d̂ = −e�r

where e is the elementary charge.

dipole selection rule States that electric
dipole transitions in any system take place be-
tween levels that differ by, at most, one unit of
angular momentum, except in the case where
both levels have zero angular momentum. Sim-
ilar rules accompany magnetic dipole and higher
multipole transitions.

dipole sum rule Rule that puts an upper
boundary on the total absorption cross-section
for any system in its ground state, under the as-
sumption that the absorption is primarily due to
dipole transitions. The rule is of value in esti-
mating transition matrix elements, and played a
historically important role in the development of
quantum mechanics. Also known as the Thomas-
Reiche-Kuhn rule.

dipole transition See electric dipole-allowed
transition; forbidden transition.

dipole transition moment For a one-elec-
tron atom between state �n and �m, the dipole
transition moment is defined as the integral

d = −e
∫
d3r�m (�r)∗ �r�n (�r) .
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The value |d|2 is proportional to the transition
probability for an electric dipole transition be-
tween the two states �n and �m. It can be de-
rived from the zeroth order term of the series
expansion of the operator eı�k�r , which appears in
the interaction Hamiltonian. The dipole tran-
sition moment is derived with the help of the
dipole and rotating wave approximations.

dipole traps (optical dipole traps) Allow
trapping of neutral atoms and molecules. Their
action is based on the dipole forces in far-
detuned light. Typically, their trap depths
are much lower than those of the magneto-
optical traps or purely magnetic traps. They
are typically below 1 mK. Therefore, atoms or
molecules that are to be trapped in dipole traps
must be pre-cooled with other techniques before
they can be stored. However, since the trap-
ping mechanism is based on non-resonant light,
molecules as well as atoms can be trapped.

Dirac equation A quantum mechanical,
relativistic wave equation which describes the
interaction and motion of particles with an in-
trinsic spin of 1/2. The equation has the form:

Hψ = i ∂ψ
∂t

,

where the Hamiltonian for a free particle is writ-
ten as:

H = γ4

(
γk

∂

∂xk
+m

)
.

The γ s are 4× 4 matrices, the wave function,ψ ,
is a four-dimensional column vector, the two up-
per components represent the two spin states of a
positive energy particle, and the lower two com-
ponents represent the two spin states of the cor-
responding negative energy particle (anti-par-
ticle).

Dirac hole theory Theory in which the physi-
cal vacuum is regarded as obtained by filling all
the negative energy single-electron states that
emerge as solutions of the Dirac equation, and a
positron is regarded as obtained by the removal
of one of the negative energy states.

Dirac magnetic monopole Particle postu-
lated by P.A.M. Dirac in 1931, which would

act as a source of magnetic flux density B in
the same way as an electron is a source of the
electric field E. Thus, an infinitesimal surface
enclosing a magnetic monopole would have a
nonzero magnetic flux passing through it. Dirac
showed that the magnetic charge g of such a
particle and the electric charge e of the electron
would be related by the so-called Dirac quanti-
zation condition, according to which the product
ge must be an integral multiple of hc/4π , where
h is Planck’s constant and c is the speed of light.
No magnetic monoples have been discovered to
date. See also Dirac string.

Dirac matrix A four-dimensional matrix
which is a component of the Dirac equation and
which describes the operations of parity and
space–time rotations of the spin degrees of free-
dom. There are several representations of these
matrices, but one useful representation may be
written in terms of the Pauli spin matrices, σ .
Thus,

γk =
(

0 −iσk
iσk 0

)
;

and

γ4 =
(

1 0
0 −1

)
.

See Dirac equation.

Dirac notation A nomenclature to write
quantum mechanical integrals introduced by
Dirac. The expectation value for an operator
Â for a wave function � can be expressed in the
Dirac notation simply as

〈�|Â|�〉 =
∫
�∗A� dr ,

where the Schrödinger notation is used in the
second part. The 〈�| and |�〉 parts are referred
to as bra and kets, respectively.

Dirac quantization condition See Dirac
magnetic monopole.

Dirac string A convenient representation of
the singularity that necessarily arises in describ-
ing a magnetic monopole in terms of a mag-
netic vector potential A. The total magnetic flux
emerging from the monopole is viewed as re-
turning to the monopole along a string of zero
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width anchored to the monopole. The string can
wind around arbitrarily in space, but cannot be
eliminated, reflecting the fact that the singularity
cannot be removed by any choice of gauge.

direct band gap semiconductor In a direct
band gap semiconductor,the conduction band
edge and valence band edge are at the center of
the Brillouin zone, such as GaAs, InSb, etc.

direct drive An approach to inertial con-
finement fusion in which the laser or particle
beam energy is directly incident on a pea-sized
fusion-fuel capsule resulting in compression
heating from the ablation of the target surface.

direct reaction Nuclear reactions are gen-
erally described as compound or direct. Al-
though this classification is not well-defined, a
compound reaction usually occurs at low energy
when a particle is absorbed by a nucleus, the in-
cident energy is shared by at least several nuclear
components, and particles are emitted to remove
the excess energy. A direct reactionusually oc-
curs at higher energy when an incident particle
interacts with one nuclear component, directly
producing the final nuclear state without the sys-
tem passing through a set of intermediate states.

discharge coefficient Empirical quantity
used in flow through an orifice to account for
the losses encountered in non-ideal geometries
from separation and other effects.

discrete spectrum A discrete set of values
in quantum mechanics for the observational out-
comes (the spectrum) of a physical quantity, as
opposed to values that run through a continuous
range. For example, the spectrum of angular
momentum is wholly discrete.

dispersive wave A wave that propagates at
different speeds as a function of wavelength,
thus dispersing as the wave progresses in time
or space.

displacement thickness In boundary layer
analysis, the distance by which the wall would
have to be displaced outward to maintain the

identical mass flux in the flow, given by

δ∗ =
∫ ∞
o

(
1− u(y)

U∞

)
dy

whereU∞ is the free-stream velocity outside the
boundary layer.

disruption, or plasma disruption Plasma
instabilities (usually oscillatory modes) some-
times grow and cause abrupt temperature drops
and the termination of a experimentally confined
plasma. Stored energy in the plasma is rapidly
dumped into the rest of the experimental system
(vacuum vessel walls, magnetic coils, etc.).

dissipation The transformation of kinetic en-
ergy to internal energy due to viscous forces. It
is proportional to the square of the velocity gra-
dients and is greater in regions of high shear.

distorted wave approximation The transi-
tion matrix between two quantum mechanical
states can be expressed as:

Sf i =
〈
φf |Hint|ψi

〉 ;
where Hint is the perturbing Hamiltionian that
causes the transition between the states, ψi is a
state of the complete Hamiltonian, H = H0 +
Hint with initial boundary conditions, and φf
is a state of the unperturbed Hamiltonian, H0,
with final boundary conditions. In general, ψi
is difficult to determine and is replaced by an ap-
proximate wave function, usually found by per-
turbation techniques. Thus to first order when
ψ is replaced by φf , one has the plane-wave
Born approximation. More realistic approxima-
tions may be determined by replacing the exact
Hamiltonian,H , with one which has an approx-
imate interaction potential, but is more easily
solvable, e.g., the addition of a Coulomb poten-
tial plus some central potential. Then the ap-
proximate ψ is not exactly correct but is more
realistic and is distorted from the plane wave
solutions, φ.

divergence operator The application of the
divergence operatoron a vector field gives the
flux of that vector out of an infinitesimal volume
per unit of volume. In Cartesian coordinates, the
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divergence of a vector, A is written:

∇ • A = ∂Ax
∂x
+ ∂Ay

∂y
+ ∂Az

∂z
.

divergence theorem Relation between vol-
ume integral and surface integral given by∫

V

∇ ·QdV =
∫
A

Q · dA

where Q can be either a vector or a tensor. Also
referred to as the Gauss-Ostrogradskii diver-
gence theorem.

divertor, plasma divertor Component of a
toroidal plasma experimental device that diverts
charged ions on the outer edge of the plasma into
a separate chamber where charged particles can
strike a barrier and become neutral atoms.

D Meson Class of fundamental particles con-
structed of a charmed (anti-charmed) quark and
an up or down (anti-up or anti-down) quark. The
lowest representation of these mesons are the
D± and the D0, which have spin 0 and nega-
tive parity and are composed of cd or cd and cu,
respectively.

domain In ferroelectric materials, there are
many microscopic regions. The direction of po-
larization is the same in one domain; however,
in adjacent domains, the directions of polariza-
tion are opposite.

donor levels The levels corresponding to
donors, found in the energy band gap and very
close to the bottom of the conduction band.

donors In a semiconductor, pentravalent im-
purities which can offer electrons are called do-
nors.

dopant See acceptor.

Doppler broadening The inhomogeneous
broadening of a transition due to the velocity dis-
tribution of an ensemble of atoms. The broad-
ening comes from the Doppler detuning for in-
dividual atoms, which have different velocity
components with respect to the propagation di-
rection of the light. If the ensemble of atoms

exhibits a Maxwell-Boltzmann distribution for
their velocities, one finds a Doppler-broadened
line width of


ν = 2ν0

c

√
2R ln 2

M
,

whereR is the general gas constant,M is the mo-
lar mass, and λ and ν0 are the resonance wave-
length and frequency, respectively.

Doppler detuning The detuning of a transi-
tion caused by the movement of the atom relative
to the source of radiation. Doppler detuningis
sometimes called the Doppler shift.

Doppler distribution The characteristic line
shape of a transition that is broadened due to the
movement of the atoms. Since each atom has
a different velocity and, consequently, a differ-
ent Doppler shift, one speaks of an inhomoge-
neous distribution. For atoms with a Maxwell–
Boltzmann distribution of the velocities, the dis-
tribution is given by a Gaussian profile:

I (ω) = I0 exp

[
−
(
c (ω − ω0)

ω0vm

)2
]
,

where vm =
√

2kT

m
=
√

2RT

M

where ω0 is the resonance frequency, vm is the
most likely velocity of the distribution, T is the
equilibrium temperature of the atoms, andm and
M are their atomic and molar masses, respec-
tively. k and R are the Boltzmann constant and
general gas constant, respectively.

However, experimentally, usually the convo-
lution of a Gaussian (inhomogeneous) with a ho-
mogeneously broadened linewidth (collisions)
is observed:

I (ω) = �I0Nc

2vmπ3/2ω0

∫ ∞
0

exp
[
(−c/vm)2

(
ω0 − ω′

)2
/ω2

0

]
(ω − ω′)2 + (�/2)2 dω′ .

Here, � is the width of the Lorentzian profile.
This convoluted distribution is called the Voigt
profile.

Doppler-free excitation An excitation
method that circumvents the Doppler shift of
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the resonances due to the motion of the individ-
ual atoms so that for a given laser frequency, all
atoms will be excited. Examples are two-photon
spectroscopy and saturation spectroscopy.

In two-photon spectroscopy, the atom ab-
sorbs one photon out of each of two counter-
propagating beams. In this way, the Doppler
shift with respect to one beam is canceled by
the Doppler shift occurring with respect to the
second. Since there is a probability for the atom
to absorb two photons out of the same beam,
there will be a small pedestal underneath the
Doppler-free main signal.

In saturation spectroscopy, two laser beams
of different intensities — a strong pump and a
weak probe derived from the same laser beam —
are counterpropagated through a cell. The laser
beams are both intensity-modulated with differ-
ent frequencies. The laser is then tuned. Since
the Doppler shifts for both beams are opposite,
the probe signal will be modulated at the sum
of the two modulation frequencies only when
the two lasers interact with the same subclass
of atoms, i.e., atoms with no movement relative
to the pump and probe beam. Thus, the probe
signal measured via a lock-in amplifier will be
free of Doppler broadening.

Doppler limit The temperature limit in atom
trapping, which was originally considered the
limit for laser cooling of atoms. The limit is
reached when the natural line width of the cool-
ing transition reaches the Doppler shift associ-
ated with the movement of the atom. It is given
by

kTDoppler = h̄�/2 ,

where k is the Boltzmann constant, h̄ is Planck’s
constant, and � is the line width of the cooling
transition. Experiments showed that atoms can
be cooled to much lower temperatures, which is
due to the internal structure, i.e., Zeeman sub-
levels, of the atoms. The latter cooling mecha-
nisms are referred to as sysiphus and polariza-
tion gradient cooling.

Doppler profile See Doppler distribution.

Doppler shift (1) When either the source or
the receiver is moving with respect to the ref-
erence frame in which a wave is traveling, the

wavelength (frequency) in that moving frame
will change. This is due to the obvious fact that
the spacing between wave crests will increase
or decrease due to relative motion between the
frames, and is known as the Doppler shift.Rel-
ativistically it is expressed as:

ν = ν[1− β cos(θ)]√
1− β2

,

where β = v/c, and θ is the angle between the
wave vector and the velocity, v.

(2) The shift in the transition frequency of
an atom or molecule that occurs when an atom
is moving relative to the radiation source. The
transition is red-shifted if the atom moves to-
wards the source and blue-shifted if it moves
away. The shifted resonance frequency is given
by

ωD = ω0 + �k�v = ω0

(
1+ vz

c

)
,

where ω0 is the resonance frequency in the an-
gular frequency of the atom, and �k and �v are
the wave vector of the light and the velocity of
the atom respectively. vz is the atomic velocity
component in the direction of light propagation.

Doppler width The broadened line width of
a transition caused by the random movement of
an ensemble of atoms. The resonance frequency
of each atom is shifted due to the Doppler ef-
fect by a different amount corresponding to the
Doppler shift for its particular velocity. Assum-
ing a Boltzmann distribution for the velocities
of the atoms with mass m at temperature T , the
Doppler widthhas a value of

δν = 2
ν0

c

√
2R ln 2/M = 2

λ

√
2R ln 2/M

where c is the speed of light,R is the general gas
constant, and M is the molar mass of the atom.
It is apparent that the Doppler widthis propor-
tional to the transition frequency. Typically, the
Doppler widthis twice that of the natural line
width for frequencies in the visible spectrum.

dose A measure of the exposure to nuclear
irradiation. It is measured in units of 6.24×1012

MeV/kg (1 joule/kg) of deposited energy in the
material (gray). The older unit of dose,the rad,
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is 10−2 gray. The gray does not include a factor
for biological damage which is dependent on the
type and energy of the radiation, wR . Thus, the
biological dose in sievert is Sv = absorbed dose
in gray ×wR . See gray.

double beta decay A simultaneous change
of two neutrons into two protons. For a few nu-
clei, this may result in a lower mass nucleus, but
the original nucleus is stable against single beta
decay. There are 58 nuclei, all even–even (neu-
tron number–proton number), which can result
in double beta decay. As double beta decay is a
second order weak process, it is extremely rare,
and the lifetimes of these isotopes are ≥ 1019

years. The process is of interest, however, be-
cause it is potentially possible for neutrino-less
beta decay to occur if the neutrino possesses cer-
tain properties. That is, instead of the process

ZX
A→Z+2 X

A + 2e− + 2ν ;

one could have the reaction

ZX
A→Z+2 X

A + 2e− .

This latter process violates lepton conservation,
but aside from that, the latter process occurs with
much higher probability than the former pro-
cess. Thus, neutrino-less beta decay is a sensi-
tive test of lepton conservation, and, in particu-
lar, of whether the emitted neutrino is a Majo-
rana or a Dirac particle, i.e., whether the neutrino
is its own anti-particle.

double escape peak In the interaction of a
photon with a nucleus, the creation of electron–
positron pairs is possible if the photon, has en-
ergy above two electron masses. To determine
the energy of the original photon, all the de-
posited energy must be measured, and this in-
cludes the capture of the two annihilation pho-
tons of 0.511 MeV each, emitted when a positron
at rest captures an electron. If these secondary
photons escape the detector, then the measured
energy of the photon is reduced by 0.511 or 2 ×
0.511 = 1.022 Mev, depending on whether one
or two photons escape. This produces a full en-
ergy peak (no escape), a single escape peak, and
a double escape peak in the measured energy
spectrum.

double resonance spectroscopy A tech-
nique often used in atomic and molecular spec-
troscopy. Molecular spectra usually show spec-
tral congestion, and the multitude of lines makes
their assignment difficult. At a high density of
states, the lines might even overlap. Using dou-
ble resonance techniques can greatly reduce this
congestion, since the second resonant light pro-
vides additional selection. One distinguishes
between RF/optical, microwave/optical, and op-
tical/optical double resonance depending on the
frequency range used. Other distinguishing fea-
tures are the arrangement of the energy levels
involved, as depicted in the figure. Usually the
pump laser is fixed at a particular resonance fre-
quency, while the other laser is tuned.

Double resonance schemes distinguished by the ar-

rangement of the energy levels: λ-type, V -type, and

step-wise.

double-slit experiment Classic experiment
first performed by Thomas Young in 1801, in
which light from a source falls on a screen af-
ter passage through an intervening screen with
two close-by narrow slits. Under suitable con-
ditions, a pattern of alternating dark and bright
fringes (images of the slit) appears on the final
screen. This experiment was the first to demon-
strate convincingly the wave nature of light. The
same experiment may be done (with inessential
modifications) with sound, X-rays, electrons,
neutrons, or any other particle, as a consequence
of de Broglie’s principle. See diffraction.

doublet A dipole in potential flow consist-
ing of a source and sink of equal strength and
infinitesimal separation between them. The
streamfunction � and velocity potential φ are
given by

� = −K sin θ

r
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and

φ = −K cos θ

r

where K is the strength of the doublet. In a
superimposed uniform flow, a closed streamline
is formed around the doublet. Doublets can be
used in potential flow to simulate the flow past
a body such as flow past a cylinder (doublet in
uniform flow) or flow past a rotating cylinder
(doublet with superimposed vortex in uniform
flow).

down-conversion A non-linear process in
which, due to the non-linear interaction of a
pump photon with a medium, two photons of
lower energy are generated. It is often referred to
as parametric down-conversion. Down-conver-
sion is closely related to difference frequency
generation. The generated photons are the sig-
nal (higher energy) and the idler photons. En-
ergy and momentum have to be fulfilled in the
process, i.e.,

ωp = ωs + ωi
�kp = �ks + �ki ,

where ω and �k denote the respective frequen-
cies and wave vectors. The efficiency of the
process is larger when the process is collinear,
i.e., all wave vectors are either parallel or anti-
parallel. Generally, the process can take place
only in birefringent media, because otherwise
the phase-matching condition can not be met.
With the exception of processes in periodically
poled media, this requires that some of the three
involved photons differ in polarization. One
must distinguish between type-I and type-II pro-
cesses. In type-I processes, the idler and signal
photons have the same polarization, while for
type-II processes they are perpendicular to each
other. Parametric down-conversion processes
are used to build optical parametric oscillators.

Parametric down-conversion can be used to
produce squeezed light and entangled states be-
tween photons.

The Hamiltonian in the rotating wave approx-
imation in the interaction picture is written as

Hint = h̄κ
(
a†
s a

†
i ap + asaia†

p

)
,

where κ is the coupling constant, as , ai , and ap
are the annihilation operators, and a†

s , a
†
i , and

a
†
p are the creation operators at the respective

frequencies. The coupling constant is among
others on the second order susceptibility tensor
of the non-linear material used in the non-linear
process. Often the processes are studied under
the parametric approximation, where the pump
field is treated classically. Consequently, one
also assumes that the pump field is not depleted.
In this case, the Hamiltonian is written as:

Hint = h̄κβ
(
a†
s a

†
i e
−ı� + asaieı�

)
.

down quark Fundamental hadronic particles
are composed of quarks and anti-quarks. In the
standard model, the quarks are arranged in three
families, the least massive of which contains
quarks of up and down types. Nucleons are
constructed from a combination of three con-
stituent up and down quarks and a sea of quark–
antiquark pairs. Thus, a neutron has two down
quarks and one up quark, while a proton has
two up quarks and one down quark. The down
quark has -1/3 of the electronic charge and the
up quark has 2/3 of the electronic charge.

downwash Downward flow behind a wing
created as a direct result of the generation of
lift. See trailing vortex wake.

drag Resistive force opposed to the direc-
tion of motion. Drag can be generated by var-
ious forces including skin friction and pressure
forces. Drag is primarily a viscous phenome-
non (see D’Alembert’s paradox) with boundary
layers and separation as its primary causes.

drag coefficient Non-dimensionalized drag
force given by

CD = D

1
2ρU

2∞c2

where c is the chord length of the airfoil. Drag
is used in

conjunction with lift to determine the effi-
ciency of the airfoil.

Drell–Yan process In nucleon–nucleon scat-
tering, the production of lepton pairs with high
transverse momentum far from a vector meson
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resonance is assumed to proceed by quark–anti-
quark annihilation. This first order process pro-
duces a virtual photon which converts into a lep-
ton pair in the final state. Thus, the Drell–Yan
process provides a mechanism to study the par-
ton distributions in nuclei.

A flow diagram of the Drell–Yan process. The quark–

antiquark annihilate to form a muon pair.

dressed atom Description of an atomic or
molecular system interacting with a quantized
radiation field in a coupled atomic-field basis.
Each energy state in this picture is expressed as
an atomic excitation and a specific number of
photons associated with it (see dressed states).

dressed states The eigenstates for the Hamil-
tonian of an atomic or molecular system coupled
to a quantized radiation field. The discussion is
restricted here to two-level atoms with a ground
state |a〉 and an excited state |b〉. For this two-
level system, the Hamiltonian using the standard
annihilation and creation operators can be writ-
ten in the rotating wave approximation as

H = HA +HF +HAF

= h̄ω0|b〉〈b| + h̄ωF
(
c†c + 1

2

)

+ h̄g
(
c†|a〉〈b| + c|b〉〈a|

)
,

where HA = h̄ω0|b〉〈b| is the Hamiltonian of
the atom with eigenstates |b〉 and |a〉 with ener-
gies h̄ω0 and 0 respectively. HF = h̄ωF (c†c +
1
2 ) is the Hamiltonian of the field, where c†

and c are the creation and annihilation opera-
tors for a photon with frequency ωF . The term
HAF = h̄g(c†|a〉〈b|+c|b〉〈a|) is the interaction
between the field and the atom, where g is the
coupling constant. Without the coupling term
HAF , the eigenstates of the atom-field system
are two infinite ladders with |a, n〉 and |b, n〉,
i.e., states where the atom is in the ground state

and n photons in the field and the atom is in the
excited state and n photons in the field. As de-
picted in the figure, the total energy of these
states is given by nh̄ω and h̄ω0 + nh̄ωF re-
spectively. The interaction of Hamiltonian cou-
ple states with |a, n〉 and |b, n − 1〉 leads to
new eigenstates, the perturbed states or dressed
states. The matrix element of this coupling is
given as

v = 〈b, n− 1|HAF|a, n〉 = g
√
n = h̄�/2

� is called the Rabi frequency. The dressed
stateshave the form

| + (n)〉 = sin θ |a, n〉 + cos θ |b, n− 1〉
| − (n)〉 = cos θ |a, n〉 − sin θ |b, n− 1〉 ,

where tan 2θ = −�



, and 
 = ω0 − ωF is the
detuning of the photons from the atomic res-
onance. The energy difference between these
states is given by


E = h̄�′ =
√

2 +�2 ,

which means that for the case of weak excitation,
(� ≈ 0) the states go over in the unperturbed
states with an energy separation equivalent to
the detuning. θ takes on the value π/4 for the
case of no detuning, i.e., 
 = 0. Thus, we find
that for the dressed states:

| + (n)〉 = 1√
2
(|a, n〉 + |b, n− 1〉)

| − (n)〉 = 1√
2
(|a, n〉 − |b, n− 1〉) ,

The dressed statedescription is valuable in un-
derstanding phenomena such as the Autler–
Townes doublet in the emission of dressed three-
state atoms and the Mollow spectrum of the
emission of a coherently driven two-level atom.

drift chamber A type of multiwire parti-
cle detector which uses the time that it takes an
ionization charge to drift to its sense wires to
interpolate the position of the track between the
wires. A cross-section of a typical drift chamber
is shown in the figure. Generally, ions drift at
a velocity of ≈ 5 cm/µs, so with a typical time
resolution of≈ 1 ns, a position resolution of 100
µm can be obtained.
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Depiction of the unperturbed and dressed states for an

atom-field system.

Cross-section of a drift chamber. The drift wires and

foils shape the electrostatic field lines along which the

ionization charge drifts.

drift motion Charged particles placed in a
uniform magnetic field will have orbits that can
be described as a helix of constant pitch, where
the center axis of the helix is along the mag-
netic field line. However, if the magnetic field is
not uniform, or if there are electrical fields with
perpendicular components to the magnetic field,
then the guiding centers of the particle orbits
will drift (generally perpendicular to the mag-
netic field).

drift-tube accelerator A linear accelerator
that uses radio-frequency electromagnetic fields.
The accelerator is composed of conducting tubes
separated by spatial gaps. The rf-field is im-
posed in the gaps between the tubes and is ex-
cluded from the interior of the conducting tubes.
Thus, the particles drift, field-free, while the rf-
potential polarity opposes acceleration, and are

accelerated between the gaps during the other
half-cycle of the rf-fields.

drift velocity The drift velocity of an ion-
ization charge in a typical chamber gas is about
5cm/µs. The addition of an organic quenching
gas not only provides operational stability of the
wire chamber, but keeps the drift velocity of the
ionization more or less constant, independent
of the applied electric field in the wire chamber.
This fortuitous circumstance makes the position
vs. drift time function nearly linear in most sit-
uations.

drift waves Plasma oscillations arising in
the presence of density gradients, such as at the
plasma’s surface.

duality, wave-particle The observation that
quantum mechanical systems can exhibit wave-
and particle-like behavior. The wave-particle
duality is an independent principle of quantum
mechanics and not a consequence of Heisen-
berg’s uncertainty principle. The occurrence of
wave-like behavior can be understood through
the interference of indistinguishable paths of a
system from one common initial state to a par-
ticular final state. Particle-like behavior occurs
when this indistinguishability is destroyed and
which-path information becomes available. It
can be shown that the relationship

D2 + V 2 < 1

exists, where V is the visibility of the interfer-
ence fringes defined as

V = Imax − Imin

Imax − Imin

and D is a measure of the ability to distinguish
between paths. Whether particle or wave nature
is observed depends on the type of experiment
performed. If the experiment aims at wave prop-
erties, those will be observed and particle fea-
tures likewise.

duct flow See pipe flow.

dusty plasma An ionized gas containing
small particles of solid matter which become
electrically charged. Particles may be dielectric
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or conducting and typically range in size from
nanometers to millimeters. Dusty plasmas oc-
cur in astrophysics plasmas, plasma processing
discharges, and other laboratory plasmas. Dusty
plasmas are sometimes called complex plasmas
and, when strongly-coupled, plasma crystals.

dynamic pressure The pressure of a flow at-
tributed to the flow velocity defined as 1

2ρU
2∞.

See Bernoulli’s equation and pressure, stagna-
tion.

dynamic similarity When problems of sim-
ilar geometry but varying dimensions have sim-
ilar dimensionless solutions. See dimensional
analysis.

dynamic Stark shift The shift in the atomic
energy due to the presence of strong radiation
fields. The shift can be explained with the help
of the dressed state model. The ground and ex-
cited states of a two-level atom can be written as
|g, n〉 and |e, n〉, where n is the number of pho-
tons. In the weak field limit, i.e., n ≈ 0, we can
neglect the photon number. For strong fields,
however, the levels |g, n〉 and |e, n〉 transform
into the dressed states

|e, n〉 → |+, n+ 1〉 = cos θn+1|e, n〉
− sin θn+1|g, n+ 1〉

|g, n〉 → |−, n〉 = cos θn|g, n〉
− sin θn|g, n− 1〉 ,

where tan 2θi = �i



with �i is the Rabi fre-
quency and 
 = ω − ω0 is the detuning

between the radiation and the atomic resonance
transition. This transformation shifts the energy
levels of the states |e, n〉 by +δ and |g, n〉 by
−δ, known as the dynamic Stark shift.It is also
referred to as the light shift, since it depends on
the Rabi frequency � and, hence, on the light
intensity. The value of δ is given by

δ = 1

2

(√

2 +�2 −


)
.

The dynamic Starkshift is sometimes also called
the AC Stark shift due to its analogy to the Stark
shift of atomic levels in DC fields.

Dyson’s equations In quantum field theory,
formally exact integral equations obeyed by
propagators or Green’s functions in a system of
interacting fields. First obtained by F.J. Dyson
in 1949 in the study of quantum electrodynam-
ics.

Dyson series Perturbative expansion of any
Green’s function or correlation function in an in-
teracting quantum field theory as a sum of time-
ordered products. First developed by F.J. Dyson
in 1949.

dysprosium An element with atomic num-
ber (nuclear charge) 66 and atomic weight 162.
50. The element has 7 stable isotopes. Dyspro-
siumhas a large thermal neutron cross-section
and is used in combination with other elements
in the control rods of nuclear reactors.
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E
e Symbol commonly used for the elementary
charge:

e = 1.602176462(63)× 10−19C .

echo, photon Technique analogous to spin
echoes, in which the washing out of Rabi oscil-
lations by inhomogeneous broadening in a vapor
of atoms is partially reversed by a suitable pulse
at the resonant frequency.

echo, spin Ingenious technique invented in
1950 by E.L. Hahn, in which the damping of
the free induction decay signal in an NMR ex-
periment on a macroscopic sample, which arises
from the inhomogeneity of the local magnetic
fields experienced by the various nuclei, is re-
versed. In the simplest form, a so-calledπ -pulse
of radiation at the Larmor frequency of the nu-
clei is applied, reversing nuclear motion in such
a way as to rephase the nuclei after an interval.
The echo signal provides valuable information
about the interaction of the nuclear spins and
by extension, the atoms with their surround-
ings. Many sophisticated echo protocols now
exist, and the resonant echo technique is now a
standard tool of analysis in many branches of
physics. See also photon echo.

Eckert number Ec A dimensionless param-
eter that appears in the non-dimensional energy
equation. The Eckert number is given as the
ratio U2/cp�T , where cp is the specific heat
at constant pressure and �T is a characteristic
temperature difference. It thus represents the
ratio of kinetic to thermal energy. The Eckert
number is the ratio of the Brinkman number to
the Prandtl number. The Brinkman number rep-
resents the extent to which viscous heating is
important relative to heat flow due to tempera-
ture difference. The Prandtl number is the ratio
of kinematic viscosity to thermal diffusivity and
represents the relative magnitudes of diffusion
of momentum and heat in a fluid. For fluids

with constant specific heats cp and cv , the Eck-
ert number is related to the Mach number, Ma,
byEc = (γ−1)Ma2, where γ is the ratio cp/cv
with cv representing the specific heat at constant
volume.

eddy A loosely defined entity in a turbulent
flow that is usually associated with a recogniz-
able shape, such as a vortex, or a mushroom, and
a size such as a wavelength range. Eddies do not
exist in isolation. Smaller eddies usually exist
with larger ones. One characteristic of turbu-
lent flows is the continuous distribution of eddy
sizes. The eddy size affects many phenomena,
such as diffusion and mixing.

eddy current Electrical current induced in a
conducting material submitted to a varying mag-
netic field.

eddy viscosity Turbulent flows are charac-
terized by spatial and temporal fluctuations of
the velocity components. These fluctuations are
responsible for the exchange of energy and mo-
mentum among turbulence scales or eddies.
This exchange results in reduction of momen-
tum gradients similar to, yet more effective than,
reduction of these gradients by molecular in-
teractions caused by viscosity. By analogy to
Newton’s law of viscosity, eddy viscosity is used
to represent the effects of momentum exchange
between turbulence scales. The contribution of
this exchange to the mean flow is represented
by the Reynolds stress tensor written as ρuiuj .
This term appears in the time-averaged equa-
tion of motion. Consequently, eddy viscosity is
used to model turbulence. Eddy viscosity mod-
els include zero-, one-, and two-equation mod-
els. These models work well for non-separating
near-parallel shear flows. In order to apply them
to other flows, correction terms are usually used.
Eddy viscosity modeling has been used to solve
a variety of problems and is used in commer-
cial fluid software packages as well. Yet, with
the advancements in computing capabilities, di-
rect numerical simulation (DNS) and large eddy
simulation (LES) are becoming more common
methods in numerical studies of turbulent flow
fields.
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edge dislocation Two-dimensional defect in
a solid.

effective charge In many nuclear models,
the description of the properties of a many-body
quantum-mechanical state may be considered
in terms of a single particle moving in some
type of potential well created by other parti-
cles. However, this single particle may be as-
signed an effective mass and charge to better
fit the observed experimental data. For exam-
ple, in single-particle nuclear transitions with
the emission of a gamma ray, the remaining nu-
cleons also move about the system center-of-
mass. This motion can be taken into account in
a simple single-particle model by reducing the
charge of this particle.

effective field Electrical field created by an
effective charge.

effective mass Individual nucleons in a nu-
cleus can be represented, in many circumstances,
as though they possess the same properties as
free neutrons or protons. However, there is still
a residual interaction between the nucleons, and
this residual interaction can, for some applica-
tions, be approximated by the insertion of an
effective mass and charge for this particle. See
effective charge.

effective range Angular momentum in the
scattering of particles (e.g., nucleons) can be ig-
nored if the incident energy is sufficiently low (s-
waves). In this situation, information about the
scattering potential is contained in the asymp-
totic scattering wave function, which is basically
an outgoing wave, phase-shifted by the scatter-
ing potential. The s-wave phase shift can be
expanded in powers of 1/kR, where R is the ef-
fective range and k is the momentum of the par-
ticle in units of h̄. For uncharged particles this
expression is

kcot(δ) = −1/a +
(

k2R
)
/2 .

In this expression, a is the scattering length.

effective range formula Formula of gen-
eral validity that represents quantum mechanical
scattering at low energy in terms of just two pa-
rameters, the scattering length, and the effective

range. While the former is often not a length
characterizing the scattering potential, the latter
is, especially if the potential is attractive.

efficiency of an engine (η) The ratio of the
work output to the heat input in an engine. For a
Carnot cycle, the efficiency η equals 1−Tc/Th,
where Tc denotes the temperature of the cold
reservoir to which the energy exhausts heat, and
Th is the temperature of the hot reservoir from
which the energy extracts heat.

effusion The flow of gas molecules through
large holes.

Ehrenfest equation The equation of motion
that the quantum mechanical expectation values
of operators follow. In the case of the space
operator x̂ and the momentum operator p̂, we
find the following Ehrenfest equations:

d

dt

〈
x̂(t)

〉 = 〈∂H
∂p

〉
d

dt

〈
p̂(t)

〉 = − 〈∂H
∂x

〉
,

where H is the Hamiltonian of the system and
〈·〉 indicates the expectation value. Those equa-
tions are equivalent to the classical equations of
motions.

Ehrenfest’s theorem States that the quantum
mechanical expectation values follow classical
equations of motion, the Ehrenfest equations.

eigenfunction See eigenvalue problem.

eigenstates Eigenstates of an operator Â are
states |�〉 that obey the equation

Â|�〉 = ci |�〉 ,
where ci is a complex number. Any quantum
mechanical system in a state |	〉 can be ex-
pressed as a superposition of eigenstates, i.e.,

|	〉 =
∑
i

a|�i〉

provided these states |�i〉 form a complete basis.
The latter condition can be expressed as∑

i

|�i〉〈�i | = 1 .
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eigenvalue problem (1) Very generally, any
mathematical problem that has a solution only
for a specially chosen value or set of values of
some parameter. The special value is known
as the eigenvalue. The special case of a linear
eigenvalue problem is of particular importance.
In its simplest form, it may be given as

Mx = λx ,

whereM is an n×n matrix, x is a column vector
of length n, and λ is a scalar, i.e., a number. The
size n of the matrix M may be finite or infinite.
A value of λ for which a solution to this problem
exists is an eigenvalue, and the associated vector
x is then an eigenvector. More generally, the
linear eigenvalue problem may be given in terms
of differential, integral, or abstract operators on
a vector space in lieu of the matrix M , and the
solution x may also be called an eigenfunction
or mode.

Eigenvalue problems are ubiquitous in all
branches of physics, arising for example, in stud-
ies of the vibrations of strings and drumheads,
the modes of an electromagnetic cavity, wave
motion, the onset of thermal instability in a thin
layer of fluid heated from below (the Bénard
problem), diverse problems of linear stability
analysis, etc.

(2) The linear eigenvalue problem is of funda-
mental significance in quantum theory, in which
the states of a physical system are postulated to
correspond to vectors in an abstract vector space
known as the Hilbert space, and all physical ob-
servables, such as energy, momentum, position,
etc. are postulated to correspond to linear op-
erators on this vector space. In this context, an
eigenvector of the energy, e.g., is also known as
an energy eigenfunction or energy eigenstate.
A general physical state is not associated with
a definite value of a physical quantity unless it
is an eigenstate of that quantity. Additionally,
no state may ever be a simultaneous eigenstate
of certain pairs of observables, momentum and
position, e.g., on account of Heisenberg’s uncer-
tainty principle.

eigenvalues Eigenvalues of an operator Â are
complex numbers that obey the equation

Â|�〉 = a|�〉 ,

where |�〉 is a state vector. When a measure-
ment of an operator Â is performed on a system
in a state |	〉 which can be written as a superpo-
sition of different state vectors |�i〉, which form
a complete basis set of eigenvectors with respect
to the operator Â, i.e.,

	 =
∑
i

ci |�i〉 ,

the measurement will result in a collapse of the
wavefunction |	〉 into one of the states |�i〉 with
a probability |ci |2, since

〈�i |Â|	〉 = |ci |2 .

eigenvalue spectrum (1) The totality of
eigenvalues in an eigenvalue problem. In a lin-
ear eigenvalue problem, one speaks of the eigen-
value spectrum of the matrix or operator in ques-
tion.

(2) In quantum mechanics, the eigenvalue
spectrum of an observable is the set of possible
outcomes of measurements of that observable in
a given physical setting.

eigenvector Equivalent to eigenstate.

eightfold way In a forerunner to the descrip-
tion of hadronic interactions in terms of quantum
chromodynamics (QCD), Gell-Mann proposed
that hadronic interactions, which are symmetric
with respect to isospin and hypercharge, could
be described by the eight-dimensional represen-
tation of an SU(3) algebra, the eightfold way.
Thus, in addition to the three components of
isospin and the hypercharge, Y, there would be
four other operators forming the eight generators
of an SU(3) algebra. This symmetry predicted
the correct lowest order spectrum of baryons and
mesons. The use of quarks and color symmetry
explains more naturally the occurrence of the
hadronic spectrum.

eikonal approximation Approximation in
which the quantum mechanical evolution of a
system is determined in terms of the classical ac-
tion along the classical trajectories followed by
the system. See also Wentzel–Kramer–Brillouin
(WKB) method.
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A weight diagram of the baryon and meson octets,

which is the lowest representation of the SU(3) group

symmetry representing these particles.

Einstein A coefficient Gives the probability
for the spontaneous decay of an excited atom or
molecule. For different types of transitions, the
Einstein coefficient is given by

Aν = 16π3ν3

3ε0hc3g2
Sed

electric dipole transitions

Aν = 16π3µ0ν
3

3hc3g2
Smd

magnetic dipole transitions

Aν = 8π5ν5

5ε0hc5g2
Seq

electric quadrupole transitions

where the subscript denotes that A is given in
Hz, ν is the frequency of the transition in Hz, ε
is the susceptibility of the vacuum, h is Planck’s
constant, c is the speed of light, and Sed , Smd ,
and Seq are the line strengths for electric dipole,
magnetic dipole, and electric quadrupole transi-
tions.

The relationship between the lifetime τ of a
state and the Einstein A coefficient is given by

Aν = 1

2πτ
,

where we assume that A is given in terms of ν.
If it is given in terms of the radial frequency ω,
we find

Aω = 1

τ
.

Finally the Rabi frequency � can be calcu-
lated using the Einstein A coefficient:

|�|2 = λ3

4π2h̄c
g2IA ,

where g2 is the degeneracy factor of the upper
level, λ is the wavelength of the laser, and I the
intensity in W/m2.

Einstein A and B coefficients.

In case a level can decay to several states,
the Einstein A coefficient is given by the sum of
the individual Einstein A coefficients Ai of the
decays to the individual levels.

Einstein, Albert Nobel Prize winner in 1905
for explaining the photoelectric effect. He is
better known for his theories of special and gen-
eral relativity. The general theory of relativity
was the first fully developed field theory which
provided the intellectual stimulation for modern
theoretical physics.

Einstein B coefficient Coefficient for ab-
sorption or stimulated emission of a photon from
a level 1 to a level 2. If level 2 is higher in en-
ergy than level 1, the coefficient of stimulated
emission B21 and stimulated absorption B12 are
given by

B12 = g2

g1
B21

A21 = 8πhν3

c3
B21 ,

where A21 is the Einstein A coefficient for the
transition from 2→ 1, and g2 and g1 are the sta-
tistical weights or degeneracy factors for level 2
and 1, respectively. ν is the transition frequency.

The Einstein B coefficient can also be ex-
pressed in terms of the oscillator strength f of
the transition:

B21 = g1

g2

e2

4mε0hν
f ,

where ε is the dielectric constant for the vacuum.

Einstein equation Equation announced by
Einstein in the form E = mc2, where E is en-
ergy, m is mass, and c is the speed of light.
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Einstein–Podolsky–Rosen experiment In-
troduced as a gedanken experiment by Einstein,
Podolsky, and Rosen in 1935. The authors
wanted to illustrate the incompleteness of quan-
tum mechanics.

The history of the Einstein–Podolsky–Rosen
experiment dates back to the early years of quan-
tum mechanics. Despite its successes in pre-
dicting the outcome of experiments, many felt
that quantum mechanics was an unsatisfactory
theory due to its counterintuitive nature, i.e.,
action-at-a-distance. Among the most promi-
nent critics were Einstein, Podolsky, and Rosen,
who expressed their concerns in an article en-
titled “Can Quantum Mechanical Description
of Physical Reality Be Considered Complete?”
published in 1935 in Phys. Rev. They introduced
the EPR gedanken experiment to demonstrate
their belief that quantum mechanics was incom-
plete. Crucial to their discussion was the con-
cept of entanglement between particles, since
entangled states seemingly allow action-at-a-
distance. The gedanken experiment involved
the generation of a two particle system in an
entangled state, separation of the constituents,
and measurement of the correlations between
the entangled quantities. The original gedanken
experiment focused on an entanglement in space
and momentum. The most common referenced
version was introduced by D. Bohm and is based
on an entanglement between two spin 1/2 parti-
cles.

Einstein, Podolsky, and Rosen left open the
question of whether a complete description of
reality was possible. Later such complete the-
ories, which are classical in nature, were called
local hidden variable (LHV) theories. Hidden
variables were supposed to be the origin of the
observed correlations, resolving the “spooky”
action-at-a-distance.

For a long time, the discussions were only
philosophical in nature. This changed in 1964,
when J.S. Bell realized that LHV theories were
at least possible. This contrasts with von Neu-
mann’s proof that it was not possible to construct
LHV theories, which reproduced all the quan-
tum mechanical predictions. Bell showed that
von Neumann had been much too restrictive in
his expectations for LHV theories. In addition,
Bell showed that the statistical predictions of
these theories showed correlations which were

limited by an inequality. However, it was pos-
sible to find cases in which the statistical pre-
dictions of quantum mechanics violate this in-
equality. So for the first time, it was possible, at
least in principle, to distinguish between quan-
tum mechanics and its classical counterparts —
the local hidden variable theories.

A test of a Bell inequality involves the
measurements of correlations in an entangled
state, i.e., polarization or spin components with
respect to different axes. Of course, there
have been tests of the Bell inequalities before.
Among the more prominent tests are cascade de-
cay and down-conversion experiments. In the
former, the entanglement between a photon pair
is produced by a consecutive cascade decay in
an atom. In the latter, the entanglement between
the polarization of two photons is generated by
a non-linear process.

However, all previous tests of a Bell inequal-
ity have loopholes. Specifically, these are the
detection efficiency loophole and the locality
loophole. Due to low detection efficiencies in
previous photon-based experiments, additional
assumptions had to be introduced in order to de-
rive a testable Bell inequality. Thus, the result-
ing experiments test much weaker forms of the
Bell inequalities. In order to enforce the locality
condition, the detector for one particle should
not know the measurement orientation of the
other detector. This means that within the time
of the analysis and detection step at one detec-
tor, no information about its particular direction
can reach the other detector. The enforcement
of this condition not only requires large detector
distances, but also rapid, randomized switching
of the measurement directions. This was not the
case in the only previous experimental attempt
to enforce the locality condition.

einsteinum A transuranic element with
atomic number (nuclear charge) 99. Twenty iso-
topes have been produced, with atomic number
252 having the longest half-life at 472 days.

EIT See electromagnetically induced trans-
parency.

Ekman layer A boundary layer affected by
rotation. Ekman layers develop in geophysical
situations under the action of the Coriolis force.
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Outside the earth’s boundary layer, the flow is
approximately horizontally homogeneous. In
addition, the shear stresses are negligible. Con-
sequently, the Coriolis force balances the pres-
sure forces, i.e.,

fcUg = − 1

ρ

∂P

∂y

and

fcVg = 1

ρ

∂P

∂x

whereUg and Vg are the x and y components of
the geostrophic wind (wind outside the earth’s
boundary layer). The parameter fc is the Cori-
olis parameter and is equal to 2ω sin φ, where
ω = 2π/24 hrs = 7.27× 10−5s−1 and φ is the
latitude. Based on the balance between Coriolis
and pressure forces, the geostrophic wind is par-
allel to the isobars. Inside the earth’s boundary
layer, or in the Ekman layer, shear stresses must
be considered in the equation of motion to yield

fcU = − 1

ρ

∂P

∂y
− ∂v

′w′
∂z
= fcUg − ∂v

′w′
∂z

or

fc
(
Ug − U

)−−∂v′w′
∂z
= 0

and

−fcV = − 1

ρ

∂P

∂x
− ∂u

′w′
∂z
= −fcVg − ∂u

′w′
∂z

or

fc
(
Vg − V

)+ ∂u′w′
∂z
= 0 .

Thus, in the boundary layer, the balance is be-
tween pressure, Coriolis, and friction forces.
The pressure forces retain the same direction
and magnitude as in the outer layer. The fric-
tion force is in the opposite direction of the ve-
locity. Because the sum of the Coriolis and
friction forces must balance the pressure force,
the velocity vector must change directions. In
the Northern Hemisphere (where fc is positive),
the velocity vector is rotated to the left of the
geostrophic wind vector. Ekman layers also ex-
ist in oceans, but with different boundary con-
ditions than the atmosphere.

Ekman number A dimensionless parame-
ter that represents the relative importance of the

viscous forces associated with fluid motions and
the Coriolis force. It is written as E = ν/�L2,
where ν is the kinematic viscosity,� is the angu-
lar velocity, andL is a characteristic length. The
Ekman number is equal to the ratio of the Rossby
number (Ro = U/�L), which is a measure of
relative importance of fluid acceleration to the
Coriolis acceleration, to the Reynolds number
Re = UL/υ, which is a measure of the relative
importance of inertia to viscous forces.

elastic collision A collision between two or
more bodies in which the internal state of the
bodies is left unchanged, i.e., energy is not con-
verted to or from heat or any other internal de-
gree of freedom.

elastic constants Hooke’s law states that for
sufficiently small deformations, the strain is di-
rectly proportional to the stress, so that the strain
components are linear functions of the stress
components. The coefficient for strain compo-
nents in each direction are called elastic compli-
ance constants or elastic constants.

elasticity The property of a material of re-
turning of its original dimensions after a deform-
ing stress has been removed. A material sub-
jected to a stress produces a strain. The limit up
to which stress is proportional to strain (which
is called Hooke’s law) is called the elastic limit.
Beyond the elastic limit, the material will not re-
turn to its original condition (i.e., the stress is no
longer proportional to the strain) and permanent
deformation occurs.

elastic light scattering The scattering of
light in which the frequency of the scattered
light is not changed. Examples of this type of
process are Rayleigh scattering or resonance flu-
orescence.

elastic limit The minimum stress that pro-
duces permanent change in a body.

elastic modulus The ratio of elastic stress to
elastic strain on a body. There are three types of
elastic moduli depending on the types of stress
applied. Young modulus refers to tensile stress,
bulk modulus refers to overall pressure on the
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body, and rigidity modulus refers to a shearing
stress.

elastic scattering If the particles in a scatter-
ing process are the same in the final state as in
the initial state, the scattering process is elastic.
In an elastic process, no energy is lost in internal
excitations of the colliding particles.

elastic tensor Tensor whose elements are the
elastic constants.

elbow meter See flow meters.

electret A material containing permanent
electric dipoles.

electrical conductivity The ability of a ma-
terial to conduct electrical current, as measured
by the current per unit of applied voltage. In
a semiconductor, N-type conductivity is associ-
ated with conduction electrons, and P-type con-
ductivity is associated with conducting holes.

electric charge The elementary charge is
quantized as 1.6 × 10−19 couloumb and is the
same for both positive and negative charges.
This quantization remains unexplained, al-
though it is hypothesized to be connected with
the presence of magnetic monopoles.

electric current density The electrical cur-
rent per unit of cross-sectional area of a conduc-
tor.

electric dipole A charge distribution which
has an electric dipole moment, EDM. Although
macroscopic distributions can have electric
dipole moments, there is no experimental evi-
dence of an electric dipole moment of a funda-
mental particle. If this were evident, then this
particle would be asymmetric with respect to
both parity and time reversal. Although CP vio-
lation has been observed, and consequently T vi-
olation if CPT is a good symmetry, the standard
model predicts all EDMs to be much smaller
than present experimental limits. Various ex-
tensions to the standard model do predict EDMs
within the range of present experimental tech-
nology, and so searches for them continue. The

present limit on the EDM of the neutron is dn ≤
10−25 e cm. See dipole moment.

electric dipole approximation See dipole
approximation.

electric dipole matrix element For a one
electron system this is given by:

dij = 〈�i |er̂|�j 〉 = e
∫
�∗i r�j dr .

For the case i = j , the electric dipole matrix el-
ement is called the electric dipole moment. For
i �= j , it is the electric dipole transition moment.
In this case, the absolute square of the dipole
matrix element is proportional to the transition
probability for the electric dipole transition be-
tween states |�i〉 and |�j 〉.
electric dipole moment See dipole moment.

electric dipole operator See dipole operator.

electric dipole-allowed transition A transi-
tion between states|�1〉 and |�2〉 which is elec-
trically dipole-allowed, i.e., whose dipole ma-
trix element,

∣∣〈�1|er̂|�2〉
∣∣2 = ∣∣∣∣e

∫
�1r�2 dr

∣∣∣∣
2

> 0 .

Selection rules for such a transition are given by

�J = 0,±1 but not J = 0→ 0

�L = 0,±1 but not L = 0→ 0 .

electric field A three-dimensional function
(one function for each of the three coordinate
directions) assigned to each point in space, such
that if a charge q were placed at that point, the
force on that charge would be determined by
multiplying q by the value of the functions at
that spatial point. Thus,

Fi = qEi ;
where i = 1, 2, 3.

electric field operator For a standing wave
with wave vector �k, this is given by

Ê(z, t) = 1√
2
E0 sin(kx)

[
a(t)+ a†(t)

]
,
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where a(t) and a†(t) are the annihilation and
creation operators, and E0 is given by

E0 =
√

8πh̄ω/V

where ω is the radial frequency of the wave and
V is the mode volume.

electric multipole radiation Radiation that
originates from higher order terms in the series
expansion in the interaction of atoms with elec-
tromagnetic radiation. Usually, electric dipole
transitions are dominant, which represents the
zeroth order term in the above-mentioned ex-
pansion. If the dipole-allowed transitions are
forbidden, however, electric multipole radiation
might become possible. Most important is the
electric quadrupole radiation.

electric quadrupole As described in the def-
inition of the electric dipole moment, the po-
tential of a charge distribution can expand in a
series in increasing powers of (a/R), where a is
the size of the charge distribution and R is the
distance to the potential point. This defines the
multipole moments of the distribution. In in-
creasing order, the moments are the monopole,
dipole, and quadrupole distributions. An exam-
ple of a quadrupole distribution is two positive
and two negative charges, all of the same mag-
nitude, each placed the same distance from the
origin of the coordinate system, as shown in the
figure. See dipole moment.

A schematic example of a quadrupole distribution of

discrete charges.

electric quadrupole transition Sometimes
referred to as E2 transitions. Transitions that
originate from the second order terms in the se-
ries expansion of the interaction between atoms
and an electromagnetic wave (see dipole ap-
proximation). These transitions occur due to
linear spatial variations of the electric field
across the atom. The defining quantity is the
quadrupole tensor Q with elements

Qij = 3
∫
d3r� (�r) rirj

where � is the charge density.
The Einstein A coefficient in terms of the fre-

quency ν for electric quadrupole transitions is
given by

Aν = 8π5ν5

5ε0hc5
Seq

where ν is the frequency of the transition in Hz, ε
is the susceptibility of the vacuum, h is Planck’s
constant, c is the speed of light, and Seq is the
line strength for the electric quadrupole transi-
tion.

The selection rules are given by

�L = ±2

�m = 0,±1,±2 .

electromagnetically induced transparency
(EIT) A coherent effect in three or more
level atoms. In a three level system, a coherent
drive laser which is resonant on the transition
|a〉 − |b〉 produces a coherence between those
levels so that a light field resonant on the tran-
sition |b〉 → |c〉 is not absorbed. One can un-
derstand this effect in the dressed atom picture.
Under the influence of the drive laser, the atom
is optically pumped into a state whose transition
matrix element to the state |c〉 vanishes, the so-
called dark state. Electromagnetically induced
transparency is an important step in the process
of lasing without inversion and wave mixing.

electromagnetic radiation Energy that is
transmitted by traveling electric and magnetic
fields which point in directions perpendicular to
the propagation direction. The energy travels
with velocity 1/

√
(µε), where ε is the dielectric

constant and µ is the magnetic permittivity.
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electromagnetic wave, or plasma electromag-
netic wave (1) One of three categories of
plasma waves: electromagnetic, electrostatic,
and hydrodynamic (magnetohydrodynamic).
Wawe motions, i.e., plasma oscillations, are in-
herent to plasmas due to the ion/electron species,
electric/magnetic forces, pressure gradients, and
gas-like properties that can lead to shock waves.

(2) Transverse waves characterized by oscil-
lating electric and magnetic fields with two pos-
sible oscillation directions called polarizations.
Their behavior can be described classically via
a wave equation derived from Maxwell’s equa-
tions and also quantum mechanically. For the
latter picture, the waves are replaced by par-
ticles, the photons. The frequency ν and the
wavelength λ of an electromagnetic wave obey
the relationship

c = λν ,
where c is the speed of light. Depending on the
frequency and wavelength of the waves, one can
divide the electromagnetic spectrum into differ-
ent parts.

Name Frequency / THz Wavelength / nm

FM,AM radio,
television 10−7-10−3 3 × 1012 − 3 × 108

Microwaves 10−3- 0.3 3×108 − 106

Far-infrared 0.3-6 106 − 5 × 104

Mid-infrared 6 - 100 5 × 104 − 3000
Near-infrared 100 - 385 3000-780
Visible light 385 - 790 780-380
Ultraviolet light 790 - 1500 380-200
Vacuum
ultraviolet light 1500 - 3000 200-10

X-rays 3000 - 3×107 10-1
Gamma rays 3×107-3×109 1-10−1

Within the visible light region, the human eye
sees the different spectral colors at approximate-
ly the following wavelengths:

Color Wavelength / nm
red 630
orange 610
yellow 580
green 532
blue 480

electron A fundamental particle which has
a negative electronic charge, a spin of 1/2, and
undergoes the electroweak interaction. It, along
with its neutrino, are the leptons in the first fam-
ily of the standard model.

electron affinity The decrease in energy
when an electron is added to a neutral atom to
form a negative ion. Second, third, and higher
affinities are similarly defined as the additional
decreases in energy upon the addition of succes-
sively more electrons.

electron capture Atomic electrons can weak-
ly interact with protons in a nucleus to produce
a neutron and an electron neutrino. The reaction
is;

p + e− → n + ν .
This reaction competes with the beta decay of
a nuclear proton where a positron in addition to
the neutron and neutrino are emitted.

electron configuration The arrangement of
electrons in shells in an atomic energy state, of-
ten the ground state. Thus, the electron configu-
ration of nitrogen in its ground state is written as
1s2 2s2 2p3, indicating that there are two elec-
trons each in the 1s and 2s shells, and three in
the 2p shell. See also electron shell.

electron cyclotron discharge cleaning Us-
ing relatively low power microwaves (at the elec-
tron cyclotron frequency) to create a weakly ion-
ized, essentially unconfined hydrogen plasma
in the plasma vacuum chamber. The ions re-
act with impurities on the walls of the vacuum
chamber and help remove the impurities from
the chamber.

electron cyclotron emission Radio-frequen-
cy electromagnetic waves radiated by electrons
as they orbit magnetic field lines.

electron cyclotron frequency Number of
times per second that an electron orbits a mag-
netic field line. The frequency is completely
determined by the strength of the field and the
electron’s charge-to-mass ratio.

electron cyclotron heating Heating of plas-
ma at the electron cyclotron frequency. The
electric field of the wave, matched to the gy-
rating orbits of the plasma electrons, looks like
a static electric field, and thus causes a large
acceleration. While accelerating, the electrons
collide with other electrons and ions, which re-
sults in heating.
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electron cyclotron wave Plasma waves at
the electron cyclotron frequency.

electron diffraction Diffraction of electrons
from matter, often crystalline. Commonly used
as an analytical tool to study the structure of
the diffracting matter. See de Broglie waves;
Davisson–Germer experiment.

electronegativity A measure of the tendency
of an atom to gain an electron in the formation
of a chemical bond, often taken as the mean of
its ionization potential and electron affinity.

electron gas The approximation describing
the properties of free electrons as gas particles.

electron g-factor Additional dimensionless
factor in the ratio of the magnetic moment of
the electron to its spin angular momentum, over
and above the value of this ratio for a classical
charged spinning particle. Denoted by g. Simi-
lar g-factors can be defined for muons, protons,
and many other particles. The electron g-factor
is very close to two, and the deficit g − 2 is
one of the most accurately measured and cal-
culated quantities in modern physics, providing
very high-precision tests of the validity of quan-
tum electrodynamics.

electron-hole pair Excitation in metals and
semiconductors, wherein an electron is excited
from an occupied state below the Fermi energy
to an unoccupied state above this level, leaving
behind a hole.

electron-hole symmetry In atomic physics,
an approximate equivalence between the energy
spectrum of an atom containing n electrons in
a shell, and an atom lacking n electrons (or, al-
ternatively, containing n holes) in a shell. For
example, the ratio of level separations in carbon
with two electrons in the 2p shell is very close
to the ratio in oxygen, which has four electrons
(or two holes) in the 2p shell. A similar equiv-
alence exists in metals between filled electron
states above the Fermi energy and empty states
below this energy.

electron shell Fundamental concept in atom-
ic physics, according to which electrons are ar-

ranged in shells around the nucleus. A shell
is characterized by a principle quantum num-
ber n, which specifies the energy on a gross
scale, and an angular momentum quantum num-
ber l. Both n and l are integers, with n ≥ 1, and
0 ≤ l ≤ n−1. The values l = 0, 1, 2, 3, . . . are
often indicated by letters s, p, d, f , etc. Thus,
a shell with n = 3 and l = 2 is also referred to
as the 3d shell.

A shell with numbers (n, l) can contain at
most 2(2l+ 1) electrons by virtue of Pauli’s ex-
clusion principle. This fact is responsible for the
observed periodic variation of chemical proper-
ties of elements with increasing atomic num-
bers, and is reflected in the organization of the
modern periodic table of elements. Elements
with the same electron configuration in their out-
ermost shell, i.e., differing in n but having equal
numbers of electrons of the same l in their outer-
most shells, usually belong to the same group in
this table. For example, carbon and silicon (con-
figurations 2s2 2p2 and 3s2 3p2, respectively)
both belong to group 4A, while copper, silver,
and gold (configurations 3d10 4s1, 4d10 5s1, and
5d10 6s1 respectively), all belong to group 1B.

electron volt A unit of energy equal to that
obtained by a particle having one electronic
charge accelerated from rest through a potential
difference of 1 volt.

electroproduction A scattering process of
fundamental particles in which other particles
are produced via the exchange of virtual pho-
tons, as opposed to the scattering or absorption
of real photons which is called photoproduction.

electrostatic confinement An approach to
plasma confinement based on confining charged
particles by means of electric fields rather than
the magnetic fields used in magnetic confine-
ment.

electrostatics The study of geometric fields,
forces, and energies of static charge (time inde-
pendent) distributions.

electrostatic wave, or plasma electrostatic
wave One of three categories of plasma
waves: electromagnetic, electrostatic, and hy-
drodynamic (magnetohydrodynamic). Wave
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motions, i.e., plasma oscillations, are inher-
ent to plasmas due to the ion/electron species,
electric/magnetic forces, pressure gradients, and
gas-like properties that lead to shock waves.
Electrostatic waves are longitudinal oscillations
appearing in plasma due to a local perturbation
of electric neutrality. For a cold, unmagnetized
plasma, the frequency of electrostatic waves is
at the plasma frequency.

electroweak theory The Nobel Prize was
awarded to Glashow, Salam, and Weinberg in
1979 for their development of a unified theory
of the weak and electromagnetic interactions.
The field quanta of the electroweak theory are
photons and three massive bosons, W± and Z0.
These interact with the quarks and leptons in a
way that produces either weak or electromag-
netic interaction. The theory is based on gauge
fields which require massless particles. In or-
der to explain how the bosons become massive
while the photon remains massless, the intro-
duction of another particle, the Higgs boson, is
required.

element An atom of specific nuclear charge
(i.e., has a given number of protons although
the number of neutrons may vary). An element
cannot be further separated by chemical means.

elementary excitation The concept, espe-
cially advanced by L.D. Landau in the 1940s,
that low energy excited states of a macroscopic
body, or an assembly of many interacting parti-
cles, may be understood in terms of a collection
of particle-like excitations, also called quasipar-
ticles, which do not interact with one another
in the first approximation, and which possess
definite single-particle properties such as en-
ergy, momentum, charge, and spin. In addi-
tion, elementary excitations may be distributed
in energy in accordance with Bose–Einstein or
Fermi–Dirac statistics, depending on the nature
of the underlying system and the excitations in
question. The concept proves of great value in
understanding a diverse variety of matter: Fermi
liquids such as 3He, superfluids, superconduc-
tors, normal metals, magnets, etc.

elementary particles At one level of defi-
nition, fundamental building blocks of nature,

such as electrons and protons, of which all mat-
ter is comprised. More currently, however, the
concept is understood to depend on the mag-
nitude of the energy transfers involved in any
given physical setting. In matter irradiated by
visible light at ordinary temperatures, for exam-
ple, the protons and neutrons may be regarded as
inviolate entities with definite mass, charge, and
spin. In collisions at energies of around 1 GeV,
however, protons and neutrons are clearly seen
to have internal structure and are better viewed
as composite entities. At present, the only par-
ticles which have been detected and for which
there is no evidence of internal structure are the
leptons (electron, muon, and taon), their respec-
tive neutrinos, quarks, photons, W and Z bosons,
gluons, and the antiparticles of all of these par-
ticles.

Elitzur’s theorem The assertion that in a
lattice gauge theory with only local interactions,
local gauge invariance may not be spontaneous-
ly broken.

Ellis–Jaffe sum rule Sum rules are essen-
tially the moments of the parton distribution
functions with respect to the Feynman variable,
x. For example, the first moment of the spin de-
pendent parton distribution function, g1, is de-
fined as

�
p,n

1 (Q2) ≡
1∫

0

g
p,n

1 (x, q2) dx ,

and if there is no polarization of the nucleon’s
strange quark sea, then �1 may be evaluated to
be ≈ 0.185. This is the Ellis–Jaffe sum rule.
Experimentally, the first moment of g1 is found
to be substantially larger that this value, and this
result is referred to a spin-crisis, since on face
value, the nucleon’s spin is not carried by the
valence quarks, and a sizeable negative polar-
ization of the strange sea is required to explain
the experimental result. See form factor.

emission The release of energy by an atomic
or molecular system in the form of electro-mag-
netic radiation. When the energy in a system and
the photons emitted have the same energy, one
speaks of resonance fluorescence. Phosphores-
cence is the emission to electronic states with
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different multiplicities. These can occur due to
spin–orbit coupling in heavy atoms or the break-
down of the Born–Oppenheimer approximation
in molecules. Non-radiative processes, i.e., de-
cays of atomic levels that are not giving off radia-
tion, are the competing mechanisms. These can
be ionization (atoms and molecules), dissocia-
tion (molecules), and thermalization over a large
number of degrees of freedom (molecules). The
understanding of radiative and non-radiative de-
cays and their origin in molecules is investigated
in molecular dynamics.

emission, induced and spontaneous Pro-
cesses by which an atom or molecule emits light
while making a transition from a state of higher
energy to one of lower energy. The rate for in-
duced emission is proportional to the number of
photons already present, while that for sponta-
neous emission is not. The total rate of emission
is the sum of these two terms. See also Einstein
A coefficient; Einstein B coefficient.

emission spectrum The frequency spectrum
of the radiation which is emitted by atoms or
molecules. In atoms, most frequently the emis-
sion spectrum contains only sharp lines, whereas
in the case of molecules, due to the higher den-
sity of states, emission spectra can have a large
number of lines and even a continuous struc-
ture. In atoms, the strength of the emitted lines
is given by the electronic transition moments.
In molecules, other factors, like Franck–Condon
factors or Hoenl–London factors, also come into
play.

end cap trap A special form of the Paul trap
for atomic and molecular ions. Its advantages
are its smaller size and the much higher acces-
sibility of the trap region due to much smaller
electrode sizes.

endothermic reaction That requires energy
in order for the reaction to occur. In particle
physics, the total incident particle masses are
less than the final particle masses for an en-
dothermic reaction.

energy band The energy levels that an elec-
tron can occupy in a solid. See band theory.

energy confinement time In a plasma con-
finement device, the energy loss time (or the en-
ergy confinement time) is the length of time that
the confinement system’s energy is degraded to
its surroundings by one e-folding. See also con-
finement time.

energy conservation Fundamental physical
principle stating that the total amount of energy
in the universe is a constant that cannot change
with time or in any physical process. The princi-
ple is intimately connected to the empirical fact
of the homogeneity of time, i.e., the fact that
an experiment conducted under certain condi-
tions at one time will yield identical results if
conducted under the same conditions at a later
time. Other restatements of the principle are
that energy cannot be created or destroyed, only
transformed from one form to another, and the
first law of thermodynamics.

energy density The measure of energy per
unit of volume.

energy eigenstate In quantum mechanics,
a state with a definite value of the energy; an
eigenstate of the Hamiltonian operator. For a
closed system, the physical properties of a sys-
tem in an energy eigenstate do not change with
time. Hence, such states are also called station-
ary states.

energy eigenvalue The value of the energy
of a system in an energy eigenstate.

energy equation Describes energy intercon-
versions that take place in a fluid. It is based on
the first law of thermodynamics with considera-
tion only of energy added by heat and work done
on surroundings. In general, other forms of en-
ergy such as nuclear, chemical, radioactive, and
electromagnetic are not included in fluid me-
chanics problems. The energy equation is actu-
ally the first law of thermodynamics expressed
for an open system using Reynolds’ transport
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theorem. The result can then be expressed as


rate of
accumulation

of internal
and kinetic

energy



=




rate of
internal

and kinetic
energy in

by convention




−




rate of
internal

and kinetic
energy out

by convention



+




net rate
of heat

addition by
conduction




−




net rate
of work
done by

surface and
body forces



.

The specific energy (energy per unit of mass) is
usually considered instead of energy when writ-
ing the energy equation. The kinetic energy,
1/2ρv2 on a per-unit-volume basis, is the energy
associated with the observable fluid motion. In-
ternal energy, means the energy associated with
the random translational and internal motions of
the molecules and their interactions. Note that
the internal energy is thus dependent on the lo-
cal temperature and density. The gravitational
potential energy is included in the work term.
The work term also includes work of surface
forces, i.e., pressure and viscous stresses. Note
that the rate of work done by surface forces can
result from a velocity multiplied by a force im-
balance, which contributes to the kinetic energy.
It can also result from a force multiplied by rate
of deformation, which contributes to the internal
energy. In this case, the pressure contribution is
reversible. On the other hand, the contribution
by viscous stresses is irreversible and is usually
referred to as viscous dissipation.

The total energy equation is written in index
notation as

∂

∂t

[
ρ

(
e + 1

2
v2
)]
+ ∂i

[
rhovi

(
e + 1

2
v2
)]

= −∂iqi + ∂iτij vj − ∂i (pvi)+ ρviFi .
Because the equation governing the kinetic en-
ergy can be derived independently from the mo-
mentum equation, the above equation can be
divided into two equations, namely the kinetic

and thermal energy equations. Kinetic energy
is written as

∂

∂t

[
ρ

(
1

2
v2
)]
+ ∂i

[
rhovi

(
1

2
v2
)]

= −vi∂ip + vi∂j τji + ρviFi .
and thermal energy is written as

∂

∂t
(pe)+∂i (ρvie) = −p∂ivi+τji∂j vi−∂iqi .

To apply the above equations to a system one
can either integrate the differential equations or
consider an energy balance for the whole sys-
tem.

In considering an energy balance for the
whole system, one can write


rate of
accumulation

of internal,
kinetic, and

potential energy



=




rate of internal
kinetic and

potential energy
in by convention




−




rate of internal
kinetic and

potential energy out
by convention




+



net rate of
heat addition

to system


−




net rate of
work done
by system


 .

By considering the rate of work done by the pres-
sure with the surface terms, i.e., in and out by
convection, the above equation can be rewritten
as

∂

∂t

∫
c.∀

(
e + v

2

2
+ gz

)
ρd∀

∫
c.s.

(
e + v

2

2
+ gz+ p

ρ

)
ρ �V · �ndS

Q̇net in + Ẇnet in .

For one-dimensional, steady-in-the-mean flow
conditions, one obtains

ṁ

[
eout + pout

ρ
+ v

2
out

2
+ gzout

−ein − pin

ρ
− v

2
in

2
− gzin

]
=Q̇net in+Ẇnet in .
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For steady, incompressible flow with friction,
the change in internal energy ṁ(eout − ein) and
Qnet in are combined as a loss term. Dividing by
ṁ on both sides and rearranging the terms, one
obtains

Pout

ρ
+ v

2
out

2
+ gzout =

Pin

ρ
+ v

2
in

2
+ gzin − loss + ẇnet in .

This is one form of the energy equation for
steady-in-the-mean flow that is often used for
incompressible flow problems with friction and
shaft work. It is also called the mechanical en-
ergy equation.

energy fluctuations The total energy of a
system in equilibrium at constant temperature
T fluctuates about an average value < E >,
with a mean square fluctuation proportional to
Cv and the specific heat at constant volume, <
(E− < E >)2 >= kBT 2Cv .

energy gap The energy range between the
bottom of the conduction band and the top of
the valence band in a solid.

energy level The discrete eigenstates of the
Hamiltonian of an atomic or molecular system.
In more complex systems or for states with a
high energy, the energy levels can overlap due
to their individual natural line width such that a
continuum is formed. In solid state materials,
this can lead to the formation of energy bands.

energy level diagram A diagram showing
the allowed energies in a single- or many-parti-
cle quantum system. So called because the en-
ergies are usually depicted by horizontal lines,
with higher energies shown vertically above lo-
wer ones.

energy loss When a charged particle tra-
verses material, it ionizes this material by the
collision and knock-out of atomic electrons.
These collisions absorb energy from the travers-
ing particle causing an energy loss. The energy
loss can be calculated using the Bethe–Bloch
equation.

energy–momentum conservation The con-
servation of both energy and momentum in a
physical process. The term is especially used
in this form in contexts where special relativi-
tistic considerations are important. See energy
conservation, momentum conservation.

energy shift A perturbation of the atomic
or molecular structure which manifests itself in
a shift of the energy levels. These shifts arise
due to external fields or the interaction of other
close-by energy levels. Examples of the for-
mer are Zeeman and Stark shifts due to external
magnetic or electric fields. Other shifts can be
induced by electro-magnetic radiation (see dy-
namic Stark shift).

energy spectrum The set of energy eigen-
states of a physical system. The set of possible
outcomes of a measurement of the energy; also
known as the set of allowed energies.

energy-time uncertainty principle An
equivalent form of the Heisenberg uncertainty
principle which is written as

�E�t ≥ h/2π ,
where h is Planck’s constant, and several com-
plementary interpretations can be assigned to the
symbols �E and �t . In one interpretation, �t
is the interval between successive measurements
of the energy of a system, and �E is the accu-
racy to which the conservation of energy can be
determined, i.e., the uncertainty in a measure-
ment of the system’s energy. In another, �t is
the lifetime of an unstable or metastable system
undergoing decay, and �E is the accuracy with
which the energy of the system may be deter-
mined. The latter interpretation is at the heart
of the notion of decay width or the width of
a scattering resonance. See also Fock–Krylov
theorem.

engineering breakeven See breakeven.

enrichment Refers to the increase of a nu-
clear isotope above its natural abundance. In
particular, nuclear fuel must be enriched in the
isotope of the uranium isotope with 235 nucle-
ons in order to produce a self-sustaining nuclear
fission reaction in commercial power reactors.
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Various reactor designs require different enrich-
ment factors. Enrichment must be based on
some physical property of the isotopes, as chem-
ically, all nuclear isotopes are similar. Usually,
the small difference in nuclear mass between
isotopes is used to enrich a sample over the nat-
ural abundance of isotope mixtures.

ensemble A collection of a large number
of similarly prepared systems with the same
macroscopic parameters, such as energy, vol-
ume, and number of particles. The different
members of the ensemble exist in different quan-
tum or microscopic states, such that the fre-
quency of occurrence of a given quantum state
can be taken as a measure of the probability of
that particular state.

ensemble average The average over a group
of particles. For an ergodic system, the ensem-
ble average at a given time t is equal to the time
average for a single part of the system. The par-
ticular choice of time t is not relevant.

ensemble interpretation of quantum mechan-
ics The mostly widely accepted interpretation
of quantum mechanics, which states that it is not
possible to make definite predictions about the
outcome of every possible measurement on a
single instance of a physical system. Instead,
only predictions of a statistical nature can be
made, which can therefore be verified only on an
ensemble of identically prepared systems. This
ensemble is fully described by a wave function,
or more generally, a density matrix. No finer
description is possible.

entanglement A non-factorizable superpo-
sition between two or more states, i.e.,

|�〉 =
∑

ai,··· ,j |�i〉 · · · |�j 〉 .
For a two-particle system in a spin-entangled
state this reduces to

|�〉 = 1√
2

(
| ↑1〉| ↓2〉 − | ↓1〉| ↑2〉

)
,

where ↑ and ↓ symbolize spin-up and spin-
down, and the indices represent the different
particles. An equal weight between the states
is assumed. Such a state is called maximally
entangled.

Entanglement is specific to quantum mechan-
ical systems. In the case of photons, entangle-
ment can be produced by parametric down-con-
version or emission of photons in atomic cas-
cade decays. Atomic systems can be entan-
gled, for instance, by the consecutive passage
of atoms through cavities indirectly via the in-
teraction with the cavity or photo-dissociation
of diatomic molecules. Entanglement is the ba-
sis of the Einstein–Podolsky–Rosen experiment
and a prerequisite of any experiment in quantum
information.

enthalpy (1) The enthalpy h is defined as the
sumE+pV , whereE is the internal energy and
pV (product of pressure and volume) is the flow
work or work done on a system by the entering
fluid. From its definition, the enthalpy does not
have a simple physical significance. Yet, one
way to think about enthalpy is as the energy of
a fluid crossing the boundary of a system. In
a constant-pressure process, the heat added to a
system equals the change in its enthalpy.

(2) The enthalpy H is the sum of U + PV ,
where U denotes the internal energy of the sys-
tem, P is its pressure, and V is its volume. The
change in the enthalpy at constant pressure is
equal to the amount of heat added to the system
(or removed from the system if dH is negative),
provided there is no other work except mechan-
ical work.

entrance region (entry length) When the
flow in the entrance to a pipe is uniform, its cen-
tral core, outside the developing boundary layer,
is irrotational. However, the boundary layer will
develop and grow in thickness until it fills the
pipe. The region where a central irrotational
core is maintained is called the entrance region.
The region where the boundary layer has grown
to completely fill the pipe is called the fully de-
veloped region in which viscous effects are dom-
inant. In the fully developed region, the fluid
velocity at any distance from the wall is con-
stant along the flow direction. Thus, there is no
flow acceleration and the viscous force must be
balanced by gravity and/or pressure, i.e., work
must be done on the fluid to keep it moving.
In laminar pipe flow, the fully-developed flow
is attained within 0.03ReD diameters of the en-
trance, whereReD is the Reynolds number based
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on the pipe diameter, D, and average velocity.
The length 0.03ReD diameters is known as the
entry (or entrance) length. For turbulent pipe
flow, the entry length is about 25 to 40 pipe di-
ameters.

entropy (1) A measure of the disorder of a
system. According to the second law of thermo-
dynamics, a system will always evolve into one
with higher entropy unless energy is expended.

(2) In thermodynamics, entropy S is defined
by the relationship between the absolute tem-
perature T and the internal energy U as 1/T =
(∂U/∂S)V,N . Another definition, based on the
second law of thermodynamics, gives the
change in the entropy between the final and ini-
tial states, f and i, respectively, in terms of the
integral

�S =
∫ f

i

dQrev

T

where dQrev is the infinitesimal amount of heat
added to the system at temperature T in a re-
versible process.

In statistical thermodynamics, entropy is de-
fined via the Boltzmann relationship, S = kB ln
W , where W is the number of possible micro-
states accessible to the system. Finally, entropy
can also be defined as a measure of the amount
of disorder in the system, which is seen in the
information theory definition of entropy as−∑i

(pi lnp)i , where pi denotes the probability of
being in the ith state.

Eötvös experiment Published in 1890, this
experiment determined the equivalence of the
gravitational and inertial masses of an object.
The experiment suspended two equal weights
of different materials from a tortion balance. As
the balance did not experience a torque, the in-
ertial masses were measured as equal.

EPR experiment See Einstein–Podolsky–
Rosen experiment.

EPR paradox (Einstein–Podolsky–Rosen
paradox) Shows, according to its authors (Ein-
stein, Podolsky, and Rosen), the incomplete-
ness of quantum mechanics. The Einstein–
Podolsky–Rosen experiment investigates the
EPR paradox.

equation of continuity The macroscopic
condition necessary to guarantee the conserva-
tion of mass leads to the continuity equation:

∂ρ

∂t
+ ∇ · ρu = 0

where u denotes the velocity of the moving fluid
and ρ denotes its density.

equations of motion There are three basic
equations that govern fluid motion. These are
the continuity or mass conservation equation
and the momentum and energy equations. In
their integral form, these equations are applied
to large control volumes without a description
of specific flow characteristics inside the control
volume. To consider local characteristics, one
needs to apply the basic principles to a fluid ele-
ment, which results in the differential form of the
equations of motion. To solve the equations of
motion, they must be complemented by a set of
proper boundary conditions, expressions for the
state relation of the thermodynamic properties,
and additional information about the stresses.
For incompressible flow, the density, ρ, is con-
stant, and the continuity and momentum equa-
tions can be solved separately since they would
be independent of the energy equation.

equations of state (1) The relationships be-
tween pressure, volume, and temperature of sub-
stances in thermodynamic equilibrium.

(2) The intensive thermodynamic properties
(internal energy, temperature, entropy, etc.) of
a substance are related to each other. A change
in one property may cause changes in the oth-
ers. The relationships between these properties
are called equations of state and can be given
in algebraic, graphical, or tabular form. For
certain idealized substances, which is the case
for most gases, except under conditions of ex-
treme pressure and temperature, the equation of
state is written as P = ρRT , where R is the
gas constant. For air, R = 287.03m2/s2K =
1716.4ft2/sec2R. This equation is also known
as the ideal gas law.

equilibrium An isolated system is in equilib-
rium when all macroscopic parameters describ-
ing the system remain unchanged in time.
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equipartition Prediction by classical statis-
tical mechanics that the energy of a system in
thermal equilibrium is distributed in equal parts
over the different degrees of freedom. Each var-
iable with quadratic dependence in the Hamil-
tonian (such as the velocity of a particle) of the
system has an energy of 1

2kBT , where kB is the
Boltzmann constant and T is the temperature
of the system. For instance, for an ideal gas
(non-interacting point-like particles) we find an
energy of E = 3

2nkT , where the motion in each
spatial dimension contributes 1

2kBT .
The law holds true for the classical limit in

quantized systems, when the discrete energy lev-
els can be replaced by a continuum. This means
that equipartition does not hold for the low tem-
peratures, since in this case only very few energy
levels are populated.

equipartition of energy Whenever a mo-
mentum component occurs as a quadratic term
in the classical Hamiltonian of a system, the
classical limit of the thermal kinetic energy as-
sociated with that momentum will be 1/2kBT .
Similarly, whenever the position coordinate
component occurs as a quadratic term in the clas-
sical Hamiltonian of the thermal, the average
potential energy associated with that coordinate
will be 1/2kBT .

equivalence principle One of the basic as-
sumptions of general relativity, that all physical
systems cannot distinguish between an acceler-
ation and a gravitational field.

erbium An element with atomic number (nu-
clear charge) 68 and atomic weight 167.26. The
element has six stable isotopes.

ergodic process A process for which the en-
semble average and the time average are identi-
cal.

escape peak See double escape peak.

eta meson An uncharged subatomic parti-
cle with spin zero and mass 547.3 Mev, which
predominantly decays via the emission of neu-
tral particles, either photons or neutral pions. It
is one of the mesons of the fundamental pseu-
doscalar meson nonet which contains the pion,

kaon, K , and eta. The eta is composed of up,
down, and strange quarks, mixed in quark–anti-
quark pairs. See eightfold way.

ether Before special relativity, it was ex-
pected that electromagnetic waves propagated
through a medium called the ether. The ether
was a massless quantity that had essentially no
interaction with other matter, but permeated all
space. It existed solely to support the propaga-
tion of electromagnetic waves. After relativity,
the requirement of a physical medium to propa-
gate electromagnetic waves was not needed, and
the ether hypothesis was discarded.

Ettingshausen effect The development of a
thermal gradient in a conducting material when
an electric current flows across the lines of force
of a magnetic field. This gradient has the oppo-
site direction to the Hakk field.

Euclidian space A space which is flat and
homogeneous. This means that the direction
of the coordinate system axes and the origin is
unimportant when describing physical laws in
space-time.

Euler angles Two Euclidian coordinate sys-
tems having the same origin are, in general, re-
lated through a set of three rotation angles. By
convention, these are generated by (1) a rotation
about the z axis, (2) a rotation about the new
x axis, and (3) a rotation about the new z axis.
These rotations can place the (x, y, z) axes of
one coordinate system along the (x, y, z) axes
of the other.

Each rotation about the axes is shown in steps from 1

to 3. The Euler angles are the rotation axes.

eulerian viewpoint (eulerian description of
fluid motion The Eulerian description of flu-
id motion gives entire flow characteristics at any
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position and any time. For instance, by consid-
ering fixed coordinates x, y, and z and letting
time pass, one can express a flow property such
as velocity of particles moving by a certain posi-
tion at any time. Mathematically, this would be
given by a function f (x, y, z, t). This descrip-
tion stands in contrast with the Langrangian de-
scription where the fluid motion is described in
terms of the movement of individual particles,
i.e., by following these particles. One problem
with the adoption of the Eulerian viewpoint is
that it focuses on specific locations in space at
different times with no ability to track the his-
tory of a particle. This makes it difficult to ap-
ply laws concerned with particles such as New-
ton’s second law. Consequently, there is a need
to express the time rate of change of a particle
property in the Eulerian variables. The substan-
tial (or material) derivative provides the expres-
sion needed to formulate, in Eulerian variables,
a time derivative evaluated as one follows a par-
ticle. For instance, the substantial derivative,
denoted by D

Dt
, is an operator that when acting

on the velocity, gives the acceleration of a par-
ticle in a Eulerian description.

Euler–Lagrange equation (1) Relativistic
mechanics, including relativistic quantum me-
chanics, is best formulated in terms of the vari-
ational principle of stationary action, where the
action is the integral of the Lagrangian over
space-time. Variational calculus then leads to
a set of partial differential equations, Euler–
Lagrange equations, which describe the evolu-
tion of the system with time. These equations
are:

d

dt

[
∂L

∂
•
qi

]
− ∂L

∂qi
= 0 .

(2) A reformulation of Newton’s second law
of classical mechanics. The latter describes the
motion of a particle under the influence of a force
F :

F = m d2

dt2
x .

If the force F can be derived from a scalar or
vector potential, this equation can be rewritten
using the Lagrangian L = L(x, ẋ, t):

d

dt

( d
dt
L
)
= ∂

∂x
L .

For classical problems, the LagrangianL can be
calculated through the relationship:

H(p, x) = ẋp − L ,
where p is the momentum and H is the Hamil-
tonian of the system.

Euler number A dimensionless number that
represents the ratio of the pressure force to the
inertia force and is given by �P/ρV 2. It is
equal to one-half the pressure coefficient, cp,
defined as �P/(1/2ρV 2), and is usually used
as a non-dimensional pressure.

Euler’s equation For an element of mass
dm, the linear momentum is defined as dm �V .
In terms of linear momentum, Newton’s second
law for an inertial reference frame is written as

d �F = D

DT

(
dm �V

)
.

Considering only pressure and gravity forces,
neglecting viscous stresses, and dividing both
sides by dm, the above equation reduces to

− 1

ρ
∇p − g∇z = D �V

Dt
.

This equation is called Euler’s equation. For a
fluid moving as a right body with acceleration
a, Euler’s equation can be applied to write

− 1

ρ
∇p + g∇z = �a .

Also, by integrating the steady-state Euler’s
equation along a streamline between two points
1 and 2, one obtains the Bernoulli equation:

P2

ρ
+ v

2
2

2
+ gz2 = P1

ρ
+ v

2
1

2
+ gz1 .

europium An element with atomic number
(nuclear charge) 63 and atomic weight 151.96.
The element has two stable isotopes. Europium
is used as a red phosphor in color cathode ray
tubes.

eutectic alloy The alloy whose composition
presents the lowest freezing point.
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evanescent wave trap A dipole trap which
is based on the trapping of atoms and molecules
in the far detuned evanescent wave. Due to the
exponential decay of the evanescent wave as a
function of the surface distance, the evanescent
wave trap is a two-dimensional trap.

evaporation A mechanism by which an ex-
cited nucleus can shed energy. The basis of
the evaporation model is a thermalized system
of nucleons (something like a hot liquid drop)
where the energy of a nucleon, in most cases a
neutron, can fluctuate to a sufficient energy to
escape the attractive potential of the other nu-
cleons.

evaporative cooling The cooling of an en-
semble of particles that occurs through the evap-
oration of hotter particles from the ensemble.
After the equilibration of the remaining parti-
cles, a cooler sample stays behind. An obvious
example of evaporative cooling is the mech-
anism by which a cup of coffee cools down.
Evaporative cooling has gained huge interest
due to its usefulness in achieving the Bose–
Einstein condensation in dilute gases. Evapora-
tive cooling represents the last step in a sequence
of several steps to achieve Bose–Einstein con-
densation: starting from a cold sample of atoms
prepared in a magneto-optical trap, atoms were
cooled down further using optical molasses.
The cold atoms were pumped into low field seek-
ing states and trapped magnetically. An rf-field
induces transitions to high field seeking states,
which are then ejected from the trap. By ramp-
ing the rf transition frequency to lower and lower
frequencies, the transition is induced for atoms
at positions closer to the trap center, which
means that atoms with lower energies are eject-
ed. This procedure leads to progressively lower
temperatures. Elastic collisions between the re-
maining atoms leads to the necessary equilib-
rium.

Eve The most frequently used name for the
receiving party in quantum communication.

exact differential Differential dF is called
an exact differential if it depends only on the
difference between the values of a function F

between two closely spaced points and not on
the path between them.

exchange energy Part of the energy of a
system of many electrons (or any other type of
fermion) that depends on the total spin of the
system. So called because the total spin deter-
mines the symmetry of the spatial part of the
many-electron wave function under exchange of
particle labels. This energy is thus largely elec-
trostatic or Coulombic in origin, and is many
times greater than the direct magnetic interac-
tion between the spins. It underlies all phenom-
ena such as ferromagnetism and antiferromag-
netism. See spin-statistics theorem.

exchange force The two-body interaction
between nucleons is found to be spin depen-
dent but parity (spatial exchange) symmetric.
The nuclear force is also isospin symmetric and
saturates, making nuclear matter essentially in-
compressible. To account for these properties,
early nucleon–nucleon potentials used a combi-
nation of spin exchange (Bartlett force), space
exchange (Majorana force), and isobaric ex-
change (Heisenberg force) operators. These are
generally called exchange forces.

exchange integral An integral giving the ex-
change energy in a multi-electron system. In
the simplest case, the integral involves a two-
particle wave function.

exchange interaction An effective interac-
tion between several fermions in a many-body
system. It originates from the requirement of
the Pauli principle that two fermions in the same
spin state are repelling each other. For a many-
electron system, the exchange interaction for an
electron l is found to be

Hint = − e2

4πε

∑
j ′

msj ′=msl

∫
d3r

1

|r − r′|
�∗j ′(r′)�l(r′)�j ′(r)�l(r)

�∗l (r)�l(r)
,

where the sum is over all electrons which have
the same spin state as the one under consider-
ation. The charge density represented by Hint
gives just the elementary charge e, integrated
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over the space. This leads to the possible inter-
pretation that the electron is under the influence
of N electrons and one positive charge smeared
out over the whole space, i.e., under the total in-
fluence of N − 1 negative charges as expected.

excitation Refers to the fact that a given sys-
tem is in a state of higher energy than the ener-
getic ground state. Atomic and molecular sys-
tems can be excited by various mechanisms.

excitation function The value of a scattering
cross-section as a function of incident energy.
The excitation function maps out the strength
of the interaction of a scattered particle and the
target as a function of their relative energy.

exciton The electron-hole pair in an excited
state.

exclusion principle Or Pauli principle, states
that two-fermions cannot be in the exact same
quantum state, i.e., they must differ in at least
one quantum number. An alternative but equiv-
alent statement is that the wave function of a
system consisting of two fermions must be anti-
symmetric with respect to an exchange of the
two particles. The latter fact can be expressed
with the help of Slater determinants.

exothermic reaction A reaction that releases
energy during a reaction. In particle physics, an
exothermic reaction is one where the mass of
the incident system is larger than that of the final
system.

expansion coefficient The measure of the
tendency of a material to undergo thermal ex-
pansion. A solid bar of lengthL0 at temperature
T1 increases to a lengthL1 when the temperature
is increased to T2. The new length L1 is related
toL0 by the relation: L1 = L0(1+α(T2 −T1)),
where α is the linear expansion coefficient.

expansion, thermal The change in size of
a solid, liquid, or gas when its temperature
changes. Normally, solids expand in size when
heat is added and contract when cooled. Gases
also expand when pressure is lowered.

expectation value The average value of an
observable or operator Â for a quantum mechan-
ical system. It can be evaluated through the in-
tegral

〈�|Â|�〉 =
∫
�Â�∗d3r .

extensive air showers The result of one cos-
mic ray (particle) interacting with the upper at-
mosphere of the earth, producing cascades of
secondary particles which reach the surface. Air
showers as detected on the surface are mainly
composed of electrons and photons from de-
cays of the hadronic particles produced by the
primary reactions; for initially energetic cosmic
rays (≥ 100 TeV), air showers are spread over
a large ground area. At the maximum of the
shower development, there are approximately
2/3 particle per GeV of primary energy.

extensive variable A thermodynamic vari-
able whose value is proportional to the size of
the system, e.g., volume, energy, mass, entropy.

external flow Refers to flows around im-
mersed bodies. Examples include basic flows
such as flows over flat plates, and around cylin-
ders, spheres, and airfoils. Other applied ex-
amples include flows around submarines, ships,
airplanes, etc. In general, solutions to external
flow problems are pieced together to yield an
overall solution.

extinction coefficient Or linear absorption
coefficient α. A measure of the absorption of
light through a medium. The intensity I0 is re-
duced to I

I = I0 exp(−αl)
due to absorption after passage through a me-
dium with thickness l with the linear absorption
coefficient α. In general, the unit of α is 1/cm.

extrapolated breakeven See breakeven.
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F
Fabry–Perot etalon A device commonly
used for the spectral analysis of light. It is a
multi-beam interference device consisting of
two mirrors that form a cavity. The determin-
ing quantity for the achievable resolution is the
finesse, which is the ratio of free spectral range
and line width.

The most common Fabry–Perot etalonsare
the planar, confocal, and concentric types. The
planar Fabry–Perot etalonhas flat mirrorsR1 =
R2 = ∞, the confocal etalon has a mirror dis-
tance d = R1 = R2, and for the concentric case,
we find R1 = R2 = d/2. R1,2 denotes the radii
of the two mirrors.

A confocal Fabry–Perotetalon is less sus-
ceptible to angular misalignment than a Fabry-
Perot etalonconsisting of flat mirrors; it has,
however, the disadvantage that for mirrors with
comparable reflectivities, the finesse is lower,
since essentially two reflections on each mirror
are necessary to complete a path. This leads also
to a reduction in the free spectral range com-
pared to a planar Fabry-Perot etalon.Another
explanation for this feature is the mode degen-
eracy in a confocal Fabry–Perot etalon.Due to
the mode degeneracy, an exact mode matching
of the transverse profile of the light source to the
etalon is not necessary.

The transmission of the Fabry–Perot etalon
as a function of mirror distance, tilt angle, and
wavelength can be evaluated using a consistent
field approach. For an ideal flat Fabry–Perot
etalonconsisting of two identical, non-absorb-
ing mirrors with reflectivityR, and a medium of
index of refraction n between them, one finds a
relationship of the form

T = I0

1+ a cos δ
,

where I0 is the initial intensity incident on the
Fabry-Perot, a = 4R/(1 − R)2, and the phase
δ = kd = 2πnd/λ (λ is the wavelength of the
light). Examples of this curve for different fi-
nesses are shown in the figure.

Transmission curve of a Fabry-Perot etalon for differ-

ent finesses. The higher the finesse, the sharper the

transmission peaks.

face-centered cube lattice A cubic crystal
lattice in which atoms are also placed in the cen-
ter of each face.

Fadeev equations In quantum mechanics,
equations describing the collision of three bod-
ies. Named after L.D. Fadeev.

Fadeev–Popov method Powerful method
developed by L.D. Fadeev and V.N. Popov
(1967) for incorporating gauge-fixing condi-
tions into functional integrals in quantum field
theory. The method guarantees that even when
an explicit gauge is chosen for a calculation, cer-
tain correlation functions will be correctly found
to be gauge-invariant.

Fahrenheit temperature scale (Tf ) Defined
by the temperature at which ice freezes, which
is 32◦F, and that at which water boils, to be
212◦F at 1 atmospheric pressure. It can be more
correctly defined in terms of the Kelvin scale
of temperature T , using the relationship, Tf =
32+ (9/5)(T − 273.15).

Falkhoff–Uhlenbeck formula Often used
when the operator (�a∇)l is applied to the solid
harmonics Yl,m(�r), where |m| = 0, · · · , l. It
relates the solid harmonics expressed as func-
tions of �r to the solid harmonics expressed as
functions of �a. Specifically, we have

(�a∇)l rl Yl,m (�r) = l! al Yl,m (�a) .
The solid harmonics are used to express the an-
gular part of functions of two vectors. For ex-
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ample, the Legendre polynomial Pl(cos(�a, �b))
for the angle between two vectors �a and �b can
be expressed as

Pl

(
cos

(
�a, �b

))
=�m(−1)mYl,m (�a) Yl,−m

(�b) .
The three simplest functions rlYl,m are given by

l m rl Yl,m
0 0 1
1 0 z

1 1 − 1√
2
(x + ıy) .

Falkner–Skan similarity solutions Prandtl
treated the problem of steady, two-dimensional
laminar flow along a flat plate placed longitudi-
nally in a uniform stream. Because the velocity
profiles u(y) have a similar shape, Blasius was
able to exactly solve Prandtl’s boundary layer
conditions by combining two independent vari-
ables into one similarity variable. Falkner and
Skan showed that the Blasius solution is a mem-
ber of a family of exact solutions of the boundary
layer equations which leads to similar velocity
profiles. A necessary condition for the existence
of such similarity solutions is that the velocity
at the outer edge of the boundary layer, ue(x)
takes the form

ue(x) = Cxm .

By introducing a similarity variable η = y
δ(x)

and dropping the x-dependence for the sake of
notation, the stream function defined as

ϕ =
∫ y

0
u dy = ueδ

∫ y

0

u

ue
d
(y
δ

)

can be written as

ϕ = ueδ
∫ η

0
f (η) dη

where f (η) = u
ue

.

Integrating the above equation yields

ϕ = ueδf (η)

noting that

v = −∂ϕ
∂x
= − (δ′ue + δu′e) f + ηuef ′δ′

u = ∂ϕ

∂y
= uef ′

∂u

∂y
= ∂2ϕ

∂y2 
= uef

′′

δ

∂u

∂x
= ∂2ϕ

∂x∂y
= ueδ

′

δ
ηf ′′ + u′ef ′

and
∂2u

∂y2 
= ∂3ϕ

∂y3 
= uef

′′′

δ2
.

By substituting the momentum equation for a
boundary layer, the Falkner–Skan equation is
obtained

f ′′′ + m+ 1

2
ff ′′ −mf ′2 +m = 0

where m = δ2

ν
u′e, with the boundary conditions

f (0) = f ′(0) = 0 and f ′(∞) = 1.
Note how the partial differential equation has

been reduced to an ordinary differential equa-
tion. An exact integral of the Falkner-Skan equa-
tion has not been found. This equation is solved
numerically. The Falkner-Skan solutions are of
great significance, because, in addition to flow
along a flat plate, they give flow near a stagna-
tion point. They also show the effects of pres-
sure gradients on the velocity profile, which are
of interest for separating flows, as well as pro-
vide a good basis for approximate methods for
boundary layer computation.

family (seegeneration). In the standard model,
quarks and leptons are placed into families which
are then placed in generations. The up and down
quark family is associated with the electron and
electron neutrino as the first generation, for ex-
ample.

fanning friction factor (f ) Equal to one-
fourth the Darcy–Weisbach friction factor. See
friction factor.

Fanno line Consider a steady compressible
adiabatic (no heat transfer) flow of an ideal gas
through a duct of constant cross-section where
there is friction (nonisentropic flow). This flow
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is referred to as a Fanno flow. The basic laws
governing a control volume with end sections 1
and 2 along the duct include the first law of ther-
modynamics, continuity, linear momentum, and
the equation of state. Assume that the flow con-
ditions at section 1 are known to give a reference
point on the enthalpy–entropy or temperature-
entropy diagram. The Fanno lineis defined as
the locus of all points, which represents the lo-
cus of states starting from the reference point
that may be reached by changing the friction in
adiabatic flow. The point of maximum entropy
on the Fanno linecorresponds to sonic condi-
tions, while the part of the curve with higher
enthalpy than at sonic conditions represents sub-
sonic conditions. The other part corresponds to
supersonic conditions. In the same manner as
defining a Fanno line,one can define a Rayleigh
line for a flow with heat transfer (adiabatic) with-
out friction.

Fano interference The interaction of a dis-
crete atomic or molecular level with an underly-
ing continuum of states resulting in a line shape
referred to as the Fano profile.

Fano profile The shape of a spectral line as a
function of frequency of an atomic or molecular
line, which originates from the coupling of a
level to a background continuum of states. The
spectral shape is given by

σ = σa (q + ε)
2

1+ ε2
+ σb ,

where q is the so-called line-parameter, and the
cross-sections σa and σb are due to the interac-
tion between the continuum and the resonance
line and the non-interacting part of the contin-
uum, respectively. ε is dimensionless and de-
fined by

ε = ν − ν0

c�/2
,

where ν is the frequency and ν0 is the resonance
frequency of the transition. � is the line width
of the transition. The maximum cross-section
is given by σmax = σaq

2. Depending on the
value of q, very different profile types might
be observed. For q � 1 one finds a standard
Lorentz profile.

Fano resonance In quantum mechanics, this
is a transition to a discrete state which is em-
bedded in a continuum close to the edge of that
continuum. The transition shows up in spectra
via a characteristically asymmetric shape, and
was studied in detail by Ugo Fano in 1961.

Faraday effect When a plane-polarized
beam of electromagnetic wave passes through
a certain material in a direction parallel to the
lines of a magnetic field, the plane of polariza-
tion is rotated.

Faraday rotation The polarization vector or
the plane of polarization of a plane-polarized
electromagnetic wave traveling along a mag-
netic field in a plasma experiences a rotation,
which is called a Faraday rotation.The mecha-
nism of the rotation is attributed to the difference
in phase velocity of right and left circularly po-
larized waves that constitute the plane-polarized
wave. This effect has been widely used to esti-
mate densities and magnetic field orientations as
well as intensities of laboratory and astrophysi-
cal plasmas.

Faraday’s constant (F) The electric charge
of one mole of electrons, equal to 9.648670 ×
104 coulombs per mole.

far infrared The longer wavelength region
of the infrared spectrum. This region is farthest
from the visible region and closest to the radio-
wave region.

fast wave A type of low-frequency, hydro-
magnetic, normal mode that exists in a magne-
tized plasma. These tend to propagate perpen-
dicularly to the magnetic field. They are also
called magnetosonic waves. The reason they
are called fast is that their phase velocities are
almost always faster than the Alfvén velocity.

f-center A lattice defect in alkali halide crys-
tals that is usually transparent in the visible spec-
trum, giving a coloration.

feedback The action of returning the out-
put of a device such as an amplifier to its in-
put. There are two types of feedback:positive
feedbackand negative feedback.If the relative
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phases of the feedbackvoltage and the input sig-
nal are the same, the feedbackis called a positive
feedback.If the two voltages (input and output)
are out of phase, then the feedbackis negative.

fermi A unit of length equal to 10−13cm,
approximately the size of a nucleon.

Fermi contact interaction An interaction
between the electronic and nuclear spins in an
atom, so-called because it is proportional to the
probability of finding the electron at the nuclear
site. First discussed by E. Fermi in 1930.

Fermi-Dirac distribution The probability
of occupancy of an energy level ε by a fermion
at temperature T is given by the Fermi-Dirac
distributionfunction:

f (ε) = 1

exp [(ε − µ)/kBT ]+ 1
.

Fermi-Dirac statistics The statistics fol-
lowed by fermions. According to the Pauli prin-
ciple, two fermions must never occupy the ex-
act same quantum state. Consequently, the total
wave functions describing a system of fermions
must be anti-symmetric with respect to an ex-
change of two fermions. The partition function
Z for the Fermi-Dirac statisticsis given by

Z=
∑
〈Ni〉=�j

(
1+exp

(−β (Ej(N)−µ)) ,
where β = 1/kT and µ is the chemical poten-
tial. The average population density 〈Nj 〉 of a
state with energy Ej is given by

f (E) = 〈Nj 〉 = 2s + 1

exp((Ej − µ)/kT )+ 1

for a fermion with spin s. For electrons s = 1/2,
the state is either occupied or empty. f (E)

gives, therefore the probability of occupancy of
state Ej by an electron. In solids, the chemical
potential is often referred to as the Fermi level
or Fermi energy, EF . The total number of elec-
trons in a solid is given by the total number of
atoms in the lattice. Assuming the temperature
of 0K , the meaning of the Fermi level becomes
clear. All energy levels with E < EF are occu-
pied by one electron, while states with E > EF

are not populated. One finds 〈N〉 = 1/2 for
E = EF .

The Maxwell–Boltzmann distribution

〈N〉 = exp(µ/kT ) exp(−E/kT )
is obtained as a limit of the Fermi-Dirac statis-
ticsfor small population density orE−µ� kT .

Fermi distribution Represents the probabil-
ity that a particle obeying Fermi–Dirac statistics
will have an energy E. This distribution has the
form

P(E) = 1

eE − Ef /kT + 1
.

Fermi energy (εF ) (1) In a system of
fermions, such as electrons in a metal, the energy
separating the highest occupied single-particle
state from the lowest unoccupied one. This def-
inition is not sufficiently precise, however, in
many contexts, such as semiconductors, and the
term is used (often unwittingly) as a substitute
for the chemical potential.

(2) The highest filled energy level at absolute
zero for a fermion is called the Fermi level. All
energy levels below this value are occupied, and
all above this value are empty.

Fermi, Enrico A Nobel Prize winner in 1938
for his production of transuranic elements using
neutron irradiation. He is known for the con-
struction of the first controlled and self sustain-
ing nuclear fission reactor.

Fermi function The distribution of electrons
(positrons) in beta decay is calculated from the
weak interaction transition matrix using plane
wave functions for the electrons. However, elec-
trons experience the Couloumb field of the nu-
cleus, so the correct distribution must be mod-
ified by the Fermi function,which accounts for
this effect.

Fermi gas A nucleus in some approxima-
tion can be considered as a collection of non-
interacting fermions (nucleons) placed in a po-
tential well. The potential well provides the av-
erage interactions that the nucleon experiences
due to its fellow constituents. Because of Fermi
statistics, the nucleons are added into phase
space filling all momentum states according to
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the Pauli exclusion principle. Thus, nucleons fill
a volume of momentum space up to a surface of
radius, Pf , where Pf is the Fermi momentum,
and P2

f /2M = Tf is the Fermi energy.

Fermi golden rule Gives the transition rate
for an atomic system to a group of closely lying
states within an energy range E ± dE or a con-
tinuum of states. It states that the transition rate
W is given by

W = 2π

h̄

∣∣H ′∣∣2 
�b(E) ,

where H ′ is the coupling energy and �b is the
density of states for the continuum. One as-
sumes that H ′ and �b are constant over the en-
ergy range of interest. Fermi’s golden rule can
be derived using perturbation theory.

Formula for the rate at which transitions are
made between different quantum mechanical states
of a system under the influence of a perturbation.
The widespread applicability of the formula led
E. Fermi to name it the golden rule.

Fermi liquid A system of identical fermions
which interact strongly with one another, as in-
dicated by the word liquid. Typical examples
are the electrons in a metal, the atoms in liquid
3He, and the neutrons in a neutron star. The
term is often used more restrictively to mean a
system obeying Fermi liquid theory. See also
Fermi gas.

Fermi liquid theory Phenomenological the-
ory of a Fermi liquid, developed by L.D. Landau
from 1956 to 1958, with the assumption that the
low lying excited states of such a system can be
understood in terms of weakly interacting ele-
mentary excitations which behave almost as an
ideal Fermi gas. The theory is applicable to elec-
trons in metals, liquid 3He, nuclear matter, and
neutron stars.

Fermi momentum See Fermi gas.

Fermi momentum, velocity, and wave vector
In an ideal Fermi gas or Fermi liquid, the mo-
mentum, velocity, and wave vector of a fermion
at the Fermi surface.

fermion (1) A particle with a half integer
spin. It consequently obeys the Fermi-Dirac
statistics. According to the Pauli principle, two
fermions can never occupy the exact same quan-
tum state. This has consequences concerning
the symmetry of wave functions describing a
system of fermions, i.e., the total wave function
must be anti-symmetric with respect to an ex-
change of any two nuclei.

(2) Any particle, composite or elementary,
with intrinsic angular momentum or spin equal
to half an odd integer times h̄, and thus obeying
Fermi-Dirac statistics. Examples of fermions
are electrons, neutrinos, quarks, neutrons, and
3He atoms. See also boson; spin-statistics the-
orem.

Fermi pressure See degeneracy pressure.

Fermi sea In an ideal Fermi gas or Fermi
liquid, the set of states below the Fermi energy.

Fermi statistics Postulates that it is not possi-
ble for two identical fermions (particles) to have
the same spatial location. Thus, the position of
identical particles must be represented by a wave
function antisymmetric in the exchange of any
two particles.

Fermi surface In an ideal Fermi gas of non-
interacting fermions, this is a surface in mo-
mentum space that encloses the occupied states
at zero temperature. The concept continues to
have meaning when interactions between the
fermions are important, as for instance, in liq-
uid 3He, as described by Fermi liquid theory. In
this case, the surface marks a discontinuity in the
probability of occupation of the single-particle
momentum states. In this and all other systems
with translational symmetry, the Fermi surface
is spherical in shape.

The Fermi surfaceis of central importance
in the theory of metals, but the concept requires
some modification. The space in which the elec-
trons move is no longer homogeneous on ac-
count of the crystal lattice. In other words, the
system of electrons no longer has translational
symmetry, and the single-electron states must be
classified by their quasimomenta or Bloch wave
vectors. The Fermi surfaceis now defined as
the surface in quasimomentum space, separat-
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ing occupied from unoccupied states (or, more
precisely, as the surface of discontinuity in the
occupation probability). Several consequences
ensue from this consideration. First, since Bloch
vectors that differ from one another by a re-
ciprocal lattice vector are physically equivalent,
the Fermi surface may be represented in several
equivalent ways. In the repeated zone scheme,
it is an infinite structure with the full periodicity
of the reciprocal lattice. Or, in the reduced zone
scheme, different parts of it may be translated
by conveniently chosen reciprocal lattice vec-
tors and reassembled into parts or sheets, as they
are sometimes called, that are then said to lie in
the first Brillouin zone, second Brillouin zone,
etc. Whichever scheme is chosen, the Fermi
surface is always closed. In general, it is not
a sphere, and may be multiply connected with
complicated topology. Indeed, a host of fanciful
names such as the crown, the lens, and the mon-
ster have been concocted to describe the shapes
encountered in various metals. The determina-
tion of Fermi surfaces is a large subject of its
own in solid state physics, and its shape, topol-
ogy, and related properties such as the Fermi ve-
locity determine many electrical, magnetic, and
optical properties of metals.

Fermi temperature (TF ) The absolute tem-
perature corresponding to the Fermi energy, TF
= εF /kB .

Fermi transition The weak interaction,
which explains beta decay, is represented by
both vector and axial vector currents. For histor-
ical reasons, the weak decay transition occurring
due to the vector interaction is called a Fermi
transition, and that due to the axial vector in-
teraction is called Gamow-Teller transition. For
allowed beta decay (first order in (v/c)2) the
vector transition has a spin change of zero and
no parity change.

fermium A transuranic element with atomic
number (nuclear charge) 100. 21 isotopes have
been identified, the longest half-life at 100 days
belonging to atomic number 257.

ferrimagnetism A type of magnetism in
which the magnetic moments of neighboring
ions tend to align antiparallel to each other.

ferrite A powdered, compressed, and sin-
tered magnetic material.

ferroelectricity A crystalline material with
a permanent spontaneous electric polarization
that can be reversed by an electric field. Am-
monium sulfate (NH4)2SO4 is an example of a
ferroelectric material.

ferroelectric material A material in which
electric dipoles can line up spontaneously by
mutual interaction.

ferromagnetic material A magnetic mate-
rial that has a permeability higher than the per-
meability of a vacuum. Typical ferromagnetic
materials are iron and cobalt.

ferromagnetism The magnetism of a mate-
rial caused by a domain structure. See domain.

Feshbach resonances Originally observed
in nuclear physics, these also play an important
role for ultra-cold atoms as they are prepared in
magneto-optical traps and Bose–Einstein con-
densation. When two slow atoms collide, they
usually do not stay together for very long. How-
ever, when a Feshbach resonanceis observed,
they stick together for a longer time. This can
lead to a dramatic increase in the formation of
molecules by photo-association in the trap or
alter the properties of a Bose–Einstein conden-
sate dramatically. Close to a Feshbach reso-
nance,the atom–atom interaction is extremely
sensitive to the exact shape of the potential en-
ergy curves such that small changes in, for in-
stance, the magnetic field might switch from at-
tractive to repulsive behavior. Feshbach reso-
nanceshave typical signatures: the continuum
wave-function shows a phase change of π over
an energy range of the Feshbach resonance.

Feynman–Bijl formula Formula proposed
by A. Bijl in 1940 and by R.P. Feynman in 1954,
relating the dispersion relation for quasiparti-
cles in superfluid 4He to the spectrum of density
fluctuations in the ground state, as measured by
neutron scattering, for example.

Feynman diagram (1) A pictorial represen-
tation, in time order, of an interaction where
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lines represent particles and vertices represent
interaction points. This pictorial representation
was developed to help write down the perturba-
tion series for interactions in quantum electro-
dynamics, where, generally, the more vertices,
the higher the order of the term in the pertur-
bation series. Feynman diagrams are, however,
now used as a convenient exposition of any in-
teraction, although perturbation techniques may
not be so appropriate. Conservation isospin at
each vertex requires the creation of an interme-
diate Sigma particle and the exchange of two
pions. Thus, this interaction is of second order,
but it may not be small due to the strength of the
interaction.

(2) A system of graphs of great utility in car-
rying out perturbative calculations in quantum
field theory. Originally invented by R.P. Feyn-
man in 1949 for the study of quantum electro-
dynamics.

Feynman-Kac integral See Feynman path
integral.

Feynman path integral Profound and re-
markable reformulation of quantum mechanics
by R.P. Feynman in 1948 (acting on P.A.M.
Dirac’s hint from 1933). In this formulation, the
quantum mechanical amplitude necessary for a
particle to make a transition from one point in
space to another is given by a sum over all possi-
ble paths of a phase factor depending only on the
classical action for that path in units of Planck’s
constant. The path integralis also known as a
functional integral. Feynman’s formulation is
now part of the standard pedagogy of quantum
mechanics. It has been extended in countless di-
rections, to statistical mechanics (done by Feyn-
man himself), to quantum field theory (again pi-
oneered by Feynman, and profoundly developed
further by J. Schwinger), to stochastic processes
(notably by K. Ito, M. Kac, and N. Wiener), and
to critical phenomena and the renormalization
group, to name just a few, and has led to many
major discoveries in all of these areas. The
method is almost essential to the quantization
of Yang–Mills or non-Abelian gauge theories
such as that believed to underly the Glashow–
Weinberg–Salam model of the electroweak in-
teractions. Functional integration continues to
be a subject of extensive research in mathemat-

ics, quantum field theory, and the semiclassi-
cal dynamics, and a practical tool lending itself
to approximation and numerical calculation in
these and other diverse areas of science.

Feynman, Richard Nobel Prize winner in
1965 who, with Tomonaga and Schwinger, de-
veloped the theory of quantum electrodynamics.

Feynman rules Set of rules for assigning
mathematical meaning to a Feynman diagram
in any quantum field theory.

Feynman scaling, Feynman variable The
Feynman variable,x, is the ratio of the longitu-
dinal momentum to the maximum possible lon-
gitudinal momentum. At sufficiently high en-
ergies, the invariant cross-section is almost in-
dependent of the total energy and may be rep-
resented by the product of two functions, one
dependent on the transverse momentum and the
other, x. Thus, the transverse momentum distri-
bution of secondaries is independent of both the
total energy and the longitudinal momentum.

Feynman variational principle Feynman
developed a formulation of quantum mechan-
ics based on the variation of the action integral
over all possible paths. The classical path in
space-time is the one of least action. Quantum
mechanically, all paths are possible and are as-
signed a probability of occurrence.

fiber A flexible material of glass or transpar-
ent plastic used to transmit light.

Fick’s law States that in diffusion, the flux
density (Jn), defined as the number of particles
passing through a unit of area in a unit of time
in the direction normal to the area, is propor-
tional to the gradient of the concentration, c.
The direction of flow is from a region of high
concentration to low concentration.

�Jn = −D∇c .

The constant of proportionality, D, is the diffu-
sion coefficient.

field amplitude The amplitude of the electric
field.
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field quantization The quantum mechanics
of fields, as opposed to that of particles also
known as second and first quantization respec-
tively. Although field quantization is often used
as a convenient tool in nonrelativistic many-
body physics, it is generally regarded as an un-
avoidable necessity in describing quantum me-
chanical processes at relativistic speeds.

field-reversed configuration A plasma torus
without a toroidal magnetic field generated
through self-organization processes in a type
of plasma confinement device called the theta
pinch. Its simple machine geometry as well as
physical separation of the plasma from the con-
tainer are, among others, its advantages as a po-
tential fusion reactor.

field tensor The electric and magnetic field
vectors are really components of a four-dimen-
sional, skew-symmetric tensor of second rank.
This tensor is called the field tensor, and
Maxwell’s equations may be written in relativis-
tically covariant form as

∂αFαβ = 
4π

c
Jβ .

Here, Fαβ is the field tensor and Jβ is the four-
current density. The field tensor has the form


0 −Ex −Ey −Ez
Ex 0 −Bz By
Ey Bz 0 −Bx
Ez −By Bx 0


 .

field theory Assigns a mathematical function
to each point in space-time. This function is a
result of sources, but is generally given physical
meaning independent of the sources, so that an
interaction occurs locally due to the field func-
tion at that point. The field carries both energy
and momentum. The electric field is the classic
example, where, although created by a charge
distribution, the force on a charge is determined
locally by the multiplication of that charge by
the field at the charge point. The field is quan-
tized in quantum field theories, where a field
quantum represents a fundamental particle.

Fierz interference In the study of the weak
interaction as manifested in beta decay, the most

general form can contain scalar, pseudo-scalar,
vector, pseudo-vector, and tensor couplings be-
tween the hadronic and leptonic currents. A par-
ticular combination of these couplings, b, can be
measured experimentally. For example, b ap-
pears in the probability for emission of an elec-
tron with energy between E and E +d E:

N(E)d(E) = A

2π3 
pEq2(1 + b/E) .

Here, q = (W0 − E), where W0 is the energy
endpoint of the spectrum and p is the momen-
tum.

For historical reasons, the term b/E is called
the Fierz interference. It is found to be zero,
as the possible weak interaction couplings are
indeed vector and pseudo-vector.

filamentation instability A type of plasma
wave instability called modulational or paramet-
ric instability, in which perturbations grow per-
pendicular or nearly perpendicular to the pump
wave, and thus the original pump wave becomes
filamented. For example, in an unmagnetized
plasma, a sufficiently long and intensive electron
plasma (Langmuir) wave is subject to the fila-
mentation(or transverse) instability, and may
excite ion acoustic waves that propagate pre-
dominantly perpendicular to the pump wave,
as well as coupled side-band waves of electron
plasma waves that propagate obliquely to the
pump wave. In general, these instabilities co-
exist with other instabilities also driven by the
same pump wave. See also parametric instabil-
ity.

final state interaction Any reaction can be
viewed in terms of an interaction which causes
the reaction to happen and, perhaps, a resid-
ual component of the overall interaction acting
in the background. One can view, in time se-
quence, a reaction occurring and then the par-
ticles in the final state interacting through the
residual, background interaction. In this way, a
final state interaction may numerically change
the strength of a reaction or the shape of the
residual spectrum.

finesse (F ) A measure of the quality of an
optical resonator or a Fabry-Perot interferome-
ter. Finesseis the ratio between free spectral
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range and the line width of a resonance. In ideal
systems without absorption and ideal mirror sur-
faces, the finesse is a function of the mirror re-
flectivity only. In the case of a Fabry-Perot in-
terferometer with flat mirrors, each with reflec-
tivity R, the finesse F is given by

F = π
√
R

1 − R ,

whereas for confocal etalons, the finesse is given
by

F = πR

1 − R2 
,

which reflects the fact that for a confocal etalon,
the light is reflected four times between the mir-
rors. In practical systems, absorption and scat-
tering reduce the achievable finesse.

fine structure (1) In atomic physics, a split-
ting of the energy levels arising from the rela-
tivistic spin-orbit interaction of orbital and spin
angular momenta. The effect is so-called be-
cause atomic spectral lines are found, upon
closer examination, to consist of many separate
lines with spacings of only a few cm−1.

(2) The splitting of spectral lines in atoms
and molecules originating from the interaction
between the angular momentum of the electron
and its spin. The Hamiltonian for the fine struc-
ture interaction is given by the spin-orbit term

Hfine = 1

2m2c2

1

r

dV

dr
LS

= 1

2m2c2

(
Ze2

4πε0

)
1

r3 
LS ,

where m is the electron mass, and V is the
Coulomb potential V = − Ze2

4πε0r .
For hydrogen-like atoms, the fine structure

interaction leads to a splitting of transition lines
into two components corresponding to l ± 1/2,
where l is the angular momentum. The energy
shift �E due to the fine structure term can be
calculated using perturbation theory. In terms
of the unperturbed energy E(0)n , one solves for a
principal quantum number n

�E2 = −E(0)n
(Zα)2

2nl(l + 1/2)(l + 1)

×
{
l for j=l+1/2
−l − 1 for j=l-1/2

,

where α = e2/(4πε0 ̄hc) is the fine structure
constant.

For L = 0, no splitting is observed.

fine structure constant The strength of the
coupling of the electromagnetic field to charged,
elementary particles is given by the fine structure
constant. It has the value

α = e2/ [4πε0 ̄hc] = 1/137.036 .

finite Larmor radius effect One of the ki-
netic effects in plasmas. It is well known that
charged particles rotate around magnetic field
lines with a radius called the Larmor radius. In
fluid theories, the Larmor radius is neglected.
When an inhomogeneity such as a wave with a
typical scale-length, which is shorter than a Lar-
mor radius, is present the wave property deviates
from the fluid picture, and subject to the finite
Larmor radius effect. See also Larmor radius.

firehose instability A type of electromag-
netic low-frequency instability in magnetized
plasmas driven by temperature anisotropies.
Plasma particles moving along curved magnetic
field lines exert centrifugal force that tends to
distort the field lines just like firehoses or garden-
hoses, thus triggering the instability. Its basic
energy source, therefore, lies in the drift mo-
tion of plasma particles moving along a mag-
netic field, and thus it occurs in a magnetized
anisotropic plasma in which the plasma energy
parallel to the magnetic field is higher than the
plasma energy perpendicular to the field com-
bined with the magnetic field energy. Excited
Alfvén waves have frequencies lower than the
ion cyclotron frequency and travel predominant-
ly parallel to the magnetic field. Being electro-
magnetic in nature, the firehose instabilityis not
so important in low beta plasmas, and is of inter-
est principally in space and astrophysical plasma
physics.

first Brillouin zone The region in the recip-
rocal lattice composed of all the bisections of
lines which connect a reciprocal lattice point to
one of its nearest points. This is also called a
Wigner-Seitz primitive cell in the reciprocal lat-
tice.
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first law of thermodynamics The statement
of conservation of energy, including heat. For-
mally, it can be stated that the change in the
internal energy of a system, �U , is equal to the
sum of the net work done on the system, �W ,
plus the net heat input into the system, �Q, i.e.,
�U = �W +�Q.

first quantization The quantization of a sys-
tem of particles, so-called to distinguish it from
second quantization, the quantization of a sys-
tem of fields.

fission A nucleus fissions when it divides into
two or more smaller nuclei with, perhaps, the
emission of a few neutrons. A nucleus can be
made to fission by an external reaction (scat-
tering or capture of an another particle) or may
be inherently unstable, spontaneously fissioning
into various components. Iron forms the most
stable nucleus, and nuclei heaver than iron re-
lease energy upon fission, while those below iron
on the mass scale require energy to fission. A
self-sustaining fission process can only be made
to occur with a few isotopes, where the fission
process due to neutron capture is sustained by
neutron emission from previously fissioned nu-
clei.

Fitch, Val Nobel Prize winner in 1980 who,
with James Cronin, discovered that nature did
not conserve the product of the symmetries of
charge conjugation, C, and parity, P. Because
the product of CP and time reversal, T, symme-
tries is assumed to universally hold, this means
that the symmetry of time reversal is also vio-
lated.

Fjortoft’s theorem Relates to the inviscid
instability of fluid flows. Rayleigh’s theorem
states that a necessary (but not sufficient) con-
dition for inviscid instability is that the ve-
locity profile, U(y), has a point of inflection.
Fjortoft’s theorem is more restrictive in that it
requires that if y0 is the position of the point of
inflection, then a necessary (but not sufficient)
condition for inviscid instability is that

d2U

dy2 (U − U (y0)) < 0

somewhere in the flow.

flavor Term used to identify a type of quark.
Thus there are two quark flavors per genera-
tion and three known generations in the stan-
dard model. Quark flavors are up, down, charm,
strange, top, and bottom. See generation, fam-
ily.

Floquet’s theorem Describes the solutions
of Hill’s differential equation with a periodic
function H(x). Those differential equations
have the form

d2f

dx2
+H(x)f = 0 ,

where

H(x) = H(x + nd) with n = 0,±1,±2 · · ·
The solution is given by

f (x) = F1(x) exp(ıµx)+ F2(x) exp(−ıµx)
Fi(x) = Fi(x + nd)

i = 1, 2 and n = 0,±1,±2, · · ·
Floquet’s theoremenabled Bloch to formulate
the solution of the Schrödinger equation for the
case of a periodic potential, e.g., in a lattice. The
solutions are known as Bloch waves, which are
generally written as

�(x + nd, k) = �1(x, k) exp(ınkd)

+�2(x, k) exp(−ımkd)
n,m = 0, 1, 2, · · ·

�

(
x, k + n2π

d

)
= �(x, k) ,

where k is the quantum number of the Bloch
wave. Since the Bloch waves are periodic, they
are only determined within an integer multiple
of 2π/d . This range is called the Brillouin zone.

flow meters Devices used to measure flow
rates. Examples include flow nozzles, orifices,
rotameters, and Venturi and elbow meters.

flow visualization A qualitative description
of an entire flow field can be obtained from flow
visualization. Some techniques of flow visual-
izationinclude: smoke wire visualization in air,
hydrogen bubble visualization in water, particu-
late tracer visualization in both liquid and gases,
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dye injection, laser-induced fluorescence in both
liquid and gases, and refractive-index-change
visualizations conducted in flows with density or
temperature variations. The latter techniques in-
clude shadow graph and Schlineren techniques
and holographic interferometry.

Flow map of a 1 cm sphere in air and water.

fluctuation-dissipation theorem Fundamen-
tal concept in statistical mechanics stating that
the microscopic processes that underlie the re-
laxational or dissipative return of a macroscopic
system not in equilibrium back to equilibrium
are the same ones that give rise to spontaneous
fluctuations in equilibrium. Originally formu-
lated by A. Einstein and R. Smoluchowski in
the study of Brownian motion in 1905 and 1906,
the concept was significantly extended by H.
Nyquist (1928), L. Onsager (1931), H.B. Callen
and T.A. Welton (1951), and R. Kubo (1957).
See also Onsager’s reciprocal relation.

fluid A substance that deforms continuously
when acted upon by a shear stress of any magni-
tude. This deformation is not reversible in that
the fluid does not return to its original shape
when the stress is removed. Because fluids de-
form continuously under the application of a
shear stress, description of their behavior in
terms of stress and deformation is not possible.
The relation is between stress and the rate of
the deformation. These characteristics of fluids
stand in contrast to the response of solids to shear
stresses. A solid will return to its original un-
deformed shape if the shear force is removed, if
the magnitude of the shear and deformation are
below certain limit. Moreover, for most solids,

the magnitude of the shear force is proportional
to the magnitude of deformation. While the dis-
tinction between a fluid and a solid seems sim-
ple, some substances, such as slurries, tooth-
paste, tar, etc. are not easily classified. They
behave as a solid if the applied shear stress is
small. When the stress exceeds a certain critical
value, they will flow like fluids.

fluidization When a fluid flows upward
through a granular medium, particulate fluidiza-
tion is initiated when the upward drag becomes
equal to the force of gravity and the particulates
are in suspension.

fluidized beds Fluidized bedreactors are
common in many applications. In a fluidized
bed,solid particles move chaotically in a fluid
stream. This motion causes significant mix-
ing as well as particle–particle and particle–wall
contact. Fluidized bedsare designed to achieve
effective heat and mass transfer and chemical re-
actions in many industrial and commercial pro-
cesses.

fluorescence When a nucleus is illuminated
by electromagnetic energy at a frequency cor-
responding to the energy of a nuclear or atomic
level, the incident electromagnetic energy is ab-
sorbed and remitted as radiation or secondary
particles. This is known as resonant fluores-
censeyield.

fluorine Element with atomic number (nu-
clear charge) 9 and atomic weight 18.9984.
Only the isotope with atomic number 19 is sta-
ble. Combined with uranium as uranium hex-
afluoride, it is used in the gaseous diffusion pro-
cess to enrich nuclear fuel for reactors.

flute instability A fluid-type electrostatic
plasma instability that occurs in a magnetized
inhomogeneous plasma. This instability is a
special case of the gravitational instability, and is
characterized by the perturbations traveling per-
pendicular to the magnetic field. In the case of a
cylindrical plasma column in which a magnetic
field exists along the axis, perturbations due to
the instability grow and propagate around the
surface, and make the column look like a fluted
Greek column.
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flux A flux of particles is the number of parti-
cles in a given direction per unit of cross-section-
al area per unit of time.

flux conservation Assures that the magnetic
flux linking an area in a non-resistive MHD plas-
ma is conserved under the condition that the area
moves with the plasma. This is the foundation
of frozen field lines, i.e., field lines frozen into
a plasma.

flux density (J ) The amount of a quantity,
such as number of particles, energy, or charge,
that crosses a unit of area per unit of time.

flux quantization The fact that, irrespective
of what magnetic field is actually applied, the
magnetic flux passing through the hole of a ring-
shaped superconductor can only be an integer
multiple of the flux quantum, which in Gaussian
units is given by

�0 = hc/2e ,
where h is Planck’s constant, c is the speed of
light, and e is the electron charge. The value of
�0 is 2.0679 × 10−7 gauss-cm2.

Flux quantization was observed by B.S.
Deaver and W.M. Fairbanks in 1961, and the
factor of 2 in the denominator of the formula for
�0 provides very strong evidence that supercon-
ductivity originates in a certain association of
pairs of electrons known as Cooper pairs. The
phenomenon was in fact predicted on the basis
of a phenomenological theory by V.L. Ginzburg
and L.D. Landau in 1950, but without this factor
of 2.

The flux quantum defined here is sometimes
qualified with the adjective superconducting to
distinguish it from the normal flux quantum,
which is twice as large, i.e., hc/e. See also
Aharonov–Bohm effect, Meissner effect.

flux quantum See flux quantization.

flying hot-wire anemometry One restric-
tion of using a stationary hot-wire anemometry
is its inability to measure the velocity in regions
of flow reversals. Flying hot-wire anemometry
overcomes this difficulty by moving the probe
along a prescribed curve with a known velocity.
The moving probe is then exposed to a relative

velocity which is measured in terms of its com-
ponents. The probe position and velocity and
the measured relative velocity components are
then used to determine the flow velocity.

Fock–Krylov theorem Theorem developed
by V.A. Fock and S.N. Krylov (1947) which
states that the decay of a quasi-stationary state
is related to its energy distribution, in particular
that the lifetime τ and the energy width � are
related by

τ = h/2π� ,
where h is Planck’s constant.

Fock space In a quantum mechanical system
consisting of a variable number of identical par-
ticles, this is the direct sum of spaces for 0, 1, 2,
. . .  particles. Named after V.A. Fock. See also
second quantization.

Fock states The states in a Fock space, often
specified by giving the occupation numbers of
single particle levels. The state with no particles
is called the Fock vacuum. See number state.

Fokker–Planck equation A differential
equation of an n dimensional vector P of the
form

∂

∂t
=
[
− ∂

∂xj
Aj (x)+ 1

2

∂

∂xi

∂

∂xj
Dij (x)

]
P(x)

where the first term represents a drift term, while
the second term is the diffusion term which leads
to a broadening of P in time, provided its co-
efficient is positive. A is the drift vector and
gives the net direction of the deterministic drift
motion. D denotes the diffusion matrix. The
equations of motion for the Pn are given by

d 〈Pi〉
dt
= 〈Ai〉

d 〈PiPk〉
dt

= 〈xiAj 〉+ 〈xjAi 〉+ 1

2

〈
Dij +Dji

〉

Foldy–Wouthuysen transformation Meth-
od developed by L.L. Foldy and S.A. Wouthuy-
sen (1950) for decomposing the Dirac equation
into a pair of equations that allows the systematic
evaluation of relativistic effects when these are
small, and which includes the effects of electron
spin in the first approximation.
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forbidden band An energy band in which
there can be no electrons.

forbidden transition (1) A transition be-
tween two states of an atom, molecule, or any
other system that is disallowed because of sym-
metry. Transitions may be weakly or strictly
forbidden. In atomic spectra, for instance, tran-
sitions between states with a vanishing electric
dipole moment matrix element are said to be
dipole-forbidden. Such transitions may still oc-
cur through higher electromagnetic multipoles.
See dipole transition, selection rules.

(2) Transition that is not an electric dipole-
allowed transition. For these transitions we have
the selection rules �J = 0 or �J = 2. In
some cases, forbidden transitionscan be driven
by two-photon processes.

force The rate of change of momentum that
produces an acceleration of one meter per square
second in a kilogram of mass.

forced vortex A flow field with purely tan-
gential motion (circular streamlines). The tan-
gential velocity increases linearly with the ra-
dius. In this flow field, the rotation and vortic-
ity are constants. The circulation, however, is
a function of the area enclosed by the contour.
This flow field is similar to rigid body rotation.

force-free fields In an MHD plasma, in which
gravitational field is negligible, the so-called
force-free situation is realized if the magnetic
fieldB(x) satisfies∇×B(x) = f (x)B(x); such
magnetic fields are called force-free fields.

form drag Also called pressure drag since
it is generated by the pressure distribution on
an object. It is called form drag because it
strongly depends on the form or shape of the
object. Similar to friction (or viscous) drag, it
is due to viscosity. However, form dragis less
sensitive to variations in Reynolds number than
friction drag. This is especially true at a high
Reynolds number. Form drag is the dominant
drag component in separated flows.

form factor (or structure function) Related
to a Fourier transform of the spatial distribution
of the transition matrix involving the interacting

particle and the target. The form factorsfor deep
inelastic scattering are related to four structure
functions of the parton distributions, F1, F2, g1,
and g2, where the first two are spin-independent
and the latter two are spin-dependent.

forward scattering Scattering between par-
ticles in which the particles continue along their
initial directions of motion.

Fourier analysis Determination of the am-
plitude, frequency, and phase of each sinusoidal
component in a given periodic signal.

Fourier transformation ( F(ω)) The
Fourier transformationof a function f (t) is
given by

F(ω) = 1√
(2π)

∫ ∞
−∞

f (t) exp(−iωt) dt .

The Fourier transformationof F leads to the
initial function f . The Fourier transformation
analyzes a function f for its spectral content.
Hence, aperiodic functions have a continuous
frequency spectrum.

four-vector In Minkowski space describ-
ing relativistic space-time, vectors are four-
dimensional corresponding to the three spatial
directions and the one time dimension. A vec-
tor algebra using the Minkowski metric is de-
fined for the scalar product between four-vectors
so that relativistically invariant results are pro-
duced (scalar).

four wave mixing A non-linear frequency
mixing scheme in atomic and molecular gases.
Four wave mixing utilizes the �(3) non-
linearities, which is why it does not require
an anisotropy of the medium as the �(2) non-
linearities employed in non-linear crystals. It
is an effect arising from the intensity-dependent
index of refraction in the medium. The inter-
ference of the coherent beams with frequencies
ω1 and ω2 leads to an intensity variation in the
medium. Due to the non-linear interaction with
the atomic medium, this spatial intensity varia-
tion is accompanied by spatial variation of the
index of refraction leading to a volume diffrac-
tion grating. The signal beam at frequency ωs
is scattered at this grating, forming the gener-
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ated field. The signal and generated fields are
therefore subject to a phase matching condition,
which does not apply to the propagation of the
input fields ω1 and ω2.

As opposed to other schemes of frequency
generation by the interaction of coherent beams,
such as lasing without inversion, no population
transfer is occurring within the atomic or molec-
ular system.

A special case of four wave mixing is the de-
generate four wave mixing, which leads to phase
conjugation. In this case, the two incoming
fields with the same frequency are copropagat-
ing through the medium, which causes a station-
ary grating to build up. It can be shown that the
generated field is the phase conjugate of the sig-
nal beam and, consequently, co-propagates with
respect to it. From a viewpoint of a quantized
field, one photon out of each of the pump beams
is annihilated, a photon in the phase conjugate
wave is generated, and the signal beam gets am-
plified.

fractional charge An electric charge less
than that of the electron, generally by a fac-
tor expressible as a rational fraction made of
small integers. The quasiparticles in the frac-
tional quantum Hall effect, e.g., are believed to
possess fractional charges.

fractional quantum numbers Quantum
numbers associated with quasiparticles in cer-
tain systems that are simple fractions of the num-
bers for elementary particles. See fractional
charge.

fractional statistics Term used to describe
certain field theories in which the wave function
of the many-particle system does not get multi-
plied by +1 or −1 during the exchange of any
two particles, as would be the case for Bose or
Fermi statistics respectively. Instead, the wave
function is multiplied by a phase factor with a
phase angle that is a fraction of π .

fragmentation function In a high momen-
tum transfer reaction, a recoiling quark-parton
will eventually hadronize. The fragmentation
functionrepresents the probability that a quark-
parton of a specific type will produce a hadron

in an interval dz about z, where z is the spatial
direction of the recoiling hadron.

francium An element with atomic number
87. The element has 39 known isotopes, none
of which are stable. The isotope with atomic
mass number 223 has the longest half-life of
22 minutes. Because francium is the heaviest
known element which chemically acts as a one-
electron atom, interest has developed in using it
to increase the sensitivity of atomic parity ex-
periments.

Franck–Condon factors The overlap inte-
grals of vibrational wave functions of differ-
ent electronic states. According to the Born–
Oppenheimer approximation, a molecular wave
function can be written as the product of the elec-
tronic wave function �e, the vibrational wave
function �v , the rotational wave function �r ,
and the nuclear wave function �N . In the case
of an electronic transition, the transition moment
is given by the integral

M = ∣∣〈� ′|qr̂|�〉∣∣2 = ∣∣〈� ′e|qr̂|�e〉∣∣2∣∣〈� ′v|�v〉∣∣2 ∣∣〈� ′r |�r 〉∣∣2 ∣∣〈� ′N |�N 〉∣∣2 ,
where |〈� ′v|�v〉|2 is called the Franck–Condon
factor. It constitutes the overlap integral of the
vibrational wave functions in the initial and fi-
nal states. Since the dipole transition moment
is carried by the electronic transition, no se-
lection rules apply between the initial and fi-
nal vibrational states. However, only electronic
transitions from one particular vibrational state
of an electronic state to another electronic state
with a different vibrational state can be excited,
for these, the Franck–Condon factoris large.
Classically, this reflects the fact that the nu-
clei move much slower than the electrons, and,
consequently, electronic transitions are favored
where the kinetic energy of the nuclei does not
change. Quantum mechanically, this results in
large overlap functions |〈� ′v|�v〉|2.

The factors |〈� ′r |�r 〉|2 are called Hoenl-
London factors.

Franck–Condon principle A classical prin-
ciple which reflects the fact that electronic tran-
sitions in molecules occur at points on the
molecular energy surface where the kinetic en-
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ergy of the nuclei remains constant or at least
very similar. Quantum mechanically, at these
locations, the Franck–Condon factorsare large.

Franck–Hertz experiment Experiment by
J. Franck and G. Hertz in 1914, in which atoms
were bombarded by low energy electrons.
Franck and Hertz discovered that the electron
beam current decreased sharply whenever cer-
tain thresholds in the electron energy were ex-
ceeded, The experiment demonstrated the exis-
tence of sharp atomic energy levels and provided
strong support for N. Bohr’s model of the atom.

Franck–Read source In a closed circular
dislocation, a dislocation segment pinned at
each end is called a Franck–Read sourceand can
lead to the generation of a large number of con-
centric dislocation loops on a single slip plane.

Frank, Ilya M. Nobel Prize winner in 1958
who, with Igor Tamm, explained the Cerenkov
effect.

Franson interferometer A special type of
interferometer used in photon correlation mea-
surements. A correlated pair of photons is sent
through an interferometric setup as depicted in
the figure. One photon is sent one way and the
other photon is sent down the other path in the
interferometer. By detecting coincidence counts
between the two detectors on each side, the in-
terferences between the two cases when either
both photons have taken the long path or both
photons have taken the short path are detected.
These are second order interference effects.

Setup of a Franson interferometer.

Fraunhofer diffraction The diffraction pat-
tern when observed in the farfield, i.e., a large
distance a from the diffracting object with a di-
mension d . The size of the object must be in the

same order of magnitude as the wavelength λ of
the light. The diffraction pattern of an object is
equivalent to the spatial Fourier transformation
of the diffracting object.

For instance, the diffraction pattern from a
single slit with width d is given by

I = I0
sin2 δ

δ2

with δ = πd sin α

λ
,

where α is the angle from the optical axis and λ
is the wavelength of the light.

free electrons Electrons detached from an
atom.

free energy An energy quantity assigned to
each substance, such that a reaction in a system
held at constant temperature tends to proceed if
it is accompanied by a decrease in free energy.
The free energyis the sum of the enthalpy and
entropy.

free expansion The process of expansion of
a gas contained in one part of an isolated con-
tainer to fill the entire container by opening a
valve separating the two compartments. In this
process, no heat flows into the system since it is
thermally isolated, and no work is done. Thus,
conservation of energy requires that the inter-
nal energy of the system remain unchanged. If
the gas is ideal, there will be no temperature
change; however, for a real gas, the temperature
decreases in a free expansion.

free induction decay Term originally coined
in the area of nuclear magnetic resonance to de-
scribe the decay of the induction signal of a
macroscopic sample of matter containing nu-
clear spins which are initially tipped over from
their equilibrium orientation and then undergo
free precession. The term reflects the decay of
the signal in a small fraction of the spins’ natural
lifetimes, which occurs due to inhomogeneities
in the magnetic field in the sample. The term
is now used in all other types of magnetic reso-
nance, as well as in the area of resonance optics,
i.e., the interaction of atoms with coherent light
tuned to an atomic transition.
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free particle A particle not under the influ-
ence of any external forces or fields.

free precession In magnetic resonance, the
precession of the magnetic moment in a uniform
static magnetic field.

free shear flows Shear flows are flows where
the velocity varies principally in a direction at a
right angle to the flow direction. In free shear
flows, this variation is caused by some upstream
variation or disturbance. Downstream of the
disturbance, the free shear flow decelerates, en-
trains ambient fluids, and spreads. Examples of
free shear flows include jets, wakes, mixing lay-
ers, and separated boundary layers. Viscosity
has the effect of smoothing the velocity field,
which causes it to become self-similar. Free
shear flows are unstable and are characterized
by large-scale structures.

free spectral range The frequency separa-
tion between adjacent transmission maxima for
an optical cavity. This is an important consider-
ation in determining the mode spacing in laser
resonators or the resolution of Fabry–Perot in-
terferometers. For a resonator with an optical
path length L, one finds for the free spectral
range FSR,

FSR = c

L
ring resonator

FSR = c

2L
linear resonator

FSR = c

4L
confocal resonator .

The value for the free spectral range is a conse-
quence of the boundary conditions of the elec-
tric field amplitudes in linear resonators and the
condition for constructive interference of con-
secutive passes in ring resonators, respectively.

free surface A surface that consists of the
same fluid particles and along which the pres-
sure is constant. In studying free surface flows,
the shape of the free surface is not known ini-
tially. Rather, it is a part of the solution.

free vortex A flow field with purely tan-
gential motion (circular streamlines). The tan-
gential velocity is inversely proportional to the
radius. Consequently, the origin is a singular

point. The circulation around any contour not
enclosing the origin is zero. The flow is thus
irrotational.

Frenkel defect A point defect in a lattice in
which an atom is transferred from the lattice site
to an interstitial position.

Frenkel exciton An exciton in which the ex-
citation is localized on or near a single atom.

Fresnel diffraction The diffraction in close
proximity to the diffracting object with size d,
i.e., when the wavelength of the light λ, d, and
the distance from the object a are in the same
order of magnitude:

a ≈ d ≈ λ .
Fresnel diffraction is in contrast to Fraunhofer
diffraction, which is observed when

a � d ≈ λ .

friction coefficient The ratio of the force re-
quired to move one solid surface over another
surface to the total force pressing two surfaces
together.

friction drag Also called viscous drag since
it is generated by the shear stresses. The friction
drag scales with the Reynolds number. It is im-
portant in flows with no separation and depends
on the amount of surface area of the object that
is in contact with the fluid. See also form drag.

friction factor A dimensionless parameter
that is related to the pressure required to move
a fluid at a certain rate. It is generally a func-
tion of the Reynolds number, surface roughness,
and body geometry. In a pipe or duct, the rela-
tion between the friction factor, flow velocity,
pressure drop, and geometry is given by

�p = ρV 2

2
f
L

D
.

This relation can be written also as

hL = f L
D

V 2

2g

where f is the Darcy–Weisbach factor. For a
Mach number, Ma, less than one, the friction
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factor is considered to be independent of the
Ma.

frictionless flow A flow where viscous ef-
fects are neglected. See also inviscid flow.

friction velocity Defined for boundary layers
as

u∗ = (τw/ρ)1/2
where τw is the shear stress at the wall and ρ is
the density.

Froude number A dimensionless parameter
that represents the relative importance of inertial
forces acting on a fluid element to the weight
of the element. It is given by V/

√
g�, where

V is the fluid velocity and � is a characteristic
length such as body length or water depth. The
Froude number is important in flows where there
is a free surface such as open channel flows,
rivers, surface waves, flows around floating ob-
jects, and resulting wave generation.

frozen field lines In non-resistive MHD plas-
mas, the magnetic field lines are tied to the plas-
ma so that they move and oscillate together. This
state is called field lines frozen into the plasma
or, simply, frozen field lines.

f-sum rule Relates the total amount of scat-
tering of light, neutrons, or any other probe from
any physical system, when integrated over all
energies, to the number of scatterers. The rule
is closely related to the dipole sum rule, and
can be used in the same way to estimate the

contribution of various physical mechanisms or
excitations to scattering.

ft-value In allowed transitions in beta decay,
the ft-value is a measure of the probability of the
decay rate. It is proportional to the sum of the
squares of the Fermi and Gammow–Teller ma-
trix elements. In forbidden transitions, it does
not give a measure of these matrix elements, but
does indicate the order of forbiddenness of the
decay. Since ft-value has a large range, it is
usually quoted in terms of a log10.

fully developed flow Beyond the entrance
region of the flow into a pipe or a duct, the mean
flow properties do not change with downstream
distance. The velocity profile is fully developed
and the flow is called a fully developed flow. The
entrance length, beyond which the flow is fully
developed, varies between 40 to 100 diameters
along the pipe and is dependent on the Reynolds
number. See also entrance region.

fundamental vectors Vectors that can define
the atomic arrangement in an entire lattice by
translation.

fusion When two nuclei coalesce into a larger
nucleus, nuclear fusionhas occurred. Nuclear
fusion is usually associated with the combina-
tion of two deuterium atoms to form a helium
atom or the fusionof a deuterium atom with a
tritium atom to form a helium atom with the re-
lease of a neutron and energy. The latter reaction
is the fundamental reaction in a hydrogen bomb.
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G
g(2)(τ ) See intensity correlation function.

ga The weak interaction can be described
in terms of a leptonic current interacting with
a hadronic current. In general, these currents
could consist of five forms — scalar, pseudoscalar,
vector, pseudovector, and tensor— but the weak
interaction may be described only in terms of
vector and pseudovector terms. The charge in-
volved in this interaction is called the coupling
constant, and the pseudovector coupling con-
stant is ga .

gadolinium An element with atomic number
(nuclear charge) 64 and atomic weight 157.25.
The element has seven stable isotopes. Gadolin-
ium has the highest thermal neutron cross-
section of the known elements.

gage pressure The pressure relative to atmo-
spheric pressure. The gage pressureis related
to the absolute pressure by

Pgage = Pabs − Patm .

The gage pressureis negative whenever the ab-
solute pressure is less than the atmospheric pres-
sure; it is then called a vacuum.

gain Growth rate of the number of photons in
a laser cavity. Gainin a medium occurs when the
rate of stimulated emission of radiation is larger
than the rate of absorption, which requires that
population inversion must be achieved. For a
laser action, gain must be larger than the losses
in the cavity.

gain coefficient Provides a measure of the
growth rate of intensity as a function of distance
in a laser gain medium. It is proportional to the
population inversion and given by

g(ν) = λ2 A

8π

(
N2 − g2

g1
N1

)
S(ν) ,

where S(ν) is the Lorentzian line shape

S(ν) = 1

π

[
δνo

(ν − νo)2 + (δνo)2
]
.

Here,A is Einstein’s A coefficient, λ is the wave-
length, g1 and g2 are degeneracies of lower and
excited states, N1 and N2 are the number of
atoms in the lower and excited states, ν and νo
are field and atomic frequency, and δνo is the
Lorentzian line width.

gain factor, photoconductivity The increase
of the electrical conductivity due to illumination.

gain saturation Gain of a lasing medium
decreases with an increase in photon flux in
the cavity, resulting in gain saturation. For
very large photon flux, gain approaches zero.
Gain saturationrestricts the maximum output
power of a laser. In a homogeneously broadened
medium, gain saturationcauses power broaden-
ing which is given by

g(ν) = go(ν)

1+ I (ν)/Isat(ν)
,

where go(ν) is unsaturated gain, I (ν) is the pho-
ton flux, and Isat(ν) is the saturated photon flux
at frequency ν. In a homogeneously broad-
ened medium, gain saturationcauses spatial
hole burning, and in an inhomogeneously broad-
ened medium, gain saturationcauses spectral
hole burning.

gain switching A technique used for gener-
ating high power laser pulses of very short dura-
tion. Using a fast pumping pulse, the inversion
is raised rapidly to a value high above threshold.
The rapid increase in gain does not allow pho-
tons to build up inside the cavity and, therefore,
depletion is negligible. Build-up of large gain
results in a short pulse of high power. Depend-
ing on the duration of the pump pulse, a laser
pulse of about a nanosecond can be achieved.
Gain switchingcan be achieved in any laser.
Typical gain-switched lasers are diode lasers,
and dye lasers.

gallium Element with atomic number (nu-
clear charge) 31 and atomic weight 69.72. The
element has three stable isotopes. In the form
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of gallium arsenide it is used in solid state lasers
and fast switching diodes.

galvanometric effects Transformation of
electrical current into mechanical motion.

gamma decay An excited nucleus can lose
energy through the radiation of electromagnetic
energy, or gamma rays. The energy of these
photons is the difference between the initial and
final energy levels in the nucleus.

gamma-matrices The Dirac equation for
massive spin half-particles is usually written in
terms of the four γ -matrices, γ µ (µ = 0, . . . ,
3), as

(
γ µpµ −m)� (p) = 0

where pµ is the particle four-momentum, m is
the mass, and � (p) is the momentum-space
wave function. The γ -matrices are defined as

γ 0 =
(

0 1
1 0

)
, γ i =

(
0 −σ i
σ i 0

)

where 1 is the unit 2 × 2 matrix, and σ i is the
well-known Pauli spin matrix.

gamma ray A quantum of electromagnetic
energy emitted from an excited nucleus as it de-
cays electromagnetically. A gamma ray is a
photon, but is differentiated from photons in that
the source of gamma rays is the atomic nucleus.

gamma ray microscope A gedanken micro-
scope first proposed by Heisenberg to measure
the position of a particle. Consider the following
schematic diagram:

M is the microscope, L is a lens, and P is the
particle positioned along the x-axis. The parti-
cle is irradiated with gamma rays of wavelength
λ. The microscope can only resolve the particle
position x to precision �x given by �x = λ

sin a ,
where a is the half-angle subtended by the lens.
A particle entering the microscope imparts a re-
coil momentum to the particle with uncertainty
in the x-direction �px , given by �px = h

λ sin
(a), where h is Planck’s constant. When com-
bining, we obtain �px�x ≈ h, which is con-
sistent with Heisenberg’s uncertainty relation.

Schematic of gamma ray microscope.

Gamow factor In the alpha decay of heavy
elements, the alpha particle must penetrate a
Couloumb barrier. The approximate transpar-
ency for s-waves through a very high (or thick)
barrier is called the Gamow factor, G. It is writ-
ten as:

G ≈ e−π(2Zz/137β) .

Gamow–Teller selection rules for beta decay
In the process of beta decay of a nucleus in which
the nucleus emits a beta particle and a neutrino
with their spins parallel, the selection rules for
the emission process are known as the Gamow–
Teller selection rules.In terms of changes in the
angular momentum quantum numbers in units
of h̄ (�I) of the nuclear state due to beta decay,
for allowed transitions:

�I = ±1, or 0, no change of parity .

Gamow–Teller transition See Fermi transi-
tion.

Gamow theory (alpha decay) A theory pro-
posed in 1928 by G. Gamow, and independently
by R.W. Gurney and E.U. Condon, to describe
the decay of a nucleus into an alpha particle (an
He nucleus with charge 2e) plus a daughter nu-
cleus. Gamow assumed that alpha particles ex-
ist for a short time before emission inside the
nucleus. He further assumed that the potential
energy V (r) of the alpha particle is such that it
is negative and constant in the nucleus of radius
R (r < R) and falls off as

V (r) = 2Z1e
2

(4πε0) r
, r > R .

Z1e is the charge carried by the daughter nucleus
and ε0 is the permittivity of free space.
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gas State (or phase) of matter in which the
molecules are relatively far apart (spacing is of
an order of magnitude larger than the molecu-
lar diameter) and are practically unrestricted by
intermolecular forces. Consequently, a gas can
easily change its volume and shape. This is in
contrast to solids, where both volume and shape
are maintained. In the solid state, the molecules
are relatively close (spacing is of the same order
of magnitude as a molecular diameter) and are
subject to large intermolecular forces.

gas constant (R) The constant of propor-
tionality R, in the ideal gas law, PV = nRT ,
where P , V , and T denote the pressure, vol-
ume, and absolute temperature of n moles of an
ideal gas. The value of R = 8.31 J/(mol.K) is
a universal constant, and is equal to the product
of the Boltzmann constant kB and the Avogadro
number. See ideal gas law.

gas dynamics The study of compressible
flows, since compressible effects are more im-
portant in gas flow.

gaseous diffusion The name given to a pro-
cess that is used to increase the percentage of the
uranium isotope 235 to about 3% from the natu-
ral abundance of the uranium isotopes, which in-
clude 234U at .0055%, 235U at 0.72 %, and 238U
at 99.27%. Nuclear fuel composed of 3.2% 235U
can be used in the power producing reactors
(light-water reactors) in the United States. The
separation occurs based on the very small mass
difference between the isotopes, which results
in a slight difference in the diffusion rates.

gas lasers Lasers with gaseous gain medium.
Most gas lasers are excited by electron colli-
sions in various types of gas discharge which
have narrow absorption bands. Common gas
lasers are He-Ne, argon, carbon dioxide. See
He-Ne lasers.

gauge bosons A quantum of a gauge field.

gauge field A field which has to be intro-
duced into a theory so that gauge invariance is
preserved at all points in space and time (lo-
cally). For example, consider a charged particle
with wave function � which transforms to � ′

under a local gauge transformation

� ′(r,t) = eiq�(r,t)�(r, t)
where�(r, t) is an arbitrary scalar function and
q is a parameter. For the theory to be gauge in-
variant with respect to the above transformation,
�, and � ′ must describe the same physics. If
one takes�(r, t) as an arbitrary scalar function
such that a transformation of the scalar (φ) and
vector (A) electromagnetic potentials φ −→
φ − ∂�

∂t
and A −→ A+ ∇� leaves the elec-

tric and magnetic fields invariant, then φ and A
are the gauge fieldsthat have to be introduced
into the theory for� to preserve the above local
gauge transformation.

gauge field theories The concept of gauge
invariance may be generalized to include a the-
ory built up by requiring invariance under a set
of local phase transformations. These transfor-
mations can be based on non-Abelian groups.
Yang and Mills studied the generalized theory
of these fields in 1954.

gauge invariance (of the electromagnetic
field) In describing the quantum interaction
of an electron with an electromagnetic field, one
often chooses a specific gauge to perform cal-
culations. For an example of a gauge condi-
tion, consider the electric field E(r,t) and the
magnetic field B(r,t). They can both be ob-
tained from scalar and vector potentials φ(r,t)
and A(r,t), respectively, by

E(r,t) = −∇φ(r,t)− ∂

∂t
A(r,t)

B(r,t) = ∇ × A(r,t) .

The potentials are not completely defined by
the above equations because E and B are unal-
tered by the substitutions A −→ A+∇χ ,φ −→
φ − ∂

∂t
χ , where χ is any scalar. This property

of the invariance of E and B under such trans-
formations is known as gauge invariance of the
electromagnetic field.A particular gauge which
is normally chosen is called the Coulomb gauge,
in which ∇ · A =0. It should be noted that in
this gauge, ∇ and A commute.

gauge transformation In classical electro-
magnetic theory, a gauge transformationis one
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that changes the vector and scalar potentials,
leaving the electric and magnetic fields un-
changed. This transformation is associated with
conservation of electric charge. The symme-
try is introduced in quantum mechanics by in-
troducing a phase change in the wave function,
where the phase change can be global or local
(dependent on position). A gauge transforma-
tion is dependent on the interaction of a long
range field and the conservation of a quantity
such as electric charge.

gauss A unit of magnetic field. It is equal to
10−4 tesla (MKS unit), which results from the
Biot-Savart law given below:

B = µ0

4π

∫
I × r

r2
dl .

Gaussian beam A very important class of
beam-like solutions of Maxwell’s equation for
an electromagnetic field. It retains its functional
form as it propagates in free space. The field of
a Gaussian beam propagating in the z-direction
is proportional to

exp

[
−ik

[
z+

(
x2 + y2

2q(z)

)]]

where q(z) is a complex beam parameter given
by the ABCD law for Gaussian beams. In the
paraxial approximation, the electric and mag-
netic fields of a Gaussian beam are transverse
to the direction of propagation, and are therefore
denoted by TEMlm mode. The electric field of
a TEMlm mode is proportional to

Hl

(√
2 x

w(z)

)
Hm

(√
2 y

w(z)

)

exp

[
−
(
(x2 + y2)

w(z)2

)]

exp

[
−i
(
k(x2 + y2)

2R(z)

)
+ i(1 + l +m)φ

]

where Hl(x) stands for the Hermite polynomial
of order l with argument x. Here, the spot size
w(z), radius of curvature of the spherical wave-
front of the Gaussian beam R(z), and longitudi-

nal phase factor φ are

w2(z) = w2
0 [1 + (z/zs)]

R(z) = z
[
1 + (zs/z)2

]
,

φ(z) = tan−1 (z/zs) ,

zs = πw2
0/λ .

The beam waistw0 is spot-size at z = 0, λ is the
wavelength, and zs is the Rayleigh range. The
lowest order Gaussian mode TEM00 is used in
many applications because of its circular cross-
section and Gaussian intensity profile

exp

[
−
(

2
(
x2 + y2

)
w(z)2

)]
.

The intensity profile of a higher order gaussian
mode is obtained by squaring the electric field.
Gaussian beams are very directional. Laser is
an example of a Gaussian beam.

Gaussian error In the limit of large num-
bers, a binomial probability distribution has a
Gaussian form represented by

P(x) = √(2/π)e−(x−x0)
2/2σ 2 

.

where x0 is the mean value of the distribution
andσ represents the 1/ewidth. This distribution
is called the normal distribution, and σ is the
Gaussian error.

Gaussian line shape The absorption spec-
trum of light with a Gaussian line shapeis seen
in inhomogeneous broadening. One of the
mechanisms resulting in Gaussian line shapeis
Doppler broadening. Seeinhomogeneous broad-
ening.

Gaussian (probability) distribution Also
called normal distribution. It is a probability
distribution of a continuous variable x(t) of the
form

1

σ
√

2π
exp

[−(x − xo)2
2σ 2

]
,

where xo is the mean and σ is the standard de-
viation. σ 2 is called variance.

Gaussian random processes Involves the
Gaussian probability distribution, which is de-
termined by two parameters, mean and variance.
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For a Gaussian random process, all higher order
correlations can be expressed in terms of second
order correlations

〈x (t1) x (t2) · · · x(tn)〉 =∑
all possible pairs

〈x (t1) x (t2)〉 · · · 〈x (tn−1) x(tn)〉 .

Gaussian statistics Statistics of random vari-
ables which can be described by Gaussian ran-
dom processes. See Gaussian random pro-
cesses.

Gaussian white noise A delta correlated
Gaussian random process with mean zero (〈η(t)〉
= 0) and variance 〈η(t)η(t ′)〉 = δ(t−t ′), where
δ(t − t ′) is the Dirac delta function.

Gauss–Markov process A random process
x(t) which is Gaussian and Makovian. It satis-
fies the linear differential equation

dx(t)

dt
= A(t)x(t)+ B(t)q(t) ,

where q(t) is Gaussian white noise with zero
mean (〈q(t)〉 = 0) and delta correlated vari-
ance (〈q(t)q(t ′)〉 = δ(t − t ′); A(t) and B(t) are
functions of time. For time independent coeffi-
cients A(t) and B(t), the mean and variance of
the random process decay exponentially, and the
power spectrum is Lorentzian. This special case
is known as the Orenstein–Uhlenbeck process.
See also Markov process; Gaussian random pro-
cesses.

Gauss’s Law Gauss’s law is a combination of
Couloumb’s law giving the force between elec-
tostatic charges, and the law of superposition,
which states that the force law is linearly addi-
tive, so the total force is obtained by adding all
the charges. In integral form in MKS units, the
law is∫

surface

E•dA = Enclosed Charge /ε .

Here, ε is the dielectric constant and E is the
electric field. The enclosed charge is that con-
tained within the surface integral.

Gay-Lussac’s law In 1808, J.L. Gay-Lussac
discovered that when two gases combine to form
a third, the volumes are in the ratio of simple
integers. This law helped to confirm the atomic
nature of matter.

1. Generator of translations in space:
For a wave function �(r, t)  that satisfies
Schrödinger’s equation and that can be ex-
panded in a Taylor series in r, it demonstrated
that

�(r + r0, t) = eip̂·r0/h̄�(r, t)

where r0 is any constant displacement, h̄ is
Planck’s constant, and p̂ = −ih̄∇ is the mo-
mentum operator. p̂/h̄ is called the generator of
translations in space. (r, t) is a point in space-
time.

2. Generator of translations in time:
For a wave function �(r, t)  that satisfies
Schrödinger’s equation, it is shown that

� (r, t + t0) = e−iH t0/h̄�(r, t)
where H is the Hamiltonian, t0 is any constant
time, and h̄ is Planck’s constant. -H

h̄
is called

the generator of translations in time.

GDH (Gerasimov–Drell–Hearn) sum rule
A prediction of the first moment,�1, of the spin-
dependent parton distribution function, g1, at
Q2 = 0. It relates the spin-dependent scattering
cross-section of circularly polarized photons on
longitudinally polarized nucleons to the anoma-
lous magnetic moment of the nucleon.

lim
Q2→0

M2

Q2
�1 = lim

Q2→0

2M2

Q2

1∫
0

g1(x,Q
2) dx

= −κ2
N/4 .

Here, κ is the anomalous moment of the nucleon,
i.e., for a proton, the magnetic moment is defined
as µp = (1 + κp)µB , where µB is the nuclear
magneton. See gyromagnetic ratio.

Geiger counter A particle detector which is
sensitive to the passage of ionizing radiation. A
Geiger counteris constructed by inserting a thin
wire along the axis of a cylindrical tube filled
with a mixture of a noble gas (He, Ar, etc.) with
a small amount of a quenching gas. When a
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voltage is applied between the cylinder and the
wire, electrons from the primary ionization of a
passing charged particle are accelerated in the
high electric field near the wire surface. These
electrons knock-out other atomic electrons from
the gas causing an avalanche and creating an
electronic signal.

Geiger counter.

Geiger, H. (the experiment of H. Geiger, E.
Marsden, and E. Rutherford) In 1906, H.
Geiger, E. Marsden, and E. Rutherford carried
out a series of experiments on the scattering of
alpha particles by metallic foils of various thick-
nesses. They found that most of the alpha par-
ticles are deflected through very small angles
(< 1◦), but some are deflected through large an-
gles. These measurements helped to establish
that all the positive charge of an atom is concen-
trated at the center of the atom in the nucleus of
very small dimensions.

Geiger–Nuttall law In 1911, Geiger and
Nuttall noticed that the higher the released en-
ergy in α decay, the shorter the half-life. Al-
though variations occur, smooth curves can at
least be drawn for nuclei having the same (Z).
The explanation of this rule was an early achieve-
ment of quantum mechanics and nuclear struc-
ture.

Gell-Mann, Murry Nobel Prize winner in
1969 who exploited the symmetries of the
known elementary particles to classify them in
a proposed scheme, the eightfold way.

Gell-Mann–Nishijima relation Gell-Mann
and Nishijima proposed that in order to account

for the weak decay of the kaon and the lambda
particles, a quantum number called strangeness,
S, which was conserved in the strong interac-
tions, could be defined. This quantum number
is related to the charge, baryon number, and the
third component of isospin by

Q/e = B/s + S/2 + I3 .

Gell-Mann–Okubo mass formula Using
the static quark model, a relation between the
masses of the pseudoscalar mesons can be ob-
tained. This relation is:

4Mk − π = 3η8 .

The prediction for the mass of η8 is 613 MeV
compared to the known η(550) and η′(960). If
one assumes that the physical mass eigenstates
are admixtures of the singlet and octet represen-
tations of the pseudoscalar mesons, the mixing
angle can be calculated to be

tan2(θ) = 0.2 ;
from the Gell-Mann–Okubo mass formula.

generalized Ohm’s law One of four basic
equations of magnetohydrodynamics, which de-
scribes the relationship between the time deriva-
tive of a current in an MHD fluid and various
forces acting on the current. In the limit of
a stationary, inhomogeneous, non-magnetized
plasma, this law reduces to the usual Ohm’s law.
See also magnetohydrodynamics.

generalized oscillator strength In discus-
sing inelastic electron scattering by a one elec-
tron atom, one defines a generalized oscillator
strength,Fqq ′ , as

Fqq ′(�) =
(
Eq − Eq ′

) 2

�2

∣∣Sqq ′(�)∣∣2
where Eq ′ and Eq are the energies of the atom
before and after the scattering process. � is the
magnitude of the wave vector difference

−→
� =

(kq ′ − kq) between the initial and final states of
the one-electron atom. Sqq ′(�) is the inelastic
form factor defined as

Sqq ′(�) =
∫
�∗q ei

−→
� ·r�q ′dr
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where �q ′ and �q are the electron wave func-
tions before and after the scattering, respectively.

The generalized oscillator strengthis often
used to obtain the differential scattering cross-
section.

generalized Rabi frequency Consider the
interaction of an intense optical field Ẽ(t) =
Ee−iωt+ (complex conjugate) with a two-level
atom. The field is assumed to be nearly resonant
with the allowed transition between the ground
state |a〉 and the upper state |b〉 of the atom. The
solution for the atomic wave function� (r, t) in
the presence of the applied field is given as

� (r,t) = Ca(t)ua(r)e−iωat
+ Cb(t)ub(r)e−iωbt

where ua(r)e−iωat represents the wave function
of the atomic ground state, |a〉, and ub(r)e−iωbt
is the wave function of the excited state, |b〉. The
solutions for Ca(t) and Cb(t) are of the form

Ca(t) ∝ e−iλt
Cb(t) ∝ λe−i(λ+�)t

where λ is the characteristic frequency. λ can
have two possible values λ± given by

λ± = −1

2
�± 1

2
�′

�′ is the generalized Rabi frequency defined as

�′ =
(
|�|2 +�2

) 1
2

where� = 2µbaE/h̄ denotes the complex Rabi
frequency, and � = ω − ωba represents the
detuning, ωba being the transition frequency of
the atom;E is the magnitude of the electric field
vector E.

general relativity Special relativity requires
that the velocity of light in a vacuum is constant
in inertial reference (non-accelerating) frames.
The extension of special relativity to non-inertial
frames is called general relativityand is based
on the equivalence principle which states that
gravitational mass and inertial mass are equiva-
lent. Thus, gravitating bodies change the struc-
ture of space-time so that a gravitational attrac-
tion is explained through the curvature of space.

For example, general relativity predicts the cur-
vature of light in a gravitational field.

generating function Provides a way of cal-
culating probability distribution and moments of
a distribution. The generating functionfor pho-
ton counting distribution P(m, T ) is defined as

G(s, T ) =
∞∑
m=0

smP (m, T )

=
〈
exp

[
−sη

∫ T

0
I (t) dt

]〉

where η represents the efficiency of the detector
and P(m, T ) is the probability of detecting m
photons in the counting interval [0 − T ]. The
photon counting distribution and the factorial
moments can be obtained from the generating
functionas

P(m, T ) = (−1)m

m!
[
dm

dsm
G(s, T )

]
s=1

,

〈
m(�)

〉
=
∞∑
m=1

m(m− 1) · · · (m− �+ 1)

P (m, T )

= (−1)r
[
d�

ds�
G(s, T )

]
s=0

.

The generating functionG(1, T ) gives the prob-
ability of detecting zero photons in the counting
interval [0, T ].
generation It is possible to order quarks and
leptons into sets of mutually corresponding par-
ticles in a symmetry based on SU(2) × U(1).
These are called generations,and there are three
generationsnow accepted in the so-called stan-
dard model. The figure below shows the gener-
ations,which are coupled by weak decays be-
tween the quarks. Experiments counting neu-
trino flavors strongly suggest that there are only
three possible generations.

[ (
νµ
µ−

) (
cs
) ]

[ (
νµ
µ−

) (
cs
) ]

[ (
νµ
µ−

) (
cs
) ]

.

Generations→
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In this figure, the family doublets are all left-
handed (left helicity). In principle, there are
also corresponding right-handed singlets which
are sterile (have no interactions) but are usually
ignored. The diagram indicates that, moving left
to right, the generationsbecome more massive.

geometric phase For a time-dependent
Hamiltonian, H(t), the eigenfunctions, �n(t),
and eigenvalues, En(t), of the Schrödinger
equation satisfy:

H(t)�n(t) = En(t)�n(t) .
IfH(t) changes gradually, then according to

the adiabatic theorem, a particle starting in an
initial nth eigenstate remains in this state apart
from an additional phase factor which appears
in the state vector, � ′n(t), given as

� ′n(t) = �n(t)e−
i
h̄

∫ t
0 En(t

′)dt ′
eiγ n(t)

γn(t) is called the geometric phase.

geometric phase of light Due to its vec-
tor nature, an electromagnetic wave, during its
propagation through material medium, may ac-
quire a phase in addition to the dynamic phase.
This additional contribution to the phase may
be reflected in the polarization state of the field.
This phase, which depends only on the geom-
etry of the path followed is called the geomet-
ric phase. This is also called the Panchratnam
phase, as it was first discussed by Panchratnam
(see Panchratnam, S., Generalized theory of in-
terference, and its applications, Proc. Ind. Acad.
Sci., A44, 247, 1956). This is a special case
of topological phase discussed by Berry (Berry,
M.V., Proc. R. Soc. London,A392, 45, 1984).

geometric probability distribution Also
known as the Bose–Einstein distribution. Has
a form

P(m) = 〈n〉m
(1+ 〈n〉)m+1

,

where 〈n〉 is the mean of the distribution. The
generating function for this distribution is given
by

G(s) = 1

1+ s〈n〉 ,

and factorial moments are〈
nm
〉 = m! 〈n〉 .

geometric similarity The prediction of pro-
totype flow characteristics and associated effects
from model flow observation is called simili-
tude. For correct similitude studies, three types
of similarities exist namely, geometric, kine-
matic, and dynamic similarities. The geometric
similarity requires that the shapes of both model
and prototype be the same. This requirement is
satisfied by making sure that all lengths of the
model and prototype have the same ratio, and
that all corresponding angles are equal.

gerade wave function Molecular wave func-
tions�(r, t) that are even under a parity change,
i.e.,

�(r,t) = �(−r,t)

are said to be gerade. Note that those that are
odd are ungerade.

germanium Element with atomic number 32
and atomic weight 72.59. Germaniumhas five
stable isotopes. It is extensively used in the elec-
tronic industry since, doped with other elements,
it is one component of semiconductor devices.
It is also used in infrared and gamma photon
spectroscopy as a detector.

Germer (experiment of Davisson and Ger-
mer) In this famous experiment, a beam of 54
eV electrons irradiated a crystal of nickel nor-
mally (θ = 0◦). The angular distribution of the
number of scattered electrons from the crystal
was measured. Davisson and Germer found that
the distribution falls from a maximum at θ = 0◦
to a minimum near 35◦, then rises to a peak
near 50◦. The peak could only be explained by
constructive interference of electron waves scat-
tered by the regular lattice of the crystal. This
was one of the most important experiments to
confirm de Broglie’s hypothesis.

g-factor The ratio of the number of Bohr
magnetons to the units of h of angular momen-
tum.

g-factor, Landé In the interaction of a one-
electron atom with a weak uniform external mag-
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netic field Bext, the Zeeman correction to the
energy in first-order perturbation theory, E1

Z , is
given as

E1
Z =

e

2m
Bext · 〈L+2S〉

=
[

1+ j (j + 1)− l(l + 1)+ 3/4

2j (j + 1)

]
〈J〉

where L is the orbital angular momentum and S
is the spin angular momentum of the electron.
The factor in square brackets in the above equa-
tion is called the Landé g-factor.j is the total
angular momentum number and l is the orbital
angular momentum quantum number.

Gibbs–Duhem relation Gives the variation
in chemical potential µ in terms of the variation
in temperature T and pressure P :

dµ = −s dT + vdP ,
where s and v denote the molar entropy and mo-
lar volume, respectively.

Gibbs energy (thermodynamic potential) (G)
Defined by G = H − T S, where H is the en-
thalpy, T is the temperature, andS is the entropy.

Gibbs free energy (G) Defined as G =
U+PV−T S, whereU andS denote the internal
energy and entropy, respectively, at temperature
T , pressure P , and volume V . The physical sig-
nificance of G is that it is minimal for a system
in equilibrium with a temperature and a pressure
reservoir.

Gibbs phase rule The number, f , of thermo-
dynamic variables, such as temperature, pres-
sure, and composition of a multi-component
mixture in different phases, that can be indepen-
dently varied in a system with Nc components
and Np phases is given by the Gibbs phase rule
as f = Nc −Np + 2.

GIM current Weak processes can be dis-
cussed in terms of a hadronic current interact-
ing with a weak or leptonic current. In order to
explain why strangeness-changing neutral cur-
rents are not observed, Glashow, Iliopoulos, and
Maiani (GIM) proposed that there must be a
charmed quark that decays into a strange and

a d quark, with amplitude mixed through the
Cabibbo angle, θc. Thus, the weak eigenstates
of the first two generations are(

u
d cos(θc)+ s sin(θc)

)

for the first generation and(
c

s cos(θc)− d sin(θc)

)

for the second.

Ginsburg–Landau theory of superconductiv-
ity Seven years before the BCS (Bardeen-
Cooper-Schrieffer) theory of superconductivity
was developed, Ginsburg and Landau proposed
a phenomenological quantum theory of super-
conductivity based on the theory of second-
order phase transitions. They sought a theory
that was applicable near the critical tempera-
ture. At that temperature, the density of su-
perconducting electrons is sufficiently small so
that this number can be used as an expansion
parameter. Their approach was to construct an
expression for the free energy at temperature T
as an expansion in the number density of su-
perconducting electrons, ns . The number den-
sity is proportional to the modulus square of the
wave function (also called the order parameter).
For the general case of an inhomogeneous su-
perconductor in a uniform magnetic field, the
Gibbs free energy is expanded in terms of the
order parameter. Solutions for the wave func-
tion and the magnetic vector potential are then
found which minimize the Gibbs free energy.
Two equations are found; these constitute the
Ginsburg–Landau theory.

GLAG theory The theory of type II super-
conductors as developed by Ginzburg, Landau,
Abrikosov, and Gorkov.

Glaser, Donald A. Nobel Prize winner in
1960 for the development of the bubble chamber
which could identify and track penetrating ele-
mentary particles. Bubble chambers were used
for many years as the primary detector at most
particle accelerators.

Glashow, Sheldon L. Nobel Prize winner in
1979 who, with Abdus Salam and Steven Wein-
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berg, was able to theoretically construct a unified
theory of the electromagnetic and weak interac-
tions.

glass A solid at amorphous state, contain-
ing mainly SiO2, and transparent in the visible
spectrum.

glass-laser media In many solid state lasers
for gain medium, glass is used as a host material.
Glass is doped with rare earth ions such as Nd,
Yb, and Er. Glass, having a lower melting point
than crystals, is easier to fabricate and cheaper to
construct. In comparison with crystals, glass has
a much lower thermal conductivity and worse
thermomechanical and thermo-optical proper-
ties. Examples of glass-doped lasers are Nd:
glass, Yb:Er:glass, fiber lasers.

Glauber displacement operator Coherent
states, |α〉, of the electromagnetic field were first
used to describe quantum optical coherence, due
largely to the work of R. Glauber in the 1960s.
Mathematically, in addition to being an eigen-
state of the photon annihilation operator with
eigenvalue α, coherent states can also be con-
structed by the action of the Glauber displace-
ment operator,D(α), on the Fock vacuum, |0〉,
i.e.,

|α〉 = D(α) |0〉

where

D(α) = exp
(
αa† − α∗a

)
and α∗ is the complex conjugate of the eigen-
value α. It should be pointed out that the coher-
ent state is an example of a minimum uncertainty
state.

Glauber’s photodetection theory In 1970,
R.J. Glauber showed how a simple use of pertur-
bation theory gives a description of photodetec-
tion by atoms. Using the approximate electric
dipole interaction Hamiltonian,−µ·E, whereµ
is the electric dipole moment of the atom absorb-
ing a photon from the quantized electromagnetic
field E, the transition probability P(t) for the
atom absorbing a photon at position r in some
time interval from t0 to t was calculated in its

simplest form to be

P(t) ∝
∫ t

t0

〈i|E−i
(
r, t ′
)
E+j
(
r, t ′
) |i〉 dt ′

whereE−(+)i

(
r,t ′
)

is the negative (positive) fre-
quency part of the ith component of the electric
field; |i〉 is the initial state of the electromagnetic
field at time t0.

Glauber–Sudarshan P-representation
(1) A diagonal coherent state (|α〉 ) represen-
tation of the density operator

ρ̂ =
∫
P(α)|α〉〈α|d2α .

P (α) behaves as a quasi-probability density in
phase space. For a classical state, it is a posi-
tive and well-behaved function which cannot be
more singular than a delta function, like a clas-
sical probability density. Negative or singular
behavior of P(α) provides a signature of a non-
classical state.

(2) The representation of a traceable opera-
tor, such as the density operator ρ̂, in terms of
coherent state projectors |α〉 〈α| such that

ρ̂ =
∫
φ(α) |α〉 〈α| d2α

in which φ(α) is some real function of the com-
plex number α (eigenvalues of the annihilation
operator with respect to the coherent states) and
d2α = d(Re α)d(Im α).

global modes Low-frequency hydromag-
netic waves that arise together with slow Alfvén
waves in magnetically confined high tempera-
ture plasmas due to nonlocal effects such as the
geometry of torus during Alfvén wave heating
schemes. The discrete frequencies of global
modes,which are lower than those of the slow
Alfvén waves, are determined by the boundary
condition on the torus.

global symmetry One independent of space-
time, i.e., the system is symmetric under the
same symmetry operation at each space-time
point.

glow discharge A mode of electrical con-
duction in relatively low pressure (102–103 pas-
cals) ionized gases. This well-known discharge
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phenomenon, which is usually demonstrated in
a cylindrical glass tube, is accompanied by the
emission of diffuse lights with various charac-
teristics. Typically, currents of the order of tens
or hundreds of milliamperes flow, while the po-
tential drop across the discharge region may be
of the order of 100 volts.

Starting from the side of the anode, the glow
dischargemay be divided into several charac-
teristic regions: the anode dark space, the pos-
itive column with striations comprised by suc-
cessive luminous and dark regions, the Faraday
dark space, the negative glow, the Crookes or
Hittorf dark space, and the cathode glow. The
glow dischargeis generated as the potential is
increased and the so-called Townsend region is
passed. Meanwhile, as the current is increased,
the glow dischargeis transformed into the ab-
normal glow, and then, after a spark into the arc,
discharges abruptly.

The phenomenon of glow dischargehas
been applied to the so-called voltage regula-
tors or voltage reference tubes, which main-
tain relatively constant potential differences
across themselves, even though the currents are
changed appreciably. Thus, these devices be-
come useful when constant reference potentials
are needed.

Despite the fact that this phenomenon has
been known for many years, because of the com-
plexities of this phenomenon and difficulties in-
volved in its measurements, many of the details
of glow dischargeremain unresolved.

glueball A quantum of energy composed of
gluons in a colorless arrangement, representing
an excitation of the gluonic field.

gluon (1) A quantum of the strong interac-
tion. There are eight gluonswhich couple to
the colored quarks in a way so that as the dis-
tance between quarks increases, the interaction
strength linearly increases. As with quarks, in-
dividual gluonsdo not appear as isolated par-
ticles, but may be bound together in colorless
objects, glueballs, or quark-gluon composites,
hermaphrodites.

(2) It is believed that a property of elementary
particles called color, like electric charge, gives
rise to a massless gauge field of spin one. The
quanta of this field are called gluonsand they

are responsible for the binding of quarks in the
protons and neutrons of the nucleus.

Godfried sum rule From the deep inelastic
scattering of leptons from neutrons and protons,
the electromagnetic structure functions can, in
principle, be obtained. The simple quark-parton
model provides the relation

FeP2 − FeN2

x
= (1/3) [uv(x)− dv(x)] ;

where the v subscript denotes valence. Thus,
integration over the Feynman variable, x, yields

∫
1

lim
0

dx

x

[
FeP2 − FeN2

]
= 1/3 .

This sum rule simply counts the number of va-
lence quarks (partons) in a nucleon.

gold Element with atomic number (nuclear
charge) 79 and atomic weight 196.9665. The
isotope with atomic mass number 197 is the only
stable isotope. Although not abundant, gold is
widely used. Because of its resistance to chem-
ical attack and its excellent electrical and heat
conduction, gold wire and plating is used exten-
sively in the electronic industry.

Goldberger–Treiman relation Connects the
electromagnetic axial current of the quarks in the
first generation with their weak interaction. The
electromagnetic vector current is conserved, and
the weak vector current is also assumed to be
conserved:

∂αJ
α
V = 0 .

However, the axial current is not conserved and
can be written as

∂αJ
α
A =

fπ√
2
φ(x) .

Here, φ is the pion field and fπ = 0.946 m3
π . The

partially conserved axial vector current, PCAC,
in the limit of zero momentum transfer yields

√
2MgAm

2
π = fπG ;

whereM is the nucleon mass, gA is the weak ax-
ial vector coupling constant, and G is the πNN
coupling constant.
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Goldstone boson The particle required to
break the chiral symmetry of the vacuum. These
can be scalar or pseudoscalar. See Goldstone
theorem.

Goldstone theorem In the limit of vanish-
ing quark mass, chiral symmetry is built into
the Dirac Lagrangian of fermion fields, i.e., the
spin direction along the direction of motion is
preserved. This can only be an approximate
symmetry of nature and must be spontaneously
broken. The Goldstone theoremstates that if a
theory has a global symmetry which is sponta-
neously broken, there must be a massless bo-
son which breaks the symmetry of the vacuum.
In strong interactions, this particle is associated
with the pseudoscalar pion, which, while not
massless, is light, and the mass is associated with
explicit chiral symmetry breaking terms in the
Lagrangian.

Goos–Hänchen shift In a fiber, if a wave
striking a core-cladding surface has an angle of
incidence larger than the critical angle, it will ex-
perience total internal reflection. In this process,
the wave has an additional phase shift which can
be considered an effective shift in the axial po-
sition of the wave. The corresponding shift in
axial position is called the Goos–Hänchen shift.
See Snyder, A.L. and Lore, J.D., Appl. Opt., 15,
236, 1976.

Gortler vortice (Gortler number) Centrifu-
gal forces have an effect on the stability charac-
teristics of flows with curved streamlines, such
as the Couette flow, flows in curved pipes of
channels, and boundary layers along concave
walls. The instability of these flows is deter-
mined by Rayleigh’s criteria which states that a
necessary and sufficient condition for stability
in axisymmetric disturbances is that the square
of the circulation does not decrease anywhere,
i.e.,

d

dr

∣∣∣�r2
∣∣∣ < 0 .

Physically, and for the boundary layer along a
curve, the Rayleigh criterion can be explained
as follows. For this flow, a pressure gradient

across the boundary layer
(
∂P
∂y
= −ρ U2

R

)
exists

and balances the centrifugal force acting normal

to the streamlines. If a fluid particle is displaced
from an altitude y to y+�y away from the wall
by some disturbance, and because the angular
momentum about the center of curvature is con-
served, the particle will have a smaller angular
momentum than its surroundings. The centrifu-
gal force is therefore smaller than what is needed
to balance the pressure gradient. Consequently,
it would move to larger values of y. Similarly,
if the particle was displaced towards the wall, it
would be subjected to a pressure gradient that
is smaller than the centrifugal force. Conse-
quently, it would move closer to the wall. This
instability results in a pattern of counterrotating
vortices known as Gortler vortices.The above
argument does not take into consideration the
viscosity, which has a stabilizing effect. The
relative effect of the centrifugal force to that of
the viscous force is measured by a parameter
called the Gortler numbergiven by

G = Uθ

ν

(
θ

R

)1/2

whereU is the free stream velocity, θ is the mo-
mentum thickness, R is the radius of curvature,
and ν is the kinematic viscosity. This number
is similar to the Taylor number for the Couette
flow and the Dean number for the curved chan-
nels. As for the boundary layers over a convex
surface, the arguments presented above can be
used to show that the curvature is stabilizing.

Goudsmit and Uhlenbeck spin hypothesis
In 1925, Goudsmit and Uhlenbeck proposed that
electrons possess an intrinsic magnetic moment,
µs . It was suggested that electrons exhibit spin
angular momentum, S, in addition to orbital an-
gular momentum. The eigenvalues of S were
calculated as± h̄2 along some chosen axis, which
is normally denoted as the z-axis.

G-parity A G-parity operation is a charge
conjugation (particle to antiparticle transforma-
tion) operation followed by a rotation of π in
isotopic spin space about the 1-axis. G-parity
is a conserved quantum number in all hadronic
reactions.

grad-B drift In an inhomogeneous magnetic
field B with non-zero gradient B, the guiding
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center of a charged particle attains a drift ve-
locity v = ±v⊥rLB∞B/2B2, where v⊥ is the
velocity of the particle perpendicular to the mag-
netic field and rL is the Larmor radius. The ±
stands for the sign of the charge. This drift is
caused by the difference in rL in an inhomoge-
neous magnetic field.

grain boundaries In polycrystalline solids,
limits of crystalline structure.

grand canonical distribution Gives the
probability of finding a system with Ns parti-
cles in a state of energy Es in equilibrium with
a temperature and particle reservoir as

P (Es,Ns) = exp ((µNs − Es) /kBT ) /∑
s

exp ((µNs − Es) /kBT )

where kB is the Boltzmann constant, and the
summation is over all possible states of the sys-
tem, denoted by the index s.

grand canonical ensemble Consider a quan-
tum system S, consisting of an ensemble of N
subsystems (i = 1, . . . ,N ), each characterized
by a wave function�(i), in thermal contact with
a reservoir R. If the number of particles in S
is allowed to fluctuate while the total number of
particles in the entire system is constant and en-
ergy is conserved, the system is called a grand
canonical ensemble.

grand partition function For a system at
constant temperature T and chemical potential
µ, all thermodynamic properties can be obtained
from the grand partition functiondefined as

Z(T , µ) =
∑
s

exp ((µNs − Es) /kBT )

where Ns is the number of particles in a state of
energy Es .

grand unification Physics attempts to ex-
plain natural phenomenon in terms of a set of
fundamental axioms. It is the general goal of
physics to reduce this set to its simplest, or most
fundamental form. Thus there are continuing at-
tempts to derive the four forces of nature (strong,
electromagnetic, weak, and gravitational) from

a common set of postulates. Although not yet
possible, the electromagnetic and weak forces
have at least been unified, and there is some
understanding of how one might also include
the strong interaction. Although string theory
may provide the mathematical basis to unify all
forces, this is far from settled at the moment.

graphite An amorphous form of carbon. Be-
cause of the low neutron cross-section of carbon
and the abundance and ease of production, it was
originally used as a moderator in nuclear reac-
tors.

Grashof number A dimensionless parame-
ter that measures the relative effect of buoyant to
viscous forces. It generally arises in considera-
tion of free convection heat transfer. It is given
by

Gr = βg�tL3

ν2

whereβ
(
= − 1

ρ
∂ρ
∂T

)
is the coefficient of thermal

expansion, g is the gravitational acceleration, L
is a characteristic length, �T is a characteristic
temperature difference, and ν is the kinematic
viscosity. The Grashof numberhas also been
used in mass transport where it is given by

Gr = ςg�xL3

ν2

where ς
(
= − 1

ρ
∂ρ
∂x

)
is a quantity that is similar

to β and represents how much density varies
with composition, and �x is a characteristic
concentration difference. The other terms are
the same as in the previous equation.

grating equation A periodic arrangement
of optical elements such as apertures, obstacles,
and scatterers which can produce periodic varia-
tion in the phase or amplitude of incident light is
called grating. A Fraunhofer diffraction pattern,
generated by a grating with a slit separation of
a, is given by the equation

a sin θn = nλ ,
wheren is the order of the principle maxima, λ is
the wavelength, and θn is the angle of diffraction.

gravitation The weakest of the four funda-
mental forces known in nature. Because it is
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mediated by the massless gravitons and is mani-
fested in observations between massive objects,
it is an important force at astronomical distances.
The quantum of the gravitational field is the
graviton.

gravitational drift A charged particle with
mass m and charge q located in a magnetic field
B under the influence of a general force F is sub-
ject to a guiding center drift v = F∞B/qB2.
Therefore, in a gravitational field g, the guid-
ing center drift of a charged particle becomes
v = mg∞B/qB2. Typically, this gravitational
drift is negligible. However, in a curved mag-
netic field, where particles feel an effective grav-
itational force due to centrifugal force, it may
become important. See also gravitational insta-
bility.

gravitational instability A fluid-type insta-
bility that also occurs in plasmas. This is fre-
quently called the Rayleigh-Taylor instability.
The hydrodynamic gravitational instability oc-
curs when a light fluid supports a heavy fluid,
developing relatively large amplitude ripples at
the boundary separating the two fluids. Those
ripples tend to grow at the expense of poten-
tial energy in the gravitational field. In plas-
mas, this instability develops when the plasma
is inhomogeneous, having a density gradient or
a sharp boundary, and is further perturbed by a
force of nonelectromagnetic origin. Typically, a
gravitational instabilityin a plasma is driven by
a nongravitational force such as the centrifugal
force of a rotating plasma, and thus has nothing
to do with real gravity.

gravitational red shift In the presence of
gravity, the frequency of the radiation field is
lowered or shifted toward red light. This fre-
quency shift has been measured using the Möss-
bauer effect.

gravitational wave (1) According to Ein-
stein’s theory of general relativity, gravitational
waves can be produced by the acceleration of
mass. Unlike an electromagnetic wave, which
can be produced by oscillations of only one
charge, at least two masses are required to gen-
erate a gravitational wave. Gravitational waves
propagate with the speed of light from the point

of source and represent a time-dependent dis-
tortion of the local space and time coordinates.
They follow an inverse square law similar to
electromagnetic waves. The effects of gravi-
tational wavesare very small and very difficult
to measure. Possible detectable events include
the collision of astronomical objects and the col-
lapse of a large astronomical object. One way to
measure the disturbance generated by a gravita-
tional waveis by using a Michelson interferom-
eter. Massive laser interferometers such as the
laser interferometer gravitational wave observa-
tory (LIGO) have been built to detect gravita-
tional waves.Similar efforts have been made in
other parts of the world to detect gravitational
waves.These detectors can detect fluctuations
of a few parts in 1021. Efforts are being made to
further improve the system so that fluctuations
of a few parts in 1023 may be detected. Squeezed
light and measurements from the space also have
been proposed for detecting the gravitational
wave.

(2) The theory of general relativity predicts
that the gravitational field will propagate as a
wave similar to the propagation of the electro-
magnetic field, with the exception that the elec-
tromagnetic field is a vector and the gravitational
field is a tensor of rank two.

graviton The field quanta of the gravitational
interaction. It represents a field tensor of rank
two, and thus carries an intrinsic angular mo-
mentum of 2h̄.

gravity waves Waves for which the dominant
restoring force is gravity. As the wind blows
over the water surface, the pressure and stress
deform the water surface, and small rounded
waves with V-shaped troughs develop. These
waves are called capillary waves, and the dom-
inant restoring force is the surface tension. As
the capillary waves gain energy, they increase in
height and length. When their wavelength ex-
ceeds 1.75 cm, they take on the shape of sine
functions, and gravity becomes the most domi-
nant restoring force.

Gravity plays a dominant role in restoring
waves with periods between 0.5 sec and 1 min-
ute. These are mostly wind-generated waves
which have a peak near a period of about 10
sec. Gravity and surface tension are the princi-
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pal restoring forces for waves with periods be-
tween 0.1 and 0.5 sec. For waves with periods
between 1 minute and 1 hour, Coriolis and grav-
ity forces are dominant. In addition to forming
at obvious density discontinuities, gravity waves
form along density interfaces beneath the ocean
surface and they are referred to as internal grav-
ity waves.

gray (See dose.) The unit of exposure to ion-
izing radiation (dose) and equal to the deposition
of 6.24× 1012 Mev/kg of matter (1 joule/kg).

gray solitons A soliton with a rapid intensity
dip which does not decrease all the way to zero.
It is similar to a dark soliton with continuous
background. It undergoes a phase shift of π at
time t = 0 but not as abruptly as the dark soliton.
It is described by

ψ(z, t ′) = A

|B|
[

1− B2sech2
( |A|t ′
to

)]1/2

exp

{
iφ
(|A|t ′/to)− i π |A|2 z

2 B2 zo

}

where

φ(x) = sin−1

[
−B tanh(x)[

1− B2 sech2(x)
]1/2

]
,

t ′ = t − to π |A|
(
1− B2

)1/2
2B

z

zo
.

Here, to is the pulse duration, zo (= πt2o /2
(GVD)) is called the characteristic length, GVD
is the group velocity dispersion, and B is the
blackness parameter. Solitons with |B| < 1 are
called gray solitons. See Tomilson, W.J., Stolen,
R.H., and Shank, C.V., J. Opt. Soc. Am. 1, 139,
1984.

Green’s function The solution to a linear
field equation of physics for a point source.
Since the field obeys a linear equation, the so-
lution due to an extended source can be con-
structed from a superposition of solutions of a
point source multiplied by the strength of the
source at that point.

Green’s function, Schrödinger equation
The time-independent Schrödinger equationde-

scribing the wave function,�, of a particle mov-
ing in a potential V can be written as(

∇2 + k2
)
� = Q

where k ≡
√

2mE
h̄

and Q ≡ 2m
h̄2 V�. The in-

tegral form of the Schrödinger equationcan be
written as

�(r) = �0(r+)
∫

G(r − r0)Q (r0) d
3r0

where the Green’s functionG(r) is defined as

G(r) = − e
ikr

4πr

and�0(r) satisfies the free-particle Schrödinger
equation.

Gross–Llewellyn–Smith sum rule One ex-
pects quark distributions in a nucleon to be a
function of the Feynman variable, x. These
structure functions can be used in integrals over
the variable, x, to check quark-parton models
of nuclei. Thus, the number of quarks minus
anti-quarks is obtained from the sum rule

N(q)−N
(
(q)
)
= 1/2

1∫
0

[(u(x)+ d(x))− [(u(x)+ d(x))] dx .
Here, u(x), and d(x) represent the (up, down)
quark distributions as a function of the Feyman
variable, x.

Grotrian diagram Diagram which shows
the energy level structure of an atom and the
allowed transitions between the various energy
levels. The allowed transitions are usually ob-
tained from specific selection rules.

Grotrian, W. In 1928, W. Grotriansuggested
that it should be possible to induce transitions
among the excited states of the hydrogen atom
by using radio waves. This suggestion formed
the basis of a very important experiment by
Lamb and Retherford in which microwave tech-
niques were used to stimulate radio-frequency
transitions between the 2s 1

2
and 2p 1

2
levels of
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hydrogen. Lamb and Retherford found that the
2s 1

2
level lies above the 2p 1

2
level by an amount

of about 1000 MHz. This energy difference is
called the Lamb shift.

ground state (1) The state of lowest en-
ergy. For example, the solutions for the en-
ergies, En, and corresponding states, �n, of
the one-dimentional Schrödinger equation for a
spinless particle of massm moving in an infinite
square well potential V (x) of width a, i.e.,

V (x) =
{

0, if 0 ≤ x ≤ a
∞, otherwise

are

�n =
√

2

a
sin
(nπ
a
x
)

En = n2π2 h̄2

2ma2 
, n = 1, 2, 3, . . . .

The lowest energy occurs when the quantum
number n = 1, and therefore the ground state
�1 is

�1 =
√

2

a
sin
(π
a
x
)
.

(2) The lowest energy level for a particle in a
given system.

group delay The time delay τ (= z/vg) of a
wave packet traveling a distance z with a group
velocity vg .

group delay dispersion (GDD) Measures
the pulse broadening per unit of bandwidth of
the pulse. For a pulse centered at frequency ωo
after traveling a distance z, the GDD is given by

z

(
d2k

dω2

)
ω=ω0

.

A small value of GDD is preferred in short pulse
propagation and fiber optics communications.

group velocity The velocity of a wave packet.
The group velocity of a wave packet with the
envelope centered at frequency ωo is given by

vg = 1/

(
dk

dω

)
ω=ω0

,

where k is the wave vector.

group velocity dispersion (GVD) Measures
pulse broadening per unit of length of the me-
dium per unit bandwidth of the pulse. It is given
by

GVD =
[
d(1/vg)

dω

]
ω=ω0

=
[
d2k

d2ω

]
ω=ω0

.

group velocity of a free particle The general
solution of the one-dimensional Schrödinger
equation for a particle traveling in free space
(zero potential), �(x, t), takes the form

�(x, t) = 1√
2π

∫ ∞
−∞

φ(k) exp (kx − ωt) dk

where (x, t) is a space-time point, k is the wave

vector, and ω = h̄k2

2m is the angular frequency.
φ(k)  is a narrowly-peaked amplitude whose
spread in k-space represents the spread in mo-
mentum of the particle. If we assume φ(k)  is
peaked about k0, then the group velocity, vg , of
such a wave packet �(x, t) is defined as

vg = dω

dk

∣∣∣∣
k=k0

.

Physically, it represents the speed of the en-
velope.

guiding center The instantaneous center of a
charged particle gyrating around a uniform mag-
netic field with a radius called the Larmor radius.
Therefore, the orbit of a charged particle moving
in a uniform magnetic field may be described as
the sum of the circular gyration due to the mag-
netic field and a drift of the guiding center.

guiding-center approximation Used to de-
scribe some properties of a plasma in a slightly
non-uniform magnetic field; based on Taylor ex-
pansion of the magnetic field with the use of
the position of the particle relative to its guiding
center. See also guiding center.

guiding center plasma To describe some
plasmas, it is sufficient to follow the motion of
the guiding centers of charged particles only.
Such plasmas are called guiding center plasmas.
See also guiding center.
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Guoy effect In 1890, Guoy discovered that
any beam with a finite cross-section acquires a
phase shift of π radians when it passes through
the region where the beam focuses. He mea-
sured the phase shift using interference pattern
on planes, which were before and after the fo-
cusing region. For a Gaussian beam the Guoy
phase shift is given by

φ(z) = tan−1 (z/zs) ,

where z is the distance from the beam waist and
zs is Rayleigh range.

Gupta–Bleuler formalism In calculating the
expectation value of the Hamiltonian describing
the electromagnetic field in the Lorentz gauge
with respect to some chosen photon Fock state
|ψ〉, it is found that negative expectation values
are possible for some of the states. Such states
are, therefore, nonphysical. To deal with the
unwanted negative values, Gupta and Bleuler
demanded that physical states must satisfy the
requirement that ∂µA(+)µ |ψ〉 = 0, where ∂µ =(

1
c
∂
∂t
, ∂
∂x
, ∂
∂y
, ∂
∂z

)
are derivatives with respect

to time t and space coordinates x, y, and z, c
is the speed of light in vacuo, and A(+)µ are
components of the positive frequency part of
the four-vector potential. This condition gives
positive expectation values of the Hamiltonian
for physical states satisfying the Gupta-Bleuler
condition.

gv The vector coupling constant. See ga .

gyrofrequency See cyclotron frequency.

gyromagnetic ratio The magnetic moment
of an elementary particle may be written as

µ = gµBS ;
where S is the spin operator, µB is the classical
moment eh̄

2mc , and g is the Lande g-factor. The
gyromagnetic ratio is gµB .

gyroradius See Larmor radius.

gyroscope, laser Gyroscopes have been used
for detecting angular motion of a system. A
laser gyroscopeis made of a ring laser in which
two monochromatic light beams are propagat-
ing in opposite directions, one clockwise and the
other counterclockwise. Superposition of these
two waves forms an interference pattern. The
angular motion of the gyroscope produces a dif-
ference in the time required to complete the cy-
cle by the two beams. This time difference gives
rise to phase difference, which are detected by
interferometeric measurements.

gyrotron A device for generating high-power
microwaves, in which a strong axial magnetic
field in a cavity resonator is utilized to bunch
an electron beam. The bunched electron beams
then act as the efficient sources of microwave
radiation.
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H
hadron From the Greek word hadros, which
means strong. Particle that interacts through the
strong interaction. Hadrons have a complex in-
ternal structure in terms of quarks. They can
be divided into two groups: the baryons, which
have half-integer spin (see intrinsic angular mo-
mentum), and the mesons, which have zero of
integer spin. For example, the proton and the
neutron are baryons; the pion is a meson.

hadronic force(s) The strong forces between
hadrons. For instance, the attractive force that
keeps protons and neutrons together inside nu-
clei is a hadronic force. The hadronic force is a
residual interaction of the (fundamental) strong
force which acts between quarks via gluon ex-
change. Since hadrons are colorless multiquark
systems, the residual force between them is
much weaker than the one between quarks (in-
side hadrons). An analogy for the hadronic
force is the interatomic force that holds, e.g.,
theH2 molecule together. This residual electro-
magnetic interaction is much weaker than the
Coulomb force that holds protons and electrons
together inside one hydrogen atom. See also
hadron.

Hagen–Poiseuille flow For a steady, incom-
pressible fully developed flow in a straight pipe
or duct section, the influx and outflux of mo-
mentum are equal. Thus, the flow is in equilib-
rium under the action of static pressure, gravity,
and viscous stresses. For a Newtonian fluid and
when the flow is laminar, the viscous stress is
proportional to the velocity gradient du

dy
. One

can, thus, use the equilibrium of forces to relate
the velocity gradient to the pressure drop in the
direction of the flow. For a circular pipe with
radius ro, this relationship is given by:

−µdu
dr
= − r

2

d

dx
(p + ρgh) .

By applying the no-slip boundary condition, the
above equation can be integrated to give

u(r) = 1

4µ

d(p + ρgh)
dx

(
r2 − r2

0

)
.

The velocity profile is therefore parabolic for
steady laminar flow in a circular pipe. The vol-
ume flow rate is obtained by integrating u(r)
over a cross-section to give

Q = −πr
4
0

8µ

d(p + ρgh)
dx

.

For a horizontal pipe with a pressure drop �p
over a section of lengthL, the pressure drop and
flow rate are thus related by

�p = 8µQL

πr4
0

.

The relations for the velocity profile and flow
rate in a duct of heightD and widthW in terms
of the pressure drop are

u(y) = D2

8µ

(
d(p + ρgh)

dx

)[(
2y

D

)2

− 1

]

and

Q = WD3

12µ

(
d(p + ρgh)

dx

)
.

The differential governing equations for both
pipe and duct flows could have also been ob-
tained from the Navier-Stokes equations with
the elimination of different terms based on the
assumptions made above.

Hahn, Otto German physical chemist (1879-
1968). Based upon research conducted with
Lise Meitner and Fritz Strassmann, he discov-
ered fission of uranium in 1938, for which he
received the Nobel Prize in chemistry in 1944.

hairpin vortices Observed in boundary lay-
ers. They have an axis in the transverse direction
with legs near the wall and a head and neck that
extend away from the wall. They have been as-
sociated with intense Reynolds stress producing
events.

Haken representation A representation for
describing atomic states, introduced by Haken
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and his co-workers, based on a characteristic
function in a normal order. The characteristic
function in this representation is defined as

χN
(
ξ, ξ∗, η

) = trace
(
ρ̂ exp

(−iξ σ̂+)
exp

(−iησ̂z) exp
(−iξ σ̂−))

and the quasi-probability distribution is given by

p
(
v, v∗,m

) =
1

(2π)3

∫
d2 ξ

∫
dη χN exp

(−iξ∗v)
exp

(−iξv∗) exp(−iηm) .
(For more detail, seethe papers by Haken, H.,
Risken, and Weidlich, Z. Physik,206, 355, 1967;
Haken, H., in Light and Matter I c,edited by
Genzel, L., Handbuch der Physik vol. XXV/2C,
pp. 64-65, Springer-Verlag, Berlin, 1970.)

half-life The time after which a sample of ra-
dioactive nuclei will have reduced to one-half of
its initial number. The law of radioactive decay
is

N(t) = N(0)e−λt

with N(t) representing the number of nuclei
present at any time t , N(0) representing the ini-
tial number of nuclei, and λ denoting the disin-
tegration constant. Setting N = N(0)/2 in the
above equation and solving for the correspond-
ing time (namely, the half-life t1/2), one obtains

t1/2 = ln 2

λ
.

half-life (excited state) The time it takes half
the atoms in a large sample to make a transition
from some excited state.

half-wave plate Optical device generally
made from uniaxial crystals which are birefrin-
gent. It is used for introducing a relative phase
difference of π radians between two coherent
waves with polarizations parallel and perpendic-
ular to the symmetry axis of the crystal. Thick-
ness d of the plate is determined from

d |n1 − n2| = (2m+ 1)λ/2

where λ is the wavelength of the light, and n1
and n2 are the refractive index of waves with

polarizations parallel and perpendicular to the
symmetry axis.

Hall coefficient The constant of proportion-
ality in the relation of the transverse electric field
to the product of current density and magnetic
flux density.

Hall constant The transverse electric field
divided by the product of the current density and
the magnetic field strength.

Hall effect The development of an electric
field between the two faces of a current-carrying
material whose faces are perpendicular to a mag-
netic field.

Hall mobility The product of the conductiv-
ity and the Hall constant which gives a measure
of the mobility of the electrons or holes in a con-
ductor.

halo, nuclear In some nuclei which contain
a much larger number of neutrons than protons
(or vice versa), some neutrons (protons) are only
very loosely bound to the nucleus. Their effec-
tive radiusR is much larger than what is obtained
from the formula R = r0A

1/3 (where A is the
total number of neutrons and protons, and r0 is
a constant approximately equal to 1.2 × 10−15

m), which gives correct estimates for the radius
of most atomic nuclei. That is, for such nuclei,
neutrons (protons) have a considerable proba-
bility to be found outside this radius. This phe-
nomenon is known as nuclear halo.Scattering
experiments with beams of such nuclei are per-
formed to investigate the properties of these so-
called halo nuclei.

Hamiltonian (1) A function first introduced
by Sir William Rowan Hamilton (1805-1865) in
the context of classical mechanics. Any suitable
set of (independent) coordinates which specifies
the position of every part of a system is said to be
a set of generalized coordinates. Considering,
for simplicity, a system described by one gener-
alized coordinate q and the associated general-
ized momentum p, the Hamiltonian is defined
as

H = pq̇ − L(q, q̇)
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where q̇ (the generalized velocity) is equal to
dq/dt , and L is the Lagrangian. In the above
expression, the generalized velocity must be ex-
pressed in terms of the generalized momentum;
that is, the Hamiltonian is an explicit function
of p and q (and, in some cases, the time t). In
many cases of interest, the Hamiltoniancan be
equal to the total energy of the system. Namely,

H = p2

2m
+ V (q)

where the first term on the right is the non-
relativistic kinetic energy, and V is the potential
energy function. This is the classical Hamilto-
nian,or Hamilton’s function. The Hamiltonian
operator in quantum mechanics is obtained by
replacing the coordinates and momenta with the
appropriate quantum mechanical operators.

(2) The total energy (kinetic plus potential) of
a quantum mechanical system expressed in op-
erator form. For example, in a one-dimensional
system consisting of a single particle moving in
a potential, the Hamiltonianoperator Ĥ is given
as

Ĥ = − h̄
2

2m

d2

dx2
+ V (x)

where h̄ = h
2π and h is Planck’s constant, m is

the mass of the particle, and V is its potential
energy.

(i) of a charged particle in an electromag-
netic field: The problem is finding an appropri-
ate Lagrangian L such that Lagrange’s equation
of motion

d

dt

(
∂L

∂
.
q i

)
− ∂L

∂qi
= 0, i = 1, 2, . . .

with qi as generalized coordinates. For a par-
ticle of charge q, mass m, and velocity v in an
electromagnetic field described by electric and
magnetic fields E (r ,t) and B (r ,t) respectively,
the Lorentz force F exerted on the particle is
given as

F = q (E+v×B)

= q
(
−∇φ − ∂A

∂t
+ v× (∇ × A)

)

where φ and A are the scalar and vector poten-
tials respectively. If we take L as

L = 1

2
mv2 − qφ + qv · A

we obtain, in Cartesian coordinates, F =m ..
r .

The Hamiltonian,H , is then obtained from

H =
3∑
i=1

pi
.
qi −L

= 1

2m
(p−qA)2 + qφ .

(ii) for hydrogen in the presence of a con-
stant magnetic field: The non-relativistic
Schrödinger equation for the hydrogen atom in
the presence of a constant magnetic field is

H = − h̄
2

2m
∇2 − e2

4πε0r
− ih̄e

m
A · ∇+ e

2

2m
A2

wherem and e are the electron’s mass and charge
respectively, and A is the vector potential.

(iii) for many-electron atoms: A many-
electron atom consists of a nucleus of chargeZe
(Z being the atomic number of the atom), and
N electrons each of charge−e. For an infinitely
heavy nucleus and considering only the attrac-
tive Coulomb interactions between the electrons
and the nucleus and the coulomb repulsions be-
tween the electrons, we write the Hamiltonian
of the N -electron atom (ion) in the absence of
external fields as

H =
N∑
i=1

(
− h̄

2

2m
∇2
ri
− Ze2

(4πε0) ri

)

+
N∑

i<j=1

e2

(4πε0) rij

where r i denotes the relative coordinate of elec-
tron i with respect to the nucleus, and rij =∣∣r i − r j

∣∣. The last summation is a summation
over all pairs of electrons.

(iv) for a rigid rotator: Consider two par-
ticles, each of mass m attached to the ends of
a massless rigid rod of length a. The system
is free to rotate in three dimensions about the
center, which is kept at a fixed position. This
system represents the rigid rotator. For masses
moving with speed v, the total energy of the

system H = 2
(

1
2mv

2
)
= mv2. The magni-

tude of the orbital angular momentum |L | =
L = 2

[
a
2mv

] = amv. Therefore, the Hamil-

tonianH = L2

ma2 . The eigenvalues El of this
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Hamiltonian are proportional to the eigenval-
ues of L2 which is h̄2l (l + 1). Therefore El =
h̄2

ma2 l (l + 1).

hamiltonian for an atom-field interaction
Consists of three terms, which correspond to
free atom ( ĤA), free field ( ĤF ), and atom-field
interaction ( ĤI ). The field is described in terms
of a harmonic oscillator, and for most of the
problems considered in quantum optics, the
atom-field interaction can be approximated by
dipole contribution.

Ĥ = ĤA + ĤF + ĤI ,
ĤA =

∑
j

Ej |j〉 〈j | ,

ĤF =
∑
k

h̄ωk

(
â

†
k âk + 1/2

)

ĤI =
∑
ijk

[e |i〉 〈i|r |j〉 〈j | ] ·
[
εk

(
h̄ωk

2εoV

)1/2 (
â

†
k + âk

)]
.

Here, Ej is the energy of the atomic level |j〉,
â

†
k and âk are creation and annihilation opera-

tors describing the field, εk is the polarization
vector of the kth mode, and V is volume. A
special case of this Hamiltonian is the Jaynes–
Cummings model, for which a single two-level
atom is considered.

Hanbury–Brown–Twiss experiment Ex-
periments performed by Hanbury, Brown,
and Twiss in the 1950s to measure the
correlation between two partially correlated
optical intensities. These were the first
measurements of the second order inten-
sity correlation function and the results
were published in Nature, 177, 27, 1957, Proc.
Roy. Soc., 142, 300, 1957, and Proc. Roy. Soc.,
143, 241, 1958. In the original experiment, light
with in frequency of 435.8 Hz from a mercury
lamp was split into two parts at a beam split-
ter, and the intensity of each beam was detected
by separate detectors. One of the detectors was
mounted on a sliding track to introduce path dif-
ference. Outputs from the two detectors were
correlated to measure the intensity correlation
function.

Principle of a Hanbury–Brown–Twiss experiment to

measure the photon statistics of a stream of photons

and qualitative plot of the second order correlation

function g(2) for thermal and non-classical light. The

characteristic time τc is called the coherence time and

is a measure for the temporal coherence of the light

source.

handedness A property of a particle asso-
ciated with the direction of its spin (see intrin-
sic angular momentum) relative to the direction
of its momentum. For instance, the spin of the
neutrino is always antiparallel to its momentum,
while the spin of the antineutrino is always par-
allel to its momentum. This gives the neutrino
a definite handedness, with the same meaning
attributed to the handedness of a screw. Within
this analogy, the neutrino can be compared to a
left-handed screw, while the antineutrino can be
compared to a right-handed screw. The handed-
ness is also expressed in terms of helicity, with
the neutrino and the antineutrino having helicity
−1 and +1, respectively. See also helicity.

Hanle effect Atomic coherence measure-
ment performed by Hanle in 1924. He showed
that when atoms are placed in a weak magnetic
field applied in the z-direction and an electric
pulse propagating in z-direction with polariza-
tion in the x-direction is applied, the scattered
light could have a polarization in the y-direction.

Hanle laser In a Hanle laserthe active me-
dium is made of three level atoms of V type
configuration. Upper levels are prepared in co-
herent superposition and decay to a lower state
by emitting radiation with a different polariza-
tion. The coherently prepared atoms generate
correlated spontaneous emission resulting in re-
duction in noise and coherent light source.

hard core (of the nuclear force) Very strong
repulsive component of the nuclear force expe-
rienced by nucleons (protons and neutrons) at
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relative distances of less than approximately 0.5
fm (1 fm = 10−15 m).

hardness Property of a solid determined by
its ability to abrade or indent another solid.

hard sphere interaction The interaction of
particles of finite size modeled with an inter-
particle interaction that is infinitely repulsive if
the separation between the centers of the two
particles becomes less than the diameter of the
particle, i.e., the spheres representing the parti-
cles are completely impenetrable. This is also
known as the excluded volume interaction.

hard superconductor A superconductor that
requires a strong magnetic field to destroy super-
conductivity.

harmonic generation A monochromatic
light of frequency ω passing through a non-
linear crystal generates non-linear polarization
which is proportional to higher powers of the
electric field. This effectively can generate
higher order harmonics such as 2ω, 3ω, etc.
Second harmonic generation is most commonly
used in nonlinear optics. Harmonic generation
requires phase matching and energy conserva-
tion within uncertainty limits.

harmonic oscillator A particle acted on by a
linear restoring force that is, a force proportional
to the distance of the particle from its equilib-
rium position and opposite the direction of the
displacement. In the presence of such a force, a
particle performs harmonic oscillations around
its equilibrium position. A particle attached to
a spring is one example.

harmonic oscillator (linear) A prototype
for systems exhibiting small vibrations about an
equilibrium point. The Hamiltonian operator Ĥ
for such a system is

Ĥ = − h̄
2

2m

d2

dx2 
+ 

1

2
kx2

where k is a force constant. The eigenvalues
of the Hamiltonian, En, consist of an infinite
sequence of non-degenerate discrete levels as

En =
(
n+ 1

2

)
h̄ω, n = 0, 1, 2, . . .

where h̄ = h
2π and h is Planck’s constant, and

ω is the angular frequency.

harmonic oscillator potential The potential
energy function associated with a linear restor-
ing force; see also harmonic oscillator. For a
simple harmonic oscillator, the potential energy
function has the quadratic form

V (x) = 1

2
kx2

with k denoting the force constant and x denot-
ing the displacement from the equilibrium posi-
tion.

harmonic oscillator wave function The so-
lution of the Schrödinger equation in the pres-
ence of a harmonic oscillator potential. See har-
monic oscillator potential, harmonic oscillator.

Harris instability A type of microinstability
in plasmas driven by temperature anisotropes.
Its basic energy source lies in the thermal en-
ergy of the particle gyration, and thus it occurs
in a magnetized anisotropic plasma in which
the temperature perpendicular to the magnetic
field is higher than the temperature parallel to
the field. Excited electrostatic waves have fre-
quencies around the electron (or ion) cyclotron
frequency or its harmonics and travel obliquely
to the magnetic field. They are observed mainly
in laboratory plasmas.

Hartree equation A single-particle
Schrödinger equation is called the Hartree equa-
tion.

Hartree–Fock method The Hartree method
extended by properly antisymmetrizing the
many-fermion wave function. See Hartree
method theory.

Hartree method theory A method to self-
consistently derive the best single-particle po-
tentials and wave functions for a system of many
interacting fermions. The method is based upon
the assumption that the mutual interactions
among the particles lead to an average poten-
tial felt by each particle. The Hartree method
and the closely related Hartree–Fock method al-
low accurate predictions of atomic energy lev-
els and wave functions. This method also works
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reasonably well for the shell model of the atomic
nucleus.

harvard classification A classification aris-
ing out of the study of the absorption spectra
of stars. Stars were classified according to the
strength of the hydrogen lines in their spectra.
Letters of the alphabet were used to identify the
classes, with class A corresponding to the stars
having the strongest hydrogen lines, class B the
next strongest, etc.

H center A lattice defect (hole center) in
alkali crystal.

head A term used to express different quanti-
ties with the dimension of length. For instance,
it is sometimes convenient to express the pres-
sure in terms of a height of a column of fluid
rather than in terms of a force per unit area. This
height is then referred to as pressure head. In a
similar manner, one can define a velocity head(
V 2

2g

)
. The sum of the elevation or geodetic

head, velocity head, and pressure head is then
referred to as the total head. In a similar man-
ner, it is also common to refer to the energy term,(
Ẇ
ṁg

)
, associated with a pump or a turbine as a

pump head or a turbine head, and to the energy
loss per unit weight of a fluid as a head loss.

head loss See head.

heat The energy transferred to or from a
system due to a thermal interaction with an-
other system. Heat is more rigorously defined
in terms of the first law of thermodynamics as
�Q = �U −�W , where �U is the change in
the internal energy and −�W is the net work
done by the system.

heat capacity The amount of energy trans-
ferred to a system that raises its temperature by
one degree.

heat conduction The process by which ther-
mal energy is transported directly through a ma-
terial across a temperature gradient from one
place to another without a bulk transport of par-
ticles.

heat engine A device for the conversion of
heat into work.

heat exchanger A device used to remove
heat from a hot object by transferring the thermal
energy to a large reservoir.

heat of fusion The latent heat that is removed
per unit of mass (or per unit mole) from a sub-
stance undergoing a phase transformation from
a liquid to a solid.

heat of reaction The change in the enthalpy
per unit of chemical reaction in the vicinity of
the equilibrium state.

heat of vaporization The latent heat that is
added per unit of mass (or per unit mole) to a sub-
stance undergoing a phase transformation from
a liquid to a gas.

heat pump A device that extracts heat from
a cold reservoir and pumps it to an enclosure at
a lower temperature with the input of work.

heat reservoir A large system whose temper-
ature remains essentially unchanged when heat
flows into or out of it.

heavy bosons The W± (mass of 80 GeV/c2)
and the Z0 (mass of 91 GeV/c2) bosons. These
bosons are understood to be the carriers of the
weak interaction.

heavy ions Charged particles resulting from
adding charges to or removing charges from
(heavier) atoms, a process known as ionization.
See also ion, ionization chamber.

heavy meson A strongly interacting parti-
cle (see also hadron) with zero or integer spin.
Heavy typically refers to the mass of a me-
son relative to the lightest meson, the pion
(π ), which has a mass of approximately 140
MeV/c2.

heavy-water reactor A nuclear reactor us-
ing heavy water (D2O) as a moderator instead
of ordinary (light) water (H2O). Light water re-
actors have difficulties reaching critical condi-
tions because of the large probability of neutron
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absorption by hydrogen (or a large neutron ab-
sorption cross-section). Reaching critical con-
ditions is therefore facilitated when hydrogen is
replaced with deuterium, which has a smaller
neutron capture cross-section. Compare with
light-water reactor.

Heisenberg–Langevin equations In quan-
tum treatment of an atom-field system, damp-
ing is introduced by coupling the system of in-
terest with a large reservoir. It is assumed that
the reservoir has a large degree of freedom, and
therefore the system does not affect the reser-
voir significantly. Generally, the evolution of
the reservoir is not of much interest. The evolu-
tion of the system is obtained by adding together
the reservoir operators, which results in equa-
tions of motion for the system operators. These
equations for the system operators have a form
similar to the classical Lengevin equation with
damping and noise operator terms. These equa-
tions are called Heisenberg–Langevin equations.
For example, a Heisenberg–Langevin equation
for an atomic system correctly describes spon-
taneous emission.

Heisenberg uncertainty principle This
principle was formulated by W. Heisenberg in
1927. The essence of the principle is that cer-
tain pairs of variables describing for example,
a particle, cannot be determined with arbitrary
precision. These pairs of variables are often
called complementary variables and some ex-
amples are energy (E), time (t), position (r ), and
momentum (p). The following are the mathe-
matical forms of the commutation relations:

�E�t � h̄

�x�px � h̄, �y�py � h̄, �z�pz � h̄

where r = ix + jy + kz is the particle posi-
tion in terms of Cartesian components (x, y, z);
i, j , and k are unit vectors along the x-, y-, and z-

axes. �x = [〈
(x − 〈x〉)2〉] 1

2 and �px = [〈(px
−〈px〉 )2

〉] 1
2 and 〈x〉 , 〈px〉 are expectation

values of the position and momentum, respec-
tively. Similar definitions apply to the y and z
components.

Heitler–London method In this method for
obtaining the molecular wave functions, the or-

bitals of the separated atoms are used as the trial
wave functions in any variational method used
to obtain the approximate molecular wave func-
tions.

helicity A property of a particle associated
with the component of its spin (see intrinsic an-
gular momentum) along the direction of the par-
ticle motion. See also handedness.

helicon modes Also called the whistler
mode, the helicon modeis an electromagnetic
right-hand circularly polarized mode present in
a magnetic field; the mode propagates predom-
inantly parallel to the magnetic field, and has
a frequency somewhere between the proton (or
ion) cyclotron frequency and the electron cy-
clotron frequency. At frequencies lower than the
proton (or ion) cyclotron frequency, the helicon
modebranch of the dispersion relation is con-
nected to the magnetosonic mode branch. These
modes are of extreme importance in the study of
ionospheric phenomena and condensed matter.
They are also heavily used in plasma processing.

helium (1) The second lightest chemical ele-
ment. The heliumatom contains two electrons.
The nucleus of heliumconsists of two protons
and two neutrons, and is known as theα-particle.
Due to its closed-shell atomic structure, helium
does not form chemical bonds with any other
element and is therefore known as one of the
noble gases.

(2) A two-electron atom with atomic number
Z = 2. Assuming that the nucleus of this atom
is at rest, its Hamiltonian can be written as

Ĥ =
(
− h̄

2

2m
∇2

1 −
1

4πε0

2e2

r1

)

+
(
− h̄

2

2m
∇2

2 −
1

4πε0

2e2

r2

)

+ 1

4πε0

e2

|r1 − r2|
which consists of the sum of two hydrogenic
(with nuclear charge 2e) Hamiltonians, one for
electron 1 and one for electron 2, with the sym-
bols representing their usual meanings. The fi-
nal term describes the repulsion energy of the
two electrons. The spatial eigenfunctions of he-
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lium can be either space-symmetric (para states)
or space-antisymmetric (ortho states). If the ef-
fect of the total spin of the two electrons is in-
cluded in the total wave function, one finds that
the para state is coupled to the spin singlet state
(S = 0 and MS = 0) and the ortho state is
coupled to one of three spin states (spin triplet,
S = 1,MS = −1, 0, 1).

Helmholtz equation For a function ψ (r ),
the inhomogeneous Helmholtz equationtakes
the form

∇2ψ (r )+ k2ψ (r ) = −ρ (r )

where k is a constant and ρ (r ) is a scalar func-
tion of the spatial coordinate r . The homoge-
neous form of the equation is

∇2ψ (r )+ k2ψ (r ) = 0 .

In quantum mechanics, we often write the
time-independent Schrödinger equation as an
inhomogeneous Helmholtz equation,

∇2ψ (r )+ k2ψ (r ) = Q

where k =
√

2mE
h̄

andQ = 2m
h̄2 Vψ (r ); m is the

particle mass, V is the potential energy, E is the
total energy, and h̄ = h

2π where h is Planck’s
constant.

Helmholtz free energy (F ) Defined as F =
U − T S, where U and S denote the internal en-
ergy and entropy, respectively, at temperature
T and volume V . The physical significance of
F is that it is a minimum for a system of con-
stant volume in equilibrium with a temperature
reservoir.

Helmholtz theorem A theorem that de-
scribes the rate of change of vorticity and is
stated as follows. If there exists a potential for
all forces acting on a non-viscous fluid, no fluid
particle can have a rotation if it did not origi-
nally rotate, fluid particles always belong to the
same vortex line, and vortex filaments must be
either closed tubes or end on the boundaries of
the fluid. The Helmholtz theoremapplies for
incompressible and homogeneous flow and is

proven by taking the curl of Euler’s equation

∇x
(
D�v
Dt

)
= ∇x

(
�f − ∇p

ρ

)
.

Using vector identities and manipulating the
equations, one arrives at the following equation:

D �ω
Dt
= �ω · ∇�v − �ω∇ · �v

where �ω is the vorticity vector. For incompress-
ible flow, ∇ · �v = 0, and one is left with

D �ω
Dt
= �ω · �∇�v .

The term on the right represents the action of
velocity variations on the vorticity. Using this
equation, one can show that the changes in
length and direction of a line joining two ele-
ments on a vortex line (line drawn in the direc-
tion of local vorticity) are exactly equal to the
changes of the corresponding vorticity vector.
Therefore, fluid elements on a certain vortex line
will always remain there. The above equation
also shows that if the vorticity is zero, then

D �ω
Dt
= 0

i.e., if a fluid element has no vorticity at some
instant, it can never gain any vorticity. In other
words, under the action of potential forces, all
motions of an inviscid incompressible fluid set
up from a state of rest or uniform motion are
permanently irrotational.

He-Ne lasers One of the most commonly
used gas lasers. The first He-Ne laserwas con-
structed in 1960 and operated at wavelength 1.15
µm by A. Javan, W.R. Bennett, Jr., and D.R.
Harriott. It was the first gas laser and first con-
tinuous wave (cw) laser constructed. Laser ac-
tion is achieved from the transition of Ne atoms.
Ne atoms are excited by collision with He atoms
which, being nearly resonant, facilitate the
pumping process. Typically, the ratio of He to
Ne varies from 5:1 to 10:1, and total gas pres-
sure in the tube is about 1 torr. It can operate
at various wavelengths such as 632.8 nm (red),
543 nm (green), 1.15 µm (infrared), and 3.39
µm (infrared). In an He-Ne laser, lasing of a
red line is achieved by using mirrors which are
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highly reflecting for a 632.8 nm wavelength but
not for wavelengths corresponding to other tran-
sition lines, thus suppressing other modes.

Hermite-Gaussian modes See Gaussian
beam and TEM modes.

Hermite polynomials The one-dimensional
Schrödinger equation for a particle of mass m
in a linear harmonic oscillator potential, V =
1
2kx

2, admits solutions of the form �n(ξ), such
that

�n(ξ) = e− ξ
2

2 Hn(ξ), n = 1, 2, 3, . . .

where ξ =
(
mk

h̄2

) 1
4
x for a particle of massm and

force constant k. H(ξ) are Hermite polynomials
defined as

Hn(ξ) = (−1)neξ
2 dne−ξ2

dξn
.

Hermitian operators In quantum mechan-
ics, observable quantities are represented by
Hermitian operators.A Hermitian operatorT̂
satisfies T̂ † =T̂ , where T̂ † is the Hermitian con-
jugate of T̂ . Hermitian operatorshave very use-
ful properties, including real eigenvalues, their
eigenvectors belonging to distinct eigenvalues
are orthogonal, and their eigenvectors span the
space.

heterodyne detection A technique used for
reducing background noise. In heterodyne de-
tection,a signal beam is superposed at a beam
splitter with a coherent beam of a local oscilla-
tor of different frequency and constant relative
phase. It is used for demodulating FM and AM
signals.

heteronuclear/heteropolar molecule A
molecule whose atoms are not identical. Com-
pare withhomonuclear/homopolar molecule.

heterostructure lasers Semiconductor la-
sers which are made of heterojunctions. A het-
erojunction is made of layers of two different
types of materials which are doped by p and n
types of atoms. For example, layers of n and
p type GaAs and AlGaAs can form a hetero-
junction. The layered structure gives rise to a

larger energy band gap than a homojunction,
and the active region has greater confinement
of electrons and holes. A larger refractive index
of GaAs also helps in laser action by confining
the electromagnetic radiation and current in the
active region. These lasers have a low thresh-
old current and can operate at room temperature.
Also, because of their small size, these lasers are
suitable for many practical applications such as
fiber-optics communications.

hidden variables The theory of hidden vari-
ablesis based on the premise that the wave func-
tion of a system does not provide all the informa-
tion about a quantum system. Additional infor-
mation is needed through variables called hid-
den variablesto describe the system completely.
It is believed that the indeterminism arising in
quantum mechanics is due to our lack of knowl-
edge of such variables.

Higgs particle A boson whose rest mass is
expected to be of the order of 1 TeV (1012 eV).
The Higgs boson has not been observed. The-
oretical calculations show that the Higgs bo-
son should be produced in head-on collisions
of protons with energies of approximately 20
TeV. The existence of the Higgs boson is pre-
dicted by the electroweak theory, which is part
of the standard model. According to the elec-
troweak theory, the electromagnetic and weak
interactions should be considered different man-
ifestations of the fundamental electroweak in-
teraction. The fact that the electromagnetic in-
teraction is mediated by the massless photon,
whereas the weak interaction is mediated by
the W± and the Z0 bosons, which have masses
of about 100 GeV/c2, is explained in terms of
a spontaneously broken symmetry. The sym-
metry-breaking mechanism is provided by the
Higgs particle.Thus, its discovery would be of
enormous relevance as it would give the stron-
gest support to the electroweak theory.

higher order correlation Generalization of
the second order correlation function, which can
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be defined as

g(m,n)(r1, r2, . . . , rm+n; t1, t2 · · · , tm+n) =〈
E(−)(r1,t1)···E(−)(rm,tm)E(+)

(rm+1,tm+1)···E(+)
(rm+n,tm+n)

〉
[〈

E(−)(r1,t1)E
(+)
(r1,t1)

〉
···〈

E(−)(rn+m,tn+m)E(+)
(rn+m,tn+m)

〉]1/2

.

Here, E(−)(r1, t1) and E(+)(r1, t1) are negative
and positive frequency parts of the electric field.
For a quantum system, E(−)(r1, t1) and E(+)(r1,

t1) become operators.

higher order Gaussian modes See Gaussian
beam and TEM modes.

high powered unstable lasers Unstable res-
onators are sometimes used to generate high
power laser beams. These lasers must achieve
very high gain in a short distance to compen-
sate for all the losses. The advantages of un-
stable resonators are larger mode volume, effi-
cient power extraction, collimated beam output
with low diffraction, and better far-field patters.
These lasers are easier to align than lasers with
stable resonators. Mirrors of these lasers must
be cooled to avoid damage due to high power.

high pressured gas laser Has a gaseous
gain medium at very high pressures (> 50 torr).
These lasers are also called transversely excited
atmospheric pressure laser (TEA lasers). High
pressure increases the gain but may lead to cur-
rent in the gas, resulting in non-uniform excita-
tion. Special design of the laser is required to
eliminate this problem. One example of such a
laser is the CO2 laser.

Hilbert space The wave function describ-
ing a particle belongs to a function of space or
set of functions called Hilbert space.The space
has special properties such as completeness, and
a well-defined inner product exists. Complete-
ness means that there is a special set of vec-
tors called a basis, such that every vector in the
Hilbert spacecan be written as a linear com-
bination of the members of this set. An inner
product 〈φ| ψ〉 is defined between any two vec-
tors or wave functions of the Hilbert space,φ

and ψ , as

〈φ| ψ〉 =
∫ ∞
−∞

φ∗(x)ψ(x) dx <∞ .

hohlraum A small metallic (typically gold)
chamber used for converting high power laser
beams into (soft) X-rays with efficiencies up to
50%. In addition to X-rays, interaction between
the laser beams and a hohlraumproduces an en-
ergetic, rapidly expanding plasma. This mech-
anism has also been applied to inertial confine-
ment fusion as well as astrophysics.

hole A mobile vacancy in the electronic va-
lence structure of a material.

hole burning (spatial) Multimode oscilla-
tions observed in a homogeneously broadened
media are due to spatial hole burning.A laser
in a cavity forms a standing wave. At the nodes
of the standing wave of a laser, with an intensity
smaller than of other points, the inversion keeps
growing, and gain saturation is much lower than
in other regions. Thus, the spatial variation in
inversion gives rise to spatial hole burningin
the gain curve. Due to the spatial variation of
the inversion, another mode may oscillate in the
cavity resulting in multimode oscillation.

hole burning (spectral) With an increase
in intensity, gain in a medium saturates. In a
homogeneously broadened medium, line shape
cannot change. Therefore, the shape of the
gain curve is restricted by the gain of the cen-
tral mode. In an inhomogeneously broadened
medium, the gain can saturate differently at dif-
ferent frequencies. Due to the selective satu-
ration, the frequencies resonant with the cavity
modes can saturate more than it the nonreso-
nant frequencies. This results in a spectral hole
in the gain curve. This gives rise to multimode
oscillation in a laser.

hole state A vacancy left by a particle which
has undergone a transition to a different energy
level. For instance, an electron removed from
its site leaves a vacancy at that site, namely a
hole. The hole left by the electron behaves like
a positive charge carrier.
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hologram Recording which contains holo-
graphic images. See also holography.

holography A three-dimensional imaging
technique based on interferometeric techniques.
In this technique, an interference pattern due to
coherent superposition of the object wave and
a reference wave is recorded in a plate or film
medium. The recording, which is called a holo-
gram, contains both phase and amplitude infor-
mation of the object wave. The image is recon-
structed by illuminating the recorded plate/film
by a reference beam similar to the one used
for recording and sending the reference beam
from the same direction as the original refer-
ence beam. The wave diffracted from the plate
reconstructs the image which looks like the orig-
inal object. Holography was invented by Dannis
Gabor in 1948.

homenergic flow A flow where the enthalpy
is constant. See enthalpy.

homentropic flow A flow where every fluid
particle has the same value of entropy. See en-
tropy.

homodyne detection Superposing a signal
beam with a coherent beam of a local oscillator
of the same frequency and its constant relative
phase at a beam splitter. The homodyne detec-
tion technique has been used to detect squeezed
light and enhance antibunching.

homogeneous broadening Broadening
mechanism which is identical for all absorbing
or emitting atoms. Examples of homogeneous
broadeningare radiative broadening and colli-
sional broadening, which have a Lorentzian line
shape of the form

δνo/π[
(ω − ωo)2 + (δνo)2

] .
Here, δνo is the homogeneous line width.

homogeneous turbulence Situation in which
the average properties of the turbulent fluctua-
tions are independent of the position in the fluid.
In general, all turbulent flows are inhomoge-
neous. Yet, the assumption of homogeneous

turbulencein the theoretical treatment of tur-
bulent flows gives a better understanding of cer-
tain details that are the same in both homoge-
neous and inhomogeneous flows, e.g., the tur-
bulent energy transfer processes. Experimen-
tally initiating homogeneous turbulent motion
is extremely difficult. Even if this problem is
overcome, maintaining the energy in such flows
is difficult. As such, homogeneous turbulence
is usually produced by placing grids in a flow,
which renders the flow inhomogeneous, yet sta-
tionary, in one direction.

homojunction laser Simplest form of a
semiconductor laser in which the active region
is a p-n junction depletion region. Doping p
and n type atoms in the same type of material
creates the p-n junction in this laser. The thresh-
old current density of this laser is very high at
room temperature, therefore it is operated at a
low temperature such as liquid nitrogen temper-
ature.

homonuclear/homopolar molecule A mol-
ecule whose atoms are identical, such as the hy-
drogen molecule, H2. Compare withheteronu-
clear/heteropolar molecule.

Hooke’s law For small displacements, the
size of the deformation is proportional to the
deforming force.

hopping Microscopic motion of electrons in
the presence of both lattice potential and the ex-
ternal field. This motion consists of individual
steps in which the electron hops from one local-
ized state to the next.

horseshoe vortex When a boundary layer
encounters a surface-mounted obstacle, the ad-
verse-pressure gradient causes a separation in
which the near-wall vorticity of the boundary
layer is reorganized into a vortex that has the
shape of a horseshoe. This vortex is composed
of two streamwise legs of vorticity, each leg hav-
ing a vorticity of opposite sense. Horseshoe
vorticesare observed in many flows, including
the flows around wing-fuselage junctures on air-
craft, ship, and submarine appendages, bridge-
piers, and turbomachinery blade-rotor junctures.
Horseshoe vorticesare undesirable in many of
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these flows. For instance, they increase flow
losses, they are a source of noise generation,
and they cause scouring of stream beds around
piers. The characteristics of the horseshoe vor-
texand its effects are dependent on the nature of
the incoming boundary layer.

hot wire (hot film) anemometry A tech-
nique to measure fluid velocity. The principle
of operation is based on the fact that the rate
of cooling of a heated wire by a flow is depen-
dent on the velocity. Hot wire probes are usually
made out of a thin (5µm in diameter) short plat-
inum or tungsten wire through which a current
of electricity is passed. The current causes the
wire to heat up. In one method of operation,
the current through the wire is kept constant.
The velocity is then obtained by measuring the
voltage across the wire, which depends on the
resistance, and thus the temperature, of the wire.
In a more common method of operation, a feed-
back circuit is used to maintain the wire at a
constant temperature. The current and voltage
needed to do this are then related to fluid veloc-
ity. Hot wires are usually used in gas flows while
hot films are used in liquids. In hot films, the
heated element consists of a thin metallic film on
the surface of a wedge-shaped probe. Single hot
wires are used to measure a velocity component.
To measure more than one component, differ-
ent configurations are used. Because hot wires
and hot films are not absolute instruments, they
always require calibration of the voltage with
the fluid velocity. Hot wires and hot films have
several advantages over other velocity measure-
ment techniques. For instance, in comparison
with other techniques, they have a short time re-
sponse and can thus pick up rapid fluctuations in
velocity, which is necessary for measurements
in turbulent flows. Moreover, they are small
enough to give local measurements instead of
average values over comparatively large regions,
as in the case of Pitot tube. On the other hand,
their inability to fulfill the requirement of cal-
ibration over a certain velocity range and their
intrusive character are two main shortcomings
of hot wires and hot films in comparison with
other techniques such as laser doppler anemom-
etry.

Hubble’s law This term is encountered in
the context of nuclear astrophysics. Hubble’s
law states that the velocity of the recession of
an object with respect to the earth is given by

v = Hd

with d representing the distance from the earth.
H is the Hubble constant, which has a value of
approximately 2×10−18 s−1.

Hund–Mulliken (molecular orbital) method
Electronic wave functions for molecular sys-
tems containing several electrons are construc-
ted from one-electron molecular orbitals. This
is the molecular-orbital method.For example,
in determining the wave functions of the hydro-
gen molecule H2, we use the wave functions of
H+2 as a starting point.

Hund’s rules A set of rules that have been
established empirically to determine the ground
state configuration of an atom. Use the Russell–
Saunders notation to denote a particular state of
the electrons in an atom, i.e., 2S+1LJ , where J
is the total angular momentum quantum number
andS represents the total spin of the electrons. L
takes on the code letters S, P, D, . . . for values
of L = 0, 1, 2, . . . . For example, the ground
state for hydrogen is 2S 1

2
. Hund’s rulesare as

follows: (1) the state with the largest possible
value of S has the lowest energy; the energy of
the other states increases with decreasing S, and
(2) for a given value of S, the state having the
maximum possible value of L has the lowest
energy.

hybrid frequency In a magnetized plasma,
there are two types of hybrid frequenciesthat
characterize electrostatic plasma waves prop-
agating perpendicularly to the magnetic field.
One is the lower-hybrid frequencyand the other
is the upper-hybrid frequency,both of which
contain in their expressions either plasma or cy-
clotron frequency of protons (or ions) and elec-
trons.

hybridization Phenomenon which occurs
when atomic orbitals are combined to produce
a molecular orbital of lower energy than the en-
ergy of the individual orbitals.
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hybrid modes Modes of cylindrical dielec-
tric wave guides such as optical fibers, in which
both axial electric and magnetic field compo-
nents are finite. Hybrid modes are classified into
two groups: HE modes in which the axial elec-
tric field is significant compared to transverse
electric components and EH modes in which
the axial magnetic field is significant compared
to transverse magnetic field component. These
modes are further characterized by two inte-
gers corresponding to radial and azimuthal vari-
ations.

hydraulic diameter A term used to account
for the shape as well as the size of a conduit. It
is defined as four times the ratio of the cross-
sectional area to the wetted perimeter of the
cross-section. Wetted perimeter means the por-
tion of the perimeter where there is contact be-
tween the fluid and the solid boundary.

hydraulic jump A phenomenon that takes
place when a supercritical flow (Froude num-
ber FR >  1) undergoes a transition to a sub-
critical flow (Froude number FR <  1). Hy-
draulic jumps occur downstream of overflow
structures such as spillways or underflow struc-
tures such as sluice gates where the velocities
are very high. They are also observed in sinks
or bathtubs when the tap water comes down at
certain rates. Hydraulic jumps can be used as
dissipaters of energy to prevent problems aris-
ing from high speeds, such as the scouring of
channel bottoms. They can be used in water and
sewage treatment designs to enhance chemicals
mixing with the flow. Depending on the up-
stream Froude number, the hydraulic jump can
assume an undular water surface (FR < 2.5) or
a rough water surface with intermittent jets from
the bottom. The hydraulic bore, also known as
surge, formed by rapidly releasing water into a
channel or by abruptly lowering a downstream
gate is one form of a hydraulic jump usually re-
ferred to as a translating hydraulic jump.

hydraulic radius A term used to take into
consideration the shape, as well as the size, of
a conduit. It is defined as the ratio of the cross-
sectional area to the wetted perimeter of the
cross-section. Wetted perimeter means the por-
tion of the perimeter where there is contact be-

tween the fluid and the solid boundary. For a
circular pipe flowing full, the hydraulic radius
is equal to one-fourth the diameter and is, there-
fore, not equal to the radius of the pipe. For
a circular pipe flowing half-full, the hydraulic
radius is equal to one-half the diameter of the
pipe.

hydraulics A term originally used to describe
applied and experimental aspects of fluid behav-
ior (mainly water) and develop empirical formu-
las for practical problems. It stands in contrast
to hydrodynamics, a term that was used to de-
scribe theoretical and mathematical aspects of
idealized or frictionless fluid behavior. The in-
troduction of the concept of boundary layers,
and interest in new fields such as aerodynam-
ics at the beginning of the twentieth century led
to the synthesis of both approaches to what is
known today as the science of fluid mechanics.

hydrodynamics See hydraulics.

hydrodynamic stability A field of study that
deals with the prediction of whether a flow pat-
tern is stable and with its transition to turbulence.
It involves the linear stability theory, which ex-
amines the amplification rates of small distur-
bances, the subsequent non-linear stages of the
transition where the growing instabilities inter-
act with each other, and the different mecha-
nisms for breakdown to turbulence.

hydrogen Chemical element with the lightest
atomic weight. The nucleus of hydrogencon-
sists of one proton. Thus, the atom contains
one proton and one electron. Hydrogenic iso-
topes are deuterium and tritium, consisting of
one proton and one neutron and one proton and
two neutrons, respectively.

hydrogen atom Considered the most impor-
tant two-particle system in quantum physics. It
consists of a relatively heavy nucleus of massM
containing one proton of charge e together with
an electron orbiting around it with charge −e
and mass m. The spherically symmetric poten-
tial energy V (r ) of the electron in the electric
field of the nucleus is obtained from Coulomb’s
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law and is given as

V (r ) = −e
2

4πε0

1

|r |
(i) ground state of: The state of lowest en-

ergy (ground state) is described by the spatial
wave function (for an infinitely heavy nucleus),
ψ100 (r ), as

ψ100 (r ) = 1√
πa3

exp (− |r | /a)

where a is the Bohr radius defined as

a = 4πε0h̄
2

me2
≈ 0.529× 10−10 m

ε0 is the permittivity of free space, h̄ = h
2π

where h is Planck’s constant, and m is the mass
of the electron. The subscripts on the functionψ
denote the values of the principal, orbital angu-
lar momentum, and magnetic quantum numbers
n, l, andml , respectively, with n = 1, l = 0, and
ml = 0. The energy of the ground state E1 is
−13.6 electron-volts.

(ii) Schrödinger equation for: The time-
independent Schrödinger equationfor the hy-
drogen atom in the center-of-mass system of co-
ordinates in which the effect of the finite mass
of the nucleus is taken into account is given as:[

−h̄2

2µ
∇2 − e2

4πε0r

]
ψ (r ) = Eψ (r )

where µ is the reduced mass defined by µ =
Mm
M+m , r = r 1 − r2 is the relative displacement
between the proton position r1 and the electron
r2, and r = |r1 − r2|.

(iii) allowed energies of: The allowed en-
ergies,En, of the bare (unperturbed) hydrogen
atom in the non-relativistic approximation and
for a nucleus with mass taken as infinite form
a discrete spectrum which depends only on the
principal quantum number n. En is defined by
the following formula

En = −
[
m

2h̄2

(
e2

4πε0

)2]
1

n2

where m is the mass of the electron, e is the
magnitude of the electronic charge, ε0 is the per-
mittivity of free space, and h̄ = h

2π where h is
Planck’s constant.

(iv) wave functions for: The spatial wave
functions,ψnlm(r ), for hydrogen are labeled by
three quantum numbers n, l, and ml . They are
defined (up to some normalization constant) by

ψnlml (r ) = Rnl(r)Ymll (θ, φ)

where (r, θ, φ) are spherical polar coordinates.
Rnl(r) is the radial part of the wave function
defined as

Rnl(r) = 1

r
ρl+1e−ρv(ρ)

where ρ = r
an

and a is the Bohr radius of the
hydrogen atom. v(ρ) is a polynomial of degree
imax = n− l − 1 in ρ such that

v(ρ) =
imax∑
i=0

aiρ
i .

The coefficients in the expansion for v(ρ) are
determined from the following recursion rela-
tion

ai+1 =
{

2 (i + l + 1)− A
(i + 1) (i + 2l + 2)

}
ai

where A is a constant given by A =
me2

2πε0h̄
2
(√−2mEn

h̄

) . The angular partsYml (θ, φ) are

called the spherical harmonics and are defined
as

Yml (θ, φ) =

γ

√
(2l + 1) (l − |m|)!

4π (l + |m|)! eimφPml (cos θ)

where Pml (cos θ) is an associated Legendre
polynomial and γ = (−1)m for m ≥ 0 and
γ = 1 for m ≤ 0.

(v) spectrum of: When an excited hydrogen
atomwith energy Ei decays to a lower energy
levelEf , a photon is emitted with energyEν and
frequency ν. In terms of the principal quantum
numbers ni and nf of the initial and final energy
levels, respectively, the energy of the emitted
photon is determined from the following

Eν = Ei − Ef = −13.6eV

(
1

n2
i

− 1

n2
f

)
= hν
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where eV stands for electron volts. For tran-
sitions to the ground state (nf = 1), the emit-
ted photons have frequencies in the ultraviolet
region of the spectrum and this constitutes the
Lyman series. For transitions to the first excited
state, nf = 2, the frequencies fall in the visible
region and are called the Balmer series. Tran-
sitions to the nf = 3 produce photons in the
infrared called the Paschen series.

(vi) radius of: The effective radius of the
electron in the ground state is denoted by a and
is called the Bohr radius. It is defined as

a = 4πε0h̄
2

me2
.

(vii) isotopes of: Atoms with the same
atomic number as hydrogen (Z = 1) but with
different masses are the isotopes of hydrogen.
The neutral isotopes are deuterium and tritium.
The nucleus of deuterium (deuteron) contains
one proton and one neutron, while that of tri-
tium (triton) contains one proton and two neu-
trons. Other isotopes, called light isotopes, are
positronium and muonium. In positronium, the
nucleus is a positron and in muonium it is a pos-
itive muon.

(viii) gravitational energy shift: In the hy-
drogen atom,in addition to the electromagnetic
interaction of the proton and the electron, there
is also a gravitational interaction. The perturba-
tion to the unperturbed Hamiltonian, H ′, due to
this is H ′ = −GmM

r
, where M is the mass of

the proton and G is the gravitational constant.
For the first order in perturbation theory, the en-
ergy shift of the ground state (1s),E1

1s is−GmM
aµ

,
where

aµ = 4πε0h̄
2

µe2

and µ = mM
m+M is the reduced mass. All other

symbols have their usual meanings.
(ix) molecule: This is a diatomic molecule

composed of two hydrogen atomswith chemi-
cal formulae of H2 bonded together covalently.
It contains two electrons moving in the electro-
magnetic field of two protons. The equilibrium
separation of the two protons is about 0.749 Å.
The approximate ground state wave function�T
of molecular hydrogen can be written as a linear

A coordinate system for the hydrogen molecular ion

H+2 .

combination of two functions,�cov
M and�ion

M , as

�T = (1− λ)�cov
M + (1+ λ)�ion

M

where λ is a parameter to be determined after
minimizing the energy E, i.e., ∂E

∂λ
= 0. � cov

M
is a wave function describing the situation in
which one electron is associated with one nu-
cleus. For large separation of the protons, it
reduces to a wave function describing two iso-
lated hydrogen atoms.�ion

M corresponds to the
situation in which both electrons are bound to
one nucleus. In the limit of large internuclear
distance, this function describes a proton and a
negative hydrogen ion.

(x) molecular ion: Considered the simplest
of all molecules. Its chemical formula is H+2
and it is composed of two protons and one elec-
tron. The following gives a coordinate system
for calculating the wave functions of the moving
electron:

The Schrödinger equation for the electronic
motion is:
[
− h̄

2

2m
∇2
r −

1

4πε0

e2

|rA|
− 1

4πε0

e2

|rB |
+ 1

4πε0

e2

|R| − E
]
� = 0

where � is the wave function. In the limit of
large internuclear separation, we can approxi-
mate the ground state wave function in terms of
superpositions of the ground state wave func-
tions of the isolated hydrogen atoms,i.e.,

�g (R; r ) = 1√
2

[�1s (rA)+�1s (rB)]

�u (R; r ) = 1√
2

[�1s (rA)−�1s (rB)]

where �g (R; r ) is symmetric (gerade) and is
called the bonding orbital. It represents the state
of lowest energy. �u (R; r ) is antisymmetric
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(ungerade) and is called the antibonding orbital.
The binding energy of H+2 is 2.79 eV.

(xi) fine structure of: In the study of the hy-
drogen atom,the calculation of the energy levels
using the Bohr theory does not take into account
the correction due to relativistic effects of the
electron motion or magnetic effects due to the
orbital motion of the electron. Such corrections
to the energies constitute fine structure correc-
tion, and for first order in perturbation theory,
depend on the principal and total angular mo-
mentum quantum numbers n and j respectively.
The energy levels Enj are given by

Enj = −13.6eV

n2

α2

n2

(
n

j + 1
2

− 3

4

)

where α is the fine structure constant defined as

α = e2

4πε0h̄c
≈ 1

137.036

(xii) relativistic correction to the spectrum:
In the non-relativistic approximation, the con-
tribution to the Bohr Hamiltonian of the kinetic
energy of the electron in the atom is - h̄

2

2m∇2,
which classically is 1

2mv
2 with v denoting the

electron velocity. The relativistic kinetic energy
is

K.Er = mc2√
1− (

v
c

)2
−mc2

where the first term is the total relativistic kinetic
energy and the second term is the rest energy. In
terms of the relativistic momentum p, where

p = mv√
1− (

v
c

)2

K.Er =
√
p2c2 −m2c4 −mc2

≈ p2

2m
− p4

8m3c2
+ · · · .

The lowest-order relativistic contribution to
the Hamiltonian is thus

H 1
r =

−p̂4

8m3c2

where p̂→−ih̄∇. For the first order in pertur-
bation theory, the correction to the Bohr energy,

E1
r , is

E1
r =

〈
H 1
r

〉
= −E

2
n

8mc2

[
4n

l + 1
2

− 3

]

where En is the Bohr energy corresponding to
the principal quantum number n; l is the orbital
angular momentum quantum number.

(xiii) correction to the spectrum due to spin-
orbit coupling: The electron in hydrogen moves
relative to the nucleus, which is positively
charged. Due to this relative motion, the elec-
tron moves in a magnetic field B generated by
the relative motion of the nucleus. This mag-
netic field interacts with the electron, giving it
an additional energy,Hso = −µ · B,where µ is
the magnetic moment of the electron. In the rest
frame of the electron, the magnetic field gener-
ated by the moving proton is

B = 1

4πε0

e

mc2r3
L

where L is the total orbital angular momentum
of the proton. The magnetic moment of the
electron µ with spin angular momentum S is
µ = − e

m
S. After making a correction due to the

fact that the electron’s rest frame is non-inertial
(Thomas precession), the spin-orbit Hamilto-
nian then works out to be

Hso = −µ · B = 1

8πε0

e2

m2c2r3
S · L .

This Hamiltonian gives a first order correc-
tion E1

so to the Bohr energy En as

E1
so =

E2
n

mc2


n

[
j (j + 1)− l(l + 1)− 3

4

]
l
(
l + 1

2

)
(l + 1)


 .

(xiv) correction to the spectrum due to spin–
spin coupling (hyperfine splitting): The proton
in the atom is a magnetic dipole with magnetic
dipole moment µp = ge

2mp
Sp, where Sp is the

spin angular momentum of the proton, g is its
gyromagnetic ratio, andmp is its mass. The pro-
ton sets up a magnetic field B due to its magnetic
dipole moment given as

B = µ0

4πr3

[
3
(
µp ·̂r

)
r̂ − µp

]+ 2µ0

3
µpδ (r ) .
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The Hamiltonian of the electron H ′hf in this
magnetic field is

H ′hf =
µ0ge

2

8πmpme

[
3
(
Sp ·̂r

)
(Se · r̂ )− Sp · Se

]
r3

+ µ0ge
2

3mpme

(
Sp · Se

)
δ (r ) .

If we take the simplest case for which the
orbital angular momentum of the electron is zero
(e.g., the ground state), the correction, E′hf, due
to this spin–spin interaction is

E′hf =
µ0ge

2

3πmpmea3

〈
Sp · Se

〉
.

In the triplet and singlet states where the total
spins are one and zero, respectively, we obtain

E′hf =
4gh̄4

3mpm2
ec

2a4 
×
{ 1

4 (triplet)
− 3

4 (singlet)
.

hydrology A field that involves the study of
the water of the earth, its precipitation, its move-
ment over the surface and below the surface, its
evaporation and transpiration, and its reaction
with its environment.

hydromagnetic equilibrium Achieved in an
magnetized plasma if all the forces are balanced.
They can be analyzed by the MHD equations.
The study of hydromagnetic equilibrium is im-
portant particularly for the magnetic confine-
ment of laboratory plasmas.

hydromagnetics At frequencies well below
the proton (or ion) cyclotron frequency, the elec-
tric component of a plasma wave in a magnetic
field is not important, and the magnetic compo-
nent dominates physical processes. The physics
of such a plasma are called hydromagnetics, and
are usually well described by the MHD (magne-
tohydrodynamic) equations. Although hydro-
magnetic processes tend to proceed slowly as
their typical saturation levels are quite high, they
can play dominating roles in many cases. Hy-
dromagnetichas been widely applied to various
problems in the fields of nuclear fusion, space
physics, and astrophysics. See also magnetohy-
drodynamics (MHD).

hydromagnetic wave Low frequency elec-
tromagnetic ion oscillations in a magnetized
plasma, in which electric field components,
compared with their magnetic counterparts,
no longer play an important role. Among
the most important hydromagnetic wavesare
Alfvén waves and magnetosonic waves. The
former propagate along a magnetic field, and
the latter often propagate perpendicularly to it.
These waves with relatively large scale-lengths
are often quite significant in nuclear fusion,
space physics, and astrophysics.

hydrometer A device based on the princi-
ple of buoyancy which is used to determine the
specific gravity of a liquid. It is a device with
tiny metal spheres placed at its bottom. It has
a stem of constant cross-sectional area, As , that
protrudes through the free surface when placed
in the liquid. It is calibrated that when it floats
in distilled water, the submerged volume is V0.
When floating in another liquid, the stem will sit
higher or lower by a distance �h than the posi-
tion in distilled water. The relationship between
�h and specific gravity S of the liquid is then
written as:

�h = V0

As

S − 1

S
.

This relationship allows for direct reading
(through calibration) of the specific gravity of
the liquid.

hydrostatic force The force on a fully or
partially submerged body that results from the
hydrostatic pressure distribution.

hydrostatic pressure The pressure in a fluid
at rest. It increases linearly with depth.

hydrostatics A field that involves the study
of fluids under static conditions.

Hylleraas trial functions In calculating the
ground state energy of two-electron atoms, the
Rayleigh–Ritz variational method is often em-
ployed. This method requires trial functions for
the approximate ground state wave functions.
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Hylleraas used coordinates

s = r1 + r2, 0 ≤ s ≤ ∞
t = r1 − r2, −∞ ≤ t ≤ ∞
u = r12, 0 ≤ u ≤ ∞

where r1 and r2 are position coordinates of the
electrons with respect to the nucleus, and r12 =
|r1 − r2|. Using these coordinates, Hylleraas
constructed trial functions of the type

φ (s, t, u) = e−ks
N∑

l,m,n

cl,2m,ns
l t2mun

where k and cl,2m,n are variational parameters.

hyperbolic secant pulse Also known as opti-
cal solitons. A hyperbolic secant pulse can pass
through a medium without changing its shape.
It has a shape, as given by

2

T
sech

[
(t − to)
T

]
,

where at time t = to the pulse has maximum,
and T is the effective width of the pulse. If
a group of inhomogeneously broadened atoms
with resonant frequency ωo is applied with a se-
cant pulse of frequency ω then each atom com-
pletes a whole cycle of excitation and returns
back to the ground state, resulting in no absorp-
tion of the energy. This gives rise to the phenom-
enon of self-induced transparency. See soliton.

hypercharge A property of a particle defined
as

Y = A+ S
where A is the baryon number (equal to 1 for
baryons and 0 for mesons), and S is the strange-
ness. The strangeness is a conserved quantity
in all strong interactions. Strange particles have
the strange quark among their constituents.

hyperfine interaction The interaction of nu-
clear magnetic moments with any electromag-

netic fields present in the environment. This
interaction is responsible for the hyperfine split-
ting of atomic energy levels. See also hyperfine
structure.

hyperfine structure This term refers to all
effects on the atomic energy levels originating
from the coupling of nuclear spins and moments
to their environment. This includes interactions
internal to the atom, such as coupling between
electronic and nuclear angular momenta.

hyperfragment Formed by the capture of
strange particles (such as �0) by nuclei. Hy-
perfragments are unstable and decay into either
nucleons and pions or nucleons only. See also
hypernucleus.

hypernucleus Nuclei where some of the nu-
cleons are replaced by hyperons. See hyperon.

hyperon A strange baryon, namely, a baryon
with non-zero strangeness. An example is the
lambda particle (�0) with a mass of about 1116
MeV/c2, which decays into a proton and a neg-
atively charged pion.

hyperonic atoms These are special atoms
containing a nucleus of chargeZe and a negative
hyperon of charge −e which is a particle (of
the baryon family) with half-integer spin and
interacts via the strong force.

hypersonic flow Flow with a speed that is
much larger than the ambient speed of sound.
The onset of hypersonic flowcharacteristics is
usually gradual and varies with body geometry,
flow speed, and properties of the ambient atmo-
sphere. In a hypersonic flow,large variations in
the temperature exist, to the extent that changes
in the chemical composition of the medium be-
come important in characterizing the flow. One
flow where supersonic effects are achieved is
re-entry of a the space shuttle into the earth’s
atmosphere.
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I
ideal flow An inviscid and incompressible
flow.

ideal fluid A fluid that is assumed to have
zero viscosity. In such a fluid, there are no fric-
tional effects between the fluid particles, and
thus there is no boundary layer. The motion
of an ideal fluid is analogous to the motion of a
solid body on a frictionless surface.

ideal gas A gas of non-interacting point par-
ticles.

ideal gas law The equation of state for an
ideal gas, PV = nRT . Here, P , V , and T
denote the pressure, volume, and temperature of
n moles of an ideal gas, and R is the universal
gas constant.

idealized squeezed state Obtained by squeez-
ing the vacuum state and then displacing the
state:

|α, ξ〉 = D̂(α)Ŝ(ξ)|0, 0〉 ,
where

D̂(α) = exp
[
αâ† − α∗â

]
is the displacement operator and

Ŝ(ξ) = exp

[
1

2

{
ξ∗
(
â
)2 − ξ (â†

)2
}]

is the squeezing operator. α and ξ are known
as displacement and squeezing parameters, re-
spectively. See squeezed state.

identical particles Particles that cannot be
distinguished by any intrinsic property. This is
one of the basis tenets of quantum mechanics.
Therefore, all electrons are identical. Because
trajectories are well-defined in classical physics,
it is possible, in principle, to distinguish between
individual classical particles. Identical particles
can be interchanged without any change in the
physical system. In a two-particle system, if

one particle is in state ψα (r) and the other in
ψβ (r), where r denotes position, the composite
wave function ψ (r1, r2) is given by

ψ± (r1, r2) =
N
[
ψα (r1) ψβ (r2)± ψβ (r1) ψα (r2)

]
where N is a normalization factor. Thus, there
are two kinds of identical particles, one which
uses the plus sign and the other which uses the
minus sign. For particles with integer spin
(bosons) the plus sign is used, and for particles
with half-integer spin the minus sign is used.

identical-particle symmetry For particles
that cannot be distinguished from one another,
certain symmetry conditions are naturally im-
posed on the wave functions describing identi-
cal particles. If such particles are truly identical,
then the probability density should be symme-
tries under the interchange. For two particles
with wave function� (q1, q2), where q denotes
both position and spin

|� (q1, q2)|2 = |� (q2, q1)|2 .
The two solutionsψS andψA satisfy the fol-

lowing symmetry requirements:

ψS (q1, q2) = ψS (q2, q1)

ψA (q1, q2) = −ψA (q2, q1)

and are called symmetric and antisymmetric so-
lutions respectively.

idler photon In parametric down-conversion,
one of the down-converted photons is called the
idler photon, and the other is called the signal
photon.

impact Trajectory of a charged particle in a
non-head-on collision.

impact parameter Distance from the scatter-
ing center (the target) perpendicular to the initial
direction of motion of the incident particle (the
projectile). That is, in an absence of forces, the
incident particle would travel along a straight
line which passes a distance equal to the impact
parameter from the scattering center.

impulse approximation An approximation
used to simplify the analysis of nuclear reac-
tions, in particular the scattering of nucleons off
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Impact.

nuclei. When the incident energy is sufficiently
high, one may treat the process as a single scat-
tering of the incident nucleon from one nucleon
in the nucleus; i.e., one keeps only the first term
in the multiple-scattering series.

impulse momentum principle Derived from
Newton’s second law, which states that the sum
of external forces on a body is equal to the rate
of change of momentum of that body. Since
acceleration is the rate of change of velocity,
one can rewrite Newton’s second law as

�F dt = m d �V .
The impulse is the integral of the left-hand side.
The right-hand side represents the change in mo-
mentum when integrated. The equality of these
two quantities is the impulse momentum princi-
ple.

impurity An atom that is foreign to the ma-
terial in which it exists.

impurity band An energy level caused by
the presence of impurity atoms.

incident energy The energy of the incoming
particle in a collision process.

incident flux The number of particles inci-
dent upon the target area per unit of time.

inclusive reaction A reaction for which the
measured cross-section includes all possible fi-
nal states. This is in contrast to an exclusive
reaction, where one final state is singled out.

incoherence Two beams are in incoherence
when they cannot form an interference pattern.
Visibility of the fringe pattern in this case is zero.

Incoherence is also measured in terms of mutual
coherence function defined as

V (r1, r2, τ ) =
I (r1, r2, τ )

[I (r1, r1, 0)]1/2 [I (r2, r2, 0)]1/2

where the two-time field correlation I(r1, r2,

τ ) is a function defined as

I (r1, r2, τ ) =
〈
E∗ (r1, t) E (r1, t + τ)

〉
.

For complete coherence V(r1, r2, τ ) = 1, and
for complete incoherence V(r1, r2, τ ) = 0.

incoming (particle, wave) The projectile
particle in a collision process. In the context
of a quantum scattering process, the incoming
particle is also referred to as the incoming wave.

incompatible observables The commutator
[A,B] between two operators, A and B, is de-
fined as

[A,B] = AB − BA .
Operators A and B are incompatible or non-

commuting if [A,B] �= 0. Physically, this
means that there will be an uncertainty principle
for such a pair and, as such, they do not have a
complete set of common eigenvectors.

incompressible flow Flow in which, follow-
ing a fluid element, the density variations are
negligible. Liquid flows are usually treated as
incompressible because they have a large bulk
modulus, i.e., even large pressures can only pro-
duce negligible density variations. Gas flows
can be treated as incompressible flows when the
exerted pressure variations are small enough not
to produce significant density variations.

independent-particle model A model of the
nucleus (also known as the shell model), based
upon the assumption that each nucleon experi-
ences an average field produced by all the other
nucleons. Furthermore, each nucleon occupies
a quantized energy state with a well-defined an-
gular momentum.

index matching Matching the refractive in-
dex of the crystal and its surrounding medium
in nonlinear optics to minimize Fresnel losses.
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index of refraction The ratio of the veloc-
ity of a wave in a vacuum to that in a specified
material.

indirect band gap semiconductor In an in-
direct band gap semiconductor, the conduction
band edge and valence band edge are not at the
center of the Brillouin zone, such as Ge, Si, etc.

indistinguishability This principle is the
same as the identical particle concept. Essen-
tially, identical particles cannot be distinguished
based on their physical properties. For example,
if we consider two electrons and identify the de-
grees of freedom as the spatial coordinates r1,2
and z-components of spin Sz1,2, both electrons
have charge −e, mass m, and spin 1

2 . Intrinsi-
cally, therefore, they have identical labels and
cannot be distinguished in principle.

induced drag The increase in drag due to the
finite length of the wing. The finite wing and the
tip and starting vertices constitute a large vortex
ring inside which there is a downward velocity
(usually referred to as downwash velocity) in-
duced by the vortices. Prandtl showed that this
induced velocity is constant if the distribution of
lift is elliptical over the wing. This induced ve-
locity component caused the effective angle of
attack of the wing to decrease. One effect of this
reduction is that the lift vector, which must be
perpendicular to the effective approach velocity,
must be rotated. Consequently, the lift vector
has two components, one of which is the true
lift, which is perpendicular to the velocity vec-
tor without the induced velocity component, and
the other is parallel to the velocity vector. The
parallel component is in the direction of drag
and is accordingly called induced drag. The in-
duced drag is related to the lift as

CDi = C2
L

πB2/A
= C2

LC

πB

where B is the span of the airfoil and C is the
mean chord length. The ratio B/C is the aspect
ratio. Induced drag is critical during takeoff
and landing when the lift coefficient is especially
large.

induced fission The term fission is used to
describe the splitting of the nucleus. This can

occur either spontaneously or, for example, by
irradiation with thermal neutrons (induced fis-
sion). The induced fission of 235U by thermal
neutrons can be represented as

nthermal +235 U→
[

236U
]
→ X+ Y

where X and Y are fragments from the fission
process.

induced reaction A process that is stimu-
lated by an external agent. For instance, a photo-
induced reaction is a reaction induced by expo-
sure to light.

induced scattering Also called induced scat-
tering off ions or non-linear Landau damping.
One of major processes in weakly turbulent plas-
mas, in which a plasma wave is coupled with
another through background particles such as
ions. Such a coupling may be realized between
two waves with frequencies ω1, and ω2 and
wavenumbers k1, and k2, respectively, when the
following resonance condition between the beat
of the two waves and the particle velocity v,
ω1 − ω2 = (k1 − k2)v is satisfied. A plasma
wave that is unstable to induced scattering even-
tually decays to other waves, making the plasma
more turbulent.

inelastic cross-section For collisions, the ra-
tio of the number of events of this type per unit
of time and per of unit scatterer to the flux of
the incident particles is defined as the inelastic
cross-section.

inelasticity parameter This term is typically
used in the analysis of particle scattering. If in-
elastic scattering occurs, there is a loss of flux
from the incident (elastic) channel. The extent
to which flux is removed from the elastic channel
is expressed in terms of the inelasticity param-
eter η (this notation is customary, e.g., in the
analysis of two-nucleon scattering data). The
inelasticity parameter is equal to one for ener-
gies below the inelastic threshold, namely the
energy threshold above which particle produc-
tion becomes energetically possible.

inelastic scattering A scattering process
where the initial kinetic energy is not conserved.
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Namely, the kinetic energy of the initial-state
particles is not the same as the kinetic energy of
the final-state particles. When additional kinetic
energy is produced in the final state, the reaction
is said to be exoergic. On the other hand, when
kinetic energy is absorbed in the process, the
reaction is called endoergic. In the context of
relativistic kinematics, produced (absorbed) ki-
netic energy corresponds to reduced (increased)
rest mass energy.

inequivalent electrons Electron configura-
tions in many-electron atoms are of two types:
those which describe equivalent electrons and
those which describe inequivalent electrons. A
configuration which describes inequivalent elec-
trons is such that the assignment of the orbital
quantum numbers (n, l) are different for elec-
trons outside closed subshells. Some examples
are the He configuration 1s2s and the C config-
urations 1s22s22p3s and 1s22s22p3p.

inert core Nucleons in the nucleus which are
inactive, except for providing binding energy to
the valence (or outermost) nucleons.

inertial confinement One of the techniques
used to confine the plasma for the purpose of
achieving nuclear fusion. In this scheme, a very
high particle density (about 5 × 1025particles/
cm3) is combined with a very short confinement
time, usually 10−11 to 10−9 s. Under these con-
ditions, due to their inertia, the particles will not
be able to move appreciably from their initial
positions.

inertial confinement fusion (ICF) To
achieve nuclear fusion, excessively high tem-
peratures that cannot be supported by ordinary
metal containers become necessary. For the
confinement of such high-temperature fusion
fuel, the inertial confinement and magnetic con-
finement have been the most thoroughly tested
reliable schemes. In the scheme of inertial con-
finement fusion, a pellet of fusion fuel such as
solid DT (deuterium-tritium) is targeted by in-
tensive beams of laser light or particles; there-
fore, this scheme is also called the pellet fusion.

The rapid implosion of a high-density spher-
ical pellet accompanied by shock waves leads to
the production of a heated core that fuses before

it can explode. As in the case of other fusion
schemes, one goal of this scheme is to satisfy
the Lawson criteria, attaining a sufficiently large
value of nτ > 1020 sm−3, where n is the particle
density and τ is the average confinement time of
the plasma. To achieve such a goal, extremely
large compression factors of the order of 10,000
are required. In addition, the confinement time
τ in the inertial fusion is set by the time taken
for the plasma to expand freely. Therefore, ex-
tremely high pulsed powers of hundreds of ter-
awatts [T W ] must be focused down and deliv-
ered to small sizes of approximately one mil-
limeter in ultra-short times of nanoseconds or
less. For this reason, a large array of high-power
infrared (CO2 or Nd-glass) laser beams or par-
ticle (electrons or ions) beams have been em-
ployed.

More specifically, in the case of laser fusion
the pellet is irradiated by arrayed laser beams
from all directions. The light energy is absorbed
by parametric processes at the critical layer,
where the laser frequency equals the plasma fre-
quency, and a plasma shell is heated. Subse-
quently, the shell expands, and its momentum
outward is used to compress the central core in-
ward, triggering nuclear fusion inside the core.

Gekko XII at Osaka University.

The figure shows portions of the Gekko XII
laser fusion facility being operated at the Insti-
tute of Laser Engineering, of the Osaka Univer-
sity in Japan, showing several of 13 laser am-
plifier trains. This system, which already had
successfully compressed hollow shell targets to
1000 times their initial solid density in 1992,
is designed to deliver more than 55 T W of op-
tical power. (The Nova laser at the Lawrence
Livermore National Laboratory, USA has also
achieved high densities with fusion targets.) The
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employment of array would help increase the
uniformity of the irradiation over the surface
of pellets. The presence of even a small in-
homogeneity would cause a major reduction in
strongly desired compression through some hy-
drodynamic instabilities such as the Rayleigh-
Taylor instability.

In the laser fusion scheme thus far, high tem-
peratures as well as substantial values of nτ ,
which are comparable to those in magnetic con-
finement fusion schemes, have been obtained.
See also fusion.

inertial frame A non-accelerated frame. All
coordinate systems which move with uniform
relative velocity to each other are inertial. Inter-
actions are as follows:

(i) Coulomb: The electrostatic interaction
between charged particles is expressed by
Coulomb’s law, which is an example of an
inverse-square law. For particles with charge
q1 and q2 and separation r , the magnitude of the
force, F , is given as

F = q1q2

4πε0r2
.

(ii) electromagnetic: The interaction of a
charged particle (of charge q and mass m) with
an electromagnetic field is given by the Lorentz
force law for the force F acting on the particle:

F = q (E+ v × B)

where E and B are electric and magnetic field
vectors and v is the velocity of the particle. It
should be noted that this force cannot be writ-
ten as the gradient of a scalar potential energy
function. The classical Hamiltonian describing
this situation is

H = 1

2m
(p− qA)2 + qφ

where A is the vector potential and p is the
generalized momentum of the particle; φ is the
scalar potential satisfying E = −∇φ− ∂A

∂t
. The

Schrödinger equation describing the interacting
system is

ih̄
∂�

∂t
=
[

1

2m
(−ih̄∇−qA)2 + qφ

]
�

where � is the wave function of the particle.

(iii) electron–phonon: The fundamental in-
teraction involved in the formation of Cooper
pairs in superconductors. Cooper discovered
that electrons can form bound pairs by exchang-
ing phonons in the crystal lattice. The resultant
force between the electrons is attractive. The
electrons which interact in this way have ener-
gies close to the Fermi surface and have equal
and opposite momenta.

(iv) weak: The force which is responsible for
β decay of nuclei. By analogy with electromag-
netism, we can set up a current–current interac-
tion taking place in nuclei which is similar to
the interaction between currents in electromag-
netism. Consider the following diagram:

The weak interaction shown in terms of a antineutrino

(ν) current and a neutron (n) current.

The n–p line constitutes the weak nucleon
current and the ν–e− (antineutrino–electron)
line is the weak lepton current. Along the n–
p line a neutron changes into a proton, while
the ν–e− line, represents the emission of an
antineutrino–electron pair. These interactions
take place by means of the exchange of inter-
mediate particles called W bosons, which are
the force-carrying particles.

(v) electroweak: Constructed by unifying the
weak and electromagnetic interactions into a
single theory. The unified theory deals with the
interactions of quarks (the constituents of pro-
tons and neutrons) and leptons (electrons, an-
tineutrinos, etc.). The interaction between quark
and leptonic currents is mediated by some com-
bination of four distinct quanta: W+, W0, W−,
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and B0. The coupling of the electromagnetic
currents of quarks and leptons selects a partic-
ular combination of the above four particles.
Some combinations, like B0 and W0, can pro-
duce a massless particle called a photon. Other
combinations produce massive particles through
a process called spontaneous symmetry break-
ing.

(vi) strong: Interaction which takes place be-
tween the nucleons in the nucleus. The interact-
ing currents are carried by quarks in the neu-
trons and protons, and the intermediate (force-
carrying) particles are called gluons.

(vii) Van der Waals: Dutch physicist J.D.
van der Waals proposed that atoms with closed
shells, e.g., He and H, can be liquified at suffi-
ciently low temperatures. The force of attrac-
tion responsible for such liquifaction is called
the London or van der Waals force. The force
arises due to the fact that at any instant of time, a
neutral atom possesses an instantaneous electric
dipole moment. This generates an electric field
which polarizes a nearby atom. The result is a
net attraction between the atoms.

(viii) Lennard-Jones: When atoms of the no-
ble gases approach close enough they experi-
ence both attractive (van der Waals) and re-
pulsive forces. In 1925, J.E. Lennard-Jones
suggested a phenomenological potential, VLJ,
which described these forces as

VLJ = α
[( ε
R

)n − ( ε
R

)6 
]

where R is the internuclear separation. α and ε
are parameters to be determined depending on
the type of atoms involved. Frequently, n = 12
and ε is the value of R such that VLJ(R) = 0.

inertial sublayer See inner region.

inertial subrange For the universal equilib-
rium to exist, the energy-containing scales and
the dissipating small scales must be widely sep-
arated. In between, there exists a range of scales
that are not directly affected by the energy main-
tenance or dissipation mechanisms. This range
of scales is referred to as the inertial subrange.

inexact differential The differential dF is
called an inexact differential if its value depends
on the path between two closely spaced points

and thus cannot be written as the difference in
the value of a function at the two points.

infinite nuclear matter An idealized infi-
nite system of nucleons with uniform density. If
the number of neutrons and protons is the same,
the matter is called symmetric nuclear matter.
Nuclear matter density approximates the central
density of a heavy nucleus. This system is often
used in place of a finite nucleus in order to facil-
itate theoretical studies. A finite nucleus has a
large surface region where the density drops to
zero with increasing distance from the center.

infinite square well (1D) If a particle moves
through a potential V (x) where x is the particle
position along the x-axis such that

V (x) =
{

0, if 0 ≤ x ≤ a
∞ otherwise

then this potential is called an infinite potential
of width a. A particle in this potential is com-
pletely free, except at x = 0 and x = a, where
an infinite force prevents it from escaping from
inside the well.

inhomogeneous broadening Broadening
mechanism which causes different atoms to ab-
sorb or emit light at different resonant frequen-
cies. The most common inhomogeneous broad-
ening is Doppler broadening, which results from
different atoms having different velocities. The
line shape for Doppler broadening is a Gaussian
line shape given by

1√
π δ

exp

[
− (ω − ω0)

2

δ2

]
,

where 2δ
√
ln2 is the FWHM, or Gaussian line

width.

inhomogeneous lifetime The inverse of the
inhomogeneous line width gives the inhomoge-
neous lifetime.

inhomogeneous line width See inhomoge-
neous broadening.

inner product In ordinary three-dimensional
space we are familiar with the notion of the cross
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product and the dot product. The generaliza-
tion of the dot product to n-dimensional vector
spaces leads to what is known as an inner prod-
uct. The inner product of two vectors |a〉 and
|b〉 is a complex number and has the following
properties:

〈b |a〉 = 〈a |b〉∗
〈a |a〉 ≥ 0, 〈a |a〉 = 0

�⇒ |a〉 = |0〉
〈a| (β |b〉 + γ |c〉) = β 〈a |b〉 + γ 〈a |c〉 .
It is useful to note that a vector space with an

inner product is called an inner product space.

inner region The region in a wall-bounded
turbulent flow where the sum of viscous and
Reynolds’ stresses is equal to the shear stress.
This region is subdivided into three regions. The
first is the viscous sublayer region which is
bounded by 0 < y+ < 5, where y+ is a dimen-
sionless coordinate that is equal to (yuτ /ν). In
this region, the viscous stresses are much larger
than the turbulent stresses. The velocity profile
is linear. The second region is the inertial sub-
layer region which is bounded by 30 < y+ <
104. This region is basically a turbulent core
region where viscous shearing is insignificant
in comparison with the Reynolds’ stresses. The
velocity profile is logarithmic. In between the
viscous and inertial sublayers, 5 < y+ < 30,
there is an overlapping region where neither the
viscous nor the Reynolds’ stresses can be ne-
glected. This region is referred to as a buffer
region.

instability A system property where any dis-
turbance will grow so that the system will never
return to its original state. In fluid mechanics,
a transition from one type of flow to another
takes place as a result of instability of the first
flow. Examples of instability include the insta-
bility caused by heating a fluid layer from below
Benard convection. In this case, the instability
is the cause of motion. A similar type of in-
stability is surface tension instability. However,
in most cases, instability causes transition from
one type of motion to another. Examples in-
clude instability of the flow between concentric
cylinders rotating at different flow rates (Cou-
ette flow) and shear flow instability. A shear

flow is a flow where the velocity varies princi-
pally in a normal direction to the flow direction.
Examples of shear flows include wakes, mixing
layers, boundary layer, and pipe flows.

insulator A material that has high electrical
resistance.

integral length (time) scale Turbulent flows
are usually characterized by their scale content.
The integral length (time) scale is based on the
second order velocity correlation function. For
velocity measurements in turbulent flows, the
correlation function approaches zero over a cer-
tain separation in distance (time). The zero
value for the correlation implies that the veloci-
ties are no longer correlated over this separation.
In general, this distance (time) is considered to
represent the largest scale of length (time) di-
mensions in the turbulent flow. Because it is
mathematically obtained by integrating the cor-
relation function, it is usually referred to as the
integral length (time) scale.

intensity Also called irradiance. Intensity
is the average energy passing through a unit of
area per unit of time. It is proportional to the
square of electric field amplitude and given by
the average value of the pointing vector:

I = εoc2 〈E× B〉 .

intensity correlation function Also called
the second order intensity correlation function,
or the intensity auto correlation function, or g(2)

(τ ). It provides a measure of the correlation of
the intensity of a beam at two times and/or two
points in space:

g(2) (r1, t1 : r2, t2) = 〈I (r1, t1) I (r2, t2)〉
〈I (r1, t1)〉 〈I (r2, t2)〉 .

For a stationary field, the intensity correlation
function depends only on the time difference
(t2 − t1 = τ ), and if identical space points
(r1 = r2 = r) are chosen, we can write:

g(2)(r, τ ) = 〈I (r, 0)I (r, τ )〉
〈I (r, 0)〉〈I (r, 0)〉 .

Often, when only one detector is used, the space
argument is suppressed in the expression for a
two-time intensity correlation function.

© 2001 by CRC Press LLC 



intensity cross correlation function Pro-
vides a measure of the correlation of the intensity
of the two beams at different times and different
points in space:

g
(2)
12 (r1, t1 : r2, t2) = 〈I1 (r1, t1) I2 (r2, t2)〉

〈I1 (r1, t1)〉 〈I2 (r2, t2)〉 .

Generally, in heterodyne and homodyne detec-
tion, cross correlation between the two beams at
the output ports are studied.

intensity fluctuations Difference between
instantaneous intensity and the average value of
the intensity.

intensity interferometer Measures the sec-
ond order intensity correlation function. See
Hanbury–Brown–Twiss experiment.

intensity operator In a quantum picture, the
intensity of an electromagnetic field becomes an
operator as

Î (r, t) = 2εoc
〈
Ê(−)Ê(+)

〉
,

where Ê(+) and Ê(−) are positive and negative
frequency components of the electric field oper-
ator and are given by

Ê(+)=
∑
kλ

i

(
h̄ω

2εoV

)1/2

εkλâkλ exp[i(k.r−ωt]

Here, εkλ is the polarization vector, and âkλ is
the annihilation operator for a photon with wave
vector k and polarization λ. Ê(−) is the hermi-
tian conjugate of Ê(+).

intensive variable A thermodynamic vari-
able whose value is independent of the size of the
system. Temperature, density, specific heat, and
pressure are examples of intensive variables.

interacting boson model (IBM) This model
was first introduced by Arima and Iachello in
1975, based on earlier ideas by Iachello and Fes-
hbach, and was originally derived from symme-
try considerations. It is an alternative to the col-
lective model of the nucleus. The model is based
upon the assumption that pairs of like nucleons
couple to integer spins (zero or two). Thus, pairs
of nucleons would behave like bosons.

interaction Reciprocal action. For instance,
particles that are interacting have an influence
or effect upon one another.

interaction Hamiltonian for atom-field sys-
tem See Hamiltonian for atom-field system;
Jaynes–Cummings model.

interaction representation Used when the
Hamiltonian H can be split into two parts as

H = H0 + V
where V is taken to be a perturbation which
generally can be time-dependent. H0 is nor-
mally time-independent and its eigenfunctions
and eigenvalues are known. If ψ(t) is the
Schrödinger wave function and O is an oper-
ator with no intrinsic time dependence, then in
the interaction representation, the wave func-
tion and operator are, respectively,

ψ̃(t) = eiH0(t−t0)ψ(t) and

Ã(t) = eiH0(t−t0)Ae−iH0(t−t0) .

They then satisfy the following equations of
motion:

ih̄
∂

∂t
ψ̃(t) = Ṽ ψ̃(t)

ih̄
∂

∂t
Õ = [Õ,H0

]
.

interchange instability When a light fluid
supports a heavy fluid, the system is stabilized
by interchanging the two. This is the inter-
change instability, which is also called the
Rayleigh–Taylor instability. In the case of a
plasma, which is supported against gravity by a
magnetic field, if the magnetic field intensity de-
creases, with distance outward from the bound-
ary, a similar instability can be triggered; con-
sequently, the plasma will exchange places with
the magnetic field.

interchange operator When acting on a
many-particle wave function for identical parti-
cles, this operator results in a wave function with
position and spin variables interchanged for two
particles. Thus, if the interchange operator is
denoted as Pij , and the wave function of the N-
particle system is ψ

(
q1, . . . , qi, . . . , qj , . . . ,
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qN), where qi denotes the position and spin
variables describing particle i, then

Pijψ
(
q1, . . . , qi, . . . , qj , . . . , qN

)
= ψ (q1, . . . , qj , . . . , qi, . . . , qN

)
.

intercombination lines Radiative transitions
between singlet and triplet spin states produce
spectra with lines called intercombination lines.

intermediate boson The particle which me-
diates a particular kind of interaction in the
framework of gauge field theories. For instance,
the weak interaction is understood as being me-
diated by theW andZ bosons, whereas the elec-
tromagnetic interaction is mediated by the pho-
ton.

intermediate coupling In the study of many-
electron atoms (ions), the Hamiltonian for the
system containing N electrons is

H =
N∑
i=1

(
−h̄2

2m
∇2
ri
− Ze2

(4πε0) ri

)

+
N∑

i<j=1

e2

(4πε0) rij

where the atomic number of the atom is taken as
Z, and ri is the relative coordinate of the elec-
tron with respect to the nucleus. In atomic units
(m = h̄ = e = 4πε0 = 1), the Hamiltonian can
be written more simply as

H =
N∑
i=1

(
−1

2
∇2
ri
− Z
ri

)
+

N∑
i<j=1

1

rij
.

In the central-field approximation, the
Hamiltonian is approximated asHc and is given
as

Hc =
N∑
i=1

(
−1

2
∇2
ri
+ V (ri)

)

where V (ri) is an average potential experienced
by each electron, taking into account the attrac-
tion of the nucleus and the electron–electron
repulsions. The corrections to H that arise
from making the central-field approximation

and from spin–orbit coupling when both are
roughly of the same magnitude are known as
intermediate coupling.

intermediate energy Term used in nuclear
physics for laboratory kinetic energies in the
range from approximately 300 MeV to 1000
MeV. Energies within this range are typically
used to study nucleon–nucleus interaction. At
lower energies, multiple collisions (due to the
longer transit time of the projectile nucleon
through the nucleus) may complicate the anal-
ysis of the reaction. At much higher energies,
increased production of particles (especially π -
mesons) has to be taken into account.

intermediate state An experimentally unob-
served configuration of a system undergoing a
transition from its initial state to a final state.

intermittency Concept used to describe in-
termittent behavior in flow fields. For instance,
it is used to describe small turbulent bursts in an
otherwise laminar flow. It has also been used
to characterize the flow transition from a lam-
inar state to a turbulent state. Other examples
include the turbulent bursts in the outer layer of
the boundary layer, the variations in the small
scales in turbulent flows, and changes in energy
levels of turbulent scales. Based on this concept
of intermittency, an intermittency factor is usu-
ally defined to quantify these variations. The
intermittency factor can be defined as the frac-
tion of time the burst or turbulent event takes out
of the total time of observation.

internal conversion A nucleus in an ener-
getically excited state usually decays by emis-
sion of γ -rays (electromagnetic radiation). In
the process of internal conversion, however, an
electron is ejected from the atom instead of a
photon.

internal energy The total energy content of a
system. A thermodynamic equilibrium state of
a system is characterized by a function of state
called the internal energy, which is constant for
an isolated system. The state of equilibrium of
a system with fixed volume and entropy is given
by the minimization of the internal energy.
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internal flows Flows bounded by stationary
or moving solid surfaces.

internal waves Internal waves occur within
the ocean, yet they are, in principle, similar to
surface waves. Internal waves occur at the inter-
face between wave layers of different densities.
Interfaces where internal waves form involve
only small density differences between the lay-
ers, in comparison to the much larger density
difference between air and water. As a result,
internal waves can be much higher than surface
waves and they generally move much slower.

international system of units Set of units
adopted by the “Conférence générale des poids
et mesures”, based on meters, kilograms, sec-
onds, amperes, kelvin, candela, and moles.

interval rule A prescription used to calcu-
late the energy difference between two closely-
spaced energy levels.

intrinsic angular momentum Also referred
to as spin. A property of a particle which reveals
itself in interactions with magnetic fields. Nu-
clear spins were predicted by Pauli in 1924 and
originally associated with the orbital motion of
nuclei. The spin of the electron was discovered
in 1925 by Uhlenbeck and Goudsmit as an in-
trinsic angular momentum equal in magnitude
to 1

2 h̄, with h̄ = h
2π , where h is Planck’s con-

stant. Just like a small current loop or orbiting
charge, the spin generates a magnetic moment
which is proportional to the spin itself and inter-
acts with an externally applied magnetic field.
Thus, the spin becomes observable only in the
presence of a magnetic field.

intrinsic carrier concentration The equi-
librium density of electrons and holes in a semi-
conductor.

intrinsic conductivity Conductivity of a ma-
terial due to the intrinsic carriers.

intrinsic parity A property (quantum num-
ber) associated with the behavior of a system un-
der space reflection, namely reflection of the co-
ordinate system. Conservation of parity means
that the phenomenon under consideration is in-

variant upon reflection. Strong and electromag-
netic interactions conserve parity, whereas the
weak interaction does not. When a particle is
absorbed or emitted during a nuclear or electro-
magnetic process, an intrinsic parity is assigned
to the particle so as to re-establish conservation
of parity.

invariance A quantity or physical phenome-
non is invariant with respect to a given operation
when it remains unchanged upon performing
that operation. For instance, a property or phe-
nomenon is rotationally invariant if it remains
unchanged after a rotation of the coordinate sys-
tem has been performed.

invariant mass The mass of a particle or sys-
tem of particles which is the same regardless of
the frame of reference. See also Lorentz invari-
ance.

inverse beta decay The process whereby an
electron and a proton combine to produce neu-
trons and neutrinos, i.e., e− + p+ → n + ν.
This process takes place in stars of extremely
high density.

inverse bremsstrhalung Process in which
electromagnetic waves are absorbed rather than
emitted; this is the resistive damping of the elec-
tromagnetic wave that occurs due to enhanced
electron–ion collisions. This mechanism, in
which the electromagnetic energy is converted
into the thermal energy of a plasma, is a funda-
mental process in laser fusion and is particularly
effective for short-wavelength waves.

inverse poisson transform Inverse poisson
transform (P−1) and poisson transform (P) are
defined as

P(n)=P[f (x)]=
∫ ∞

0
dx f (x)

xn e−x

n! ,

f (x)=P−1[p(n)]=L−1
∞∑
0

(−1)n

n! P(n) sn ,

where L−1 is the inverse Laplace transform.

inversion Also called population inversion.
Consider a laser gain medium in which laser ac-
tion occurs between two levels, upper and lower.
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If N1 and N2 are the number of atoms in the
lower and upper levels and g1 and g2 are degen-
eracies of the lower and the upper levels, then
inversion occurs when N2 > (g2/g1)N1. Inver-
sion allows the medium to be a gain medium,
which is one of the most important requirements
for laser action.

inversion clamping In a laser operating
above the threshold, an increase in the field in-
tensity causes the inversion to saturate to a value
of inversion at the threshold. Thus, even though
the laser is operating much above the threshold,
the inversion is held at the threshold value. This
phenomenon is called inversion clamping or in-
version pinning.

inversion frequency The frequency of oscil-
lation of certain molecules between two stable
configurations. For example, in the ammonia
molecule NH3, the nitrogen atom can be on ei-
ther side of the hydrogen atoms which form a
plane. Because these two configurations are
ground states, the N atom oscillates between
these two positions with a frequency (= 23870
MHz) called the inversion frequency.

inviscid flow Flow in which viscous effects
are relatively small compared with effects from
other forces such as pressure and gravity. Other
terms used for inviscid flow include nonviscous
or frictionless flow. Inviscid flows are modeled
by letting the viscosity be zero, which eliminates
all the viscous terms. The assumption of inviscid
flow gives an excellent prediction of the flow and
the associated lift on streamlined bodies such as
airfoils and hydrofoils where boundary layers
are very thin.

iodine lasers Iodine is used as a gain medium,
and pumping is achieved by chemical or pho-
todissociation of the molecules. It operates at
a wavelength of 1253.73 nm in the far infrared
region. Typical power output is 10 mW.

ion A charged atom obtained by either adding
charges to or removing charges from the neutral
atom. Adding electron(s) produces a negative
ion, while removing electron(s) produces a pos-
itive ion.

ion acoustic double layer An electrical dis-
charge phenomenon first studied by I. Langmuir
in 1929. As amplitudes of ion acoustic waves
propagating in a plasma are increased due to
a plasma instability, for example, it becomes
possible for them to form localized non-linear
waveforms. In the absence of dissipation, they
form either ion acoustic solitons or double lay-
ers. Double layers have a step-like or shock-like
potential structure with a size of a few Debye
lengths. However, unlike electrostatic shocks,
double layers have nonzero internal currents that
maintain their structure, and they tend to accel-
erate some particles streaming through them ef-
fectively, while reflecting the rest. In fact, in
the process of auroral arc formation, a series of
double layers positioned along the auroral field
lines are thought to accelerate electrons stream-
ing downward. Furthermore, double layers may
be divided into strong double layers and weak
double layers depending on their amplitudes.
See also ion acoustic wave, ion acoustic shock
wave.

ion acoustic shock wave As amplitudes of
ion acoustic waves propagating in a plasma are
increased, it becomes possible for them to form
localized non-linear waveforms. In a streaming
plasma, they tend to form shock waves charac-
terized by a step-like potential structure with a
size of a few Debye lengths or longer. Their en-
ergy is supplied by the ions streaming through
them, while electrons are accelerated by the
shock waves. Therefore, the ion streaming en-
ergy determines the magnitude of the shocks.
See also ion acoustic wave.

ion acoustic solitons As amplitudes of ion
acoustic waves propagating in a plasma increase,
it becomes possible for them to form localized
non-linear waveforms. One such wave is a soli-
ton, which is a stable isolated pulse. Properties
of non-linear ion acoustic waves are described
by the Korteweg-de Vries (K-dV) equation, so-
lutions of which correspond to ion acoustic soli-
tons, i.e.,

Asech2

√
αA

12β

(
x − αA

3
t

)
,

© 2001 by CRC Press LLC 



where A is the amplitude, α, β are constants,
t is the time, and x is the position. Hence,
as the amplitude increases the speed increases,
while the width shrinks. Solitons are related to
shock waves through a quasi-potential called the
Sagdeev potential.

ion acoustic wave The only normal mode
of ions allowed in nonmagnetized plasmas, ion
acoustic waves are essentially driven by ther-
mal motions of both electrons and ions. In fact,
their phase and group velocities are given by
the ion acoustic or sound speed cs = {(KTe +
3KTi)/mi}1/2, where K is the Boltzman con-
stant, Te, and Ti are the electron and ion tem-
peratures, and mi is the ion mass. With the use
of the ion acoustic speed, the dispersion relation
of the ion acoustic wave with frequency ω and
wave number k is given by ω = kcs . There
are two damping mechanisms for ion acoustic
waves; one is Landau damping and the other is
the non-linear Landau damping that occurs af-
ter trapping of particles inside the electrostatic
wave potential of relatively large ion acoustic
waves. Ion acoustic waves are heavily damped
if Te < Ti , so that such waves usually propagate
only in plasmas with Ti � Te. Various non-
linear states of ion acoustic waves have been the
subjects of intensive research in plasma physics
for many years. As they are amplified, these
waves may form solitons, double layers, and
shock waves. See also ion wave.

ion beam instabilities There are several in-
stabilities driven by an ion beam, which, in a
magnetized plasma, usually propagates along an
external magnetic field. Electrostatic instabili-
ties are the ion acoustic instability driven by the
relative drift between the electrons and the beam
ions and the ion–ion drift instability. The for-
mer generates principally field-aligned waves,
and the latter generates either field-aligned or
oblique waves. Among electromagnetic insta-
bilities are the ion–ion resonant and nonresonant
instabilities; the former excite right-hand circu-
larly polarized waves, and the latter excite left-
hand circularly polarized (Alfvén) waves at rela-
tively low drift speeds, i.e., the fire-hose instabil-
ity and right-hand circularly polarized waves at
higher speeds. Whistler waves can also be gen-
erated. Production of these right-hand circularly

polarized waves can be enhanced by increased
drift speed as well as increased perpendicular
temperature of the beam.

ion cyclotron resonance See cyclotron res-
onance.

ion cyclotron resonance heating (ICRH)
Has been utilized to heat plasmas by electromag-
netic waves. For this scheme, an electromag-
netic ion cyclotron wave is launched from an
external source into a plasma with a frequency
ω, which is lower than the local ion cyclotron
frequency �i of the target plasma. As the wave
propagates into a decreasing magnetic field, it
will eventually heat the target plasma efficiently
through cyclotron acceleration when the local
resonance condition ω = �i is satisfied. This
heating scheme is frequently used in several fu-
sion devices such as tokamaks.

ion cyclotron wave When magnetized, plas-
mas can support electrostatic ion cyclotron
waves that propagate nearly perpendicular to
the external magnetic field. The dispersion re-
lation is given by ω2 = �2

i + k2c2
s , where ω

is the frequency, k is the wave number of the
wave, �i is the ion cyclotron frequency, and c2

s

is the ion acoustic speed. Experimentally, ion
cyclotron waves were first observed by Motley
and D’Angelo in a device called a Q-machine.

On the other hand, electromagnetic ion cy-
clotron waves propagate predominantly along
the magnetic field, and are left-hand polarized.
These waves are frequently used to heat ions in
plasma confinement devices, i.e., ion cyclotron
resonance heating (ICRH). See also ion wave.

ionic bonding The bonding in structures that
results from the net attraction between oppo-
sitely charged species. For example, in com-
pounds of the alkalis and a halogen atom (e.g.,
sodium chloride, NaCl), the chlorine atom de-
taches an electron from the sodium atom, form-
ing Na+ and Cl− ions which together can form
a stable configuration or crystal structure. The
variation of the energy of the (Na+ + Cl−) sys-
tem, Es(R), relative to the sum of the energies
of the isolated neutral atoms is given as

Es(R) = Es(∞)− 1

R
+ Ae−hR
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whereR is the internuclear separation andA and
h are constants.

ionic conduction Electrical conduction due
to ions.

ion implantation A method of introducing
impurity atoms in a material by bombarding it
with ions.

ionization The process whereby an electron
is completely removed from an atom. The min-
imum energy required to do this is called the
ionization energy.

ionization chamber One of the oldest instru-
ments used in nuclear physics to detect charged
particles. It consists of a chamber filled with a
substance, usually in the form of a gas, which
becomes ionized from the passage of charged
particles. Ions can then be collected with the
help of an electric field.

ionization energy The energy required to
produce ions from neutral atoms or molecules.

ion Landau damping See Landau damping.

ion plasma frequency See plasma frequency.

ion sound wave See ion acoustic wave, ion
wave.

ion wave Even in an essentially collision-free
plasma, ions can collectively move and oscillate
and form ion waves due to the electromagnetic
force. In a nonmagnetized plasma, the only al-
lowed type of ion wave is the ion acoustic (or
sound) wave. However, when magnetized, a
plasma can allow a variety of ion waves. Among
the electrostatic waves are the ion acoustic (or
sound) waves along the magnetic field and the
ion cyclotron waves traveling nearly perpendic-
ular to the field. Among the electromagnetic
waves are the Alfvén waves along the magnetic
field and the magnetosonic waves propagating
perpendicular to the field. Compared to electron
plasma waves, ion waves have lower frequencies
and longer wavelengths as well as higher energy.

irreversible processes A process occurring
in an isolated system so that the system cannot
be taken back to its initial state by simply im-
posing or removing the constraints that led to
the process. The entropy of a system always
increases in an irreversible process.

irrotational flow A flow with the vorticity
at every point equal to zero. Irrotational flow
is a pre-requisite for existence of the velocity
potential.

isentropic flow A flow where the entropy of
a fluid particle in a continuous inviscid flow re-
mains constant as the particle travels along with
the flow, i.e., Ds/Dt = 0.

isentropic process A process at constant en-
tropy. Note that an adiabatic process is isen-
tropic, but it refers to the specific case of no
heat transfer.

Ising model A model for ferromagnetism
in which only the interactions between nearest
neighbor spins is taken into account.

isobaric process A process at constant pres-
sure.

isobaric spin Also called isotopic spin. See
isospin.

isobars All nuclei (or nuclides) with the same
mass number. The mass number (A) is the num-
ber of protons and neutrons.

isochoric process A process in which the
volume of a system does not change, or a process
in which no mechanical work is done on the
system.

isoelectronic Pertains to atoms that have the
same number of electrons.

isoelectronic defects Impurity introducing a
bound state in a solid.

isolator Used to block off the back-reflected
radiation. Isolators allow electromagnetic
waves to propagate only in one direction. This
is achieved by rotating the polarization of re-
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flected light by 90◦ with respect to the incident
light, and therefore the reflected light is blocked
by the polarizer. Rotation of the polarization is
generally achieved by using Faraday rotation in
magneto-optical material. Optical isolators are
very common in optical communications sys-
tems.

isomer (1) One of two or more nuclides that
have the same atomic and mass numbers but dif-
fer in other properties.

(2) A nucleus which has the same proton and
neutron number as in other nucleus, but which
has a different state of excitation.

isomer (nuclear) An excited state of a nu-
cleus which has a measurable mean life. The
radioactive decay of such a state is said to occur
in an isomeric transition and the phenomenon is
known as nuclear isomerism.

isoscalar particle A particle with isospin
equal to zero.

isospin A property (or quantum number)
which distinguishes a proton from a neutron.
With respect to the nuclear force, a proton and
a neutron behave in essentially the same way.
In contrast protons and neutrons interact differ-
ently with a Coulomb field. With an isospin of
1
2 assigned to the nucleon, the two nucleons are
then distinguishable through the third compo-
nent of the isospin being + 1

2 for the proton and
− 1

2 for the neutron.

isothermal bulk modulus (βT ) A measure of
the resistance to volume change without defor-
mation or change in shape in a thermodynamic
system in a process at constant temperature. It
is the inverse of the isothermal compressibility.

βT = −V
(
∂P

∂V

)
T

.

isothermal compressibility (κT ) The frac-
tional decrease in volume with increase in pres-
sure while the temperature remains constant dur-
ing the compression.

κT = − 1

V

(
∂V

∂P

)
T

.

isothermal process A process at constant
temperature.

isotone One of two or more nuclides that have
the same number of neutrons in their nuclei but
differ in the number of protons.

isotope One of two or more nuclides that have
the same atomic number but different numbers
of neutrons so that they have different masses.
The mass is indicated by a left exponent on the
symbol of the element (i.e., 14C).

isotope effect The correction to the energy
levels of a bound-state system due to the finite
mass of the nucleus.

isotope effect (superconductivity) Early in
the development of the theory of superconduc-
tivity, it was found that different isotopes of the
same superconducting metal have different crit-
ical temperatures, Tc, such that

TcM
a = constant

whereM is the mass of the isotope and a ≈ 0.5
for most metals. This effect made it clear that the
lattice of ions in a metal is an active participant
in creating the superconducting state.

isotropic Independent of direction, or spher-
ically symmetric.

isotropic turbulence Implies that there is no
mean shear and that all mean values of quanti-
ties such as turbulence intensity, auto- and cross-
correlations, spectra, and higher order correla-
tion functions of the flow variables are indepen-
dent of the translation or rotation of the axes of
reference. These conditions are not typical in
real flows. On the other hand, assumptions of
isotropic and homogeneous turbulence have led
to understanding of many aspects of turbulent
flows.

isotropy Having identical properties in all
directions.

isovector particle A particle with isospin
equal to one and, thus, three possible charge
states corresponding to the three possible val-
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ues (0,±1) of the third component of the isospin
vector.

ITER Originally proposed at a summit meet-
ing between the USA and the USSR in 1985, the
purpose of the international thermonuclear ex-
perimental reactor [ITER] project is to build a
toroidal device called a tokamak for magnetic
confinement fusion to specifically demonstrate
thermonuclear ignition and study the physics of
burning plasma. The initial phase of this project
was jointly funded by four parties: Japan, the
European community, the Russian Federation
and the United States. In July of 1992, ITER

engineering design activities [ITER EDA] were
established to provide a fully integrated engi-
neering design as well as technical data for fu-
ture decisions on the construction of the ITER.
To meet the objectives, the linear dimensions of
ITER will be 2–3 times bigger than the largest
existing tokamaks. According to the 1998 de-
sign, the major parameters of the ITER are as
follows: total fusion power of 1.5G W, a plasma
inductive burn time of 1000 s, a plasma major
radius of 8.1 m, a plasma minor radius of 2.8 m,
a toroidal magnetic field at the plasma center of
5.7 T, and an auxiliary heating power by neutral
beam injection of 100 MW.
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J
Jacobi coordinates In describing the dynam-
ics of many-particle systems, we are often faced
with the task of choosing an appropriate set of
coordinates. For example, in the two-body prob-
lem, the motion relative to the center of mass is
described by the one-body Schrödinger equa-
tion:

ih̄
∂�(r, t)
∂t

=
[
−h̄2

2µ
∇2
r + V (r)

]
�(r, t)

µ = m1m2
m1+m2

is the reduced mass for particles
of massm1 andm2, andr = r1 − r2 are the
relative position vectors of particles 1 and 2.
Suitable sets of center-of-mass coordinates can
be similarly constructed for systems containing
any number of particles. For example, consider
the three-body problem

A set of Jacobi coordinates for a three-body system.

We first consider particles 1 and 2 as a sub-
system with relative coordinater and center of
massµ. The motion of the center-of-mass of
this sub-system relative to the third particle is
described through the second position vectorρ.
The Schrödinger equation for this system then
reads:

ih̄
∂�(r, ρ, t)

∂t
=[

−h̄2

2µ
∇2
r +
−h̄2

2µ′
∇2
ρ + V (r, ρ)

]
�(r, ρ, t)

whereµ′ = (m1m2)m3
m1+m2+m3

, with m3 representing
the mass of particle 3. Coordinate systems of
this kind where the kinetic energy is separable
are calledJacobi coordinates.

Jahn Teller effect (rule) A non-linear mol-
ecule in a symmetric configuration with an or-
bitally degenerate ground state is unstable. The
molecule will seek a less symmetric configu-
ration with an orbitally nondegenerate ground
state. Although this rule was introduced to de-
scribe molecules, it has applications to impuri-
ties and defects in solids. An impurity ion can
move from a symmetric position in a crystal to a
position of lower symmetry to lower its energy.
A free hole in an alkali halide crystal (such as
KCI) can be trapped by a halogen ion and be-
comes immobile; it moves only by hopping to
another site if thermally activated.

Jansky, K. Astronomers have always
searched for ways of studying celestial objects
like comets, stars, and galaxies. One of the
most widely used methods of studying objects
in the sky is through the electromagnetic radi-
ation reaching us from these objects. Because
of the absorption of electromagnetic radiation
propagating from outer space to us, we can only
use limited bands (ranges of frequencies). One
band was discovered in 1931 byK. Jansky. He
discovered radio waves coming from the Milky
Way. This discovery was very ground-breaking
as it opened up a new field called radioastron-
omy, through which new discoveries about the
universe such as pulsars, quasars and the univer-
sal radiation at 3 K havebeen made.

Jaynes–Cummings model (1) Describes dy-
namics of a two-level atom interacting with a
single mode of radiation field in a lossless cav-
ity. This model is perhaps the simplest solvable
model that describes the fundamental physics
of radiation–matter interaction. This somewhat
idealized model has been realized in the labo-
ratory by using Rydberg atoms interacting with
the radiation field in a high-Q microwave cav-
ity. The Hamiltonian for theJaynes–Cummings
model in the rotating-wave approximation is
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given by

Ĥ = 1

2
h̄ω0σ̂3+ h̄ω

(
â†â + 1/2

)
+ h̄λ

[
σ̂+â + â†σ̂−

]
.

Here, the Pauli matriceŝσ+, σ̂−, andσ̂3 repre-
sent the raising, lowering, and inversion opera-
tors for the atom,ω0 is the transition frequency
for the atom, andω is the field frequency. Oper-
atorsâ† andâ are the creation and annihilation
operators of the field-satisfying boson commu-
tation relations.

(2) The simplest model in cavity quantum
electrodynamics. In theJaynes-Cummings mod-
el, one assumes that a two-level atom with upper
level |a〉 and lower level|b〉 interacts with only
one mode of the quantized electromagnetic field.
Furthermore, this mode is assumed to be reso-
nant with the atomic transition frequency. The
Hamilton operator in the rotating wave approx-
imation for this problem is given by

H =ω0b
†b + 1

2
h̄ω0σz + h̄g

(
bσ+ + b†σ−

)
.

Hereg is the coupling constant,ω0 is the reso-
nant transition frequency of the atoms, andσ+,
σ−, andσz are the well-known Pauli spin matri-
ces. This reflects the possibility of interpreting a
two-level system as a spin 1/2 system with spin
up when the population is in the upper state and
spin down for a population of the lower state.

The first two terms of the Hamiltonian de-
scribing the energy eigenstates of the photons
and the two-level atom commute with the sec-
ond part describing the interaction of the sys-
tem. This results in the possibility of writing
the eigenstates for the Hamiltonian as a combi-
nation of the eigenstates of the atom and field.

The eigenstates and eigenvalues for such a
system are given by

|�+〉 = 1

2

(
|n, a〉 + |n+ 1, b〉

)
|�−〉 = 1

2

(
|n, a〉 − |n+ 1, b〉

)
wheren is the number of photons in the field.
The eigenvalues for these states are±�h̄, where

�2 =
√
�2+ 4g2(n+ 1)

is called the Rabi frequency. A possible detun-
ing of the quantized cavity field with the atomic
resonance� is also taken into account here. As-
suming that the atom is initially in the excited
state and the field hasn photons, one can cal-
culate the probability of finding the atom in the
excited state and the atom in a state withn pho-
tons at timet to

Pn,a(t) = cos2(�t) .

One sees oscillatory behavior in time, which is
called the Rabi oscillations or Rabi mutations.
In case the radiation field is in a coherent super-
position, quantum effects like recurrence phe-
nomena can be observed.

Of greatest interest is the strong coupling
limit where the couplingg is stronger than the
dissipation processes of the cavity and the spon-
taneous decays of the atomic levels.

TheJaynes-Cummings model is the basis for
the micromaser experiments, where a single at-
om interacts with a high-Q cavity. The two-level
characteristics of the atom are approximated by
exciting the atom into a Rydberg state before en-
tering the cavity. The interaction time can be de-
termined by using velocity selective excitation
into the Rydberg states. Pure quantum phenom-
ena such as quantum collapse and revival can be
observed.

Jeans instability A plasma under the influ-
ence of a gravitational force is unstable due to
the Jeans instability, for which waves longer
than the Jeans length grow exponentially. This
phenomenon is analogous to ordinary plas-
ma waves propagating without being Landau-
damped, provided that their wavelengths are suf-
ficiently long.

Jeans, Sir J. Sir J. Jeans, together with Lord
Rayleigh, derived a spectral distribution func-
tion to describe black-body radiation. Their the-
ory was called the Rayleigh–Jeans theory and
could only explain the long-wavelength behav-
ior of the spectrum. They derived a spectral
function ρ (λ, T ), whereλ is wavelength and
T is temperature, for the radiation emitted from
an enclosed cavity (black-body) using the laws
of classical physics. They modeled the thermal
waves in the cavity as standing waves (modes)
of wavelengthλ. They calculated the number
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of modes per unit of volume in the wavelength
rangeλ→ λ+dλ,n(λ),as8π

λ4 dλ. This was then
multiplied by the average energy in the mode,ε,
to give the spectral density

ρ (λ, T ) = 8π

λ4
ε .

Rayleigh and Jeans surmised that the stand-
ing waves are caused by constant absorption and
emission of radiation of frequencyν by classi-
cal linear harmonic oscillators in the walls of
the cavity. They assumed that the energy of
each oscillator can take any value from 0 to∞,
which turned out to be an erroneous assump-
tion. The average energy of a collection of such
oscillators was calculated, using classical sta-
tistical mechanics, to bekBT , wherekB is the
Boltzmann constant. Thus, they predicted the
black-body distribution to be

ρ (λ, T ) = 8π

λ4
kBT .

This is the Rayleigh–Jeans law. It agrees only
in the long-wavelength limit and diverges for
λ→ 0.

jellium A model in which the positive
charges of the ions in a metal are uniformly
spread (like jelly) in the volume occupied by the
ions. It is the closest realization of the Thomson
atom.

jellium model Used in the study of the cor-
relation effects in an electron gas. The basic
premise is that the atoms in the lattice are re-
placed with a uniform background of positive
charge.

jet Efflux of fluid from an orifice, either two-
or three-dimensional. In the former case, the
jet is emitted from a slit in a wall. In the latter
case, thejet exits through a hole of finite size.
Jets expand by spreading and combining with
surrounding fluid through entrainment. Ajet
may either be laminar or turbulent.

JET The Joint European Torus(JET) lo-
cated at Abingdon in Oxfordshire, England is a
toroidal tokamak-type device for magnetic con-
finement fusion jointly operated by 15 European
nations. TheJET project was set up in 1978,

and there are approximately 350 scientists, engi-
neers, and administrators supported by a similar
number of contractors. Even though the project
was officially terminated in 1999, theJET fa-
cilities have still been in operation since then.
This device, being the largest of its kind in the
world as well as the first to achieve the break
even condition (input power = output power), is
of approximately 15 meters in diameter and 12
meters high. The central portion of the device
is a toroidal vacuum vessel of major radius 2.96
meters with a D-shaped cross-section of 2.5 me-
ters by 4.2 meters; the toroidal magnetic field at
the plasma center is 3.45T, and the plasma cur-
rents are 3.2–4.8 MA. It also has an additional
heating power of over 25MW. It is presently the
only device in the world which is capable of
handling as its fuel the deuterium–tritium [DT]
mixtures used in a future fusion power station.

jet instability From linear stability theory,
jets are unstable above a Reynolds number of
four, similar to Kelvin–Helmholtz instability.
The resulting jet motion consists of vortical
structures which roll up with surrounding fluid
and dissipate downstream.

jet pump Similar in design to an aspirator,
except both working fluids are usually of the
same phase.

jets in nuclear reactions Back-to-back
streams of hadrons produced in nuclear reac-
tions. Jets are usually observed when quarks
and antiquarks (free for just a very short time)
fly apart. This can be observed, for example,
through the reactione++e− → γ → q+ q̄ →
hadrons. When the quarks reach a separation
of about 10−15 m, their mutual strong inter-
action is so intense that new quark-antiquark
pairs are produced and combine into mesons and
baryons, which emerge in two (and sometimes
three) back-to-back jets.

j–j coupling A possible coupling scheme for
spins and angular momenta of the individual nu-
cleons in a nucleus. In thej −−j scheme, (as
opposed to theLS scheme), first the intrinsic
spin and orbital angular momentum of each nu-
cleon are added together to yield the total an-
gular momentum of a single nucleon. Then the
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angular momenta of the individual nucleons are
summed up to give the total angular momentum
of the nucleus.

j-meson/resonance Also known as the�
meson. Particle discovered in 1974, which con-
firmed the existence of the fourth quark (the
charm quark).

Johnson noise Noise in an electric circuit
arising due to thermal energy of the charge car-
rier. Noise powerP generated in the circuit due
to theJohnson noise depends on the tempera-
tureT and frequency band�ν considered, but
is independent of the circuit elements.

P = hν�ν

exp[−hν/kT ] − 1
,

wherek is the Boltzmann constant. ForkT >>
hν, the noise power can be approximated to be
kT�ν. This noise can be reduced by cooling
the components generating the noise. It is also
called Nyquist noise.

Jones calculus Introduced by R. Clark Jones
to describe the evolution of a polarization state
when it passes through various optical elements.
In the Jones matrix formulation, the polarization
of a plane wave is represented by a pair of com-
plex electric field componentsE1 andE2, along
two mutually orthogonal directions transverse to
the direction of propagation, written as a column
matrix with (0≤ β ≤ π/2):

1√
E2

1 + E2
2

[
E1

eiδE2

]
=
[

cosβ
eiδ sinβ

]
,

β = tan−1
(
E2

E1

)
.

The action of various polarizing elements is then
described by complex 2× 2 matrices which act
on the column matrix representing the polariza-
tion state. For example, the Jones matrix for a
quarter wave plate whose fast axis is horizontal
is given by

M = eiπ/4
[

1 0
0 i

]
.

These matrices are derived in paraxial approxi-
mations.

Jones matrix 2×2 matrix which describes
the effect of an optical element on the polariza-
tion of light. The polarization of the light can
be described with a two-dimensional Jones vec-
tor. Horizontal and vertical polarization can be
described as two vectors(

1
0

)
(horizontal) and

(
0
1

)
(vertical) .

An ideal polarizer (without loss) at an angleθ
with respect to the horizontal has theJones ma-
trix, (

cos2 θ sinθ cosθ
sinθ cosθ sin2 θ

)
.

For a linear retarder, which introduces a phase-
shift of δ to one polarization direction and is
aligned so that the optic axis makes an angleθ

with respect to the horizontal, we find aJones
matrix given by

(
cos2 θ + sin2 θ exp(−ıδ) cosθ sinθ(1− exp(−ıδ))
cosθ sinθ(1− exp(−ıδ)) sin2 θ + cos2 θ exp(−ıδ)

)
.

The special cases for aλ/2-plate and aλ/4 plate
are easily calculated usingδ = π andδ = π/2
respectively.

Jones vector Used to represent the polariza-
tion of an electromagnetic wave. It can also be
used to represent any vector in a two-dimension-
al space. These vectors can be expressed as a
superposition of two basis vectors. The coeffi-
cients for the two vectors can be written as the
components of a two-dimensional vector, which
is called aJones vector. Vertical and horizontal
polarization can then be represented as(

1
0

)
(horizontal) and

(
0
1

)
(vertical) .

Any operation on this vector can then be ex-
pressed as a 2× 2 matrix, which is the Jones
matrix.

An alternative basis for describing the polar-
ization properties is via left and right circular
polarized light. These can be written as

1√
2

(
1
−i

)
(lefthand circular) and

1√
2

(
1
i

)
(righthand circular) .
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Jones zones Volumes in k space (reciprocal
lattice) bounded by planes which are perpendic-
ular bisectors of reciprocal lattice vectors (as in
the case of the Brillouin zones). These planes
correspond to strong Bragg reflection for x-rays.
Strong x-ray scattering suggests strong Bragg
reflection for electron waves and the presence of
large Fourier coefficientsV (G) for the potential
which the electron sees, where G is the recipro-
cal lattice vector involved. This means that if the
Jones zone is nearly filled with electrons, those
electrons near the zone boundary within an en-
ergy interval of approximately 1/2|V (G)| will
lower their energy by approximately |V (G)|,
or |V | for short, each below the free elec-
tron energy. The net energy reduction for the
electron gas is approximately 1/2N(Ef )|V |2,
where N(Ef ) is the electron density of states at
the Fermi energy Ef which gives a binding en-
ergy of 3/4|V |2/Ef per electron. This method
can be applied even to a covalent crystal such
as diamond, silicon, or germanium. Direct lat-
tice is a face-centered cubic with cube side a,
and has two atoms per unit cell separated by
the vector τ = (1, 1, 1)a/4. The Fourier coeffi-
cientV (G) of the crystal is that of a monoatomic
crystal V0(G) multiplied by the structure factor
(1 + exp(−iG • τ), which we call S(G). Since
reciprocal space is a body-centered cubic lattice
with side (2/a)2π , we see that the eight recip-
rocal lattice vectors (2π/a)(±1,±1,±1) give
|S|2 = 2 and will define a Jones zone which can
accommodate(9/8)N states for each spin direc-
tion (and not N as we always have for Brillouin
zones). Here,N is the number of unit cells (Bra-
vais) of direct lattice. A largerJones zone can
be constructed from the twelve reciprocal lattice
vectors of the type 4π/a(±1,±1,0), which can
accommodate all the valence electrons of the
crystal(8N). Such ideas might explain the sta-
bility of certain metals and alloys. See nearly
free electrons.

Jönsson, C. The wave behavior of electrons
was demonstrated in 1961 byC. Jönsson in an
electron diffraction experiment.

Jordan, P. Two equivalent formulations of
quantum mechanics were put forward at about
the same time between 1924–1926. The first
formulation, called wave mechanics, was devel-

Jönsson used 40 keV electrons. The slits were made

in a copper foil and were very small ∼ 0.5 microns

wide and the slit separation∼ 2 microns. Interference

fringes were observed on a screen at a distance of 0.4

m from the slits. Since the fringe separation was very

small, an electrostatic lens was used to magnify the

fringes.

oped by E. Schrödinger. The other is matrix
mechanics, which was developed by W. Heisen-
berg, M. Born, and P. Jordan.

Josephson, B.D. In 1962, B.D. Josephson
published a paper predicting two fascinating ef-
fects of superconducting tunnel junctions. The
first effect was that a tunnel junction should be
able to sustain a zero-voltage superconducting
dc current. The second effect was that if the
current exceeds its critical value, the junction
begins to generate high-frequency electromag-
netic waves.

Josephson effect (1) (i) DC effect: In a
Josephson junction, an insulating oxide layer is
sandwiched between two superconductors.

In each superconductor, electrons condense
into Cooper pairs, which tunnel through the in-
sulating layer. We define a wave function, also
called an order parameter, for each superconduc-
tor. In superconductor 1, the order parameter is
written as

�1(x, t) = n
1
2
s e
−iφ1

φ1 = φs1+ ωt

whereφs1 is the phase of the time-independent
part of the order parameter. Similarly, for su-
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Josephson junction made from two superconductors

separated by a thin oxide layer.

perconductor 2,

�2(x, t) = n
1
2
s e
−iφ2

φ2 = φs2+ ωt
ns is the number density of Cooper pairs in the
left and right superconductors, which is assumed
to be the same. Using the familiar expressions
for current in terms of the wave functions�1,2
that are used in studying tunnelling in potential
barriers, we obtain the currentJ as

J = J0 sinθ

whereθ = φ1 − φ2. Thus a DC current flows
across the barrier if there is a phase gradient.

(ii) AC effect: If a voltageV is applied across
the junction, there is a change in the energy of
the Cooper pairs, resulting in a change in the
phase of the time-dependent part of the order
parameter. We obtain

φ1 = φs1+
(
ω + eV

h̄

)
t

and

φ2 = φs2+
(
ω − eV

h̄

)
t .

Thus, we have applied a potential ofV2 to
superconductor 1 and−V2 to superconductor 2.
The current in this case is time-dependent, since
θ = φ1 − φ2 = (φs1− φs2) + 2eV

h̄
t. Due to

the nature of the current this case is called the
Josephson AC effect.

(2) A Josephson junction can be made of two
good superconductors separated by a thin layer
of 10 Å of an insulator, and a normal (nonsuper-
conducting metal) or weaker superconductor. A
current of Cooper pairs (bound electron pairs)
would flow across the junction even if there is no
potential difference (voltage) between the two
good superconductors. If a DC voltageV0 is
applied, an oscillating pair current of angular
frequency|qV0/h| results whereq is the charge
on the Cooper pair (twicee, the electron charge)
andh is Planck’s constant divided by 2π . If, in
addition toV0, we add an oscillatory voltage
v sinωt , we find that the pair currentJ is given
by

J ≈ sin[δ0 + (qV0t/h)+ (qv/hω) sinωt ] ,

whereδ0 is a constant. This formula predicts
that whenω = (qV0/hn), wheren is an integer,
there will be a DC current component present.
Two or more Josephson junctions can be con-
nected in parallel in a magnetic field, and their
current displays interference effects similar to
those of diffraction slits in optics.

Josephson radiation If a DC current greater
than the critical current flows through a Joseph-
son junction, it causes a voltage V(t) to appear

Variation of the voltage V(t) across a Josephson junc-

tion versus ωt.

across the junction which oscillates with time.
This causes the emission of electromagnetic ra-
diation of frequencyω, such that the average
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voltage across the junction,V, is given as

2eV = h̄ω .

The first experimental observation of Joseph-
son radiation was reported in 1964 by I.K. Yan-
son, V.M. Svistunov, and I.M. Dmitrenko. The
English translation of this paper appears in Sov.
Phys. JETP, 21, 650, 1965.

Josephson vortices Consider the following
Josephson junction in a magnetic field H0:

Josephson junction in a magnetic field H0.

If the junction is placed in a magnetic field
H0 directed along the z-axis, a screening super-
current is generated at the outer surfaces of each
slab. Such current is constrained to flow within a
thin layer. The magnetic field at x can be shown
to be proportional to dφ

dx , where φ is the phase
difference between the superconductors. The
differential equation which describesφ (Ferrell–
Prange equation) is

d2φ

dx2 
= 

1

λ2
J

sinφ

whereλJ is the Josephson penetration depth and
gives a measure of penetration of the magnetic
field into the junction. In a weak magnetic field,
the above equations give solutions for the phase
difference φ and magnetic field H as

φ(x) = φ(0) exp(−x/λJ )
H(x) = H0 exp(−x/λJ ) .

If the external field increases beyond a cer-
tain critical value which is characteristic of the
junction, the magnetic field penetrates into the

junction in the form of a soliton or vortex. This
is called a Josephson vortex.

Joukowski airfoil See Zhukhovski airfoil.

joule Unit of energy in the standard interna-
tional system of units.

Joule effect (Joule magnetostriction) Change
in the length of a ferromagnetic rod in the di-
rection of the magnetic field when magnetized.
See magnetostriction.

Joule heating The electrical energy dissi-
pated per second as heat in a resistor of resis-
tanceR ohms and carrying a current ofI am-
peres is equal toI2R watts.

Joule–Thompson effect A process in which
a gas at high pressure moves through a porous
plug into a region of lower pressure in a ther-
mally insulated container. The process con-
serves enthalpy and leads to a change in tem-
perature.

j -symbols Symbols used in the context of an-
gular momentum algebra in quantum mechan-
ics. For example, the symbol< j1j2m1m2|JM
> indicates the coupling of the two angular mo-
mentaj1 andj2 to a total angular momentum
J . In this framework,m1, m2, andM are the
magnetic quantum numbers associated with the
component of their respective angular momenta
along a pre-chosen direction.

JT-60 In September 1996, the breakeven plas-
ma condition (input power= output power) was
first achieved byJT-60, which proved the fea-
sibility of a fusion reactor based on the toka-
mak scheme. Located in Naka, Japan, and op-
erated by Japan Atomic Energy Research Insti-
tute[JAERI],JT-60, a toroidal device for mag-
netic confinement fusion, is one of the largest
tokamak machines in the world. JT-60U, the
upgraded version ofJT-60 had a negative-ion
based neutral beam injector installed in 1996,
and the divertor transformed from open into W-
shaped semi-closed in 1997. The major param-
eters ofJT-60 are as follows: a plasma major
radius of 3.3 m, a plasma minor of radius 0.8 m,
a plasma current of 4.5M A, a toroidal magnetic
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field at the plasma center of 4.4 T, and an auxil-
iary heating power by neutral beam injection of
30 MW.

JT-60U at JAERI.

jump conditions Variation in Mach number
and other flow variables across a shock wave.
For a normal shock wave, a variation in Mach
number across a shock is only a function of the
upstream Mach number as

M2
2 =

(γ − 1)M2
1 + 2

2γM2
1 − (γ − 1)

where γ is the ratio of specific heats. ForM1 =
1,M2 = 2; this is the weak wave limit where
the wave is a sound wave. For M1∞,M2 =√
(γ − 1)/2γ ; this is the infinite limit which

shows that there is a lower limit which the sub-
sonic flow can attain. For air, γ = 1.4; this
becomes M2 = 0.378. Thus, the Mach num-
ber (but not the velocity) can go no lower than
this limit. The jump in density and velocity is
related by the continuity equation

ρ2

ρ1
= u1

u2
= (γ + 1)M2

1

(γ + 1)M2
1 + 2

while momentum yields the jump in pressure

p2

p1
= 1+ 2γ

γ + 1

(
M2

1 − 1
)
.

These can be combined with the ideal gas equa-
tion to obtain

T2
T1
= a2

2

a2
1

=
[
2γM2

1 − (γ − 1)
] [
(γ − 1)M2

1 + 2
]

(γ + 1)2M2
1

.

Since the flow is adiabatic, the stagnation or to-
tal temperature across a shock wave is constant.
Thus,

T02

T01
= 1 .

The above relations show that pressure, den-
sity, and temperature (hence, speed of sound)
all increase across a shock wave, while the Mach
number and total pressure decrease across a
shock.

junction (i) p–n: Formed when a semicon-
ductor doped with impurities (acceptors) is de-
posited on another semiconductor doped with
impurities (donors). It should be noted that a
semiconductor doped with donors is called an
n-type semiconductor, and those doped with ac-
ceptors are called p-type semiconductors. A
semiconductor doped with acceptors possesses
holes in its valence band. For example, sup-
pose a small percentage of atoms in pure sil-
icon are replaced by acceptors like gallium or
aluminium. Gallium and aluminium each have
three valence electrons occupying energy levels
just above the valence band of pure silicon (∼
0.06 eV). It is energetically favorable for an elec-
tron from a neighboring silicon atom to become
trapped at the acceptor atom, forming an Al− or
Ga− ion. This electron originates from the va-
lence band and leaves a vacancy or hole in this
band. Such holes can carry a current which dom-
inates the intrinsic current of the host. Donor
impurities in silicon have five valence electrons.
Each of the electrons can form a covalent bond
with one of the four valence electrons in a silicon
atom. This leaves an extra unpaired electron that
is loosely bound to the donor atom. The energy
levels of this extra electron lie close to the con-
duction band of silicon (∼ 0.05 eV below) and
can thus be excited to the conduction band and
added to the number of charge carriers. Some
uses of the p–n junction are in making solar cells,
rectifiers, and light-emitting diodes.

(ii) p–n–p: Type of junction is often used
as an amplifier in transistors. It consists of an
n-type semiconductor sandwiched between two
p-type semiconductors. Small changes in the
applied voltage cause changes in the emitter cur-
rent. For Vin � VE, the change in the collector
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current is given by

�IC = η�IE

whereη is a measure of the fraction of the emitter
current reaching the collector, and�IE is the
change in the emitter current due to a change in
Vin (�Vin). The resulting amplification is then
given by�Vout

�Vin
and can be in excess of 100. p-n-p junction as an amplifier.
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K
Kadomtsev instability One of the screw (or
current convective) instabilities that occurs
when an electric current flows through a magne-
tized fully ionized plasma having screw-shaped
density perturbations. As a result of the in-
stability, spiral clouds of protons (or ions) and
electrons are generated and move along the field
lines in the opposite directions, creating a charge
separation and, thus, an electrostatic instability.

Kadomtsev–Nedospasov instability One of
the screw (or current convective) instabilities
that occurs when an electric current flows
through a magnetized partially ionized plasma
having screw-shaped density perturbations.
Therefore, this is also called the screw instabil-
ity in a partially ionized plasma. This instability
is triggered when the parallel drift speed of elec-
trons exceeds a threshold velocity that depends,
among other factors, on the collision frequency
between electrons and neutrals.

kaon A meson with a rest mass equal to ap-
proximately 494 MeV/c2. The kaon has a life-
time of 1.24 × 10−8 s and decays (mostly) into
muons and neutrinos. The kaon is a strange par-
ticle, namely it has the strange quark among its
constituents.

Kármán constant From the law of the wall,
the constant k in the equation describing the
overlap layer

f
(
y+
) = 1

k
ln

(
y+
)

+A
where y+ ≡ yu/ν and u∗ ≡ √toρ. A varies
depending on the geometry. Observations show
that k ≈ 0.41.

Kármán momentum integral Approximate
solution for an arbitrary boundary layer for both
laminar and turbulent flows. The equation is de-
rived from the momentum equation and is given

by
d

dx

(
U2θ

)
+ δ∗U dU

dx
= τo

ρ

where θ is the momentum thickness and δ∗ is
the displacement thickness.

Kármán–Tsien rule Compressibility cor-
rection for pressure distribution on a surface at
a high subsonic Mach number in terms of the
incompressible pressure coefficient, Cpo :

Cp = Cpo√
1−M2∞ +

(
M2∞

1+
√

1−M2∞

)
Cpo

2

.

Kármán vortex street Periodic vortex wake
behind a circular cylinder at moderate Reynolds
numbers, 80 < Re < 200. The wake is charac-
terized by regular vortical structures shed from
opposite sides of the cylinder at a Strouhal num-
ber of 0.2. The motion becomes chaotic, but the
street is still prevalent until a Reynolds number
of approximately 5000.

kayser (1k) A traditional spectroscopic unit.
Today the inverse centimeter (cm−1) has re-
placed the kayser as the unit for the wave num-
ber: 1 cm−1= 1 k.

K-capture Process in which the nucleus of
an atom captures one of the atomic K-electrons
(electrons of the innermost shell) and emits a
neutrino. The general electron capture reaction
can be written as

A
ZX + e− →A

Z−1 X + νe
where X is a nucleus with Z protons and A nu-
cleons, and νe is an electron neutrino.

Kelvin–Helmholtz instability Instability
formed at the interface between two parallel
flows of different velocities. The shear resulting
from the discontinuous velocity rolls up into a
periodic row of vortices.

Kelvin scale of temperature (K) Defined
by choosing the unit of temperature so that the
triple point of water, the temperature at which
water, ice, and water vapor coexist, is exactly
273.16 K.
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Kelvin’s circulation theorem The circu-
lation around a closed loop in an inviscid
barotropic flow remains constant over time, such
that

D�

Dt
= 0

which means that circulation does not decay.
For flows with viscosity, circulation decays due
to viscous dissipation such that

D�

Dt
< 0 .

Kelvin wedge Envelope of surface wave dis-
turbances emitted at successive times from a
moving point on the surface of water. In deep
water, the wedge has a half-angle of 19.5◦.

Kennard packet In quantum mechanics a
particle is described by a wave function so that
its position and momentum cannot be specified
simultaneously. A Kennard packet is the wave
packet describing the particle state that resem-
bles a classical particle state as closely as possi-
ble. The root-mean-square deviations (�x and
�p) of position and momentum from their re-
spective mean values are chosen to be as small as
possible. Their product is assumed to be equal
to one half of Planck’s constant divided by 2π .

Kerr effect Birefringence caused in an opti-
cally isotropic material by a transverse electric
field. The amount of birefringence induced by
the electric field of strength E is proportional to
the square of the electric field:

|no − ne| ∝ E2 ,

where no and ne are the ordinary and extraordi-
nary indices of refraction respectively.

Some materials can exhibit an intensity-de-
pendent index of refraction of the form

n = n0 + n2E
2 = n0 + n′2I .

These Kerr media have a potential use in quan-
tum non-demolition measurements. As depic-
ted in the figure, they can be brought into one
arm of a Mach–Zehnder interferometer. De-
pending on the intensity in the signal beam, the
index of refraction in the Kerr medium will
change, and the probe beam will undergo a phase

shift, which will result in a shift of the interfer-
ence fringes without affecting the signal beam
itself.

Use of a Kerr medium for quantum non-demolition

measurements.

Kerr effect, electro-optical Effect obtained
if an electric field E is applied to an isotropic
medium or a cubic crystal. The index of refrac-
tion for light polarized in the direction of the
field n‖ differs from that for light polarized per-
pendicular to the fieldn⊥ by a term which is qua-
dratic in the field. The medium becomes bire-
fringent with ordinary and extraordinary rays as
obtains in uniaxial crystals.

Kerr effect, magneto-optical Deals with
changes in the reflection of light from the sur-
faces of magnetized media. Magnetization in-
troduces off-diagonal elements in the dielectric
tensor which are linear in the components of the
magnetization M . For example, the reflected
wave becomes elliptically polarized for a nor-
mally incident linearly polarized wave whenM
is also normal to the surface.

ket vector A state vector as an element of
the Hilbert space representing quantum states
of a system. The name ket vector is used in the
following example: the momentum eigenstate
with momentum eigenvaluep is denoted by a ket
vector |p�. The name was invented by P.A.M.
Dirac from the word bracket. Consequently, the
Hermitian conjugate of the ket vector is called
the bra vector.

kinematics The study of motion in its time
development.
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kinematic viscosity Absolute viscosity di-
vided by the fluid density,

ν ≡ µ

µ
.

The quantity is useful as it tends to quantify how
rapidly a fluid will diffuse velocity gradients in
a flow field.

kinetic energy A form of energy associated
with motion. Every moving particle has kinetic
energy. The kinetic energy of a non-relativistic
particle with mass m and speed v is equal to
1
2mv

2.

kinetic plasma instabilities A plasma and
its behavior are describable via a set of velocity
distribution functions combined with a kinetic
equation such as the Vlasov equation, particu-
larly when the plasma is indescribable via a set
of fluid equations. If the distribution function of
a plasma is non-Maxwellian, it is frequently un-
stable the to kinetic plasma instabilities, and its
properties can be analyzed by the Vlasov equa-
tion.

kinetic theory A model to describe the
macroscopic thermodynamic properties of a sys-
tem of particles by incorporating the interactions
of all the particles in the system. In principle,
kinetic theory works for both equilibrium and
non-equilibrium systems.

kink instability A hydromagnetic plasma in-
stability. A current flowing in a plasma may be
unstable due to two types of instabilities — elec-
trostatic and electromagnetic. The former is the
two-stream instability and the latter is the kink
instability that is elucidated here. If a current
column is present in a plasma, it generates a
poloidal field around itself. Assume that, due to
a perturbation, the current is slightly “kinked”,
then the field intensifies more on the inside of
the kink than on the outside. Therefore, the
magnetic field pressure increases on the inside
of the kink, further pushing the kink outward,
leading to kink instability and an eventual dis-
ruption. This instability may be stabilized by
adding magnetic shear.

kink mode Helical or “kinked” hydromag-
netic modes generated by the kink instabilities.

K–KR A method introduced by Korringa in
1947 and Kohn and Rostoker in 1954 for cal-
culating energy bands in solids by formulating
the problem as a scattering problem. Korringa
used the scattering matrix method while Kohn
and Rostoker used the Green’s function method.
The crystal potential is assumed to be an array
of spherically symmetric nonoverlapping wells
(muffin tin type).

Klein–Gordon equation A manifestly co-
variant equation which describes a fully rela-
tivistic free particle. The equation reads:(

�+m2
)
ψ(x) = 0

with � denoting the covariant derivative

� = ∂2

∂t2
− ∇2

andm symbolizing the mass of the particle. ψ(x)
is the particle wave function. In this framework,
x is the four-component vector (r, t).

Klein–Nishina formula A formula for the
differential cross-section for the scattering of a
photon off an electron at rest (Compton scatter-
ing). The formula reads

dσ

d�
= α2

4m2

k′2

k2

[
k′

k
+ k

k′
+ 4(ε · ε′)2 − 2

]

where α is the fine-structure constant, k and k′
are the initial and final momenta of the photon,
ε and ε′ are the photon’s initial and final polar-
ization vectors. This formula was derived by O.
Klein and Y. Nishina in 1929.

Klein paradox Suppose that an electron de-
scribed by the Dirac equation is moving in a
space under a potential field. The space is sep-
arated by a potential step which is greater than
twice the rest mass energy of the electron (ap-
proximately 1 Mev). In one side of the space
the potential is high and hence the electron pos-
sesses a positive energy, while in the other side
the potential is so low that the electron energy
is negative. In between, the space is filled by an
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intermediate potential height where the Dirac
equation has no solution. This region would
work as an insurmountable barrier separating
the positive and the negative energy states if the
electron were a classical entity. However, the
electron can penetrate the barrier by quantum
mechanical tunneling. Accordingly, the nega-
tive energy states inherent in the Dirac equation
seem to be a serious problem. This is the Klein
paradox. To solve the paradox, Dirac postu-
lated that the negative energy state of a vacuum
is completely filled by electrons so that the Pauli
exclusion principle prohibits the invasion of the
positive energy electron into the negative energy
region.

Knight shift A shift in the magnetic reso-
nance frequency of nuclei when their environ-
ment changes from diamagnetic to paramag-
netic. The shift is almost always toward higher
frequency. The resonance frequency of Cu63,
for example, is higher in metals than in a dia-
magnetic salt such as CuCl. In metals, the mag-
netic field which polarizes the nuclei also po-
larizes the electron gas (Pauli susceptibility).
The magnetic moments of the electrons inter-
act with the nuclear magnetic moments through
the contact interaction (Fermi, hyperfine) and
tend to align the nuclear moments further, which
is equivalent to increasing the original magnetic
fieldB, which the nuclei see by�B. The Knight
shift is measured by �B/B. It is absent if the
electron wave function vanishes at the nucleus.

See the first two articles by Pake, G.E. and
Knight W.D., in Solid State Physics, Vol. 2,
Academic Press, New York 1956.

knock-on This term is encountered most of-
ten in the context of nucleon–nucleus scattering.
An important part of this process is the exchange
mechanism, where the two interacting nucleons
are interchanged. This is necessary because the
two nucleons are indistinguishable. This pro-
cess is known as knock-on exchange.

knock-out reactions A reaction where the
projectile (typically a proton) knocks out a nu-
cleon (or a cluster of nucleons) and gets cap-
tured in one of the nuclear shells. Typical knock-
out reactions are (p, n) or (p, α), where a pro-

ton comes in and a neutron or an α particle is
knocked out.

Knudsen number Ratio of the molecular
mean free path λ to a length scale in flow l,

Kn = λ

l
.

For the continuum hypothesis to be considered
valid, Kn
 1. From kinetic theory, it can also
be shown that

Kn = 1.26
√
γ
M

Re
.

Kohn effect (anomalies) In a lattice vibra-
tion of wave vector q and angular frequency ω,
the Coulomb interaction of the ions in the metal
is screened by the electron gas. The derivative
of the electron dielectric function is singular at
q = 2kf , the diameter of the Fermi surface.
This leads to a sharp change in the ω vs. q

curve, and dω/dq becomes infinite when q or
|q + G| = 2kf , where G is a reciprocal lattice
vector. Such mild kinks have been observed by
careful neutron scattering experiments.

Kolmogorov length scale Also known as a
Kolmogorov microscale. Length scale η of tur-
bulent diffusion is given by dimensional analysis

η ∼
(
ν3

ε

)1/4

where ε is the turbulent dissipation rate as given
by

ε ∼ u3

l
.

The length scale is typically on the order of a
millimeter or less.

Kolmogorov’s law Also known as Kol-
mogorov’s −5/3 law. Scaling argument that
shows that the energy spectrum of isotropic
turbulence varies as the wave number (inverse
wavelength) to the−5/3 power in a given range.

Kondo’s theory In 1963, Kondo explained
the long standing resistivity minimum due to di-
lute magnetic impurities in metals. He assumed
an exchange interaction between the electron
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spin and the impurity spin of the form −2JS · s,
where J is a negative constant, S is the impurity
spin and, s is the electron spin, and calculated the
electron scattering beyond the first (Born) ap-
proximation. He found that the resistivity rises
with decreasing temperature below ∼ 10K and
explained the occurrence of the minimum.

Korteweg–de Vries (KdV) equation (1) To
explain the solitary wave traveling in the wind-
ings of a channel first observed by J.S. Russel in
1834, sixty years later in 1895, D.J. Korteweg
and G. de Vries derived the following hydro-
dynamic equation for the motion of waves in
shallow waters: ut +αuux+βuxxx = 0, where
u is the displacement, α, andβ are constants, t
is the time and x is the position. This equation,
called the Korteweg-de Vries equation, is also
valid for ion waves propagating in a plasma.

It was later found that the KdV equation in-
deed has some soliton solutions, one of which
is given by

Asech2

√
αA

12β

(
x − αA

3
t

)
,

where A denotes the amplitude. In plas-
mas, properties of non-linear ion-acoustic waves
are described by the Korteweg-de Vries (KdV)
equation, solutions of which correspond to ion
acoustic solitons described by the above equa-
tion.

The KdV equation has been extended
to cases of two-dimensional planar solitons
(the two-dimensional KdV equation or the
Kadomtsev–Petviashvili equation) as well as
three-dimensional cylindrical solitons (cylindri-
cal KdV equation).

(2) Non-linear equation describing the mo-
tion of finite amplitude waves in shallow water
where 10 < λ/H < 20, the solution of which
gives rise to cnoidal and soliton waves.

Kramer–Kronig relations (1) Integral rela-
tions between the real and imaginary parts of the
dielectric function ε1 + ε2, namely,

ε1(ω) = 1+ P
∫ ∞
−∞

ε2(ω
′)

ω′ − ω
dω′

π

ε2(ω) = −P
∫ ∞
−∞

ε1(ω
′)− 1

ω′ − ω
dω′

π

where P is the principal part. Similar relations
hold for the index of refraction n+ iκ and many
other linear response coefficients. See linear re-
sponse theory.

(2) Reflects the strong relationship between
absorption and dispersion. Any medium with a
wave-length dependent index of refraction must
also be absorbing. Specifically, the Kramer–
Kronig relations are

χ ′(ν) = 2

π

∫ ∞
0

s χ ′′(s)
s2 − ν2

ds

χ ′′(ν) = 2

π

∫ ∞
0

ν χ ′(s)
ν2 − s2

ds ,

where ν is the frequency and χ ′ and χ ′′ are
the real (dispersion) and imaginary (absorption)
parts of the susceptibility. In other words, if
either the, real or imaginary part of the suscep-
tibility is known, the other can be calculated.

Kramer’s degeneracy In an external electric
field, the states of a system consisting of an odd
number of electrons are at least two-fold degen-
erate. The degeneracy is lifted by a magnetic
field.

Kronig–Penney model A model for a one di-
mensional crystal in which the crystal potential
is represented by an array of Dirac delta func-
tions located at the lattice sites. The problem is
soluble in closed form and can be extended to
more than one atom per unit cell. It has the in-
teresting feature that the energy gap at a Bragg
reflection remains finite at high energy. It is
interesting to compare the exact results of this
model with the results of other energy band cal-
culations methods.

Kruskal–Schwarzschild instability A plas-
ma instability which is analogous to the classical
Rayleigh–Taylor instability. Instead of a light
fluid supporting a heavy fluid, in the Kruskal–
Schwarzschild instability, a plasma is supported
against gravity by a magnetic field. Against a
gravitational field, a plasma can never be sup-
ported by a uniform magnetic field alone in a
stable manner, and thus it becomes unstable due
to the Kruskal–Schwarzschild instability, devel-
oping ripples at the boundary.
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Kruskal-Shafranov condition Ensures that
if the smallest value of the so-called safety fac-
tor is greater than unity in a cylindrical plasma,
which approximates a tokamak plasma, the plas-
ma will be stable against them = 1 internal kink
mode with toroidal mode number n = 1. This
mode corresponds to a rigid displacement of the
entire plasma.

Kurie plot A method of analyzing the energy
spectrum of electrons emitted in β-decay, which
is the decay of a nucleus through the emission
of electrons (β− decay) or positrons (β+ decay).
The method consists of plotting the number of
electrons emitted vs. the energy.

Kutta condition Rule stating that for flow
over a two-dimensional wing with a sharp trail-
ing edge, circulation of sufficient magnitude is
developed to locate the rear stagnation point to
the trailing edge.

Kutta condition.

Kutta–Zhukovski lift theorem The lift, L,
of an airfoil or other aerodynamic body is pro-
portional to the free-stream velocity, U , and cir-
culation, �, about the body:

L = ρbU�
where b is the airfoil span. The lift due to this
circulation is sometimes called circulation lift.
This equation is the basis for much of modern
aerodynamics.
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L
laboratory frame Referred to most often in
the context of particle scattering. It is the frame
of reference in which the target is at rest.

Lagrangian First introduced by J.L. La-
grange (1736–1813) in the context of classical
mechanics. Given any set of independent coor-
dinates which are suitable to specify the position
of each part of a system (generalized coordi-
nates), the Lagrangian, or Lagrange’s function,
is defined as

L = T − V
with T representing the kinetic energy and V
denoting the potential energy.

Lagrangian flow description Method of an-
alyzing fluid flow by following the history of
individual particles, as opposed to the Eulerian
flow description. This requires keeping track of
the motion in time and space of each and every
particle and is therefore used only when neces-
sary.

Laitone rule Compressibility correction for
pressure distribution on a surface at a high sub-
sonic Mach number in terms of the incompress-
ible pressure coefficient, Cpo :

Cp = Cpo√
1 −M2∞ +

[
M2∞

(
1 + γ−1

2

)
M2∞/2

√
1 −M2∞

]
Cpo

.

lambda particle All baryons with strange-
ness equal to −1. One example is the �0 parti-
cle, with a mass of about 1116 MeV/c2, which
decays into a proton and a negatively charged
pion.

lambda scheme Specific form of energy level
diagram that resembles the Greek letter �. It
consists of three levels labeled |a >, |b > and
|c >. Decays between |a > and |b > as well
as between |a > and |c > are electrically dipole
allowed. |b > and |c > can be hyperfine or

finestructure levels in atoms, but can also be
rovibrational levels in molecules.

Lambda scheme.

Lambert’s law Gives the luminous intensity
I of a light source as a function of the angle θ :

I (θ) = I0 cosθ .

Many light sources radiate according toLam-
bert’s law.

Lamb–Oseen vortex Vortex satisfying the
Navier-Stokes equation given by the tangential
(circumferential) velocity field

uθ = �

2πr

(
1− e−r2/4νt

)
where � is the circulation of the vortex. See
vortex.

Lamb shift (1) Energy difference between,
e.g., the 2P1/2 and the 2S1/2 levels in the spec-
trum of hydrogen. The difference, discovered
by W.E. Lamb and R.C. Retherford in 1947, is
4.4×10−6 eV and is due to vacuum fluctuations.
To label levels, we have used the spectroscopic
notationnLj , wheren is the principal quantum
number,s is the total spin,j is the total angular
momentum, andL refers to the orbital angular
momentum. AnS-state has zero orbital angu-
lar momentum, while aP -state has an orbital
angular momentum equal to 1.

(2) Is responsible for the lift in degeneracy of
the s1/2 andp1/2 levels in hydrogen, which is
predicted by the Dirac equation. Its origin is the
necessary radiative correction due to a lowering
of the Coulomb potential close to the nucleus
by vacuum fluctuations. Since thes-electron
is more often close to the nucleus the effect is
largest fors-states. One finds the Lamb shift to
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be

�E =
{
α5mc2 1

4n3 f (n) for l = 0

α5mc2 1
4n3

(
f (n, l)± 1

π(J+1/2)(l+1/2)

)
for l �= 0

whereα is the fine structure constant,m the
electron mass,c the speed of light,n the prin-
cipal quantum number andj = n ± 1/2 and
12.7 < f (n)13.2, andf (n, l) < 0.05 are nu-
merical factors dependent onn and l, respec-
tively.

The value of the Lamb shift in hydrogen for
the 2s1/2 and 2p1/2 level is 1057.864 MHz. The
three major contributions to this value are the
electron mass renormalization (1017 MHz), vac-
uum polarization (−27 MHz) and anomalous
magnetic moment (68 MHz).

laminar flow Regime of viscous flow in
which the fluid follows well-defined layers (lam-
inae). No macroscopic mixing takes place, but
microscopic diffusion is possible.Laminar flow
occurs for low Reynolds numbers.

Landau damping Damping of longitudinal
waves in a plasma caused by a transfer of energy
from the wave to those charged particles with
velocities nearly the same as the phase velocity
of the wave (resonant particles).

Landau diamagnetism In 1930, L. Landau
calculated the diamagnetic contribution of the
electron gas in a metal to the magnetic suscep-
tibility and found it to be−χp/3, whereχp is
the paramagnetic Pauli susceptibility of the elec-
tron gas.χp = 3nµ2

B/(2Ef ), whereµB is the
electron magnetic moment due to its spin (Bohr
magneton),n is the electron density, andEf is
the Fermi energy.

Landau levels A solution of Schrödinger’s
equation for a charged particle, such as an elec-
tron, of chargee and massm in a magnetic field
B(0,0,1) can easily be obtained by assuming
the vector potential(o, Bx, o). The wave func-
tion is the product of a plane wave in thez- andy-
directions and a harmonic oscillator wave func-
tion in thex-direction with a frequency equal to
the cyclotron frequencyω = (eB/mc), where
c is the speed of light. The energy levels are
given byEn = (h̄2k2

z /2m)+ (n+1/2)h̄ω, with
n = 0,1,2, . . . , and are known asLandau lev-

els. For semiconductors in a magnetic field, we
can obtainLandau levelsby using the effective
mass approximation method. These levels lie
near the bottom of the conduction bandEc, with
energiesE = Ec + En, and near the top of the
valence bandEv, with energiesE = Ev − En.
In both cases we assume parabolic bands, and
m is replaced by the effective mass|m∗| for that
band. The optical transitions for this system
take place by transitions between levels with the
samen (and the samekz). This is an example of
a magneto-optical phenomenon.

Landau levels.

Landau–Zener model Has several promi-
nent applications in atomic physics. In gen-
eral, it can be applied in the case of time vary-
ing potential energy curves, which form avoided
crossings. Specifically, it has applications in
atomic and molecular collisions, pulsed exci-
tation which chirped pulses, the field ionization
of Rydberg atoms, etc.

The common ground of these cases is that po-
tential energy curves are changing as a function
of a parameterq. This parameter could be the
nuclear distance in the case of collisions, Stark
shifts due to laser pulses or increasing electric
fields. The potential energy curves of states can
come closer due to these effects and form due to
an interaction matrix elementVab avoided cross-
ings as depicted in the figure below.

TheLandau–Zener modeltreats the time evo-
lution of such a system. For the Landau-Zener
model to be valid, we assume a linear varia-
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Two potential energy curves form an avoided cross-

ing. Depending on the slew rate the transitions will be

undergone adiabatically (solid curves) or diabatically

(dashed curves).

tion of the parameterq with time. Interesting is
whether the system will

cross the avoided crossing diabatically or adi-
abatically. In case of an adiabatic evolution
of the system, the population will follow the
solid curves, and a population transfer will oc-
cur. This is in contrast to a diabatic evolution,
where the system will follow the dashed curves.

Critical in the evaluation whether or not the
system is evolving adiabatically is the ratio of
the interaction|V ab| and the slew rate of the
potentialsdE/dt . The critical slew rateSc is
given by

Sc = |Vab|
2

dE
dt

= ω2

dE
dt

where
dE

dt
= dE
dq

dq

dt
,

andω is the minimum energy separation at the
avoided crossing.

If the actual slew rateS is much larger than
Sc the evolution will be diabatically, i.e., along
the dashed lines. When the actual slew rate is
much smaller thanSx the states will follow the
solid curves, i.e., adiabatically. This becomes
also clear from the Landau-Zener probability for
a diabatic jump along the dashed lines, which
is valid for the interesting case of intermediate
evolution:

P = exp

(
−π ω2

2dE
dt

)
.

For large slew ratesP → 0 and for very small
slew ratesP → 1 corresponding to what was
said earlier.

Landé g-factor Proportionality factor be-
tween the magnetic moment�µ of an orbiting
charge and its total angular momentum. In the
case of a pure orbital angular momentum, the
relation is

�µL = −gLµB
�L

h̄

with gL=1. For a pure spin angular momentum,
the corresponding relation is

�µS = −gSµB
�S

h̄

with gS = 2.00232. In the expressions above,
µB is the Bohr magneton, which has a value of
5.59× 10−5 eV/tesla, and is defined as

µB = eh̄

2me

whereh̄=h/2π (h is the Planck’s constant, equal
to 6.626× 10−34 Js),me is the electron mass,
ande is the magnitude of the (negative) electron
charge. In nuclear physics, magnetic moments
are expressed in terms of nuclear magnetons, de-
fined in the above equation, with the mass of the
proton instead of the mass of the electron. The
nuclear magneton is about 2000 times smaller
than the Bohr magneton. The equations given
above for�µL and �µS apply to the proton if the
negative sign is suppressed (due to the positive
charge of the proton), and the Bohr magneton is
replaced with the nuclear magneton.

Landé g-factor (spectroscopic splitting fac-
tor) The total angular momentum of an atom
of one or more electrons̄hJ is the sum of the
orbital angular momentum̄hL and the spin an-
gular momentum̄hS. The magnetic momentµ
(to a good approximation) is equal to (eh̄/2mc)
(L+2S). In the Russel–Saunders coupling, both
L andS can precess aroundJ , and the average
of µ is given by

〈
µ
〉
= eh̄

2mc
gJ ,

whereg is known as theLandé g-factorwhich
is given by

g = 3

2
+ S(S + 1)− L(L+ 1)

2J (J + 1)
.
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Landé obtained this result before the develop-
ment of quantum mechanics and the Wigner–
Eckart theorem. The average ofµ is understood
to be µ and equals −µBgJ , where |eh̄/(2mc)|
is the Bohr magneton µB .

Lander interval rule Gives the energy sep-
aration of two adjacent hyperfine levels in LS-
coupling. The energy separation �E between
the levels EJ+1 and Ej is given by

�E = EJ+1 − EJ = a(J + 1)

where a is a constant and is called the interval
factor. The Lande interval rule can be used to
check whether LS-coupling is valid since other-
wise the interval rule is violated.

Langevin–Debye formula If a permanent
electric dipole of momentp can assume any ori-
entation in an electric field E, then classical sta-
tistical mechanics states that the average of the
cosine of the angle whichp makes with the field
is given by the Langevin function cosx − 1/x,
where x = βpE, 1/β is the thermal energy kT ,
k is the Boltzmann constant, and T is the abso-
lute temperature. For a small value of x it re-
duces to βpE/3, and the electric susceptibility
is np2β/3, which is the Langevin–Debye for-
mula; here, n is the number of dipoles per unit
of volume. For magnetic dipoles, despite the
fact that the orientations are restricted by the
quantization of the angular momentum, the for-
mula applies for weak fields. The general result,
however, is given by a Brillouin function. See
paramagnetism.

Langevin equation Is an equation of the
form

d

dt
x(t) = −βx(t)+ g(t) ,

where g(t) is a randomly varying stationary,
Gaussian-shaped random process with a mean
value of zero. Brownian motion can be ex-
pressed by a Lagrangian equation. The force
g(t) is here the random force of all the particles
surrounding the sample particle, whose motion
is being predicted.

Langmuir probe Insulated wire with an ex-
posed tip in which the voltage is varied in or-

der to measure the electron density, temperature,
and electric potential in plasmas.

Laplace transform F(p) of a functionf (t)
is given by

F(p) =
∫ ∞

0
f (t)e−ptdt .

lapse rate Rate at which temperature de-
creases in the Earth’s atmosphere. See atmo-
sphere, standard.

large aspect ratio expansion Approxima-
tion used in the theory of toroidal plasmas in
which the major radius is taken to be much larger
than the minor radius.

Larmor frequency (1) Term encountered in
the context of the interaction of an atom with an
external magnetic fieldB. A particle of charge
e and massm will precess in a magnetic field
with theLarmor frequency:

ω = eB

2m
.

(2) Frequency of gyration of charged parti-
cles in a magnetic field. TheLarmor frequency
in radians per second is given by the charge of
the particle times the magnetic field strength di-
vided by the mass of the particle.

(3) A homogeneous magnetic field with
strengthb produces no force of the spin, but
rather results in a precession of the spin around
the axis of the magnetic field. The characteristic
frequency of this precession is called the Larmor
frequency. It is given by

ωL = µ

h̄
B ,

whereµ is the magnetic moment.

Larmor orbit Nearly circular orbit followed
during the gyration of charged particles in a
magnetic field.

Larmor radius Radius of the orbit of a
charged particle as it gyrates in a magnetic field.
This radius is given by the velocity of the particle
divided by its Larmor (or cyclotron) frequency.
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laser (maser) (1) A device which amplifies
light (microwaves and electromagnetic waves in
general) by stimulated emission. The basic ele-
ment of the device is an active medium with (at
least) two energy levels,E1 andE2, withN1 and
N2 particles in these states which are connected
by a radiative transition. Assume that by some
means, such as pumping or separation,N2 is
made larger thanN1 (population inversion), then
a radiation of frequencyω = (E2−E1)/h̄would
be amplified by stimulated emission. The radi-
ation must be contained in a cavity as inmasers,
or between two reflecting mirrors as inlasers,so
that the process continues. Active media can be
gases, liquids, or solids such asp–n junctions
and ruby crystals.

(2) Is the acronym for light amplification by
stimulated emission of radiation. Thelaserhas
quickly evolved to the most important tool in
atom physics and quantum optics. It also has
a wide range of applications ranging from such
fields as applied optics, material processing,
printing, medicine, and more.

Laser diagram.

Three ingredients are crucial to a laser: (1) a
laser medium, in which the light amplification
is achieved (2) an energy source that pumps the
medium and leads to a population inversion in
the medium and (3) a cavity, which is in general
formed by mirrors in order to provide feedback,
such that photons that are spontaneously emitted
into the cavity are amplified (see figure).

Most lasers work with three or four level
schemes, since otherwise the necessary condi-
tion of population inversion cannot be achieved.

An exception is lasing without inversion. Pump
sources can include currents, electron collisions,
electrical discharges, flash lamps or other lasers.

The cavity is usually formed by two or more
mirrors forming a standing wave or running
wave resonator. One mirror has often a lower
reflectivity than the others and acts as the output
coupler for the radiation. Other output coupling
schemes are polarizing beamsplitters or output
coupling via frustrated total internal reflection.

Three (left) and four (right) level schemes. The pump

transitions are indicated by dashed lines, the lasing

transistors by bold lines and fast relaxation processes

by dotted lines. In order for the laser to operate, a

higher population in the upper lasing level than in the

lower lasing level is required. This is termed population

inversion.

Important considerations in the design of a
cavity is its stability, i.e., whether or not a prop-
agated beam gets magnified as one roundtrip
through the cavity is completed. If so, even-
tually the beam will leave the cavity and one
speaks of an unstable cavity and of a stable cav-
ity otherwise. The stability analysis of a cavity
can be performed using the ABCD matrix tech-
nique or more sophisticated approaches that take
diffraction into account as for instance the Fox-
Li algorithms.

For cavities consisting of two mirrors theg
parameter is helpful in determining the stability.
It is given by

g1,2 = 1− d

R1,2
,

where the indices stand for the two mirrors andd

andR are the distance between the two mirrors
and the radius of the mirrors, respectively. It is
found, that under the condition

0 ≤ g1g2 ≤ 1
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a stable cavity is formed. The figure below de-
picts the range of stability. Theg parameter lets

Stability diagram for an optical resonator. Also de-

picted are special cavity configurations and their lo-

cation in the stability diagram.

one also calculate the parameters of the Gaus-
sian beam inside the cavity, i.e., Rayleigh range
zR and the distance of the waist from the mirrors
z1,2. One finds

zr = g1g2(1− g1g2)

(g1+ g2− 2g1g2)2
d2

z1,2 = g2,1(1− g1,2)

g1+ g2− 2g1g2
d

The linewidth of a laser is given by the convo-
lution of the cavity mode structure, gain curve
of the lasing medium and transmission curves
of optical elements additionally placed in the
cavity. If the gain curves include several dis-
crete cavity modes, the laser will generally lase
on multiple modes. The exact mode structure
depends on mode competition. By introducing
other cavity elements with wavelength depen-
dent transmission profiles, like filters, Fabry-
Perot etalons, prisms, gratings, or birefringent
filters single mode operation can be achieved. If
the laser medium has a gain bandwidth smaller
than the separation of two cavity modes, single
mode output of the laser is achieved. However,
the cavity must be stabilized such that a mode
coincides with the gain maximum.

Single mode output from a laser by placing additional

optical elements inside a cavity. The curve on top

shows a gain profile which convoluted by the cavity

modes and an additional optical element produces a

gain curve shown in the middle. Only a single mode

has a gain larger than the losses in the cavity.

The different laser types can be divided into
different classes depending on their characteris-
tics, such as operating mode (pulsed or continu-
ous wave), frequency (tunable, fixed frequency),
medium type (solid state, semiconductor, gas,
liquid).

Several techniques can be used for the gen-
eration of laser pulses. The particular choice of
technique depends on the required time scale. In
the nanosecond regime and below Q-switching
by choppers, rotating mirrors, or acousto- and
electro-optic modulators in the cavity can be
achieved. Q-switching works by rapidly switch-
ing the feedback of the cavity, i.e., the lifetime
of the photons in the cavity. In this way the
stimulated emission, i.e., the amplification can
be controlled.

Most common gas laser types are excimer
and CO2 lasers as well as the HeNe laser. Solid
state lasers of the biggest importance are the
Nd:YAG and the widely tunable Ti:Sapphire
laser. Dye lasers, i.e., inorganic dyes dissolved
in organic solvents, are widely tunable and can
cover the visible part of the electromagnetic
spectrum as well as parts of the UV and IR
regions. Increasingly important are the semi-
conductor diode lasers. They combine high ef-
ficiency with a compact and rugged design mak-
ing them extremely interesting in the communi-
cation and mass product industries. In the future
fiber lasers, based on fibers doped with a lasing
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medium (mostly rare earth atoms like Nd, Yb,
Er, etc.), will also gain importance due to their
high power capabilities, compactness, and reli-
ability. In the Free-electron laser, in which the
radiation given off by accelerated electrons is
used, the wavelength range extends further into
the VUV as well as the longer wavelengths.

laser cooling Is the reduction of the tem-
perature of atoms in the gas or bulk phase by
means of laser radiation. Most often the cool-
ing is associated with a reduction in the speed
of the atoms and a narrowing of their velocity
distribution.

Laser cooling can be performed by irradi-
ating the atoms with light red-detuned from the
atomic resonance. Each absorption process
transfers a momentum kick to the atoms. This
is followed by spontaneous emission. The latter
has no net-effect since it occurs randomly in a
4π radian. Due to the red-detuning of the laser
beam, the atom is more likely to absorb from
a laser beam which is counterpropagating with
the atom leading to a slowing of the atom. In or-
der to keep the decelerating atom on resonance
with the laser, the atom or the laser frequencies
must be tuned. The former can be achieved with
a spatially varying magnetic field (seeZeeman
slower), the latter by sweeping the frequency of
the lasers in synchronous with the loss in veloc-
ity. See also magneto-optical trap.

laser fluctuations Are fluctuations in phase
and amplitude of a laser. Intensity and phase
fluctuations stem from spontaneous emission.
The photons in a laser follow the Poisson statis-
tics and scale with the square root of the photon
number. The phase undergoes a random walk
which is also termed the phase diffusion. Phase
locking allows the locking of the phases of two
lasers with respect to each other.

laser fusion A process in which intense lasers
are used to implode a pellet containing ther-
monuclear fuel. The power delivered by the
lasers causes the surface material of the pellet
to ablate, which compresses and then heats the
material in the center of the pellet to produce
nuclear fusion reactions.

laser induced fluorescence (LIF) Is an
important tool in spectroscopy of atoms and
molecules. After excitation of a single transition
from state|a >→ |b >with a narrow linewidth
laser, the system decays spontaneously to lower
levels. The emitted fluorescence is spectrally
analyzed. The selective emission of single lev-
els facilitates a high degree of simplification in
the spectra, which enables us to draw conclu-
sions about the transition strengths. The re-
quirement of the selective excitations is a narrow
linewidth laser and that the Doppler linewidth of
the different transitions is smaller than the sep-
aration between lines.

laser wakefield accelerator Particle accel-
erator that uses an intense short pulse of laser
light to excite plasma oscillations that are used
to accelerate charged particles to high energy.

latent heat (L) The heat absorbed or given
off from a system undergoing a first order phase
transition. It is related to the molar change in
entropy of the two phases,�s = sI − sII , by
L = T�s.

lattice conductivity The contribution of lat-
tice vibrations to the thermal conductivity of the
crystal. The thermal conductivityK is given by
K ∼ 1

3Cvl, by a simple argument attributed to
Debye, whereC is the specific heat,v is an av-
erage velocity for lattice waves, andl is a mean
free path which is proportional to 1/T at high
temperatureT . Peierls pointed out the impor-
tance of three lattice wave processes for which
the conservation ofk brings in a reciprocal lat-
tice vectorG (umklapp processes).

lattice, crystal lattices Perfect crystals are
periodic structures, and it is this periodicity
which makes their study easier. Alattice is a
mathematical set of points defined by the vec-
tors r = n1a1 + n2a2 + n3a3, wheren1, n2,
andn3 are integers, and the vectorsa1, a2, and
a3 are linearly independent, but their choice is
not unique. A crystal structure results when the
atoms are assigned positions in thislattice(such
an assignment is denoted by a basis). When one
atom is assigned perlatticesite, the crystal has a
Bravaislattice. The three cubiclattices,simple
cubic, body-centered cubic, and face-centered
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cubic, are all Bravais lattices. The physical
properties of a crystal, such as the electron den-
sity and the potential V (r) which an electron
sees, are periodic functions with the periodicity
of its lattice, and it is convenient to describe such
properties in terms of a Fourier series. For this
purpose, we introduce reciprocal lattice which
is spanned by the vectors,

G = m1b1 + b2 +m3b3 ,

where m1,m2, and m3 are integers, and b1 =
2πa2 × a3/vc, b2 = 2πa3 × a1/vc, and b3 =
2πa1 × a2/vc, where vc is the volume of the
unit cell in the direct lattice, namely,a1 ·a2×a3.
The volume of the unit cell in reciprocal space is
8π3/vc. Thus, the potentialV (r) can be written
as

V
(
r
) =∑

G

V
(
G
)

exp 
(
iG · r) ,

V
(
G
) = 1

vc

∫
V
(
r
)

exp 
(−iG · r) d3r .

where the integration is carried out over the unit
cell.

lattice gauge theory Gauge field theories
performed in discrete space-time intervals, i.e.,
on a lattice, by means of numerical techniques.
See also lattice QCD.

lattice QCD Quantum chromodynamics
(QCD) is the accepted theory of strong inter-
actions. To facilitate theoretical studies within
QCD (which is a highly non-linear theory), nu-
merical calculations are performed in a discrete
space-time, namely on a lattice.

lattice vibrations An application of the the-
ory of small oscillations in classical mechanics.
The potential energy of a crystal is developed
as a quadratic function of the atomic displace-
ments from their equilibrium positions in the
lattice (this is often called the harmonic approx-
imation). The kinetic energy is also a quadratic
function of the velocities. The periodicity of
the crystal requires the atomic displacements to
have the wave form

exp
[
i
(
k · n− ωt)]

wherek is a propagation vector of the wave,
ω is its frequency, andn is an abbreviation for

the lattice vectorn1a1 + n2a2 + n3a3. This
reduces the number of equations from 3Ns (ac-
tually 3Ns − 6 ) to 3s equations, whereN is
the number of unit cells in the crystal ands is
the number of atoms in a unit cell;s is one for
silver and gold, for example, and two for dia-
mond. For a givenk, we obtain 3s values of
ω, which, whenk is varied, give 3s surfaces or
branches. To illustrate, consider a linear chain
of atoms of massm atx = 0,±a,±2a, . . . , and
atoms of massM at x = ±a, ±3/2a; coupled
with springs of spring constantsα, we obtain two
branches: the lower branch is called an acousti-
cal branch sinceω = ck for smallk as in sound
waves, and the upper branch is called an optical
branch by convention. Note thatk is determined
to within 2π/a, or ω as a function ofk is peri-
odic with the period 2π/a, which is a reciprocal
lattice vector for this one-dimensional crystal.
The interval−π

a
≤ k ≤ π

a
is the Brillouin zone

for this crystal. In general for a crystal, we ob-
tain three acoustical branches, 3(s − 1) optical
branches, and 3Ns harmonic oscillators, which
are uncoupled and can be quantized. The spe-
cific heat of the crystal is the sum of the spe-
cific heats of these oscillators. If we include
the potential energy of the crystal cubic terms
and atomic displacements, the oscillators will
be coupled and lattice waves will scatter each
other or break and form other waves. The terms
are important in explaining the thermal conduc-
tivity of the crystal and the thermal expansion
of solids.

2α / m

2α / M

2α (m+M)/mM

-π_
a

π_
a

k

ω

Lattice vibrations.
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Laue’s condition method In 1912, Max von
Laue recognized that a crystal can serve as a
three-dimensional diffraction grating for X-rays
of wavelengthsλ of about 1 Å. Electrons in the
atoms of the crystal are excited by the electric
field of the incident X-rays and radiate X-rays
with the same frequency. The wavelets from
different atoms combine (interfere) to form the
scattered (diffracted) wave. Constructive inter-
ference will result if the phase difference be-
tween two wavelets from any two atoms is 2πn,
wheren is an integer. For atoms A and B sep-
arated by a vector r in the crystal and with an
incident wave vector k and scattered wave vec-
tor k′ (here, 2π/λ = k′ = k, elastic scattering),
we see that the phase difference between B and
A is r · (k− k′), corresponding to a shorter path
by CA + AD. If we assume, for simplicity, a
Bravais lattice, where any vectorr joining two
atoms is given byn1a1 + n2a2 + n3a3 where
n1, n2, andn3 are integers anda1, a2, anda3
are three primitive translation vectors, we ob-
tain Laue’s conditions:
(k − k′) · a1 = 2π (integer)
(k − k′) · a2 = 2π (integer)
(k − k′) · a3 = 2π (integer)

which are equivalent to the statementk − k′ is
a reciprocal lattice vectorG. From the triangle,
we see thatG is perpendicular to the bisector of
the angle betweenk andk′, and 2k sinθ = G.

k l

k l

G

k

k

θ
θ

B

C
A

D

Laue’s condition method.

The diffraction appears as reflection from the
atomic planes perpendicular toG whose spac-
ing d = 2πm/G, which, when substituted for
G gives the Bragg condition 2d sinθ = mλ,
wherem is an integer denoting the order of the
reflection. In Laue’s method, a well-collimated

X-ray beam containing a range of wavelengths
(polychromatic) is incident on a single crystal
whose orientation has been chosen. A flat film
can receive either the reflected or the transmitted
beam.

law of corresponding states Hypothesis pro-
posed by Van der Waal that the equation of state
expressed in terms of the reduced pressure, tem-
perature, and volume (reduced variables defined
as the ratio to the value of the variable at the crit-
ical point) becomes the same for all substances.
This holds true for Van der Waal’s equation of
state; real gases do not obey this rule to a high
accuracy.

law of mass action In a chemical reaction
with ideal gases, the condition of equilibrium
can be expressed in terms of thelaw of mass
action. Denoting the chemical reaction of the
speciesAj in terms of the stoichiometric coef-
ficientsνj as

∑
j νjAj = 0, one can write the

equilibrium constantK(T ) as

k(T ) =
∏
j

[
Aj
]νj ,

where[Aj ] denotes the concentration of thej th
species in the reaction. Note that the stoichio-
metric coefficients for reactants and products
have opposite signs.

law of the wall Variation of velocity in a
turbulent boundary layer as given by

U/u∗ = f (y+)
whereu∗ = √τo/ρ is the friction velocity and
y+ = yu∗/ν is the dimensionless distance from
the wall. The velocity profiles are divided into
two regions, a viscous sublayer near the wall and
an outer layer near the free-stream. An overlap
layer connects the two. The regions are given
by

U/u∗ = y+ (viscous sublayer)

U/u∗ = 2.5 lny+ + 5 (logarithmic layer) .

Lawson criterion Attributed to the British
physicist J.D. Lawson, this criterion establishes
a condition under which a net energy output
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would be possible in fusion. If n is the ion den-
sity and τ is the confinement time (namely, the
time during which the ions are maintained at a
temperature at least equal to the critical ignition
temperature), then the Lawson criterion states
that nτ > 1016s/cm3 for deuterium–deuterium
reactions, and nτ > 1014s/cm3 for deuterium–
tritium reactions.

LDV Laser-Doppler velocimetry. Optical
method of measuring flow velocity at a point
through use of a crossed laser beam which forms
fringes due to interference. Scattered light from
particles passing through the laser intersection
is measured by a photodetector and processed to
determine the velocity.

Le Chatelier’s principle States that the crite-
rion for thermodynamic stability is that the spon-
taneous processes induced by a deviation from
equilibrium must be in a direction to restore the
system to equilibrium.

left-handed particle A particle whose spin
is antiparallel to the direction of its momentum.
See handedness.

Lehmann representation In the quantum
many-particle problem, a standard technique is
to use the one-particle Green’s function. The
space-time Fourier transform of Green’s func-
tion is useful. The related object is the spectral
function defined as follows. Consider a large
system of interacting particles. Insert a particle
with a fixed momentum in this system. The en-
ergy spectrum of the obtained system defines the
spectral function. The Lehman representation is
the expression for the space-time Fourier trans-
formation of the one-particle Green’s function
in the integral form of the spectral function.

Lennard–Jones potential The interaction
energy between two atoms, such as inert gas
atoms, as a function of r, the distance between
them, is given by,

U
(
r
) = 4ε

[
(σ/r)12 − (σ/r)6

]
,

where ε and σ are energy and distance param-
eters. This potential is used in calculating the
cohesive energy of inert gas crystals.

lepton A particle which does not interact via
the strong interaction. Leptons interact via the
weak or electromagnetic interaction. For in-
stance, electrons are leptons.

leptonic interactions Interactions among
leptons. See lepton.

lepton number A lepton numberequal to
+1(−1) is assigned to leptons (antileptons),
while alepton numberequal to zero is assigned
to all nonleptons. Thelepton number,L, is al-
ways conserved. That is, reactions or decays
that would violate conservation of thelepton
numberhave never been observed.

level In the context of nuclear or atomic
physics, it usually denotes an energy level,
namely, one of the allowed (quantized) values
of the energy a quantum system can have.

level width The energy of a small quantum
system is quantized and is represented as an en-
ergy level. In many cases, the system is dynam-
ically coupled with a large degree of freedom.
Then the energy of the small system spreads.
The distribution function of this energy spread is
observed, for example, through an intensity dis-
tribution of the emission or absorption of pho-
tons. In many cases, the width is defined as
the difference between the energies at which the
value of the distribution function is one-half its
maximum value.

lever rule In a first order phase transition
such as in a liquid–gas system, the ratio of the
mole fraction in the coexisting liquid vs. the gas
phase,xl/xg, for a liquid–gas mixture with total
volume isvT , is inversely related to the ratio of
the difference of the volumevT from the molar
volumes of the liquid and gas phases,vl andvg,
respectively.

Mathematically stated, this givesxl/xg =
(vg − vT )/(vT − vl).

Levinson’s theorem In theS-matrix theory
of scattering, the angular momentum represen-
tation is the most interesting. For the elastic
scattering by a potential, theS-matrix is diag-
onal in this representation. The eigenvalues of
S, theS-matrix, are closely related to the phase
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shifts; Sl(k) = exp[2iδl(k)], where k is the mo-
mentum of the incoming particle,l is the angular
momentum of its partial wave, and δl(k) is the
phase shift. The Levinson theorem is that

δl(0)− δl(∞) = [number of the bound states

with angular momentum l]π .

levitron Toroidal plasma experimental de-
vice that includes a current-carrying coil levi-
tated within the plasma.

lifetime A characteristic time associated with
the decay of an unstable system. The law of
radioactive decay is

N(t) = N(0)e−λt
with N(t)  symbolizing the number of nuclei
present at any time t , N(0) denoting the initial
number of nuclei, and λ representing the disin-
tegration constant.

τ = 1

λ

is the lifetime or mean life of the sample. Com-
pare with half-life.

lift Force perpendicular to the direction of
motion generated by pressure differences. The
lift can be generated by a symmetric body in-
clined at an angle to the flow, from flow about
an asymmetric body, or a combination of both.

lift coefficient Lift non-dimensionalized by
dynamic pressure:

CL = L

1
2ρU

2A
.

A lift coefficient is primarily used to determine
the lifting capability of a wing and is plotted vs.
the attack angle or drag coefficient (drag polar).
Lift coefficients for an arbitrary symmetric and
cambered wing are shown.

lifting line theory Theory for determining
the lift of a wing by assuming the lift is created
by a number of discrete line vortices.

lift-to-drag ratio Measure of the efficiency
of a airfoil:

L/D = CL

CD
.

Lift coefficient vs. angle of attack.

The greater the lift-to-drag ratio(L/D), the bet-
ter a wing is at producing lift with minimal drag.

light emitting diode (LED) A p–n junction
made from a direct gap semiconductor such as
GaAs, where the electron gas (in the n region)
and the hole gas (in the p region) are degener-
ate. When biased in the forward direction (p

is connected to the positive terminal and n to
the negative terminal), electrons travel to the p

side and holes travel to the n side where they re-
combine with opposite charge carriers emitting
radiation. The transition which occurs is that
of an electron from the conduction band filling
a hole in the valence band. Such a device is a
candidate for a laser.

light ion A charged particle obtained from
stripping charges from or adding charges to the
neutral atom. As opposed to heavy ions, light
ions are obtained from lighter atoms. See ion.

light quantum See photon.

light-water reactor A reactor which uses
ordinary water as a moderator, unlike a heavy-
water reactor. Compare with heavy-water reac-
tor.

limiter Material structure used to define the
edge of the plasma and to protect the first wall
in a magnetic confinement device. See also di-
vertor, plasma divertor.

Lindemann melting formula Assumes that
at the melting temperature of a solid, the root-
mean-square of the atomic displacement due to
vibration is a fraction of the distance between the
atoms. For the melting temperatureTm, it gives
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the formula Tm = Mx2
mr

2
s kθ

2/(9h̄2), where M
is the mass of the atom, xm is a fraction 0.2 –
0.25, rs is the radius of a sphere assigned to an
atom in a crystal,k is Boltzmann’s constant, and
θ is the Debye temperature.

linear accelerator An accelerator which
(through electric fields) accelerates particles
(typically protons, electrons, or ions) in a
straight line, as opposed to a cyclotron or syn-
crotron, where particle trajectories are bent by
magnetic fields into circular shapes.

linear combination of atomic orbitals
(LCAO) For example, let φ(r) be an s wave
function for an atomic level of a single Na atom.
For a sodium crystal, we might qualitatively
construct from thisφ a trial Bloch wave function
�k(r) of an energy band corresponding to this
atomic level. Let

�k(r) =
∑
n

φ
(
r − n) exp 

(
ik · n) ,

where k is the wave vector of the Bloch func-
tion and n is a direct lattice vector, and calcu-
late the energy E(k) as the expectation value
of the single electron Hamiltonian(p2/2m), the
kinetic energy, plusV (r) the crystal potential.
This LCAO is known as the tight binding ap-
proximation in energy band calculations. See
pseudopotential.

linear response theory (1) Most transport
problems and other phenomena such as electric
and magnetic properties deal with currents pro-
duced by forces, or responses to excitations: We
assume four things. First, we assume a linear
system: ifR(t) is a response to excitationE(t),
thenc1R1+c2R2 is the response toc1E1+c2E2.
Second, we assume a stationary medium whose
properties are independent of time. IfR(t) is
the response toE(t), R(t − t0) is the response
to E(t − t0). If G(t) is the response toδ(t),
thenG(t − t ′) is the response toδ(t − t ′). If
E(t) = exp(−iωt), then

R(t) =
[∫ ∞
−∞

G(t)exp(iωt) dt

]
exp(−iωt) .

Third, we assume causality which means that
G(t) = 0, for t < 0, and

R(t) =
[∫ ∞

0
G(t)exp(iωt) dt

]
exp(−iωt)

= χ(ω)E(ω)
where the susceptibility function(χ) is given by

χ1+iχ2=χ(ω) =
∫ ∞

0
G(t)exp(iωt) dt .

Finally, we assume that the total response to a
finite excitation can be shown to be finite. The
above equation shows thatχ(ω) is an analytic
function ofω in the upper half of theω plane
and leads to the dispersion relations,

χ1(ω)− χ1(∞) = 1

π
P

∫ ∞
−∞

χ2(ω
′)

ω′2− ω2
dω′

χ2(ω) = −2ω

π
P

∫ ∞
−∞

χ1(ω
′)− χ1(∞)
ω′2− ω2

dω′

of which the dielectric constant and the index of
refraction are examples.

(2) Kubo developed a quantum mechanical
linear response theoryfor transport problems
without writing a transport equation. The trans-
port coefficients can be obtained from calculat-
ing appropriate correlation functions for the sys-
tem at thermal equilibrium. For example, the
electrical conductivityσµν(ω) (relating the cur-
rent density in theµ-direction due to an electric
field in theν-direction) is given by

σµν(ω)=
∫ ∞

0
e−iωt dt

∫ β

0

〈
Jν (−ih̄λ) Jµ(t)

〉
dλ,

whereβ is the reciprocal of the thermal energy
kT , and the angular brackets denote an average
at thermal equilibrium, namely< A >= trace
(Aexp−βH)/Z, whereZ is the trace of the
density matrix exp(−βH).
line spectrum A spectrum is obtained by
analyzing the intensity of the radiation emitted
by a source as a function of its wavelength. A
line spectrumis observed when a source emits
radiation only at specific (discrete) frequencies
(or wavelengths).

line tying Boundary conditions for perturba-
tions of magnetically confined plasmas in which
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the background magnetic field intersects a con-
ducting material wall or a dense gravitation-
ally confined plasma (as in the case of solar
prominences). Line tying tends to stabilize in-
terchange instabilities in plasmas.

line vortex See vortex line.

Lippmann–Schwinger equation (1) In
quantum mechanical problems of potential scat-
tering or interparticle collisions, we start from
a very simple system given by the Hamiltonian
Ho for which all eigenvalues and eigenvectors
are known. In most casesHo is the Hamiltonian
for all free particles but does not include interac-
tions responsible for collisions. Its eigenvector
�n is related to eigenvalueEn. The real Hamil-
tonianH is taken to be a sum ofHo andHI . For
large continuous systems where the energy spec-
trum is continuous, we may safely assume that
�n is related to�n, which has the same energy
En. Then theLippmann–Schwinger equation
gives a formal solution for�n as

�+n = �n + (En −Ho + iε)−1�+n

where�+n represents the state of an incoming
wave andε is a positive infinitesimal. A simi-
lar equation holds for�−n , the state of outgoing
wave, by substituting−iε in place of+iε.

(2) Equation encountered in the context of
quantum scattering theory. In operator notation,
it reads

T = V + VGT
whereT is theT -matrix (to be solved for) andV
is the potential acting between the two scattering
particles.G is the Green’s function, defined as

G = lim
ε→0

1

E −H0 + iε
withE representing the energy andH0 denoting
the free-particle Hamiltonian, i.e., the kinetic
energy operator.

liquid crystals Some organic crystals, when
heated, go through one or more phases before
they melt into the pure liquid phase. These
intermediate phases, known as mesophases or
mesomorphic phases are calledliquid crystals.
Their structure is less regular than a crystal but
more regular than a liquid. Their physical and

mechanical properties are intermediate between
those of crystals and liquids. There are many
types ofliquid crystals.Nematics have rod-like
molecules. They are uniaxial, and the optical
axis can be rotated by the walls of a container or
an external agent such as an electric field. They
can be switched electrically from clear to opaque
and are used in image display devices. Smec-
tic liquid crystalshave many phases. They are
soap-like and have a layered structure. Smectic
B is almost a crystal, and smectic D is a cubic
gel. Hexactic smectic is uniaxial. Cholestics
are made from thin layers (one molecule thick).
The orientation of the molecules in a layer can
change gradually from layer to layer, leading to
a helical structure with intriguing optical prop-
erties.

liquid drop model The simplest kind of col-
lective model for the nucleus. Typically, nuclear
models can be subdivided in two groups: the
independent particle models, and the collective
models. The former assume that the nucleons
move essentially independently of one another
in an average potential. In the collective mod-
els, the nucleons are strongly coupled to one an-
other. The nucleons are treated like molecules
in a drop of fluid. They interact strongly and
have frequent collisions with one another. The
resulting motion can be compared to the thermal
motion of molecules in a liquid drop.

liquid metals A fluid of randomly dis-
tributed ions with an electron gas glue between
them. The thermal and electrical conductivities,
though a few times lower than those of the crys-
tals, are still high. The electron screening of
the interactions is still as effective as in regular
crystals.

L-mode (low mode) Plasma confinement ob-
tained in tokamak experiments with significant
auxiliary heating power (such as neutral beam
injection or radio frequency heating) and high
recycling or gas puffing of neutrals at the plasma
edge.

local gauge transformation The transfor-
mation

ψ ′ = eiεQψ
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applied to the wave functionψ of a quantum me-
chanical system, whereε is an arbitrary real pa-
rameter andQ is an operator associated with the
physical observableq, is called a global gauge
transformation. Invariance under such a trans-
formation implies conservation of the quantity
q. If ε is an arbitrary function of space and time
coordinates,ε(r, t), the transformation above
becomes alocal gauge transformation.

locality The property of depending upon the
location in space.

localization Local or localized mode or wave,
refers to a damped wave such as a localized
lattice vibrational wave which is damped away
from an atom, which is heavier or lighter than the
other atoms, an electron wave around a donor or
an acceptor in a semiconductor, or an electron
wave localized by disorder (Andersonlocaliza-
tion).

local thermal equilibrium (LTE) model
Model for computing radiation from dense plas-
mas in which it is assumed that the population
of electrons in bound levels (such as the elec-
trons still attached to impurity ions) follows the
Boltzmann distribution.

Londons’ equations Hans and Fritz London
obtained the following two equations for super-
conductivity:

�
∂J s

∂t
= E

A = −c�J ,
whereJ s is the supercurrent density,E is the
electric field,� = m/(nse

2), c is the speed
of light, e is the charge,m is the mass of the
carrier of supercurrent,ns is the density of the
carriers, andA is the vector potential with∇ ·
A = 0. The above equations, together with
the Maxwell equations, show that the magnetic
fields and currents penetrate a superconductor
only to distances of aroundλL, whereλ2

L =
�c2/4π .

longitudinal polarization A particle is said
to be longitudinally polarizedwhen the direc-
tion of its spin is parallel to the direction of prop-
agation.

longitudinal wave Wave in a plasma in which
the oscillating electric field is partially or totally
parallel to the wave number (the direction of
wave propagation). Examples include electron
plasma oscillations and sound waves.

long wavelength limit This term describes
the situation where the wavelength of the elec-
tromagnetic radiation is much larger than the
nuclear dimensions. This is a valid assumption
up to several MeV and therefore applies to most
nuclearγ -rays.

Lorentz force Force acting on a charged
particle moving through a magnetic field. The
Lorentz force is given byq v×B, whereq is the
particle charge, v is the particle velocity, andB
is the magnetic field.

Lorentz invariance The property of being
invariant upon a Lorentz transformation be-
tween reference frames.

Lorentz ionization The process of ionizing
neutral atoms by using the electric field asso-
ciated with their motion through a background
magnetic field.

Lorentz–Lorenz formula The formula 4π
Nα/3= (n2−1)/(n2+2), whereN is the num-
ber of molecules (atoms) per unit of volume,α
is the molecular polarizability, andn is the index
of refraction, was discovered independently by
H.A. Lorentz and L. Lorenz in 1880. A formula
which replacesn2 by ε, the dielectric constant,
is known as the Clausius–Mossotti relation. For
the field polarizing, the formula uses a molecule
of the local field which isE, the external applied
field, plus 4πP/3, whereP is the polarization
which is the electric dipole moment per unit of
volume.

Lorentz model (Lorentz gas approximation)
Kinetic theory model for the collisions of
charged particles off cold charged particles with
infinite masses.

Lorentz scalar Term used in the context of
special relativity. It is the scalar product be-
tween two four-dimensional vectors. Namely,

A · B = AµBµ

© 2001 by CRC Press LLC 



with µ = 1, . . . ,4. A Lorentz scalar is invari-
ant under Lorentz transformations. See Lorentz
transformations.

Lorentz transformations Relativistically
valid transformations between inertial obser-
vers. They reduce to the Galilean transforma-
tions in the non-relativistic limit. For instance,
if a primed system moves with speedv along the
xx′ axes, the Lorentz transformations between
the space-time coordinates of a point are

x′ = γ (x − vt)
y′ = y
z′ = z
t ′ = γ

(
t − v

c2 
x
)

with

γ = 1√
1 − (v2/c2)

.

Lorenz number (L) The ratio K/(σT ),
where K is the electron thermal conductivity, σ
is the electrical conductivity, and T is the abso-
lute temperature. For metals, this number isL =
K/(σT ) = (π2/3)(k/e)2 = 2.7×10−13 e. s. u,
which is an expression of the Wiedemann–Franz
law of 1853. For semiconductors and nondegen-
erate electron gases, where the relaxation time
varies as vp where v is the speed of the elec-
tron, L = 1/2(p + 5)(k/e)2. This remarkable
result depends on the existence of an isotropic
relaxation time.

loss coefficient Dimensionless coefficient of
the head or pressure loss in a piping system,

K = h

U2/2g
= �p

1
2ρU

2

where h and �p are the measured head loss and
pressure drop, respectively. Values of K are
generally determined experimentally for turbu-
lent flow conditions for various pipe types and
sizes.

loss cone Region in velocity space of the
plasma in a magnetic mirror device in which the
charged particles have so much velocity parallel
to the magnetic field that they pass through the
magnetic mirror.

loss, minor Any loss in a pipe or piping sys-
tem not due to purely frictional effects of the
wall, including pipe entrances and exits, sud-
den and gradual expansions and contractions,
valves, and bends and tees. Values of the loss
coefficient K for each loss must be determined
experimentally.

low energy electron diffraction (LEED) A
slow electron whose kinetic energy isV electron
volts has a de Broglie wavelengthλwhich equals
(12.26/

√
V )Å. Thus, electrons in the energy

range 5–500eV have wavelengths in the range
of 6 to 1/2 Å which is comparable to the dis-
tances between the atoms in crystals. However,
such electrons, unlike X-rays and slow neutrons,
penetrate only a few angstroms in a crystal, and
therefore are not suited for obtaining diffrac-
tion patterns from crystals. They are, however,
highly suited to study crystal surfaces by diffrac-
tion methods. Assume that the atoms on the
surface have a two-dimensional lattice whose
primitive translation vectors area1 anda2 (see
lattice, crystal lattices). If the incident electron
wave vector isk (usually normal to the surface)
andk′ is the scattered wave vector, then we have
only two Laue conditions for constructive inter-
ference:(k−k′) ·a1 = 2π (integer) and(k′−k)
·a2 = 2π (integer). This means thatk − k′ is
an integral combination of the reciprocal lattice
vectorsb1 andb2, but has an arbitrary compo-
nent in theb3 direction, and the diffraction pat-
tern consists of lines or rods. Note that|k′| = |k|
as we deal with elastic scattering.LEEDis now a
highly developed technique which reveals many
unusual features of surfaces.

Electron diffraction is also carried out using
medium energy electrons (500eV – 5 keV ),
MEED, and high energy electrons (5keV – 500
keV ), HEED.

lower hybrid frequency Frequency of a lon-
gitudinal plasma ion oscillation propagating per-
pendicular to the background magnetic field.
The lower hybrid frequencyis intermediate to
the high frequency of the electron extraordinary
wave and the low frequency of the magnetosonic
wave. At a sufficiently high plasma density,
the lower hybrid frequency is approximately the
square root of the ion cyclotron frequency times
the electron cyclotron frequency.
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lower hybrid resonant heating Plasma heat-
ing by lower hybrid waves in which power is
absorbed at the lower hybrid resonant frequency
for sufficiently high density plasmas or by Lan-
dau damping at lower densities.

LS coupling A possible coupling scheme
for spins and angular momenta of the individ-
ual nucleons in a nucleus, alternative to thej–j
scheme. In the LS scheme, the orbital angular
momenta of all nucleons are added together to
provide the total orbital angular momentum L.
The same is done with the intrinsic spins, which
yields the total nuclear spin S. L and S are then
coupled with each other to give the total angular
momentum of the nucleus.

lubrication theory Hydrodynamic theory re-
lating the motion of two solid surfaces separated
by a liquid interface, where the relative motion
of the solid surfaces generates an excess pres-
sure in the fluid layer. This pressure allows the
fluid to support a load force. In hydrostatic lu-
brication, the excess pressure is maintained with
an external pressure source.

luminescence An excitation of a system
resulting in light emission which does not
include black body radiation. The excitation
can be due to photons, cathode rays (electrons),
electric field, chemical reactions, heat, or sound
waves, for example, and theluminescence
which results is called photoluminescence,
cathodoluminescence, electroluminescence,
chemiluminescence, thermoluminescence, and
sonoluminescence respectively.Luminescence
occurs in gases, liquids, and solids. The radia-
tive transitions causingluminescenceare simple
in gases and are given by atomic spectroscopy,
but they are more complex in liquids and solids
due to the strong interactions between the atoms.

Luminescent solids, such as ZnS and CdS, are
known as phosphors. They contain impurity ac-
tivators such as Ag and Cu which act as lumi-
nescent centers. They usually absorb ultraviolet
light and emit light in the visible range with an
efficiency of about 1/2 (one photon emitted for
two absorbed).

Fluorescence and phosphorescence are two
forms of luminescence. After the excitation
ceases, fluorescence decays exponentially with
a time constant independent of temperature, but
phosphorescence (afterglow) persists, and the
decay is temperature-dependent.

luminosity Term used within the context of
accelerator physics in conjunction with the op-
erational costs of the accelerator. The rate at
which a reaction takes place is written as

R = lσ
where l is the luminosity and σ is the cross-
section. The luminosity is a characteristic of
the particular accelerator and its working condi-
tions. It can be determined by calibration using
a known cross-section.

Lundquist number A dimensionless plasma
parameter equal to the Alfvén speed times a
characteristic scale length divided by the plasma
resistivity.

Lyddane–Sachs–Teller relation For a cu-
bic polar crystal with two atoms/unit cell, the
relationω2

L/ω
2
T = ε(0)/ε(∞) is known as the

Lyddane–Sachs–Teller relation. Here,ωL and
ωT are the longitudinal and transverse optical
(angular) frequencies,ε(0) is the static dielec-
tric constant, andε(∞) is the dielectric constant
at optical frequencies.

© 2001 by CRC Press LLC 



M
Mach angle The angle of a Mach cone, given
by

µ = sin−1 1

M
.

As M → 1, µ→ 90◦.

Mach cone For a moving supersonic distur-
bance, the projection of the sound waves forms
a conical volume inside of which the presence
of the disturbance is felt by the fluid. Outside
the Mach cone,the fluid is unaware of the dis-
turbance. The interior of the Mach coneis often
called the zone of action, while the exterior is
known as the zone of silence. This phenomena
is related to the Doppler effect.

Generation of a Mach cone.

machine A thermodynamic device that con-
verts potential energy into work. Simple ex-
amples include a pulley (converts gravitational
potential energy into work), an electric motor
(converts electrical potential energy into work)
and a fuel cell (converts chemical potential en-
ergy into work).

Mach line Characteristic lines in supersonic
flow along which information propagates and
whose orientation is given by the Mach angle.

Mach number The ratio of the local flow
velocity U to the speed of sound a

M ≡ U

a

M is an important dimensionless parameter gov-
erning the importance of compressibility effects
in the flow.

M ∼ inertia

compressibility .

At a low Mach number,compressibility forces
of the fluid are greater than inertial forces of the
flow. Thus, the flow cannot change the fluid’s
density and the flow can be considered incom-
pressible. AsM increases, the inertial forces be-
come large enough to overcome compressibility
and can alter the fluid’s density. For M > 0.3,
the flow is considered compressible and the den-
sity and temperature may vary with the flow ve-
locity along with pressure.

M < 0.3 subsonic incompressible
0.3 < M < 0.8 subsonic compressible
0.8 < M < 1.2 transonic

M = 1 sonic
M > 1 supersonic
M > 5 hypersonic

AboveM > 5, ionization becomes important
due to high temperatures, and the fluid begins to
behave as a plasma in certain regions.

Mach–Zehnder interferometer A special
type of two-beam interferometer. An incoming
light beam is split into two components that are
then recombined with a second beam splitter.
When the properties of the Mach–Zehnder in-
terferometerare discussed, care must be taken
that the phase relationships at the beam split-
ter, as well as the vacuum radiation incident on
the unused input port, are properly taken into
account.

macroscopic instability A large scale plas-
ma instability that does not depend on kinetic or
microscopic effects.

macrostate A state of existence of the system
defined by the values of the principle thermody-
namic properties of that system. For an ideal
gas, the principle thermodynamic properties are
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The Mach–Zehnder interferometer.

pressure (P), temperature (T), and volume (V).
The macrostate is defined by the probabilities of
its constituent microstates.

Madelung constant A constant which is in-
troduced in calculating the electrostatic energy
of ionic crystals. Consider a crystal of unit cells
containing two ions of opposite charge per cell.
Denote the positions of the ions by the vectors
ri and their charges by qi , where qi = ±q. The
electrostatic energy of the crystalU can be writ-
ten as

U = Nq2
∑
j

±1/rij

where rij = |ri−rj |, the prime excludes j = i,
i is arbitrary, the plus sign applies if the ions i
and j are identical, and the minus sign applies
otherwise. By measuring rij in a suitable unit a,
such as the nearest neighbor distance, we define
the Madelung constantα by,

α =
∑
j

±a/rij

which gives, for the energy,

U = Nq2α/a .

magic numbers Nuclei that have certain spe-
cial numbers of protons or neutrons show an un-
usually high stability. The numbers for which
this stability occurs are called magic numbers.
This behavior can be accounted for by shell mod-
els of the nuclei. The magic numbersfor the
proton number (Z) or the neutron number (N)
are Z, N = 2, 8, 20, 28, 50, 82, 126.

magnetic axis Magnetic field line surrounded
by simply-nested magnetic surfaces. Nearby
magnetic field lines wrap around a magnetic
axis.

magnetic beach Region in which magnetic
field strength is decreasing to the extent that
the ion cyclotron frequency decreases below the
wave frequency, and ion cyclotron wave energy
is thermalized by ion cyclotron damping.

magnetic breakdown When a magnetic field
B is applied to a crystal containing free elec-
trons (or holes), the electrons follow orbits in
k space which are obtained by cutting the con-
stant energy surfaces by planes perpendicular
to the magnetic field. If an energy surface has
more than one sheet, more than one orbit re-
sults. For weak fields, an electron would follow
only one of these orbits. However, for strong
fields, an electron can jump from one orbit to
another, resulting in what is known as magnetic
breakdownor breakthrough. The electron tun-
nels through regions of forbidden energy states
(imaginary k) to an allowed orbit. This is sim-
ilar to Zener tunneling in a strong electric field
E, where the electron tunnels from the valence
band to the conduction band in semiconductors.
In both cases, the tunneling probability P ∼
exp(−A/F), where A stands for parameters in
the problem and F is the field B or E. For ex-
ample, consider the constant energy contours in
the kxky plane (kz = o):

E
(
kxky

) = h̄2

2m
k2
x +

h̄2

2m′
k2
y = Eo

E
(
kxky

) = − h̄2

2m
k2
x +

h̄2k2
y

2m′
− Vo = Eo

where all the quantities Eo, Vo,m, and m′ are
positive.

The first equation gives an ellipse for an orbit,
and the second equation gives a hyperbola, and
breakdown occurs when an electron jumps from
one orbit to the other, as depicted by the dotted
line.

magnetic buoyancy The tendency for the
plasma in regions of strong magnetic field to
rise through a gravitationally confined plasma.
When this process occurs near the surface of the
sun, it leads to the formation of sunspots.

magnetic confinement Confinement of plas-
ma within a magnetic field, which inhibits the
flow of charged particles and heat to the sur-
rounding walls of the device.
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magnetic dipole A pair of poles, a north pole
and a south pole, like in a bar magnet separated
by a distance. A loop-carrying electric dipole
moment can act as a dipole.

magnetic drift mode Mode of plasma os-
cillation or instability with wavelengths com-
parable to Larmor radii and frequencies deter-
mined by plasma drifts in the confining magnetic
field. These microinstabilities are usually driven
by gradients in temperature or density or by
non-Maxwellian particle distribution functions.

magnetic energy Product of the magnetic
field strength and flux density for points on the
demagnetization curve of a permanent magnet
which provides a measure of the energy gener-
ated in a magnetic circuit. The magnetic en-
ergy is usually required to be a maximum for
the amount of magnetic material used.

magnetic energy density Contribution to the
local energy density that is proportional to the
magnetic field strength squared.

magnetic field energy The work done in es-
tablishing the presence of a magnetic field. If we
consider that the magnetic field is a consequence
of circulating currents, then the magnetic field
energy is the work done in establishing these
currents insitu from zero. Typically, these cur-
rents are of two types. Internal magnetization
currents are the microscopic currents (typically
in the form of electronic angular momenta) that
lead to the magnetization field of the material,
BM . External currents are macroscopic currents
(typically flowing through some magnetization
coil) that lead to some external applied field,BE .

The total field energy is stored in space with
a density given by:

UM = 1

2

(∣∣B∣∣2
µ0

)

where:
B = BM + BE .

magnetic gradient drift (grad-B drift)
Charged particle drift associated with the com-
ponent of the magnetic field gradient that is per-
pendicular to magnetic field lines. This drift

velocity is perpendicular to the field line and
the magnetic gradient. It is proportional to the
perpendicular kinetic energy times the perpen-
dicular gradient of the magnetic field, and it is
inversely proportional to the particle charge and
magnetic field strength squared.

magnetic island Filament of magnetic field
lines forming their own set of nested magnetic
surfaces surrounding their own local magnetic
axis.

magnetic mirror Region with increased
magnetic field strength used to trap charged par-
ticles along magnetic field lines.

magnetic moment The parameter used to
measure the strength of a magnetic dipole. The
earliest known magnetic dipoles were compass
needles. Later it was discovered that atoms, neu-
trons, and electrons can act as magnetic dipoles
and exhibit magnetic moments.The potential
energy E of a magnetic dipole with magnetic
moment�m in a magnetic field �B is

E = − �m �B .

magnetic monopole A hypothetical parti-
cle which carries an isolated magnetic charge
(an isolated north or an isolated south mag-
netic pole). Although magnetic monopoles
have not been seen experimentally, their exis-
tence would endow Maxwell’s equations with
sources with dual symmetry between electric
and magnetic quantities. The consequences for
quantum mechanics of the existence of mag-
netic charges were studied by P.A.M. Dirac.
The existence of magnetic charges arising from
non-Abelian gauge theories was investigated by
A.M. Polyakov and G.t’Hooft.

magnetic multipole radiation Radiation
due to higher terms in the series expansion of
the interaction operator between an atomic sys-
tem and electromagnetic radiation. The Einstein
Aν coefficient in terms of frequency units for the
magnetic dipole radiation is given by

Aν = 16π3µ0ν
3

3hc3g2
Smd ,
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where ν is the frequency of the transition in
Hz, µ0 is the permeability of the vacuum, h is
Planck’s constant, c is the speed of light, and
Smd is the line strength for magnetic dipole tran-
sitions. The selection rules for these transitions
are given by

�J = 0,±1

�L = 0

�m = 0,±1 .

magnetic permeability The ratio of the mag-
netic field B to H , which is denoted by µ and
is a scalar for isotropic media and a tensor oth-
erwise. For ferromagnetic materials, µ must be
carefully defined.

magnetic pressure Seemagnetic energy den-
sity.

magnetic probe Small insulated coil of wire
used to measure local changes in magnetic flux
and, consequently, to measure local magnetic
field strength and direction.

magnetic pumping Method of heating plas-
mas by oscillating the magnetic field strength.
During this process, there is a net gain of plasma
energy because the changing magnetic field
causes parallel and perpendicular components
of charged particle kinetic energy to change at
different rates, while particle collisions transfer
energy between these components.

magnetic reconnection Change in magnetic
field topology caused by plasma resistive or tur-
bulent dissipation. The formation and growth
of magnetic islands, for example, requires mag-
netic reconnection.

magnetic resonance An important tool in
physical chemistry and biochemistry. One
distinguishes between electron spin resonance
(ESR) and nuclear magnetic resonance (NMR).
The spin of an elementary particle interacts with
a magnetic field. Depending upon how the spin
is oriented with respect to the magnetic field, the
energy levels will split into two states which cor-
respond to parallel and anti-parallel spin with re-
spect to the magnetic field axis. Electro-magnet-
ic radiation can now cause spin-flips between

these energy levels. The resonance frequency
depends on the strength of the magnetic field,
the magnetic moment, and the nuclear spin of
the particle under consideration. The proton
has a resonance frequency of 4.2577 kHz/gauss.
Depending on the exact environment of a proton
within a molecule, this resonance frequency will
shift. By mapping out the resonance frequencies
of the proton spins, the structure of molecules
can be investigated.

magnetic Reynold’s number A dimension-
less plasma parameter equal to the plasma fluid
speed times a characteristic scale length divided
by the plasma resistivity. When this parameter
is much greater than unity, magnetic field lines
move with the plasma. Otherwise, the magnetic
field diffuses through the plasma.

magnetic ripple Localized spatial variation
in magnetic field strength due to the discrete
structure of magnetic coils.

magnetic ripple transport Transport that is
enhanced by magnetic ripple in magnetic plasma
confinement devices.

magnetic sublevels Or Zeeman sublevels.
The substructure of atomic levels with J > 0.
In the absence of a magnetic or electric external
field, these levels are degenerate. In the pres-
ence of an external magnetic or electric field,
one finds, with the help of perturbation theory,
that these levels split in energy into components
with different projections mJ of the spin onto
the quantization axis, i.e., generally the axis of
the external fields. This splitting is due to the
interaction of the spin with the external fields

One can distinguish effects for weak and
strong magnetic fields. In the case of weak mag-
netic fields, i.e., when the splitting of the levels
due to the magnetic fields is small compared to
the fine structure, the magnetic field resembles
a small perturbation. For strong fields, how-
ever, the internal LS coupling is destroyed and
replaced by an independent precession of the
angular momenta and electron spins around the
field axis. Therefore, the total angular momen-
tum J is not a good quantum number anymore.
The magnetic energy is much larger than the
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fine structure splitting. This regime is called the
Paschen–Back effect.

For weak fields, one observes the normal
Zeeman effect for singlet systems, i.e., S =
0, J = L. For non-spin singlet systems, i.e.,
in the presence of fine structure, the anomalous
Zeeman effect is observed. A weak magnetic
field B shifts the energy of a Zeeman sublevel
by an amount

�E (mJ ) = g µB mJ B
with

g = 1+ J (J + 1)+ S(S + 1)− L(L+ 1)

2J (J + 1)

where g is the Lande factor and µB is the mag-
netic moment. In the case of an additional hy-
perfine structure with total angular momentum
F due to a nonzero nuclear spin I , one finds

�E (mF ) = gF µB mF B
with

gF = gF(F + 1)+ J (J + 1)− I (I + 1)

2F(F + 1)

−gI µK
µB

F(F + 1)+ I (I + 1)− J (J + 1)

2F(F + 1)
,

where µK = eh̄/2mp is the nuclear magneton
and gI is the g-factor for the nucleus for the
particular species. For example, for hydrogen,
gI = +5.58.

For the Paschen–Back effect, one finds an
additional energy of the energy levels dependent
on ml and ms :

�E (ml,ms) = (ml + 2ms)µbB .

If an additional hyperfine structure is observed,
the additional energy is found to be

�EHFS = gJµbmJB + amImJ − gIµkBmI
where

a = gIµkB√
J (J + 1)

.

In the latter case, the lines split into groups of
lines corresponding to different projections for
a particular mJ since the electron spin interacts
more strongly with the magnetic field. Within

Coupling scheme for the case (a) without and (b) with

hyperfine structure in an atom subject to a magnetic

fieldB . For the Paschen–Back effect, the two angular

momenta decouple. They then precess around the

magnetic field axis with differing frequency.

these groups, constant level separations ofmJ a
are observed.

Optical dipole transitions between different
Zeeman sublevels of electronic states are only
possible under the selection rule�mJ = 0,±1.
One speaks of σ and π transitions, depending
upon whether or not the selecting rule 0 or ±1
applies.

In the case of an external electric field, one
distinguishes between the linear and quadratic
Stark effects depending on the proportionality of
the energy splitting as a function of the electric
field axis. For electric fields, the dependence is
only on the modulus of mj .

The linear Stark-effect is observed for degen-
erate levels, i.e., in hydrogen atoms. For non-
degenerate levels, the first order term in the per-
turbation theory gives no contribution and the
quadratic Stark effect is observed. Qualitatively,
the quadratic Stark effect is connected with the
polarizability of the atom. The electric field in-
duces a dipole moment in the atom, with which
the electric field then interacts, leading to a E2

dependence.

magnetic surface Also called flux surface.
Surface that is tangent to magnetic field lines
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everywhere. Magnetic surfaces are toroidally
nested in tokamaks and other toroidal plasma
confinement devices.

magnetic susceptibility A linear relation be-
tween the magnetic moment per unit of volume
M and the exciting fieldH . NoteB = H+4πM
and Mi = ∑j χijHj , where χ is the suscepti-
bility tensor (scalar in cubic crystals). For al-
ternating fields, χ has a real and imaginary part
χ1(ω)+iχ2(ω) and satisfies the Kramer–Kronig
relations.

magnetic tension Force proportional to the
curvature of magnetic field lines times the field
strength squared.

magnetic trap Trap for neutral particles
based on the state-dependent interaction of the
magnetic dipole moment with an inhomoge-
neous magnetic field. The typical trap depths
for magnetic traps are around 100 mK. They are
therefore used to pre-cool atomic samples be-
fore evaporative cooling can be used to produce
Bose–Einstein condensation. Since the trapping
mechanism relies on the internal structure of the
atom, not all atoms can be trapped magnetically.
The atom or molecule to be trapped must have
a magnetic moment.

magnetic well Minimum in the negative
line integral of the reciprocal of magnetic field
strength. Magnetic well configurations tend to
stabilize plasma interchange instabilities.

magnetism A property of matter due to elec-
tric currents and magnetic dipoles. Some atoms
and ions have magnetic moments due to the spin
or the orbital motion of their electrons. Some
nuclei have magnetic moments, but they are
about 2000 times weaker than those of the elec-
trons. At thermal equilibrium, these magnetic
moments are randomly oriented and the aver-
age magnetic moment per unit of volume (the
magnetization) is zero. When an external mag-
netic field B is applied, energy considerations
favor alignment of the magnetic moments, and
a net magnetic moment in the direction of B
results. Such systems are called paramagnetic
and the susceptibility χ is positive and is ap-
proximately 10−5. χ varies with temperature as

C/T , Curie’s law, where C is a constant. See
Langevin–Debye formula.

For crystals where the atoms or the ions have
completed (closed) shells, the angular momen-
tum and the magnetic moment are zero. An
external magnetic field induces a magnetic mo-
ment opposite to the field, and the magnetic sus-
ceptibility is negative and approximately 10−6.
Examples are alkali halides crystals and solid
neon and argon. The susceptibility is indepen-
dent of temperature and is proportional to the
squares of the electron distances from the nu-
cleus. For solids with unfilled d or f shells, the
atoms possess magnetic moments and interact
with their neighbors by the exchange interaction
(due to Heisenberg), which is an electrostatic in-
teraction but of quantum mechanical origin. The
form of the interaction is−J, Si ·Sj , where J is
a constant of 0.01 eV, and Si and Sj are the near-
est neighbor spins. If J is positive, the magnets
are aligned parallel to each other and we have
ferromagnets such as Fe, Co, and Ni. If J is
negative, the spins align anti-parallel and if their
magnitudes are the same, the net magnetic mo-
ment is zero and we have anti-ferromagnetism
as in MnO. If J is negative and the spins are
not equal in magnitude, we have a finite mag-
netic moment and ferrimagnetism as in Fe3O4
(magnetite). This magnetic ordering disappears
at high temperatures. See molecular field, Néel
temperature.

magnetization (M) The magnetic moment
per unit of volume. The process of getting a
sample magnetized. When a ferromagnet (of
zero net magnetic moment) is subjected to an
increasing H field, M and B rise; as we de-
creaseH,B follows a path which lies above the
rising curve. AsH goes through a cycle of nega-
tive and positive values, B traverses a hysteresis
loop.

magnetization current Plasma current
caused by diamagnetic drifts, which are perpen-
dicular to the local plasma pressure gradient and
magnetic field.

magneto-acoustic effect Study of sound
wave attenuation in metals in a magnetic field.
For a transerve sound wave whose directions of
propagation and polarization (direction of the
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oscillation of the ions in the metal) are perpen-
dicular to the magnetic field, the wave attenua-
tion by the electron gas can give some informa-
tion about the shape of the Fermi surface.

magnetocrystalline anisotropy A change in
the orientation of the spin direction (magneti-
zation) in a crystal relative to the crystal axes
changes the exchange energy and the electro-
static interactions between atoms. This is re-
flected in the easy and hard directions of mag-
netization. For a cubic crystal such as iron, the
anisotropy energy UK can be expressed as:

UK = K1

(
α2

1α
2
2 + α2

2α
2
3 + α2

3α
2
1

)
+K2

(
α2

1α
2
2α

2
3

)
where (α1α2α3) are the cosines of the angles
the magnetization makes with the axes of the
crystal, and K1 and K2 are positive constants of
about 10−5erg/cm3. UK is larger for magneti-
zation along a body diagonal than along a face
diagonal and is zero along a cube edge.

magnetohydrodynamics The branch of fluid
dynamics that deals with ionized fluids where
the fluid is treated as a continuum. The electro-
magnetic effect produces an additional force.

magneton The combination of factors eh̄
/2mc, where e is the electron charge, h̄ = h/2π ,
m is the particle mass, and c is the speed of
light. The magneton has the dimension of a
magnetic moment. Multiplied with the dimen-
sionless g-factor for a particle, one finds the
particle’s magnetic moment. For electrons one
finds ge = −2.0023193043737(82), for pro-
tons gp = 5.585694675(57), and for neutrons
gn = −3.82608545(90).

magneto-optical effects Changes in opti-
cal behavior of materials with external magnetic
fields. Examples of this effect are the Faraday
effect and Kerr effects. See Kerr effect, Landau
levels.

magneto-optical trap An optical trap for
neutral atoms which is produced by superposing
an inhomogeneous magnetic field with six red-
detuned light beams in a three-dimensional ar-
rangement, as shown in the picture. A minimal

requirement for building a magneto-optical trap
is that the atom possesses a J = j → J = j+1
transition. Depending on the electronic level
structure of the species under consideration, ad-
ditional repumping of laser beams might be nec-
essary in order to avoid the trapping of the pop-
ulations in levels not accessible to the trapping
laser.

Slow neutral atoms can be forced to undergo
a diffusive motion with the help of two counter-
propagating, red-detuned laser beams in a σ−−
σ+ configuration, i.e., with circular polarized
light with opposite chirality. Due to the effect
of the absorption of a laser photon, the photon
transfers a momentum kick to the atom. Sponta-
neous decay results in a momentum kick in a ran-
dom direction within 4 π , i.e., has no net-effect.
Due to the red-detuning of the laser beams, the
atom is more likely to absorb a photon out of the
laser beam that is counterpropagating to its mo-
tion. Therefore, the momentum transfer tends
to slow down the atom as it always opposes the
motion of the atom. Due to the Doppler shift
of the resonance line, this decelerating force is
velocity-dependent. One solves for the net force
from two counterpropagating laser beams with
frequency ωL, and a detuning � = ωL − ω0
compared to the resonance frequency ω0 of an
atom moving with speed v is given by

F = 2πh̄�

λ

I

Isat


 1

1+ 4
(
�−2πv/λ

�

)2
− 1

1+ 4
(
�+2πv/λ

�

)2


 ,

where � and λ are the width and wavelength of
the resonance transition respectively. The sat-
uration intensity of the transition is defined as
Isat = πh̄c

3λ3 �.
Arranging six beams in a three-dimensional

configuration leads to a three-dimensional diffu-
sive motion. In order to build a trap, a spatially
dependent force is necessary, which drives the
atoms to one common point in space. This is ac-
complished by the superposition of an inhomo-
geneous magnetic field. Most often this inho-
mogeneous field is generated by anti-Helmholtz
coils (seefigure), which produce a quadrupole
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magnetic field of the form

B(r) ≈ ∂Bz

∂r

∣∣∣∣
z=0

(
zẑ− 1

2
xx̂ − 1

2
yŷ

)
,

where x̂, ŷ, and ẑ are the unit vectors in the x-,
y-, and z-directions.

ky

kx

Principle of a magneto-optical trap.

Initially, it was believed that the lowest tem-
peratures achievable in magneto-optical traps
are defined by the Doppler limit. Experiments
showed, however, that lower temperatures are
possible due to the internal structure of the
atoms. These advanced cooling schemes are
called polarization gradient cooling and Sisy-
phus cooling.

The typical density achievable in a magneto-
optical trap is approximately 1011 atoms/cm3.
The main factor of limitation is the radiation
pressure from the spontaneously fluorescing at-
oms in the trap center. This can be avoided by
the use of a dark spot trap. Ultimately, collisions
with the background gas are the limiting factor.

Applications of cooling and trapping neu-
tral atoms in magneto-optical trapsare, among
others, the investigation of cold collisions, fre-
quency standards, and photoassociation of cold
molecules. Furthermore, the trapping of neutral
atoms in magneto-optical trapsis a prerequisite
for the formation of Bose–Einstein condensates.

magnetopause Shock wave boundary be-
tween the solar wind and a planetary magne-
tosphere.

magnetoresistance (magnetoconductivity)
The effects of an external magnetic field B on
the conductivity (or resistance) of a crystal. The
simplest case is an electric current J in the x-
direction with an applied fieldEx and a magnetic
field B in the z-direction. The Lorentz force in-
duces an electric field Ey (by charge accumula-
tion on the faces of the sample perpendicular to
the y-direction) but no current (Jy = 0). Stan-
dard calculations for conduction by one band
shows that there is no change in the resistivity
of the sample. However, if conduction takes
place in two bands, the resistivity increases by a
quadratic term in the magnetic field, but reaches
a limit (saturates) for large fields. This is the
transverse magnetoresistance.The argument is
correct if the electron orbits in the magnetic field
are closed, but for open orbits, the magnetoresis-
tanceincreases asB2. Thus, magnetoresistance
studies are valuable in determining the shapes of
the Fermi surfaces in metals.

magnetosonic wave (magnetoacoustic wave)
Electromagnetic plasma wave propagating per-
pendicular to the background magnetic field in-
volving compression of the magnetic field as
well as plasma pressure.

magnetosphere Plasma confined in the mag-
netic field of a planet.

magnetostriction The magnetization of fer-
romagnetic crystals is accompanied by an elas-
tic strain leading to changes in the dimensions
of the crystal. In a state of strain, the anisotropy
energy is lowered by more than the increase in
elastic energy. The effect was discovered by
Joule.

magnetotail Comet-shaped wake of the mag-
netosphere drawn out by the solar wind flowing
away from the sun.

magnon Energy quantum for a spin wave
which is an excitation in magnetically-ordered
materials. It is characterized by a frequency ω
and wave vector k. The energy h̄ω ∝ k2 in fer-
romagnetic and ferrimagnetic crystals, and leads
to a decrease in the magnetization by a term
∝ T 3/2 and an increase in the specific heat by
a term ∝ T 3/2. For antiferromagnetic crystals,
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ω ∝ k, and the specific heat ∝ T 3. Magnons
can be detected by inelastic neutron scattering.

Magnus effect A lateral force generated by a
rotating body from altered pressure forces. The
force is perpendicular to both the rotation axis
and the direction of fluid/body motion. Often
used to refer to the effect of lift generation on a
rotating cylinder. See Robins effect.

Majorana fermions A hypothetical spin 1/2
particle described by a Majorana spinor. A
Majorana spinor satisfies the condition that the
spinor is equal to the charge conjugate of itself
— ψ = ψc. The conditions implies that a Ma-
jorana fermionwould be its own antiparticle.
Particles which carry any kind of charge cannot
be Majorana fermions.

Malmberg–Wharton experiment Experi-
mental verification of Landau damping, pub-
lished in 1965.

Mandel Q-parameter Measure of the pho-
ton statistics of a light source, which can be
measured using a Hanbury–Brown–Twiss ex-
periment. It is given by

Q=
〈
n2
〉− 〈n〉2
〈n〉 −1 = g(2)(0)−1

where g(2)(τ ) = 〈n(τ)n(0)〉
n2

g(2)(τ ) is called the second order correlation
function. It can be measured in a Hanbury–
Brown–Twiss experiment. The photons im-
pinge on a beam splitter and are detected in two
photo detectors. The signal of one acts as the
start signal for the detection electronics. Essen-
tially, the probability is measured for how long
it takes for detection of a photon right after de-
tection of the “start” photon. The beam splitting
setup is necessary since photodetectors typically
have a dead time between the detection of two
photons. It can be shown that detection efficien-
cies smaller than one for photons do not alter the
measured photon statistics. The beam splitter
has no effect on the photon statistics either.

Thermal light sources, for which a certain av-
erage number of photons n is detected during a
fixed time interval, follow Bose–Einstein statis-

tics. For thermal light sources, the Mandel Q-
parameterhas a value of one and decays with the
characteristic coherence time of the light source
to 0. There is a higher probability for detection
of photons one right after another, which is re-
ferred to as photon-bunching. This behavior is
a consequence of the Bose–Einstein statistics.

A laser beam or a coherent light source
shows statistics that follow Poisson statistics.
The number of photons arriving during a fixed
time interval follows a Poisson statistic cen-
tered around this average value. In a Hanbury–
Brown–Twiss experiment, this will manifest it-
self in a more regular stream of photons. The
Mandel Q-parameterhas the constant value of
0.

Non-classical light has a Mandel Q-
parameterof -1 for short times which rises to
0 for long times. An example of a for non-
classical light source is the fluorescence of a
single atom or ion. After spontaneous emission
of a photon, the atom or ion first has to be ex-
cited again before another emission process can
take place. Consequently, photons tend not to be
emitted right after one another. Since the prob-
ability of two photons being emitted right after
each other is small, we call this anti-bunching.

Mandelstam variables In a two-body re-
action where the incoming particles have four
momenta, p1 and p2, and the outgoing parti-
cles have four momenta, p3 and p4, the three
Lorentz-invariant Mandelstam variablesare de-
fined by s = ( p1+ p2)

2t = ( p1− p3)
2, and

u = ( p1− p4)
2. These variables satisfy the

condition s + t + u = m2
1 +m2

2 + m2
3 + m2

4,
where m1, and m2 are the rest masses of the in-
coming particles, and m3, and m4 are the rest
masses of the outgoing particles. These vari-
ables are useful in studying two-body scattering
processes.

Manning roughness factor Coefficient
quantifying the effect of surface roughness on
flow rate in open channel flows.

manometer Any device used to measure a
pressure difference between two points in a fluid.
The liquid manometeruses the variation of pres-
sure to the height of a column of liquid �p =
ρgh to determine a pressure difference.
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Marangoni convection Convection in a thin
horizontal layer of liquid heated from below
driven by the release of surface free energy re-
sulting in hexagonal-shaped circulation cells.

marginal instability The boundary between
a stable and unstable state where a slight change
in parameters can induce an instability.

marginal stability The borderline between
stability and instability.

Markov process A statistical process with-
out any memory, i.e., each instant is independent
of the past evolution of the process. An example
of such a process is the random walk.

maser Acronym that stands for micro-
wave amplification by stimulated emission of
radiation. The principle of operation is very
similar to the laser except that instead of light,
microwave radiation is emitted. The maser
was invented a couple of years earlier than the
laser by Schawlow and Townes. Since the rate
of spontaneous emission scales with the third
power of the frequency, it is much easier to pro-
duce a population inversion at micro-wave fre-
quencies. On the other hand, due to the long
wavelength in masercavities, losses by diffrac-
tion are more critical than for the laser. This
problem can be solved by building completely
closed cavities with only small openings to let
the excited atoms enter the cavity.

Masercavities are also the basis for the sin-
gle and two atom masersunder investigation in
cavity quantum electrodynamics.

mass operator An operator which is added
to the Lagrangian describing a quantum field of
a massive particle interacting with another field
in order to eliminate certain infinite quantities
which appears as a result of the interaction, and
to give the sum of the added mass with the me-
chanical mass the observed value of the particle
mass.

mass renormalization An electron is de-
scribed by a quantum field coupled with an-
other quantum field of electromagnetic waves.
Hence the electron creates the electromagnetic
field which will, in turn, act on the electron.

Since the electron is a point charge and the wave-
lengths of the electromagnetic field can be end-
lessly short, the reaction may create infinite mass
correction of the electron. The infinity is found
to be unphysical, however, so that it can be sub-
tracted. Thus, the artificial infinite mass is added
to the mechanical mass of the electron in order to
obtain the measured mass of the electron. This
mathematical operation is called the mass renor-
malization.This kind of operation is not limited
to quantum electrodynamics, but applies also to
certain other interacting quantum fields.

mass shell The relativistic condition that a
real particle must satisfy where the square of
its four-momentum equals the difference be-
tween the square of it energy minus the square
of its three-momentum, which is also equal
to the square of the rest mass of the particle:
p2
µ = E2−p2c2 = m2c4. A particle which sat-

isfies this condition is said to be on mass shell.
Virtual particles do not necessarily satisfy this
condition.

mass tensor Every energy band has critical
points where ∇E(k) = 0. At these points, such
as ko, we can expand E(k) as a quadratic,

E
(
k
) = E (ko)
+ 1

2

∑
ij

∂2E

∂ki∂kj

(
kj − koj

)
[ki − koi] ,

which defines the reciprocal mass tensor

(
1

m

)
ij

,

(
1

m

)
ij

= 1

h̄2

(
∂2E

∂ki∂kj

)

evaluated at ko. It is usually easy to find axes
which diagonalize the mass tensor.

master equation A non-linear differential
equation that describes changes of probabilities
for physical processes.

master group A mathematical group which
nontrivially combines the Poincaré group and
some internal group such as SU(N). There are
no-go theorems which forbid such a construc-
tion. These theorems can be evaded if one em-
ploys supersymmetry.
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Matheissen rule The resistivity in the pres-
ence of two scattering mechanisms is the sum
of the resistivities when each scattering mech-
anism acts alone. For example, if τ1 is the re-
laxation time for phonon scattering and τ2 is
the relaxation time for impurity scattering, then
ρ1 = m

ne2τ1
and ρ2 = m

ne2τ2
and the total resis-

tivity ρ = m

ne2
(

1
τ1
+ 1
τ2

) , which would be correct

if we can define relaxation times which do not
depend on directions, and energy.

matrix element In quantum mechanics, the
microscopic states are represented as vectors
constituting the Hilbert space, and the physical
quantities are operators in this space. Any oper-
ator, when acting on any vector, will transform
it into another vector. The operators are a rather
abstract entity. To bring them into numbers
(complex numbers, generally speaking), we re-
sort to the matrix representation. Choose a com-
plete orthonormal set of vectors in the Hilbert
space. Apply a specified operator to a mem-
ber of the set. The member is then transformed
into another vector. Take a scalar product of
the transformed vector with another member of
the set. This scalar product is one of the matrix
elements.By applying all possible processes of
this kind, we get the matrix representation of the
operator under consideration.

matter wave Equivalent to a light wave con-
sisting of matter. According to quantum me-
chanics, particles can also exhibit wave charac-
teristics. The wavelength is given by the de-
Broglie wavelength. Matter wavesare the basis
of atom optics, in which the physics of matter
wavesanalogous to the laws of optics are ex-
plored.

maximum and minimum thermometer A
device that is designed to measure and record
both the minimum and maximum temperatures
that occur within a particular time frame. It
usually incorporates a bulb containing alcohol
attached to a calibrated capillary tube contain-
ing mercury. A steel pointer is located at each
end of the mercury column. As the tempera-
ture rises, the expansion of the mercury causes
the upper pointer to rise, remaining in position to
record the maximum temperature reached. With

falling temperatures, the contraction of the al-
cohol causes the lower pointer to drop down the
column, remaining in position to record the low-
est temperature achieved. A magnetic field is
used to reset the positions of both pointers.

Maxwell–Bloch equations Set of five cou-
pled partial differential equations that describe
the propagation of light and the interaction with
a two-level atom. The interaction is described
in form of populations P1(t) and P2(t) of the
atomic levels and a complex valued coherence
term Q(t). The atom can also be described in
terms of the Bloch variables r1, r2, and r3, which
are linear combinations of Pi and Q. We find

Q(t) = r1(t)+ r2(t)
P2(t)− P1(t) = r3(t) = w(t) ,

where w(t) is also referred to as the popula-
tion inversion. The underlying picture is that
of the Bloch sphere, where the population of
the atoms is viewed as a spin vector. Spin-up
then corresponds to complete population inver-
sion, i.e., the upper level is populated only, and
spin-down corresponds to the atom being in the
ground state.

Maxwell distribution (1) Also called the
Maxwell–Boltzmann distribution. The specific
distribution of velocities for an ensemble of
atoms and molecules in thermal equilibrium at
a given temperature T (seefigure). The proba-
bility of an atom or molecule having a velocity
in the range of v and v + dv is given by

f (v) = 1

N

dN

dv
= 4πv2

(
M

2πkT

)3/2

e−
Mv2
2kT ,

where k is the Boltzmann constant and M is
the particle mass. The prefactors are derived
from the assumption that the distribution has
no preferential direction (4π ) and the normal-
ization condition which requires that the total
number of atoms is equal to N , i.e.,∫

f (v)d3v = 1 .

Two important characteristics of the distri-
bution are the most likely velocity vml and the
average velocity v̄. Both are only functions of
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Maxwell–Boltzmann velocity distribution for different

temperatures.

the mass M and the temperature T and scale
with
√
T . They are given by

vml =
√

2kT

M

v̄ =
√

8kT

πM
.

For growing temperatures, the Maxwell–
Boltzmann distribution broadens and the most
likely velocity vml is shifted to higher veloci-
ties. The probability of finding this velocity,
however, will decrease due to the overall broad-
ening of the distribution.

(2) A description of the distribution of speeds
present in a collection of gas molecules. A com-
bination of the statistical arguments proposed by
James Clerk Maxwell (1831–1879) and Ludwig
Boltzmann (1844–1906). The probability that
the speed of any given gas molecule lies in the
range of c to c + dc is given by

fc(c) dc=
(

m

2πkBT

)3/2

exp

(−mc2

2kBT

)
4πc2 dc

for independent gas molecules of massm at tem-
perature T , where kB is the Boltzmann constant.

Maxwell equations A set of four classical
equations that describe electrostatic and electro-
dynamic phenomena. They can be written in in-
tegral and differential form. The four equations

One component of the Maxwell–Boltzmann speed dis-

tribution fc(c) for atoms of mass m at temperature

T .

in differential form are:

Gauss’ law ∇ �B = 0
Gauss’ law ∇ �D = �
Faraday’s law ∇ × �E = − ∂ �B

∂t

Ampere’s law ∇ × �H = ∂ �D
∂t
+ �j

where �E is the electric field, �B is the magnetic
field, �H is the magnetic intensity, �D is the elec-
tric displacement, �j is the current density, and �
is the charge density.

In a vacuum, we have, in addition to the above
equations, � = 0 and �j = 0. Using these con-
ditions, the wave equations for electromagnetic
waves can be derived from the Maxwell equa-
tions. For the E and H fields one finds:

�E − µ0ε0
∂2 �E
∂t2
= 0

� �H − µ0ε0
∂2 �H
∂t2
= 0 .

Maxwellian distribution Distribution of
particles proportional to the exponential of ki-
netic energy divided by temperature.

Maxwell relations The four mathematical
relationships that relate pressure, volume, tem-
perature, and entropy for a system in thermody-
namic equilibrium are:(
∂T

∂V

)
S

= −
(
∂P

∂S

)
V

(
∂S

∂V

)
T

=
(
∂P

∂T

)
V(

∂T

∂P

)
S

=
(
∂V

∂S

)
P

(
∂S

∂P

)
T

= −
(
∂V

∂T

)
P

.
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Maxwell’s demon A thought experiment
proposed by Maxwell to illustrate how the sec-
ond law of thermodynamics might be defied.
Maxwell proposed the existence of an intelli-
gent creature small enough to actually observe
the motion of individual atoms. Using this imag-
inary creature, Maxwell proposed the following
experiment: Consider two containers of gas sep-
arated by a wall with a door that is operated
by the demon. Any gas at thermal equilibrium
consists of atoms with a distribution of veloci-
ties. If the demon only opens the door when he
sees a fast atom approaching from the right (or
a slow molecule from the left), then, in princi-
ple, he is able to make the left-hand gas hotter
than the right hand gas without expending any
work. In other words, Maxwell’s demon allows
the entropy of the whole system to decrease. Al-
though, of course, such a demon does not exist,
an analogous situation is created when we mea-
sure the microscopic details of the same system.
If we could know all velocities of all particles, it
seems as though we could take advantage of the
corresponding entropy reduction. This view-
point prevailed until Brillouin showed (in the
early 1950s) that Maxwell’s treatment assumed
that the demon generated entropy and that this
assumption was indeed false. By calculating
the minimum entropy generated by the demon
(or any analogous information storage system),
Brillouin was able to show that this minimum
entropy greatly exceeded the entropy decrease
produced by the demon.

Mayer’s virial expansion An expression for
the equation of state of an imperfect gas. Mayer
showed that a general expression for the equa-
tion of state of a gas is given by

P

kT
= n+ B2(T )n

2 + B3(T )n
3 +�

where P is the pressure of the gas, T is the tem-
perature, n is the number density of gas atoms
or molecules, and k is the Boltzmann constant.
The virial expansion coefficients, Bi , may also
be functions of temperature.

McCleod gauge A device based on Boyle’s
law for measuring gas pressure. A column of
fluid is supported by the compression of a vol-
ume of gas at low pressure into a chamber of

smaller volume. This gauge typically measures
pressure between 10 mbar and 10−5 mbar.

M center Two adjacent F centers. See color
center.

mean free path A collection of particles that
undergo random motion in a confined space is
characterized by a series of interparticle colli-
sions. The average distance between collisions
traveled by such particles is known as the mean
free path. Examples of physical systems for
which the concept of a mean free pathis im-
portant include gas molecules in a container and
electrons in a crystalline lattice.

mean free time For particles undergoing
random motion, the time between collisions is
known as the mean free time.This quantity in-
fluences a number of thermodynamic processes.
For example, in condensed matter physics the
mean free timeplays a role in the conductivity
of materials.

mean photon number The average number
of photons in one mode of the radiation field.
This quantity is dependent on the type of light
under consideration. For a thermal light source
with temperature T in thermal equilibrium, the
probability to detect n photons within a given
time interval is given by the Bose–Einstein dis-
tribution, since photons are bosons:

p(n) = 1

n+ 1

(
n

n+ 1

)n
where the mean photon numbern is given by
the Boltzmann distribution,

n = 1

exp(hν/kbT )− 1

and the typical fluctuations are given by

σ 2 = n+ n2 .

The highest probability can always be found at
n = 0 photons. The photon number fluctuations
get larger with increasing temperature T .

For a coherent light source, i.e., the laser, the
probability of detecting n photons during a time
t is given by the Poisson distribution

p(n) = nn exp (−n)
n! n = 0, 1, 2, · · ·
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where the fluctuations are much smaller

σ 2 = n .

measurement theory Quantum mechanics
has been successful in understanding nature. It
is self-contained, providing self-consistent log-
ics and necessary information of whatever sub-
ject. From a practical point of view, there is no
problem there. In some extreme cases, however,
the logic for relating quantum systems to our
cognition is strange at best. From the very start
of quantum mechanics there have been trouble-
some questions about quantum measurements.
Our brains, the last device for our cognition, are
macroscopic. We have to use a macroscopic
device for any measurement of a quantum sys-
tem, however small it may be. There is a mist
between a very small quantum system and a
macroscopic device. Furthermore, certain dis-
tinguished physicists asserted that we need hid-
den variables to solve all troublesome problems
concerning the measurements of small quantum
systems. The assertion is that the current quan-
tum mechanics possesses no practical difficul-
ties but the troubles in its interpretation can only
be solved by the hidden variables. All efforts to
answer the troublesome questions are classified
as the measurement theory.The most serious
question is that the conventional interpretation
of quantum measurements at issue requires non-
local events, violating Einstein’s hypothesis of
prohibiting instantaneous propagation of natu-
ral phenomena over the light velocity. A typical
example is the Einstein–Podolsky–Rosen exper-
iment, which might have favored the hidden var-
iable theory. The question was greatly clarified
by John Bell who found an empirical criterion
for the existence of hidden variables by means
of mathematical inequalities known as Bell’s in-
equalities. The experiments along this line have
not yet rejected the non-locality.

mechanical mass Consider a particle field
in the interacting quantum fields. The part of
the particle’s mass which is supposed to exist in
the absence of any interaction is called the me-
chanical mass,or the bare particle mass. The
observed mass is different from this. The in-
teraction through the fields gives rise to a mass
correction.

Meissner effect The exclusion of magnetic
flux in a superconductor. Superconductors are
perfect diamagnetic materials.

meniscus Portion of the free surface that ex-
tends along a wall due to surface tension effects
at the interface of a solid boundary and liquid.
The height of the meniscusis governed by the
balance of pressure and surface tension forces
and is given by the relation to the first order

h =
√

2σ(1− sin θ)

ρg

where σ is the fluid surface tension, θ is the con-
tact angle, and ρ is the fluid density. The effect
of atmospheric density has been neglected, but
it can be significant for low liquid densities or
high atmospheric pressure.

Mercier stability criterion Plasma condi-
tions needed for stability of localized inter-
change modes in a toroidal magnetic confine-
ment device.

meson Particle which is a bound state of
a quark and an antiquark, held together via
the chromodynamic force. The lightest and
most common mesonsare the charged (π±)
and neutral (πo) pions which are composed of
up or down quarks/antiquarks. Since mesons
are formed from quarks/antiquarks they always
have integer spin (0, 1, 2, . . . ).

metal insulator transition (Mott transition)
Can we influence a conductor to become an in-
sulator or an insulator to become a conductor?
We know, for example, that intrinsic semicon-
ductors are poor conductors at low temperatures.
If a semiconductor is heavily doped with im-
purities (donors or acceptors), we expect that
when the electron wave functions overlap, the
semiconductor should become a good conduc-
tor. This should happen for impurity densities
of (1/2a∗B)3 where a∗B is the Bohr radius for the
impurity, which is about 30 Å and gives densi-
ties of about 1018/cm3.

A similar question concerns H atoms. If com-
pressed in a monoatomic lattice, at what density
is a hydrogen crystal a metal? The overlap argu-
ment gives (1/2ao)3, where ao is the first Bohr
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radius, which is ∼ 1024/cm3. The argument
might be refined by including screening, but the
orders of magnitude do not change.

Conduction in semimetals and divalent met-
als takes place in overlapping bands. Are there
situations where, by applying pressure to the
crystal, one can remove the overlap of the bands
or bring it about and thus induce insulator-metal
transition?

Another example is disorder: by increasing
disorder, a metal can become an insulator, ac-
cording to Anderson. See localization.

metastable state An excited state of an atom
or molecule, for which all transitions to lower
states are forbidden, which means that they are
not coupled via a dipole-allowed transition to a
state of lower energy. Lifetimes for metastable
states are in the millisecond range or longer.
Nevertheless, decays of metastable lines can
be observed for special conditions. Higher or-
der transitions such as magnetic dipole-allowed
transitions or electric quadrupole-allowed tran-
sitions are possible. In addition, collisions can
quench metastable states.

methods of characteristics See Riemann in-
variants.

metric tensor Vector products of the gradi-
ents of curvalinear coordinates that characterize
the local coordinate geometry.

MHD equations Single fluid model for the
interaction between a highly conducting plasma
and a magnetic field. The MHD model is used to
produce theoretical predictions of plasma equi-
librium (force balance) as well as large scale
waves and instabilities.

MHD equilibrium Plasma and magnetic
field shape determined by force balance using
the MHD model.

MHD instability Large scale instability
driven by plasma current and pressure gradient
as predicted by the MHD model.

Michel parameters Three parameters, usu-
ally denoted by ρ, δ, and ξ , which are used
to characterize the differential decay rates for

muon decay (µ− −→ e− + νe + νµ). Com-
paring these experimentally measured parame-
ters with their values predicted from the standard
model gives a good test of that theory.

Michelson interferometer A two-beam in-
terferometer. Light is incident on a beam split-
ter, from where it passes through two different
arms. The light is reflected back, and recom-
bines at the original beam splitter. The recom-
bined light beam can be observed with a detec-
tor. Depending on the length difference of the
two optical paths, one observes constructive or
destructive interference of the light. For an ideal
light source and mirror surfaces, one observes a
constant illumination of the output port. In other
cases one observes interference rings or stripes.

If the mirror in one arm is moved, the relative
phase between the two contributions to the in-
terference signal changes, and one can observe
interference fringes, i.e., a constant change be-
tween constructive and destructive interference.
Since the principle of conservation of energy
must not be violated, the intensity in the other
exit of the interferometer (i.e., the path back to
the light source) is always 180◦ out of phase
with the other arm. The Michelson interferom-
eter was first set up by the American physicist
A.A. Michelson in order to measure the diame-
ter of distant stars.

In the history of physics, the Michelson in-
terferometeris of utmost importance. Michel-
son and Morley tried to prove the existence of a
medium — the so-called ether — through which
electromagnetic waves are propagating using a
Michelson interferometer. Their measurements
were negative, and only briefly thereafter, Albert
Einstein drew the conclusions that ultimately led
to the introduction of the theories of special and
general relativity.

Currently, gravitational wave detectors based
on a Michelson interfometric design are the most
promising tools for the detection of gravitational
waves predicted by the theory of general relativ-
ity.

Before the introduction of the Fabry–Perot
interferometer, the Michelson interferometer
was frequently used as a tool in spectroscopy.
It can also be used to measure the temporal co-
herence of a light source.
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It is also of great technical importance, since
the flatness of surfaces relative to some reference
surface can be tested by observing the structure
of the interference fringes. They give a very
sensitive contour diagram with a resolution of
approximately λ/2.

The Michelson interferometer.

microcanonical distribution For an isolated
system in equilibrium, all of the states within a
small energy band are equally probable and all
of the other states have zero probability. An
equilibrium distribution of this type is known as
a microcanonical distribution.

micro-local analysis LetA be an operator in
Hilbert space which represents a physical var-
iable. In coordinate representation, its matrix
element is < x′|A|x′′ >, where x′ and x′′ rep-
resent the coordinates of a particle or a parti-
cle assembly. In the latter case, x stands for a
Fourier transformation for a set of coordinates
{x1, x2, . . . , xn}. In the micro-local analysiswe
take the

A(x, p)=< x′|A|x′′ > δ
(
x − (x′ + x′′) /2

)
exp

[−ip (x′ − x′′) /h̄] dx′ dx′′
which resembles a classical variable. The micro-
local analysisis appropriate for semi-classical
analysis.

micromaser A maser based on a microwave
cavity with an extremely high Q-factor, i.e., pho-
ton lifetime, and an extremely small flux of
atoms. The parameters are chosen such that typ-
ically only one atom at a time interacts with the
radiation field.

Atoms are excited to a Rydberg state before
entering the cavity. Transition frequencies be-
tween two of these Rydberg states are in the mi-
crowave region, and due to the long lifetime of
Rydberg states, the interaction of a single atom
with a single mode of the radiation field can be
studied. In order to determine the interaction
time of atoms and photons precisely, only atoms
with a certain velocity are excited into the Ryd-
berg states. This is facilitated using a Fizeau ve-
locity selection or by making use of the Doppler
effect in the excitation process. In order to in-
crease the coupling between cavity modes and
atoms, the storage time of the microwave pho-
tons within the cavity must be maximized. The
cavities are therefore made from niobium, which
is kept at cryogenic temperatures and becomes
superconducting. This also reduces the back-
ground of thermal photons.

Atom–photon interactions are the basis for
the Jaynes–Cummings model. Experimentally,
many predictions of the Jaynes–Cummings
model could be demonstrated with the micro-
maser. Examples are revival, photon trapping
states, non-classical light, the maser threshold,
power broadening, the Mollow triplet, etc. The
first entanglement between atoms was also gen-
erated using a micromasersetup.

microstate For a given set of constraints
(parameters of the thermodynamic system that
can be held fixed or varied by some observer),
the thermodynamic system still has access to a
very large number of microscopic states or mi-
crostates. For example, for a gas of constant
volume, the starting conditions (position and ve-
locity) of the individual molecules could have
many different values.

microsystem When evaluating state func-
tions for large systems it is usually advantageous
to divide the system conceptually into indepen-
dent microsystems,each with its own set of en-
ergy states. For example, when considering the
magnetic energy of a paramagnetic salt, the in-
dividual ions are considered as an independent
microsystemin order to obtain the state function
of the large system.
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microturbulence Fluctuations with wave-
lengths much smaller than plasma macroscopic
dimensions.

Miller indices A plane in direct lattice is
specified by three numbers, known as Miller
indices, in the following way: Choose a set
of three convenient axes to describe the crystal
with unit lengths a1, a2, and a3 along them. Let
the plane intercept these axes at x1a1, x2a2, and
x3a3. The Miller indices of the plane are the
three integers h, k, and l which have no com-
mon factor and are inversely proportional to the
intercepts of the plane on the axes, namely

h : k : l = 1/x1 : 1/x2 : 1/x3 ,

Miller indices are enclosed by parentheses (hkl)
and negative intercepts are denoted by a mi-
nus above the integer such as (1̄31̄). Equivalent
planes which are obtained by applying symme-
try operations to the crystal are denoted by {hkl}.

The direction of a vector r = n1a1 +n2a2 +
n3a3 in direct lattice is denoted by [n1n2n3]. A
set of equivalent (by symmetry) directions are
denoted by < n1n2n3 >.

The vectorG = hb1+kb2+lb3 in reciprocal
space is perpendicular to the plane (hkl) in a
direct lattice. The spacing of the set of planes
(hkl) is inversely proportional to 1/|G|. See
Laue’s condition method.

In cubic crystals, the crystal axes are three
cube edges (forming a right-handed system)
with a cube edge as a unit length.

minimal coupling A method of creating an
interaction (a coupling) between matter parti-
cles and gauge fields which involves replacing
the ordinary derivative in the Lagrange density
via the covariant derivative. For example, a
massless Dirac particle has a Lagrange density
of ψ(i�γµ∂µ)ψ . If the ordinary derivative is
replaced by the covariant derivative for electro-
magnetism (i.e., ∂µ −→ ∂µ+ ieAµ, where e is
the magnitude of the electron’s charge andAµ is
the electromagnetic four-vector potential or the
gauge field), this introduces a new term into the
Lagrange density (ψ(i.e.,Aµ)ψ) which couples
the Dirac matter particle with the gauge field.

minimum uncertainty The smallest possi-
ble uncertainty in the measurement of two con-

jugate variables in quantum mechanics. It is
given by Heisenberg’s uncertainty relation.
Generally one finds

�A�B ≥ h̄/2 ,
where A and B are two conjugate observables,
i.e., observables which do not commute: [A,B]
= A B − A B �= 0.

Mirnov oscillations Magnetic perturbations
detected around the edge of toroidal magnetic
confinement devices such as tokamaks.

mirror matter A hypothetical form of mat-
ter where every known particle (electron, pro-
ton, photon, etc.) has a mirror partner (mirror-
electron, mirror-proton, mirror-photon, etc.),
which has the same mass, but which interacts via
forces which are mirrors of the standard model
interactions (e.g., ordinary matter will interact
via the electromagnetic interaction, while mirror
matter interacts via mirror-electromagnetism).
Only the gravitational force operates the same
on both matter and mirror-matter. As a result,
matter interacts very weakly with mirror-matter.

mirror ratio Ratio of maximum to minimum
magnetic field strength along a field line in a
magnetically confined plasma.

MIT bag model A phenomenological model
for hadrons, where the quarks which constitute
the hadron are assumed to be confined within a
cavity or bag. Usually, this region in which the
quarks are free to move is spherical in shape.
The bag model is motivated by an analogy to the
Meissner effect in superconductivity: the QCD
vacuum outside of the bag is said to expel the
color electric field in a manner analogous to the
way superconductors expel magnetic fields. Be-
cause of this hypothesized expulsion of the color
electric field, the quarks remain confined within
the bag.

mixed state Or statistical states. States in
which pure states are superposed with a prob-
ability distribution. The simplest pure state or
definite quantum states can be written as a su-
perposition

|�(θ)〉 =
∑

cn(θ)|ψn〉 .
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The wave function for a mixed statecan then
be written as the superposition of different pure
states

|�mix〉 =
∫
p(θ)|�(θ)〉 dθ ,

where p(θ) is the probability distribution. For
mixed states,the average values 〈Ô〉 for an ob-
servable Ô are given by

〈
Ô
〉
=
∫
p(θ)〈�(θ)|Ô|�(θ)〉 dθ .

A completely mixed stateis represented in the
density matrix picture by off-diagonal elements
with the value zero.

mixing angle, Weinberg In the SU(2) ×
U(1) standard model, an angle, denoted by θW ,
which parameterizes the particular admixtures
of the third component of the original SU(2)
gauge boson, W 3

µ, and the weak hypercharge
gauge boson, Bµ, which make up the electro-
magnetic field (Aµ = cos θW Bµ + sin θW W 3

µ)
and the field of the Z-boson (Zµ = − sin θW
Bµ + cos θW W 3

µ).

mixing length In a turbulent flow, the dis-
tance traveled by a fluid parcel before losing its
momentum. Generally used as a simple analysis
in turbulence.

mixing length estimate Estimate for non-
linear saturation of micro-instabilities in which
the density perturbation becomes comparable to
the background density gradient times the wave-
length.

mobility Drift mobility is |qτ/m|, where q is
the electric charge on the particle, m is its mass
(or effective mass), and τ is the average time (re-
laxation time) between collisions. An isotropic
medium is assumed. It is also the ratio of the
magnitude of the drift velocity to the magnitude
of the electric field (for weak fields).

mobility edge In disordered systems, elec-
tron states can be localized or free. A mobil-
ity edgeEc is an energy value below which a
state is localized and above which a state is free
(conducting). If the Fermi level lies below Ec,

conduction takes place by hopping and the con-
ductivity is low, and if it lies above Ec, we have
ordinary conduction. A manipulation of the lo-
cation of the Fermi level, if possible by external
means, can bring about a metal-insulator transi-
tion.

mode An eigenstate of the electromagnetic
field in a resonator or wave guide. The mode
is characterized by a wavelength and the spa-
tial distribution of the light. In a resonator, the
transverse modesare given by the condition that
an integer number of half-waves will fit in the
resonator (standing wave) or an integer num-
ber of wavelengths will fit in the resonator (ring
resonator). The lowest order spatial modefor
a resonator is a Gaussian beam, in which the
transverse intensity distribution falls off like a
Gaussian function. Parameters characterizing a
Gaussian beam are the smallest beam waist ω0
and the radius of curvature of the wave front. In
a wave guide, the lowest order spatial modesare
Hermite functions.

mode competition In a laser, the mechanism
which determines the longitudinal mode char-
acteristics of a laser. When many longitudinal
modes are within the gain profile of the laser
modes, modes which are populated by spon-
taneous emission first start to oscillate, receive
more of the gain by means of stimulated emis-
sion, and grow stronger at the expense of other
modes which either never start to oscillate or
stop oscillating. In pulsed lasers, this behavior
can be used to produce single longitudinal mode
output. This technique is referred to as injec-
tion seeding. One single longitudinal mode is
prepopulated by a weak continuous wave seed-
ing laser. Upon Q-switching the cavity, this one
mode will immediately start to oscillate while
others would have to build up from the vacuum
fluctuations. Due to this mode competition,the
single mode will be the only one to oscillate.
One requirement for this technique to work is
that the seed laser is resonant with the pulsed
slave laser cavity. Several schemes are reported
in the literature to achieve this resonance.

mode degeneracy Refers to the possibility
that modes in a resonator or cavity can have
the same energy, i.e., resonant frequency. This

© 2001 by CRC Press LLC 



includes the degeneracy in polarization or the
transverse distribution of the intensity. In a
spherical resonator, the frequencies of the modes
can be found via the condition that the phase of
the waves must change by an integer multiple of
π for one round trip. This results in the follow-
ing frequencies for the modes in standing wave
cavities with spherical mirrors with radius R1
and R2:

νj = c

2d

(
n+ (n+m+ 1)

cos−1±√g1g2

π

)

where g1,2 = 1− d
R1,2

and d is the separation of
the two mirrors. n are integer numbers charac-
terizing the longitudinal modes with a separation
of c/2d , andm and l characterize the Gaussian–
Hermite transverse eigenmodes of the cavity.

The factor
cos−1±√g1g2

π
is called the Guoy phase

and takes on the following values for the most
important cavity configurations:

cos−1±√g1g2

π
≈


0 planar cavity g1 = g2 = 1
1
2 confocal cavity g1 = g2 = 0
1 concentric cavity g1 = g2 = −1

.

One sees that in the case of the confocal etalon,
modes characterized by the integers (n,m,l) are
partly degenerate: modes (n,m, l) are degener-
ate for the same k = m+ l. Furthermore, those
modes for which m + l is an even integer are
degenerate with the modes (n+m+l,0,0), while
modes (n,m′, l′), for which l′ + m′ = odd in-
teger, fall exactly halfway between the modes
with (n+m′ + l′ − 1) and (n+m′ + l′) caus-
ing a mode spacing of c/4d . Due to this mode
degeneracyan exact mode matching of laser ra-
diation to a confocal Fabry–Perot etalon is not
necessary. This has the disadvantage, however,
that the free spectral range is reduced to c/4d.

mode locking A technique to produce
light pulses in the picosecond and femtosec-
ond regime. Phase locking of different longi-
tudinal modes can be regarded as the time ex-
pansion of a Fourier series, which, in the time
domain, results in light pulses. The frequency
distance νf = c/2L between adjacent longi-
tudinal modes phase-locked together, where c

is the speed of light and L is the length of the
resonator, leads to a pulse train with separation
2L/c and where individual pulses have a width
of

1

Mνf
,

where M is the number of modes which are
phase-locked.

Experimentally, this phase locking can be
achieved by placing an acousto-optic or electro-
optic modulator inside the cavity, which is mod-
ulated at the free spectral range c/2L of the
cavity. Other techniques include placing a sat-
urable absorber inside the cavity. The colliding
pulse modulation or CPM is based on the latter
method.

mode mismatch The mismatch in spatial
profile or frequency of a light beam with respect
to the eigenmodes of a resonator or wave guide.
Mode matching of laser beams is important in
many applications, for instance laser resonators,
laser design, build-up cavity for the enhance-
ment of non-linear processes, and coupling to
optical fibers.

mode pulling The frequency shift of a laser
mode due to a mismatch between the maximum
of the gain profile and the longitudinal cavity
modes. The sharper the resonator modes, the
less severe the mode pulling,and the sharper the
gain profile, the stronger the frequency pulling.
Mode pullingalso occurs for pulsed injection
seeded laser systems in the nanosecond regime.
If the slave cavity of the pulsed laser is not per-
fectly in resonance with the seed laser, a fre-
quency chirp on the pulsed output will be mea-
sured that will pull the laser frequency towards
the output frequency of the slave cavity.

mode rational surface Magnetic surface in a
toroidal magnetic confinement device on which
magnetic field lines close on themselves with
the same topology as a helical mode of plasma
oscillation.

modulation The controlled change of a pa-
rameter of the electromagnetic field for the pur-
pose of communication. One distinguishes fre-
quency (FM) and amplitude (AM) modulation.
In the former, the frequency of a signal is mod-
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ulated around the carrier frequency ν0. In the
latter case, the frequency stays constant and the
amplitude of the signal is modulated.

molasses The arrangement of six laser beams
in a three-dimensional arrangement similar to
the setup of a magneto-optical trap. However, a
magnetic field is not present. The arrangement
of the laser beams leads to a velocity-dependent
force on the atoms and, consequently, to diffu-
sive motion of the atoms.

mole The amount of substance containing
the number of ions, atoms, or molecules, etc.
to equal the number of atoms in 12 grams of
Carbon 12; SI unit is mol.

molecular beam Generally consists of a di-
rected beam of non-ionized atoms or molecules
emerging from a source whose momentum de-
pends solely upon their thermal energy. For a
beam of ideal gas atoms at thermal equilibrium,
the flux of particles is given by 1

4n〈c〉, where
n is the number density of gas atoms and 〈c〉
is the mean velocity of the beam assuming a
Maxwell–Boltzmann distribution of velocities.

molecular crystals Crystals made from at-
oms such as Ar, Kr, Ne, and Xe or molecules
such as H2, and N2, where the atoms or
molecules are weakly affected by the formation
of the crystal. The binding forces are weak.

molecular dynamics Field which studies
the energy flow in molecules after excitation
with short light pulses. According to the Born–
Oppenheimer approximation which separates
the different motions, i.e., rotations, vibrational
and electronic, no perturbations with dark states
should be allowed. Dark states are defined as
background states which are not optically active,
formed by rovibrational states in the same or dif-
ferent electronic states. In real molecules, the
interaction between bright and dark states does
occur. This leads to a flow of energy deposited
in molecules into these background states. The
possible mechanisms are intramolecular vibra-
tional relaxation (IVR), intersystem crossing
(ISC), or internal conversion (IC). One can dis-
tinguish three cases: the small, large, and in-
termediate molecule. For small molecules, the

density of states is small and no perturbations
are observed; the fluorescence yield, i.e., the ra-
tio of radiative decays to total decays, is one.
In the case of the large molecule, which is also
called the statistical case, the density of states
is so large that the mean separation of states ε
is larger than their decay rates �d , such that the
states form a quasi-continuum. This leads, af-
ter excitation of the Born–Oppenheimer states,
to an irreversible energy flow (dissipation) into
the background states. The non-radiative decay
leads to a reduction in the fluorescence yield and
to exponential decays on a much smaller time-
scale than observed for the small molecule case.
Quantum mechanically, this decay can be ex-
plained by the dephasing of the different states.
A recurrence cannot be observed, due to the irre-
versible energy flow into the background states.

Finally, in the intermediate case, coupling el-
ements are of the same order of magnitude as the
energy separations. The recurrence can be ob-
served as deviations from an exponential decay.
In the case of coherent excitations it becomes
possible to observe phenomena such as quantum
beats and biexponential decays. The intermedi-
ate case is particularly interesting since it can be
investigated using quantum beat spectroscopy,
which is a quasi Doppler-free technique with
very high relative frequency resolution.

Typical tools for the investigation of molecu-
lar dynamicsare high resolution, quantum beat
and pump-probe femtosecond spectroscopes.

molecular dynamics method In the molec-
ular dynamicscomputational method,the dis-
tribution of molecular configurations is calcu-
lated directly. The molecules are given some
initial configuration and each has some defi-
nite speed and trajectory. Using an assumed
force law (based on the assumed intermolecular
potentials), the subsequent trajectory of every
molecule is then calculated. A record of the
molecular trajectories is kept, and by averaging
these over time, it is possible to calculate the
equation of state. Using this method it is also
possible to calculate non-equilibrium properties
such as viscosity or thermal conductivity.

molecular field P. Weiss proposed the idea of
a molecular field(or a mean field) which acts on
the magnetic moments of a ferromagnet in ad-
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dition to the external fieldBa . The mean field is
assumed to be proportional to the magnetization
M . The effective field is thus Ba + λM , where
λ is a constant. This hypothesis explains the
spontaneous magnetization (when the applied
field is zero) at low temperature. It also gives
the Curie–Weiss law, χ = C/(T − Tc), where
χ is the paramagnetic susceptibility well above
the Curie temperature Tc , C is a constant, and
T is the temperature. Heisenberg replaced the
mean field by the exchange interaction to align
the spins.

molecular heat capacity The heat capacity
of a molecule that arises from all of the individ-
ual contributions to its internal energy. For a free
diatomic molecule, this energy typically com-
prises contributions from the translational, rota-
tional, and vibrational energies of the molecule.
For example, CO at room temperature has a
molecular heat capacityof 5/2 kB, which arises
from a translational energy contribution of 3/2
kB and an unquenched rotational energy con-
tribution of kB . At room temperature, the vi-
brational contribution to the molecular heat ca-
pacityis quenched and only becomes significant
for temperatures above 1000 K, whereupon the
molecular heat capacityapproaches 7/2 kB .

Moller scattering The process in which two
initial electrons scatter from one another into
a final state of two electrons. This process is
written as e− + e− −→ e− + e−.

Mollow spectrum The three-peaked emis-
sion spectrum of a coherently driven two-level
atom in the strong field limit. The occurrence
of the Mollow spectrumcan be explained in the
dressed state picture. The spectrum consists of
three peaks, formed by four contributions. As-
suming resonant excitation of the laser, the flu-
orescence intensity as a function of frequency ω
yields:

I (ω)=2π

(
�

�

)2

δω − ω0 + �/2

(ω − ω0)
2 + �2

+ 3�/8

(ω − ω0 −�)2 + (3�/2)2
+ 3�/8

(ω − ω0 +�)2 + (3�/2)2
,

where � is the line width of the transition at a
central frequency ω0. � is the Rabi frequency.
The first contribution is due to the elastic scatter-
ing of light, which is dominant for a weak excita-
tion (�� �), but negligible for a strong excita-
tion. The other three terms are due to incoherent
scattering. Two smaller peaks surround a larger
central peak located at the atomic resonance fre-
quency. The frequency separation between the
central and the outer peaks is given by the Rabi
frequency. For resonant excitation, the area ra-
tios of the lines is given by 1:2:1, whereas the
peak ratio is given by 1:3:1. For non-resonant
excitation one still finds a three-peaked spec-
trum around the laser frequency. However, the
ratio of the main peak to the sideband becomes
smaller.

Illustration of the Mollow triplet in the resonance flu-

orescence of a two-level atom with the help of the

dressed atom picture for excitation at the frequency

ω0.

moment equations Fluid equations derived
by multiplying a plasma kinetic equation by
powers of particle velocity and integrating over
all velocities.
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momentum equation See Navier–Stokes
equations.

momentum integral In a boundary layer, the
integral defining a length scale based upon the
loss of momentum due to the boundary layer.
The momentum thickness is given by

θ =
∫ ∞
o

u

U
(1− u

U
) dy .

momentum representation Choose eigen-
functions of momentum as an orthonormal set
of vectors in Hilbert space to represent quantum
states and quantum variables. Such represen-
tation is called the momentum representation.
The momentum eigenfunctions are simply plane
waves.

monochromatic radiation Radiation that
contains only the light of one frequency. It can
be described by the function E(t) = E0e

ıωt ,
where ω is the frequency of the light and E0 is
the field amplitude.

monoclinic lattice A Bravais lattice gener-
ated by the primitive translations a1, a2, and a3
(whose lengths are a, b, and c respectively). a3
is perpendicular to a1 and a2, but a1 is not per-
pendicular to a2 and a �= b �= c.
monte-carlo method This computational
method generates a sequence of configurations
of the thermodynamic system (typically a set
of atoms or molecules arranged in space) over
which equilibrium properties can be averaged.
The molecules are started in some initial con-
figuration and are then moved sequentially ac-
cording to the following rule. If the calculated
change in potential energy (�E) of the system
is negative, then the configurational change of
the system is allowed to occur automatically. If
the associated potential energy change is posi-
tive, however, then the computer is programmed
to allow the molecule to move with a probabil-
ity of exp (−�E/kBT ). Thus, the system will
reach statistical equilibrium when the probabil-
ity of each configuration is the required Boltz-
mann probability. The advantage of this tech-
nique over a molecular dynamics simulation is
that it reaches equilibrium faster, but it cannot be

used to calculate non-equilibrium system prop-
erties.

Moody chart Plot of the Colebrook pipe fric-
tion formula for various surface roughnesses as
a function of the Reynolds number for turbulent
flow in a pipe.

MOSFET Metal oxide semiconductor field
effect transistor.

Mössbauer effect (1) Also called recoil-free
gamma-ray resonance absorption. Nuclear
process permitting the resonance absorption of
gamma rays. It is made possible by fixing atom-
ic nuclei in the lattice of solids so that energy is
not lost in recoil during the emission and absorp-
tion of radiation. The process, discovered by the
German-born physicist Rudolf L. Mössbauer in
1957, constitutes a useful tool for studying di-
verse scientific phenomena.

In order to understand the basis of the Möss-
bauer effect,it is necessary to understand sev-
eral fundamental principles. The first of these is
the Doppler shift. When a locomotive whistles,
the frequency, or pitch, of the sound waves in-
creases as the whistle approaches a listener and
decreases as the whistle recedes. The Doppler
formula expresses this change, or shift in fre-
quency, of the waves as a linear function of the
velocity of the locomotive. Similarly, when the
nucleus of an atom radiates electromagnetic en-
ergy in the form of a wave packet known as
a gamma-ray photon, it is also subject to the
Doppler shift. The frequency change, which is
perceived as an energy change, depends on how
fast the nucleus is moving with respect to the
observer.

Finally, it is necessary to understand the prin-
ciples governing the absorption of gamma rays
by nuclei. Nuclei can exist only in certain def-
inite energy states. For a gamma ray to be ab-
sorbed, its energy must be exactly equal to the
difference between two of these states. Such
an absorption is called resonance absorption. A
gamma ray that is ejected from a nucleus in a free
atom cannot be resonantly absorbed by a simi-
lar nucleus in another atom because its energy
is less than the resonance energy by an amount
equal to the kinetic energy given to the recoiling
source nucleus.
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(2) The phenomenon where a nucleus within
a crystal lattice undergoes a transition between
energy states and emits a high energy photon
(usually a γ -ray photon) without significantly
recoiling. This nearly recoilless emission by
the nucleus is possible because the entire lat-
tice takes up the recoil momentum, so that the
nucleus that emits the photon only recoils an in-
finitesimal amount. The photons which occur
in the Mössbauer effect are extremely sharply
peaked in energy and frequency.

MOT See magneto-optical trap.

motor A machine designed to convert en-
ergy into the mechanical form from some other
form. For example, an electrical motor converts
electrical energy to mechanical energy, whereas
a chemical motor converts stored chemical en-
ergy into mechanical energy.

motor generator A device for converting
electrical energy at one particular voltage and
frequency (or number of phases) to another volt-
age and frequency (or number of phases). Con-
sists of an electrical motor and generator that are
mechanically coupled.

Mott scattering The electromagnetic scat-
tering of electrons from heavy nuclei. The nu-
clei are treated as point positive charges, and
are assumed to be heavy enough that their recoil
from the collision with the electron can be ig-
nored. In the limit in which the electron is mov-
ing at non-relativistic speeds, Mott scattering
becomes Rutherford scattering. See Rutherford
scattering.

Mott scattering formula The formula for the
differential scattering cross-section for identical
charged particles due to a Coulomb force, and
the formula for the scattering cross-section for
a relativistic electron by a Coulomb potential
field.

MS renormalization The minimal subtrac-
tion renormalization scheme is a specific method
for dealing with the infinities that occur in higher
order radiative corrections to physical processes.
In this scheme, one only subtracts the infinite

terms that arise in the calculation of the radia-
tive corrections.

Mueller matrix A 4×4 matrix which fully
describes the attenuation and polarizing proper-
ties of a medium such as polarizers or scattering
media. The polarization state of the incoming
light is described with the help of the Stokes
vector, which is a vector with four components
having the following meaning. The first compo-
nent gives the intensity of the light; the second
component is the difference between intensities
of the horizontal and vertical polarizations of
the beam; the third is the difference of the in-
tensities as measured after polarizers oriented at
±45◦; the last component is the intensity dif-
ferences with respect to left and right circular
polarizations of the beam.

In general, the components of the Stokes vec-
tor are normalized with respect to the total inten-
sity, such that the first component has the value
of one. For certain polarization states, the fol-
lowing Stokes vectors can be found:

unpolarized




1
0
0
0




horizontally polarized




1
1
0
0




vertically polarized




1
-1
0
0




polarized at 45◦




1
0
1
0




polarized at −45◦




1
0
-1
0




right circular polarized




1
0
0
1



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left circular polarized




1
0
0
-1




Any polarizer or scattering medium can now
be described as a Mueller matrix M such that
incident light described by a Stokes vector S
will be transformed to a state S′ = MS  after
passage through the medium. Examples of such
Mueller matrices are:

ideal horizontal polarizer
1

2




1 1 0 0
1 1 0 0
0 0 0 0
0 0 0 0




ideal vertical polarizer
1

2




1 -1 0 0
-1 1 0 0
0 0 0 0
0 0 0 0




ideal polarizer at 45◦ 1

2




1 0 1 0
0 0 0 0
1 0 1 0
0 0 0 0




ideal λ/4 plate




1 0 0  0
0 1 0  0
0 0 0 -1
0 0 1  0


 .

muffin tin potential The crystal potential
which an electron sees is often approximated by
nonoverlapping potentials centered at the equi-
librium positions of the ions.

multi-photon transition Transition caused
by a multi-photon process, i.e., by absorp-
tion or emission of two or more photons.
Multi-photon processes can occur through vir-
tual levels. Selection rules for these transitions
are different from one-photon transitions. The
transition probability for two-photon transitions
from state |i〉 to state |f 〉 can be found, by sec-
ond order perturbation theory, to be proportional
to the intensity I :

Pif = I 2 
∑
k

r̂|k〉〈k|er̂|f 〉|2(
ωki − ωf i

)2 ,

where the sum extends over all real levels |k〉.
In the case of a near resonance transition, an ad-
ditional damping term must be included, which
prevents the sum from blowing up.

There are three basic types of multi-photon
transitions: In a case where the initial level is
higher in energy than the final level, one speaks
of multi-photon emission. In the opposite case,
one speaks of multi-photon absorption. In either
case, the energy of the photons adds up to result
in the energy difference of the atomic final and
initial levels.

In the third process type, the Raman process,
emission and absorption events are combined.
Most common are two-photon Raman processes
where one photon at one frequency is annihi-
lated and another one is created.

multiplet (1) A collection of relatively
closely spaced energy levels, their splitting from
a single energy level caused by a weak interac-
tion. Examples are spin-orbit multiplets in the
electronic states in atoms and isospin multiplets
in nuclear level structures.

(2) A collection of hadrons grouped into
some representation of a mathematical group.
For example, the SU(3) flavor quark model con-
tains the up, down, and strange quarks in the
fundamental representation, 3 =(u, d, s). A
baryon is formed from various combinations of
three of these quarks, which mathematically can
be represented via the tensor product 3 ⊗ 3 ⊗ 3.
This tensor product can be decomposed into the
direct product as 10⊕8⊕8⊕1, where 10 is the
decuplet representation of SU(3), 8 is the octet
representation of SU(3), and 1 is the singlet rep-
resentation of SU(3). Each of these representa-
tions contains a number of particles equivalent
to the number of the representation. See octet;
nonets.

multipole expansion The expansion of the
interaction Hamiltonian of an atom with light to
higher order terms. These higher order terms
represent changes of the electromagnetic field
across the dimension of the atom. The relevant
expansion yields

eı
�k�r = 1+ ı�k�r + 1

2

(
ı�k�r
)2 + · · ·
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to a higher order than the zeroth order. The latter
is called the dipole approximation. The higher
order terms correspond to magnetic dipole, elec-
tric quadrupole, etc. transitions and have much
lower probabilities than electric dipole-allowed
transitions.

multipole selection rules Govern the higher
order transitions possible due to higher order
terms in the operator governing the interaction
of an electromagnetic wave and an atom. Most
prominent are the magnetic dipole and electric
quadrupole transitions. Their selection rules are
given by

magnetic dipole�L = 0

�J = 0,±1

�mJ = 0,±1

electric quadrupole�L = ±2

�m = 0,±1,±2 .

muon An apparently fundamental particle
which carries an electric charge equal to that of

the electron and has a spin of 1/2, making it a
fermion. Except for its mass, which is roughly
200 times that of the electron, the muon appears
to be similar to the electron. The muon decays
with a lifetime of approximately 2.2×10−6 sec-
onds, and it decays predominantly into an elec-
tron, an anti-electron neutrino, and a muon neu-
trino.

muonium A system consisting of a positively
charged antimuon bound to an electron. This
system is similar to the hydrogen atom except
the proton is replaced by the antimuon. This
system is a good test system for the accuracy
of QED since the electron and antimuon do not
interact via the strong interaction.

muon neutrino A neutral spin 1/2 particle
which, together with the charged muon, forms
the second family or second generation of lep-
tonic matter particles. See neutrino.
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N
Nambu–Goldstone boson A massless bo-
son that arises in theories where a global sym-
metry is broken. If a theory initially possesses
some global symmetry group, G, which has N
generators, and if this original symmetry is bro-
ken down to a global symmetry subgroup, H ,
which has M generators, then the final theory
will contain N–M massless bosons which are
called Nambu–Goldstone bosons.

nanostructure Structure of condensed mat-
ter with its smallest dimensions approximately
10 to 100 Å, such as fine wires, thin films, and
dots. These usually display quantum mechani-
cal effects vividly.

natural line width Linewidth of a transition
in the absence of any broadening effects such as
Doppler broadening or collisional broadening.
The line width of a transition is linked to the
lifetime τ of the upper state by

�ν = 1

2πτ
,

where the line width is in frequency units of Hz.

natural variables The thermodynamic po-
tentials (internal energy, enthalpy, Helmholtz,
and Gibb’s free energies), when given in their
differential forms, are expressed in terms of their
natural variables.If the thermodynamic poten-
tial is known as a function of its natural vari-
ables, it is possible to immediately obtain all
of the other significant variables. For example,
consider the Helmholtz free energy, F , whose
differential form is given by

dF = −S dT − P dV .
For the Helmholtz free energy, therefore, the

natural variables are T and V , and if F is known
as a function of these variables (i.e., F(T , V )),
then it is immediately possible to calculate the
remaining significant variables S and P since
S = − ( ∂F

∂T

)
V

and P = − ( ∂F
∂V

)
T

.

Navier–Stokes equations (1) Fluid equa-
tions for momentum including viscosity.

(2) Formulation of the conservation of mo-
mentum equation applied to a Newtonian fluid.
In a general form, this can be written as a second
order, non-linear, partial differential equation of
the form

ρ
Du
Dt
= div

↔
σ +ρg

where σ is the stress tensor. For an incompress-
ible flow in which variations in viscosity can be
neglected, this is simplified to

∂u
∂t
+ u · ∇u = − 1

ρ
∇p + g+ ν∇2u .

The Navier–Stokes equationsmay be
non-dimensionalized as follows. Take the in-
compressible unsteady momentum equation
(neglecting body forces),

∂

∂t
u+ (u · ∇)u = − 1

ρ
∇p + ν∇2u .

Each variable should be non-dimensionalized.
Use t∗ = t/to = tU/L, r∗ = r/L, u∗ =
u/U , and p∗ = p/ρU2 to obtain the follow-
ing equation (where the ∗ variables are the non-
dimensional ones):

∂

∂t∗
u∗ + (u∗ · ∇∗)u∗ = −∇∗p∗ + ν

UL
∇∗2u∗

or

∂

∂t∗
u∗ + (u∗ · ∇∗)u∗ = −∇∗p∗ + 1

Re
∇∗2u∗ .

Thus, the equation is wholly dimensionless
with the dimensionless parameter Re. (This is
another way to arrive at the definition of the
Reynolds number.) If Re is high, Re � 1, the
equation is reduced to

∂

∂t∗
u∗ + (u∗ · ∇∗)u∗ = −∇∗p∗

which significantly simplifies the analysis of the
equation. This may also be done with a low Re
to arrive at the creeping flow equation. With
the proper selection of dimensionless relations,
any equation can be non-dimensionalized in this
manner.
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In general, the Navier–Stokes equations are
intractable and can only be solved exactly for
a few specific cases. This requires approxima-
tions by simplification or other methods to ob-
tain solutions for most flows of interest.

nearly free electrons (NFE) A method
for calculating the electron energies in simple
metals for electron wave vectors satisfying the
Bragg reflection condition. In the first approxi-
mation, electrons are described by plane waves
exp(ik · r), and the effect of the crystal potential
is treated by standard (nondegenerate) perturba-
tion theory which couples electron states k and
k′ that differ by a reciprocal lattice vector G.
Near the Brillouin zone, boundaries k and k′ are
nearly equal in magnitude and so are their un-
perturbed energies (E = h̄2k2/2m), and degen-
erate perturbation theory must be used. Wave
functions using only those plane waves which
are nearly Bragg reflected are constructed, and
energy solutions are found which exhibit energy
discontinuities at the Bragg reflection.

For example, assume attractive (negative)
symmetric potential wells are located at x =
0,±a,±2a . . .  of a one-dimensional crys-
tal. The Fourier coefficients of this potential
V (2πn/a) are all real and negative. At k =
π/a, we have a Bragg reflection with k′ = −π

a
and G = −2π/a. The linear combinations
cos π

a
x and sin π

a
x diagonalize the energy opera-

tor (Hamiltonian) and we obtain the two energies
E1 = E0 −|V (G)| andE2 = E0 +|V (G)| with
E0 = (h2π2/a2m) + V (0) showing an energy
gap of 2|V (G)| in the free electron spectrum.

Néel temperature The transition tempera-
ture TN below which a paramagnetic state be-
comes an ordered antiferromagnetic state. For
T > TN the magnetic susceptibility χ = C/(T
+ θ) where C and θ are constants with θ of the
order of TN . See ferromagnetism.

negative energy states According to P.A.M.
Dirac, the relativistic equation of motion for
electrons has negative energy states. The Klein
paradox claims that electrons with positive ener-
gies could penetrate into negative energy states
if these states were empty. To solve this paradox,
Dirac concluded that the negative energy states
are filled by electrons. The positive and nega-

tive energy states are separated by an energy gap
of twice the rest mass energy. The gap is about
1,000 Mev. A gamma ray photon with energies
larger than this may excite a negative energy
electron to a positive energy state. Thus, the
gamma ray creates an electron–hole pair from
a vacuum. The hole is called the positron. Its
existence proved the Dirac theory to be valid.

negative energy wave Wave for which the
derivative of the dielectric function with respect
to frequency is negative. This typically oc-
curs in an inhomogeneous plasma with non-
Maxwellian particle distribution. Under some
conditions, the three-wave interaction between
negative and positive energy waves results in ex-
plosive instability.

negative resistance or conductivity Regions
where the derivative of the electric current den-
sity J with respect to the electric field E is neg-
ative are called negative conductivityor resis-
tivity regions. A plot of J versus E starts as
linear for a small value of E (Ohm’s law), then
rises to an infinite slope and turns back in one S
shape or more, giving a negative resistancere-
gion of type S or type a. Alternatively, J could
rise gradually to a maximum, drop to a mini-
mum, then rise again giving negative resistance
of type N (or type b). N -type negative resis-
tanceis realized in the tunnel diode of Esaki,
which is a heavily doped (degenerate)p–n junc-
tion, and in the Gunn effect where carriers, when
heated, are transferred from one band to another
band of slightly higher energy but lower mo-
bility. These negative resistanceregions show
instabilities which can be exploited to build os-
cillators or amplifiers. Obtaining negative re-
sistanceregions for carriers in a single energy
band is unlikely unless one can invent unusual
scattering mechanisms.

negative temperature Effective negative
temperaturesare said to occur for systems with
a finite number of energy levels for which popu-
lation inversion has been achieved, i.e., there are
more particles in the upper energy states than in
the lower ones. For a finite energy level system
obeying Boltzmann statistics, negative temper-
aturescorrespond, in an abstract sense, to effec-
tive temperatures greater than infinity.
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NEL steam tables Provide data on the prop-
erties of water in its liquid and vapor phases for
designers using steam, for example, as a work-
ing fluid in heat engines.

neoclassical transport Collisional transport
in toroidal magnetic confinement devices that is
enhanced by the fact that some of the charged
particles are trapped in local magnetic mirrors.
The drift orbits of these trapped particles are
called banana orbits, which deviate further from
magnetic surfaces than the orbits of those parti-
cles that are not trapped.

Nernst effect The potential difference cre-
ated by a temperature gradient along an electri-
cal conductor or semiconductor placed in a per-
pendicular magnetic field. The potential differ-
ence is generated in the direction that is perpen-
dicular to both the magnetic field and tempera-
ture gradient directions. This effect is actually
the analog of the Hall effect and was discovered
by Walter Nernst in 1886.

Nernst equation The zero-current cell po-
tential,E, for an electrochemical cell comprised
of a cell reaction with a reaction quotient, Q,
(in terms of the activities of the participating
species, aJ , and corresponding stoicheometries,
vJ )

Q =
∏
J

a
νJ
J

is given by:

E = E◦ − RT
νF

lnQ

where E◦ is the standard cell potential, R is the
ideal gas constant, T is the cell temperature, F
is Faraday’s constant (charge per mole of elec-
trons), and ν is the number of electrons trans-
ferred in the cell reaction.

Nernst heat theorem No change in entropy
takes place when a chemical change occurs be-
tween two crystalline materials at absolute zero.
A more restricted statement of the third law of
thermodynamics.

Nernst theorem An explanation for the ori-
gin of electrode potentials, based upon the hy-
pothesis that a dynamic equilibrium is estab-

lished between ions moving into solution from
the electrode and ions depositing onto the elec-
trode from solution.

neutral beam injection Heating, fueling,
current, and momentum driven in magnetically
confined plasmas by the injection of high en-
ergy neutral atoms which pass freely through the
magnetic field before they are captured within
the plasma.

neutral-current interaction The portion of
the weak interaction which is mediated by the
exchange of the electrically neutral Zo boson.
The effective Lagrangian for these processes can

be written as�LZ = g2

m2
Z

J
µ
Z JZµ, where g is the

SU(2) coupling constant and mZ is the mass
of the Zo boson. The neutral current is JµZ =∑
f

f γ µ(T 3−sin θ2
WQ)f , where f is the spinor

associated with a particular flavor of quark or
lepton, T 3 is the 3rd SU(2) generator, Q is the
U(1) generator associated with electric charge,
and θW is the Weinberg angle.

neutralino Hypothetical neutral particle
that arises within supersymmetric models. The
supersymmetric partners of the electroweak
gauge bosons and the Higgs bosons (called
gauginos and Higgsinos respectively) can mix,
forming neutral, linear combinations called neu-
tralinos.

neutrino Any of three neutral spin 1/2 parti-
cles thought to be fundamental matter particles
in nature. The neutrinocomes in three flavors
or types: the electron neutrino, the muon neu-
trino, and the tau neutrino. Each neutrino and its
associated charged lepton are grouped together
as a family or generation. It is believed that the
neutrinos interact only via the weak and gravita-
tional interactions. Recent experiments seem to
indicate that the electron neutrino (and possibly
also the muon and tau neutrinos) has a small rest
mass. Although no exact value for this mass can
yet be given, the electron neutrino is very light
compared to the electron.

neutron A spin 1/2 baryon with a rest mass
slightly greater than a proton. In free space, the
neutronis unstable and decays with a mean life
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of about 890 seconds. Along with the proton,
the neutron is the fundamental building block
of the nuclei of atoms. In the quark model, the
neutronis a bound state of two down quarks and
one up quark.

neutron diffraction Thermal neutrons with
energy of ∼ (1/40)eV have a deBroglie wave-
length of ∼ 2Å which is comparable to inter-
atomic distances in solids. They interact elasti-
cally with the nuclei and the magnetic moments
in a crystal. Thus, neutron diffractionreveals,
as in X-rays, the location of the atoms in the
crystal as well as the magnetic structure of the
crystal. In addition, the thermal neutrons scatter
inelastically by absorbing or emitting phonons
of comparable energies, which allows accurate
measurements of the frequencies of the lattice
vibrations and their wave vectors. The same is
possible for magnons (spin waves) through the
neutron magnetic interaction.

Newtonian fluid Fluid in which the shear
stress varies linearly with the velocity gradient
such that

τ ∝ du

dy
.

Air, water, and many common gases and liquids
exhibit Newtonian behavior.

nine-j symbols Used to calculate the cou-
pling of multiple angular momenta. Just as six-j
symbols are used to calculate the coupling of
three angular momenta, nine-j symbolsare used
to calculate the coupling properties of four an-
gular momenta, j1, j2, j3, and j4, to form a re-
sultant total angular momentum J .

J = j1 + j2 + j3 + j4 .

The nine-j symbolsare defined by




j1 j2 J12
j3 j4 J34
J13 J24 J


 =

〈(
J1j2

)
J12,

(
j3j4

)
J34, JM|

(
j1j3

)
J13,

(
j2j4

)
J24, JM

〉
√

2J13 + 1
√

2J24 + 1
√

2J12 + 1
√

2J34 + 1

where J12, J23, J13, and J24 are the possible
coupling schemes. Even permutations of rows
and columns or their transposition leave the
value of the nine-j symbolsunchanged.

When one of the arguments j1, j2, j3, or j4 is
zero, the nine-j symbolsreduce to six-j symbols.

Noether’s theorem Theorem which con-
nects continuous symmetries of a physical sys-
tem with conserved quantities. If the La-
grangian of a physical system remains invari-
ant under some continuous transformation, then
connected with this symmetry there will be a
conserved quantity. For example, if a system
is unchanged under spatial translations, the mo-
mentum of the system will be conserved.

noise A general term for describing any sig-
nal that affects the efficient working of an elec-
tronic device. There are two types of noise:
white noise and impulse noise. White noise is
distributed across a wide frequency level. There
are numerous types of white noise. Thermal
noise, for example, is caused by random thermal
motion of electrons. Impulse noise is a result of
sudden electrical impulses.

non-Abelian gauge fields Fields which arise
when the non-Abelian symmetry of a theory is
gauged or made into a local symmetry. Similar
to the quanta of Abelian gauge fields (such as the
photon from the Abelian theory of electromag-
netism), the quanta of non-Abelian gauge fields
are spin 1 objects. In contrast to the quanta of
Abelian gauge fields, a non-Abelian gauge field
also carries the charge for which it is the me-
diating particle. For example, photons of the
Abelian theory of electromagnetism do not carry
electric charge, but gluons of the non-Abelian
theory of chromodynamics do carry color
charge.

non-Abelian groups Mathematical groups
which are marked by the fact that the generators
of the group do not commute with one another.
If a non-Abelian group,G, has N generators,
Ta (a = 1, . . . , N), they will satisfy the fol-
lowing commutation relationship — [Ta, Tb] =
ifabcTc, where fabc are the antisymmetric struc-
ture constants of the group.

non-classical light Light whose photon-
statistics do not behave in a classical way, i.e.,
whose statistical fluctuations �n caused by the
arrival times of the photons at the detector are
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smaller than that of a Poisson distribution with
the same average number n of photons per time
interval:

�n <
√
n .

The photon-statistics can be measured in a
Hanbury–Brown–Twiss experiment. Since pho-
tons are bosons, they behave according to the
Bose–Einstein statistics. This means that pho-
tons show bunching, i.e., detecting one photon
is more likely if another photon has just been
detected. For non-classical light,this is not the
case. There is a greater likelihood of not detect-
ing a second photon right after the detection of
a first photon. The fluorescence from a single
atom is an example of non-classical light.Right
after the spontaneous emission of a photon, the
atom has to be excited before it can emit another
photon.

noncrystalline solids Refers to solids with
no regular structure, but which share some of the
properties of regular crystals to some degree.
Among these are amorphous semiconductors,
glasses, which are liquid solids, and amorphous
ferromagnets.

non-degenerate States that have slightly dif-
ferent energies.

nonets A grouping of nine mesons based
on the property that they can be grouped in the
direct product (3⊗ 3) of the fundamental rep-
resentation (3) and its conjugate representation
(3) in the flavor SU(3) quark model. The di-
rect product 3⊗ 3 can be decomposed into the
direct sum 8⊕ 1 that contains an octet (e.g.,

π+, π0, π−, η,K+,K−,K0,K
0
) and a singlet

(e.g., η′) which, taken together, form a nonet.

non-flow energy equation A corollary of the
first law of thermodynamics which states that
there exists a property of a closed system such
that a change in its value is equal to the differ-
ence between the heat supplied and the work
done during any change of state, and is given by
the expression:

Q−W = (U2 − U1)

where Q is the heat supplied, W is the work
done, andU is the internal energy of the system.

non-flow process The process undergone by
a fluid in a closed system.

non-leptonic decay A decay which does not
involve leptonic particles in either the initial or
final state. For example, the decay of a kaon
into pions — either K −→ π + π or K −→
π + π + π .

non-linear effects Deviations from linear re-
sponse, as illustrated by the electrical conduc-
tivity and polarizability. Ohm’s law holds well
in metals, but in semiconductors we can produce
small or significant departures from Ohm’s law
in the warm or hot electron regimes. The electri-
cal polarization is linear in the electric field for
small fields, but quadratic and cubic terms ap-
pear when a laser beam excites a crystal. For
quadratic terms (and higher), frequency dou-
bling (tripling) and mixing result.

non-linear optics Branch of optics that fo-
cuses on effects that have a non-linear depen-
dence on the electric field. The most notable
examples are non-linear frequency conversion
and four-wave mixing.

non-linear saturation The state that results
from the growth of an instability to its maximum
or long-term amplitude.

non-Newtonian fluid Any class of fluid in
which the shear stress does not vary linearly with
the velocity gradient. Suspensions, gels, and
polymers often exhibit non-Newtonian behav-
ior.

norm Quantum mechanics was formulated
within the geometric framework of Hilbert
spaces. A Hilbert space is a vector space. Each
vector in this space represents a quantum me-
chanical state. The vector can be multiplied by
any complex number and represents the same
quantum state. The scalar product of a vector
by itself is called the norm of the vector. By
definition, the norm is a real and positive num-
ber. In the non-relativistic quantum mechanics
of electrons, the coordinate representation of a
state vector is a scalar function of space coordi-
nates and spin variables. The scalar function is
usually called the wave function. The norm is
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given by integrating the square of the modulus of
such a wave function over the space coordinates
and then summing over the spin variables.

normalization Refers to the fact that every
wave function of a system must obey the rela-
tionship ∫ ∞

−∞
|�|2 dx = 〈�|�〉 = 1 .

The origin of this normalizationis in the Copen-
hagen interpretation of quantum mechanics.
According to this interpretation, |�(r)|2 can be
interpreted as the probability of finding a par-
ticle at a location r . The probability must be
normalized to one.

normalization condition The sum of all the
probabilities of obtaining a measurement is
equal to unity. Thus, if u is a variable that can
assume any of the M discrete values,

u1, u2,K, uM

with respective probabilities

P (u1) , P (u2) ,K, P (uM) .

The normalization conditionis given by:

M∑
i=1

P (ui) = 1 .

normalize To choose a state vector with its
norm equal to unity. In other words, to multiply
a wave function by a constant so that its norm is
equal to unity.

normal order A specific ordering of the an-
nihilation (a) and creation (a†) operators for the
quantized radiation field. An operator, which
can be written as a superposition of products of
the annihilation and creation operators, i.e.,

Ô =
∑∑

cmna
† nam

is said to be normal-orderedwhen first the anni-
hilation operators are applied and then the cre-
ation operators (all annihilation operators are
written to the right and creation operators to the
left, as in the equation above).

Any operator consisting of a sum of products
between the creation and annihilation operators
can be cast into normal orderwith the help of
the commutation relation[

a, a†
]
= aa† − a†a = 1 .

normal ordering A process whereby a prod-
uct of operators is rearranged so that all annihila-
tion operators (a, b, c, . . . ) are to the right of all
creation operators (a†, b†, c† . . . ). For exam-
ple, the normal orderingof the product c†aa†ba

would be N(c†aa†ba) = abac†a†.

normal processes Processes for which the
conservation of the k vector does not require
a reciprocal lattice vector. For example, if an
electron of wave vector k emits a phonon of wave
vector q and is scattered to state k′, the process is
normal if k = k′ + q. It is an Umklapp process
if a reciprocal lattice vector G is added to one
side of the equation.

normal product Let a, b, c, . . . , denote ar-
bitrary creation or annihilation operators of the
Fermi field. The normal productis defined by

N(abc . . . ) = (−1)P αβγ, . . . ,

where α, β, γ, . . . denote the same operators as
a, b, c, . . . , rearranged in such a way that, read-
ing from left to right, all the creation operators
come first, followed by all the annihilation op-
erators. Furthermore, P denotes the number of
transpositions of fermion operators that are nec-
essary to achieve the rearrangement.

no-slip condition Requirement that a fluid
immediately adjacent to a boundary must move
with that boundary as required by viscous or fric-
tional forces. Potential or inviscid flow theory
does not require the no-slip condition.

nozzle Any duct which accelerates a flow
by changing the duct area over a fixed distance.
For subsonic flow, the duct area decreases in the
direction of the fluid motion. For supersonic
flow, the duct area increases in the direction of
the fluid motion.

N-P product The product of the electron den-
sity n and hole densityp in an intrinsic semicon-
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ductor of ellipisoidal energy surfaces of masses
m1,m2, and m3 for the conduction band, and
m′1, m′2, and m′3 for the valence band, is given
by

np = 1

2π3h̄6

[
(m1m2m3)

(
m′1m′2m′3

)]1/2
(kT )3 exp 

(−Eg/kT )
where kT is the thermal energy,Eg is the energy
gap, and Eg � kT .

nuclear demagnetization Cooling by an adi-
abatic demagnetization of a nuclear spin system.
It is usually a second stage in cooling, following
cooling by an adiabatic demagnetization of an
electron spin system. Temperatures of approxi-
mately 10−7 K can be reached by this method.

nuclear energy Ideally, the binding energy
of the subatomic particles (nucleons) that make
up the atomic nucleus. In general, however,
this is the energy released by these particles as
they undergo nuclear reactions that mainly in-
volve regrouping, for example, during nuclear
fission (separation of nucleons) or nuclear fu-
sion (merging of nucleons).

nuclear force The short-range, strong force
which binds protons and neutrons together into
nuclei against the electrostatic repulsion of the
protons. The nuclear force is thought to be
a residual force resulting from the more fun-
damental quantum chromodynamic force that
arises from the exchange of gluons. See quan-
tum chromodynamics (QCD).

nuclear magnetic resonance A phenome-
non where nuclei, with net spin angular mo-
menta and, therefore, magnetic moments, are
placed in a large magnetic field. The interac-
tion between this large, external magnetic field
and the magnetic moment of the nuclei will split
the spin energy levels. By applying a radiofre-
quency (RF) pulse of electromagnetic radiation,
whose frequency matches the energy level dif-
ference of the split spin energy levels, this sam-
ple will exhibit resonant absorption of the RF
beam energy. This phenomenon has important
applications in medical imaging.

nuclear magneton A quantity usually de-
noted by µn and defined as µn = e�

2mpc
=

5.05× 10−27 joules/tesla. Here, e is the magni-
tude of the electron’s charge, � is Planck’s con-
stant divided by 2π ,mp is the mass of the proton,
and c is the speed of light. This quantity gives
a useful scale for measuring magnetic moments
associated with nuclear particles such as the pro-
ton or neutron.

nuclear moment The magnetic moment
given by

µk = eh̄

2mproton
= 3.15245166(28) ∗ 10−14 MeV/T ,

where e is the elementary charge and mProton is
the mass of the proton. The nuclear momentsof
protons and neutrons are given by

µproton = 5.585694675(57)µk
µneutron = −3.82608545(90)µk .

The fact that µproton deviates from the nuclear
moment and the neutron has a nuclear moment
indicates that they possess internal structure.

nuclear quadrupole magnetic resonance
Nuclei with spin I ≥ 1 can have an electric
quadrupole moment which interacts with the
electric field of the crystal. If the interaction
is strong (larger than the Zeeman energy in the
magnetic field), one can observe pure electric
quadrupole resonance without an external mag-
netic field as the electrostatic field (which we as-
sume is axial) splits the energy levels by amounts
proportional tom2, wherem is the z component
of I and transitions can occur between these lev-
els. If, on the other hand, the Zeeman energy is
dominant, then the electrostatic field gives the
Zeeman levels energy corrections proportional
tom2, and instead of one resonance line we have
2I lines.

nuclear spin The spin connected with the
nucleus of an atom. A nuclear spindifferent
from zero can cause the hyperfine splitting of
atomic or molecular levels.

nucleation The mechanism by which a ther-
modynamic process is initiated. For example,
in order for bubbles to form when a liquid boils,
nucleationof the bubbles must first occur.
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nucleation sites Locations on a surface
which allow nucleation to occur. In the absence
of any nucleation sites,it is possible to superheat
a liquid beyond its normal boiling point before
boiling commences. In practice, dissolved gases
or vapor trapped in surface roughness cavities
provide the nucleation sites needed for bubbles
to form and grow with very little superheat.

nucleon A general term which refers to both
protons and neutrons, the constituents of the nu-
cleus. To a certain approximation, the proton
and neutron may be regarded as two different
states of a single particle — the nucleon. This is
analogous to how a spin-up and spin-down elec-
trons are just two different states of the same
particle — the electron. The mass difference
between the proton and neutron spoils this anal-
ogy.

nucleosynthesis The process whereby light-
er nuclei are fused into heavier nuclei. This pro-
cess occurs inside the cores of stars and is be-
lieved to have occurred during the early phase
of the Big Bang.

number operator The operator whose eigen-
values are the number of photons in the radiation
field. Naturally, the eigenstates are the number
states. The number operatoris given by

a†a ,

where a† and a are the creation and annihilation
operators for a photon, respectively. We find

a†a|n〉 = n|n〉 .

number state The state of the radiation field
with a precisely determined number of photons
which is therefore an eigenstate for the number
operator a†a:

a†a|n〉 = n|n〉 .

These states are also called Fock states. Since
their photon number is precisely known, the
complimentary observable, i.e., the phase, must
be completely undetermined. Because of the
quantization of the radiation fields, we find the

following relationships:

a|1〉 = |0〉
a|n〉 = √n|n− 1〉
a†|n〉 = √n+ 1|n+ 1〉

wherea† anda are, respectively, the annihilation
and creation operators for the quantized field.
The pre-factors can be derived from the normal-
ization condition, i.e.,

〈n|n〉 = 1 for n = 0, 1, 2, . . . .

Accordingly, one finds by multiple application
of the creation operator

|n〉 =
(
a†
)n
√
n! |0〉 .

The number statesform a complete basis set of
the radiation field, which means that∑

|n〉〈n| = 1 .

Nusselt number A non-dimensional param-
eter used in convective heat loss problems. It is
defined by the ratio Qd/k�T , where Q is the
heat loss rate from a solid body per unit or area,
�T is the difference in temperature between the
solid body and its surroundings, k is the thermal
conductivity of the surrounding fluid, and d is
the significant linear dimension of the solid.

Nyquist diagram A mathematical technique
for determining whether or not there are unstable
roots to a dispersion relation.

Nyquist formula Relates the thermal or
Johnson noise in a resistor at any frequency with
the temperature of the resistor. In general, the
fluctuating noise EMF, V , generated in a resis-
tor of resistance, R, over a frequency range df
is given by:

d
〈
V 2
〉
= 4R

(
hf

exp(hf/kT )− 1

)
df .

At normal temperatures and frequencies, the
relationship reduces to P = kT df , where k
and h are the Boltzmann and Planck constants
respectively.
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O
O(N) group The N-dimensional orthogonal
group. This group is the rotation group in N
dimensions. A point in N dimensions is given
by N numbers, xi (where i=1, . . . , N). The O(N)
group transforms xi to x′i (xi = Oijx′j ) in such
a way that xi ·xi =x′i ·x′i (i.e., the N-dimensional
length remains invariant). O(N) has 1

2N(N−1)
independent generators.

oblique shock A shock wave in which the
upstream and downstream flow vectors are not
perpendicular to the jump. For supersonic flow
approaching a wedge (acute bend) of angle θ , a
shock forms at angle β

tan θ = 2
M2

1 sin2(β)− 1

M2
1 (γ + cos 2β)− 2

cot β .

The upstream and downstream Mach numbers
can be related by the component of the flow vec-
tor normal to the shock where

M1n = u1n

a1
= M1 sin β

M2n = u2n

a2
= M2 sin(β − θ) .

The normal shock relations with M1n and M2n
can then be used to obtain the changes in thermo-
dynamic variables (p, T , ρ, s) across the
oblique shock;the isentropic flow relations with
M1 and M2 are used to determine the respec-
tive stagnation values of the dynamic variables
(p01, p02, T01). Note that T02 = T01.

Oblique shock formation.

observable (1) A quantity for which a value
can be determined experimentally in a given sys-
tem, such as position, linear and angular mo-
mentum, energy, number of particles, etc. An
observableis represented by an operator. The
average value for the observableobtained from
a large number of measurements on identically
prepared systems is given by the expectation
value of the operator, while the eigenvalues of
the operator give the possible values obtainable
in individual measurements.

(2) A Hermitian operator with a complete or-
thonormal set of eigenfunctions on the Hilbert
space spanned by the set of vectors representing
the quantum states under consideration. Any
physically observable variable must be repre-
sented by one of such operators. If we measure
the variable, the result is one of its eigenvalues.
If the quantum state is one of its eigenfunctions,
the result is the corresponding eigenvalue.

observation Experimental determination of
the value of one or more observables in a sys-
tem. Only compatible observables, represented
by commuting operators, can be measured si-
multaneously for any given system. After ob-
servationthe system finds itself in an eigenstate
of the relevant operators with eigenvalues equal
to the measured values.

observer entropy The entropy of the ob-
server (or automated system) used during any
measurement of a thermodynamic observable.
The observer entropyexplains the discrepancy
between the concept of Maxwell’s demon and
the second law of thermodynamics.

occupation density The product of the Fermi
or Bose distribution function, f (ε), and the den-
sity of particle states, g(ε), is the density of oc-
cupation in energy. The term f (ε)g(ε) plotted
as a function of energy, ε, represents the total
number of particles in the system.

occupation number The number of identical
particles in a state which can be occupied by
more than one particle. Such a state is often
called degenerate.

octane number Provides an empirical mea-
sure of the ability of a fuel to resist pre-ignition
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in an internal combustion engine (also known as
knocking). It is the volume percentage of iso-
octane (C8H18) in pure heptane (C7H16) that
matches the knocking behavior of the fuel being
tested in a standard single cylinder four-stroke
engine.

octet A grouping of eight hadrons which
can be fit into a common representation of the
flavor group SU(3). For example the pions

(π+, π0, π−), the kaons (K
−
,K

0
,K+,K0),

and the eta (η0) form an SU(3) octet. Within
the SU(3) flavor quark model, octetsarise from
the group decomposition of the tensor product
of two or more fundamental representations of
the SU(3) group. In the above example, these
octet mesons are considered to be composites
of a quark (which is in the 3 representation) and
an antiquark (which is in the 3 representation).
The tensor product, 3⊗3, can be decomposed
into 8⊕ 1, where the pions, kaons, and eta be-
long to the octet,8, part of this decomposition.

Ohmic heating Heating produced by electri-
cal current passing through a resistive plasma.

Ohm’s law The electric current density J
is proportional to the applied electric field E
in isotropic conductors and the proportionality
constant is the electrical conductivity σ . For
anisotropic systems, σ is a tensor and JI =∑j

σijEj , where Ji and Ej are components in the
ith and j th directions. It is assumed that E is
weak and does not cause strong departures from
equilibrium.

Okubo–Zweig–Iizuka (OZI) rule An em-
pirical rule which states that in the decay of
hadrons, certain decays are suppressed if the
quarks of the initial state hadron are not directly
connected to the quarks of the final state hadron.
If the quarks of the initial hadron are connected
to the final quarks only via gluons, the process
is said to be OZI-suppressed.

omega minus A negatively charged spin of
3/2 particle. The omega minusis unstable, de-
caying with a mean life of 0.82×10−10 sec-
onds. In the quark model it is composed of three
strange quarks.

one atom maser The amplification of elec-
tromagnetic waves by exciting atoms in a super-
conducting microcavity. A highly collimated
beam of Rydberg atoms passes through a Fizeau
velocity selector and is injected in the cavity.
There is only one atom at a time interacting with
the cavity field in the cavity.

one-particle irreducible diagram A Feyn-
man diagram which cannot be reduced into two
more basic diagrams simply by removing one
line (i.e., propagator) from the diagram.

The top figure is reducible by cutting the middle wavy

line, while the lower figure is one-particle irreducible.

Onsager equations The heat current in a
wire depends on both the temperature difference
and the electrical potential difference across the
wire. This relationship is expressed by the On-
sager equations:

IS = IQ

T
= L11

	T

T
+ L12

	V

T

I = L21
	T

T
+ L22

	V

T

where IS is the entropy flow, IQ is the heat flow,
T is the temperature of the heat reservoir in con-
tact with the wire, 	T is the small temperature
difference across the wire, and	V is the poten-
tial difference across the wire. The Lij terms
are coefficients related to the electrical resis-
tance, thermal conductivity, and thermoelectric
properties of the wire. The Onsager equations
express the linearity between the flows and the
generalized forces 	T

T
and 	V

T
.
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Onsager–Lax regression theorem A gen-
eral statement of the quantum regression theo-
rem is that if for the operator Ô, ˆ< O(t + τ) >
= ∑

j aj (τ )
ˆ< O(t) >, then a two-time cor-

relation function can be determined from the
single-time expectation value. Consequently,
the two-time correlation function satisfies the
same equation of motion as the single-time ex-
pectation value.

Onsager’s reciprocal relation (1) In 1931,
Onsager proved symmetry relations between
conductances relating currents to forces where
there are interference effects. For example, if
two forces such as an electric field and a ther-
mal gradient produce an electric current and a
heat current, we can define the forces and cur-
rents in such a way that the currents are related
to the forces by a symmetric matrix. If X1 and
X2 are the forces and J1 and J2 are the currents
we write,

J1 = L11X1 + L12X2 ,

J2 = L21X1 + L22X2 ,

where L12 = L21.
Kohler considered anisotropic cases with

magnetic fields and gave symmetry relations be-
tween the conductance (kinetic) coefficients.

(2) If the departure from equilibrium is small,
the coefficients L12 and L21 in the Onsager
equations are equivalent. The relationship:

L12 = L21

is known as the Onsager reciprocal relation.

open channel flow Any flow of liquid in
which there is a free surface, such as a river or
canal, requiring a balance between gravitational
and frictional forces.

open cycle Any thermodynamic cycle that
involves a system that is not isolated from its
surroundings, for example, a heat engine cycle
that does not use the working fluid as the oxidant
for the combustion of the fuel. In practice, fresh
air must be allowed to enter the heat engine cycle
to ensure that combustion continues to occur.

open orbit The orbits of electrons in a mag-
netic field are not always closed. Such orbits are

called open, and the electron path is extended in
the crystal. This can happen when the intersec-
tion of a plane with the Fermi surface is not a
closed curve. The orbit is usually drawn in the
repeated zone scheme (periodicity in the recip-
rocal space of energy surfaces).

open system A region of space defined by a
boundary across which matter may flow in ad-
dition to work and heat.

operator A mathematical object that acts on
a state or wave function, producing another one
in the same Hilbert space: O|α >= |β >. The
new state |β > is not necessarily a multiple
(a|α >) of the original, except in special cases;
in such cases, the state is called an eigenstate
of the operatorand the constant of proportion-
ality a is the eigenvalue. Physical observables
are represented by a special class of Hermitian
operators,which have real eigenvalues. A mea-
surement of the observable represented by an op-
erator always returns one of the eigenvalues of
the operator;after the measurement, the system
is found in the corresponding eigenstate. The
average value of many measurements on identi-
cally prepared systems is called the expectation
value of the operator. In general, the order in
which operatorsare applied on a state is signif-
icant. Commuting operatorsare pairs of oper-
ators for which this order is immaterial. Only
observables represented by commuting opera-
tors, called compatible observables, can have
their values simultaneously determined. The
impossibility of simultaneously determining the
values of two incompatible observables, such as
position and momentum, is the origin of the un-
certainty principle.

operator algebra A mathematical approach
to constructing quantum mechanics of the sys-
tem with an infinite degree of freedom, such as
quantum field theories. Commutation relations
for operators are the basis for such an approach.

operator product expansion A mathemati-
cal technique for expanding the products of cur-
rents in terms of a sum of local operators. In
mathematical terms, A(x)B(y) = ∑

n

Cn(x −
y)On(x, y), where A(x)B(y) is a product of
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currents, On are local operators, and Cn(x − y)
are c-numbers called Wilson coefficients.

optical activity Certain crystals and com-
pounds in solution exhibit a property to rotate
the plane of polarization of incoming light. The
molecules of these materials (crystals and com-
pounds) have asymmetric molecular structures.
The molecules can exist in left- and right-handed
forms. Particular forms of the compounds are
classified as left-handed or right-handed. These
materials accordingly rotate the plane of polar-
ization to the left or right (as viewed from the
direction facing the light).

optical bistability The optical frequency out-
put of a laser results from a compromise between
the atomic and cavity natural frequencies. There
are laser systems for which a single input in-
tensity gives rise to two or more stable output
intensities. Two features are important for such
lasers: the medium in the cavity has an intensity-
dependent refractive index and the cavity output
depends on an injected signal for its energy and
output frequency.

optical Bloch equations Provide an exact
description of the state of a few-level atom inter-
acting with a classical, oscillating electric field.
The solutions to the first order, linear differen-
tial equations for the atomic populations give the
time development, as well as, the steady-state
solutions of the atomic levels.

optical cavity Resonator-like devices used
for generating and/or amplifying light by atomic
sources inside the cavity.

optical coherence A process is coherent if
there are definite phase relationships between
the elements characterizing the electromagnetic
radiation. The phenomena of interference in
quantum mechanics is another example of co-
herence, and the phase relationship is in the su-
perposition of states in the wave function. The
Young double-slit experiment with classical
light is an example of optical coherence.Classi-
cal or quantum coherence can be characterized
by first and second order correlation functions.

optical communication The modulation of
a laser field to carry information through an op-
tical transmission line. Amplification of the
signal is necessary to counteract losses. The
minimization of noise, which results from both
amplification and losses, may be accomplished
with the use of non-classical light.

optical cooling Atoms moving towards an in-
tense laser beam absorb photons and are slowed
down. The slowed atoms emit photons ran-
domly and proceed to absorb further photons.
Atoms are slowed down further with each pho-
ton absorption and subsequent photon emission.

optical fiber A light-carrying optical ca-
ble that prevents light from escaping the fiber
through the total internal reflection of light
through angles greater than the critical angle.

optical homodyne tomography The den-
sity operator ρ̂ contains the maximal informa-
tion about the radiation field and is important
to determine how to measure it experimentally.
By means of balanced homodyne four-port de-
tections, one can determine the field probability
distribution function p(F, ϕF ). Using an in-
verse Radon transformation on the integral con-
necting the Wigner function to the field distri-
bution function, one can determine the Wigner
distribution which, in turn, determines ρ̂.

optical Kerr effect A non-linear process that
occurs when light that passes through a Kerr
medium undergoes an intensity dependent phase
shift through a modification of the index of re-
fraction owing to the intensity of the beam. The
intensity of light remains unchanged provided
that absorption can be neglected.

optical parametric oscillator Converts laser
light with frequencyωl into signal and idler light
with frequencies ωs and ωi respectively, where
ωl ≈ ωs + ωi . This is a preferred method for
generating squeezed light and the amplification
is accomplished when a non-linear medium is
placed within an optical cavity.

optical parametric process The second-or-
der susceptibility tensorχ(2) of a non-linear me-
dium plays a fundamental role in the descrip-
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tion of the non-linear interaction between opti-
cal waves. The susceptibility is connected with
the parameters of the atomic system. Paramet-
ric amplification is obtained in the interaction
of three light waves. A non-linear medium is ir-
radiated by an intense pump mode of frequency
ω1 and the interaction generates two light waves
of frequencies ω2 and ω3 with ω1 = ω2 + ω3.
Parametric fluorescence can be obtained by ir-
radiating a thin crystal with a strong pump wave
and by properly taking into account a variety of
signal and idler modes.

optical properties The interaction of light
with wavelengths, ranging from the long wave-
lengths in infrared light to the short wavelengths
in X-rays, reveals a great deal, such as reflection,
refraction, transmission, absorption, emission,
energy levels, absorption and emission bands,
etc, about the nature of the specimens studied.
All of this factors can be correlated with the
electromagnetic nature of the materials studied.
Synchrotron radiation offers good light sources
for these studies. Lasers allow precision
spectroscopy and observation of non-linear ef-
fects.

optical pulse Electromagnetic waves local-
ized in space and time. Pulse propagation in
a non-linear medium is governed by non-linear
partial differential equations. The broadening of
the pulse in optical fibers is an important factor
in data transmission. Solitary waves (solitons)
can propagate unchanged through an absorber.

optical pumping The action of an external
light beam when it raises atoms from the ground
state to an excited state by photon absorption.
Laser action follows from the population inver-
sion that occurs when the number of atoms in the
excited state exceeds that in the ground state.

optical pyrometer An instrument that mea-
sures the temperature of a hot object by measur-
ing its color or by comparing its radiant color
with a filament of a known temperature.

optical response functions Response func-
tions relate the polarization of a sample to the
electric field strength. The polarization is ex-
pressed as a power series in the radiation field,

P = P (1) + P (2) + P (3) + . . . , and the corre-
sponding terms give rise to the nth order non-
linear response functions. Linear optics results
from P (1), second order non-linear processes
follow from P (2), and P (3) is connected with
four-wave mixing.

optical Stark effect Changes brought about
on the energy levels of an n-level system due to
an external electric field. The treatment is usu-
ally to the lowest order in perturbation theory. In
the presence of strong fields, the dressed-atom
approach is useful since part of the atom–field
interaction can be solved exactly.

optical susceptibilities External electric
fields produce the polarization of materials. The
connection between the field strength and the
polarization is, in general, non-linear and is me-
diated by the susceptibility. The first order po-
larization, caused by the linear term in the field
strength, gives rise to the first order susceptibil-
ity. The second order polarization corresponds
to the quadratic term in the field strength and
gives rise to the second order susceptibility, etc.
The polarization of the sample is the micro-
scopic quantity that is measured.

optical theorem States that the imaginary
part of the forward scattering amplitude is pro-
portional to the total cross-section. This can be
written as Im(f (k, θ = 0)) = 4π

k
σtotal, where

Im(f (k, θ = 0)) is the imaginary part of the
forward (θ = 0) amplitude, k is the center of
mass momentum, and σtotal is the total scatter-
ing cross-section.

optoelectronics One of the fastest growing
areas of modern technology which is key for
much of the communications and information
industries. It is based on the quantum phenom-
ena describing the interaction of photons with
electrons and employs many of the most ad-
vanced device fabrication techniques.

orbital A three-dimensional function de-
scribing the spatial distribution of the probabil-
ity density for a electron in an atom or molecule.
The shape of the different orbitals varies with
both energy and angular momentum quantum
numbers.
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orbital angular momentum The orbital an-
gular momentumoperator is related to the po-
sition and linear momentum operators −→r and−→p by a relationship identical to their classical
counterparts:

−→
L = −→r × −→p . The eigenval-

ues of |−→L |, the magnitude of the orbital an-
gular momentumoperator, are always multiples
of h̄, Planck’s constant h divided by 2π , times√
l(l + 1), where the integer number l is the or-

bital angular momentumquantum number; the
eigenvalues of the x, y, and z components of

−→
L

are integer multiples of h̄. Different components
of the orbital angular momentumoperator, such
as Lx and Ly , do not commute with each other,
and therefore the values of the corresponding ob-
servables cannot be determined simultaneously
for a given state due to the uncertainty principle.
However, any one component of

−→
L commutes

with
−→
L 2, and, therefore, the orbital angular

momentumof a state is uniquely determined by
the simultaneous measurement of the values of
the magnitude of

−→
L and its projection along any

axis.

orbital magnetic moment The magnetic
dipole moment associated with the motion of
electrons about an origin. This is often simply
called the orbital moment. The part of the mag-
netic moment due to electron spins is excluded
from orbital magnetism.

orbital paramagnetism In a free atom or
nearly isolated ions in solids, electrons on an
open shell may have orbital angular momentum,
which produces a magnetic dipole moment. The
material containing such atoms or ions shows
paramagnetism, which is called orbital param-
agnetism.

orbital parity Under the inversion transfor-
mation of the coordinates, the wave function of
electrons in a central force field is either invari-
ant or changes its sign. If it is invariant, the
wave function is said to possess even parity. In
the case of a sign change, the wave function
has odd parity. If the orbital angular momen-
tum quantum number is l, the orbital parity is
(−1)l .

order disorder The ordered and disordered
phases of alloys. For example, in the ordered
phase β, brass (CuZn) consists of two interpen-
etrating cubic lattices with each Zn atom at the
center of cube surrounded by eight Cu atoms. In
the disordered state, each lattice site is equally
likely to be occupied by either Zn or Cu. The
phase transition between the ordered and disor-
dered state is of second order and is accompa-
nied by a discontinuity in the specific heat.

order–disorder transformation The tran-
sition that occurs with temperature in a solid
solution (e.g., a metal alloy) whereby ordered
occupancy of lattice sites by the solution com-
ponents becomes disordered above a certain crit-
ical temperature. For example, in a binary alloy,
AB, in the ordered state, every atom of compo-
nentA is surrounded by its nearest neighbors of
component B. However, above the transforma-
tion temperature there is no such correlation, and
the atoms of A and B are distributed randomly
across the lattice sites.

ordering process The process whereby a pa-
rameter of a system changes from a disordered to
an ordered state during a phase transition. The
solidification of water into ice at 0◦C and the
spontaneous magnetization observed in ferro-
magnetic materials that are cooled below their
Curie temperature are both examples of ordering
processes.

order parameter The system parameter that
defines the ordering process. For example, for
the solidification of water into ice at 0◦C, the
order parameter is density. For the spontaneous
magnetization observed in ferromagnetic mate-
rials that are cooled below their Curie tempera-
ture, the order parameteris magnetization.

ordinary wave Electromagnetic plasma
wave with a perturbed electric field aligned
with the background magnetic field, propagat-
ing nearly perpendicular to that magnetic field.

orifice plate Obstruction-type meter used in
pipe flow to determine the flow rate by measur-
ing the pressure drop across a sudden contrac-
tion and expansion.
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Ornstein–Uhlenbeck process It is usual
to introduce a fluctuating force F(t) in the
Langevin equation that has a zero mean and a
δ-function correlation in time, < F(t) >= 0
and < F(t)F (t ′) >= δ(t − t ′). A ran-
dom variable β(t) with a zero mean is de-
scribed by the Ornstein–Uhlenbeckprocess if
< β(t)β(t ′) >= �e−�(t−t ′).
Orr–Summerfeld equation Governing
equation for the stability of nearly parallel vis-
cous flows (such as in a boundary layer) written
in terms of the complex amplitude of the stream
function, ψ ,

(U − c)
(
ψ̂yy − k2ψ̂

)
− Uyyψ̂ =

1

ikRe

(
ψ̂yyyy − 2k2ψ̂yy + k4ψ̂

)
where c is the wave speed and k is the wave
number.

Orsat apparatus An experimental appara-
tus for exhaust gas analysis used for investi-
gating the effectiveness of combustion plants.
The technique involves measuring the volume
change in exhaust gas volume following the suc-
cessive absorption of Co2, O2, and CO to pro-
vide a measure of the partial volume of each
constituent.

orthogonality In a vector space endowed
with an inner product, orthogonality is the prop-
erty of two vectors that have an inner product of
zero for a discrete vector space, or equal to the
Dirac δ-function for a continuous space. Eigen-
states of a Hermitian operator corresponding to
different eigenvalues are orthogonal to each
other.

orthogonalized plane waves method (OPW)
A method for calculating energy bands which
uses as a trial function for the Bloch function
�k(r) plane waves from which their overlap
with the core states has been subtracted (which
is the orthogonalization process). An OPWχk
can be written as:

χk
(
r
) = exp

(
ik · r)

−
∑
t

btk
(
r
) 〈
btk

(
r
)∣∣ exp

(
ik · r)〉

where btk(r) is a core state wave function (usu-
ally obtained by the tight binding approxima-
tion), and the bracket is the overlap integral be-
tween the plane wave and the core state. For
the trial wave function, ψk(r) = ∑

g χk+g(r),
where g is a reciprocal lattice vector which in-
sures that �k(r) satisfies Bloch’s periodicity
condition.

orthonormal basis A complete set of mutu-
ally orthogonal vectors, all having unit norm or
magnitude. Completeness implies that no other
vectors exist that are orthogonal to any in the
set, except for multiples of members of the set;
however, a different orthonormal basis,having
an equal number of members, can be constructed
by forming linear combinations of the members
of the original set. The number of such vectors
gives the dimensionality of the space. An ar-
bitrary vector in the space can be expanded as
a linear combination of the members of an or-
thonormal basis.The normalized eigenstates of
a Hermitian operator corresponding to different
eigenvalues form an orthonormal basisin the
space acted upon by the operator.

orthorhombic lattice Rectangular unit cell
with no two sides equal.

ortho states The states of greatest statistical
weight in systems where two spins can combine
in more than one way. For example, the sym-
metric, or triplet, spin state of the helium atom,
where two electron spins combine to a spin-one
state, is called the ortho stateof helium or ortho-
helium. There are three such states compared to
one antisymmetric state.

oscillations, neutrino A phenomenon where
neutrinos can oscillate between the neutrino fla-
vors or types. For example, a beam of initially
pure muon neutrinos (νµ), could oscillate into
electron (νe) or tau (ντ ) neutrinos. This mixing
occurs between neutrinos only if they have a rest
mass, since in that case the flavor eigenstates are
not the same as the mass eigenstates.

oscillator Any system subject to a restoring
force depending on the displacement from an
equilibrium position, thus resulting in a periodic
motion. A special case, the simple harmonic os-
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cillator, is one of the most commonly occurring
systems in physics, either exactly or as an ap-
proximation.

oscillatory effects Illustrated by two exam-
ples: oscillatory effects in a magnetic field and
electron density oscillations. The oscillations of
the magnetic susceptibility at low temperature
are due to the emptying of the Landau levels as
the magnetic field is increased. The periodic-
ity of the oscillations are the reciprocal of the
magnetic field 1/B. Whenever 1/B changes by
(2πe/h̄Sc), where e is the electron charge, S
is the area of the orbit in k space, and c is the
speed of light, the number of occupied Landau
levels changes by one. (Actually, the diamag-
netic susceptibility of the electron gas consists
of a constant term which equals −1/3 the Pauli
susceptibility plus an oscillatory part.)

The electron density oscillations, known as
Friedel’s oscillations, result from electron scat-
tering by a surface barrier, an edge dislocation,
or an impurity. The amplitude of the oscilla-
tion is proportional to the backward scattering
amplitude at the Fermi energy and has the form
cos(2kf x + θ)/xn, where kf is the Fermi wave
vector, x is the distance from the scatterer, θ is
a phase angle, and n = 3 for an impurity (3 di-
mensions), 5/2 for a dislocation (2 dimensions)
and 2 for a surface barrier (1 dimension).

Oseen approximation Approximation to
Stoke’s flow about a sphere such that the in-
ertial advective terms are linearized rather than
neglected altogether, thus improving the accu-
racy of the solution in the far field. The resulting
equation is

ρU
∂u′

∂x
= −∇p + µ∇2u′

where u′ = (U + u′)î + v′ĵ + w′k̂.

Oseen vortex See Lamb–Oseen vortex.

osmosis The diffusion of a solvent (usually
water) through a semi-permeable membrane
from a solution of low ion concentration to one
of a high ion concentration. The thermodynamic
driving force for osmosisacts in the opposite
direction to the ion diffusion gradient so as to
equalize the concentrations in the two solutions.

osmotic pressure The pressure that, when
applied to a solution separated by a semi-perme-
able membrane from a pure solvent, prevents the
diffusion of the solvent through the membrane.
For non-dissociating species, the osmotic pres-
sure, (�) is related to the solution concentration
(c), the ideal gas constant (R), and the tempera-
ture by the relationship:∏

= cRT .

Ostwald’s dilution law The relationship

K = α2

(1− α)V
describes the ionization of a weak electrolyte for
the situation where two ions are formed. It is
derived from a consideration of the law of mass
action, where K is the ionization constant, V is
the dilution, and α is a parameter that describes
the degree of ionization.

Otto cycle The reversible Otto engine is an
idealization of the petrol internal combustion en-
gine. Thermodynamically, the Otto cyclehas
a lower efficiency than a Carnot cycle work-
ing between the same maximum and minimum
temperatures but is a closer approximation to a
workable cycle. The Otto cycleconsists of the
four parts shown in the diagram below:

The Otto cycle.

ab Isentropic compression from (Va, T1) to
(Vb, T2), where Va/Vb is known as the
compression ratio, r .
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bc Heating at constant volume from T2 to T3.

cd Isentropic expansion to (Va, T1).

da Cooling at constant volume to (Va, T1).

outgassing The evolution of gas that occurs
when a surface is placed within a vacuum envi-
ronment. The gas may originate from adsorbed
species or from dissolved gas in the bulk of
the material that is outgassing. This is a com-
mon problem in surface science or other vac-
uum chambers, which is mediated by periodi-
cally baking the chamber to temperatures in ex-
cess of 100◦C.

overall heat transfer coefficient The net
heat conduction of a composite system compris-
ing a series of elements (each with their own
thermal conductivity) can be defined in terms of
an overall heat transfer coefficient, U , such that

1

U
=
∑
i

	xi

ki

where 1
U

is the overall resistance to heat flow
and is equal to the sum of the individual resis-
tances, 	xi

ki
, in series. The overall heat transfer

coefficientis analogous to the total electrical re-
sistance of a circuit consisting of a number of
individual resistors.

overhauser effect In 1953, Overhauser
showed that nuclear spins in a metal can

be polarized by saturating the spin resonance of
the electrons. The electrons interact with the
nuclei by the hyperfine interaction a I · s where
a is a constant, I is the nuclear spin (which
we assume for simplicity to be 1/2), and s is
the electron spin. Without the contact interac-
tion, in a magnetic field Bo, the ratio of the nu-
clei with I = 1/2 to those with I = −1/2
is exp(2δ/kT ), where 2δ is the Zeeman energy
for nuclei. With the contact interaction, this ra-
tio becomes exp(2	+ δ)/kT ), where 2	 is the
Zeeman energy of the electrons; this is the subtle
point of the Overhauser effect.

overlap integral Consider a particle and its
two wave functions which are not orthogonal to
each other. They are taken to be normalized. In
many cases, two identical particles occupy the
two wave functions. Take a scalar product of
these two vectors. In other words, we integrate
over space the product of one of the wave func-
tion with the complex conjugate of the other.
The result is the overlap integral.

overstability Instability that oscillates as it
grows in amplitude.

oxidation In general, any chemical reaction
that involves the loss of electrons from a chem-
ical species is known as an oxidationreaction.
Oxidationis most commonly associated with the
addition of oxygen to a chemical compound. It
is always accompanied by a corresponding re-
duction process that involves a chemical species
gaining electrons.
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P
P(α) representation An expansion of the
density matrix of the radiation field in terms of
the complete set of Glauber coherent states. The
representation is diagonal in the coherent states
representation and is given by ρ = ∫

P(α) |
α >< α | d2α.

packing fraction The ratio of the volume ac-
tually occupied by objects in a certain arrange-
ment to the volume of space allotted to the ob-
jects. If we place spheres on lattice sites so that
each sphere touches its nearest neighbors, the
packing fraction is maximum and equals 0.74 if
the lattice is face-centered cubic or hexagonal
close packed.

pair annihilation A process whereby a mat-
ter particle and its antimatter counterpart come
together and annihilate one another. An ex-
ample of such a process would be an electron
and positron annihilating to form two photons
(e− + e+ −→ γ + γ ).

pair production A process whereby a matter
particle and its antimatter counterpart are cre-
ated. An example of such a process would be a
photon scattering from a nucleus and creating an
electron and positron (γ+N −→ e−+e++N ).

paradox Frequently used to describe a con-
sequence of quantum physics which is in appar-
ent contradiction with logical deduction based
solely on classical arguments. Perhaps the
most famous example is the Einstein–Podolsky–
Rosen paradox, a thought experiment, subse-
quently verified empirically, which demon-
strates the incompatibility of quantum physics
with local causality by showing how a mea-
surement performed on one system can instanta-
neously affect another measurement performed
on a causally disconnected system.

paramagnetism The magnetic property of
a material with small susceptibility. In an ex-

ternal magnetic field, a paramagnetic material
will preferentially line up its magnetic moments
along the direction of the external field. As a
result, the sample itself will align parallel to the
direction of the field. Paramagnetism is due to
unpaired electron spins.

parametric amplification The process
whereby a non-linear medium, characterized
by a second-order susceptibility χ2, absorbs a
pump photon with the simultaneous emission of
one signal and one idler photon.

parametric instability Three wave process
in which one wave drives an instability in the
other waves.

para states The states of smallest statistical
weight in systems where two spins can combine
in more than one way. For example, the anti-
symmetric, or singlet, spin state of the helium
atom, where two electron spins combine to a
spin-zero state, is called the para state of he-
lium, or parahelium. There is one para state,
compared to three symmetric states.

parity A discrete transformation where all
spatial coordinates are turned into their negative
— (x, y, z)→(-x, -y, -z). A system which is un-
changed under a parity transformation is said to
be parity-symmetric. The weak nuclear interac-
tion is the only fundamental interaction which
appears not to be symmetric under parity.

parity conservation If the wave function of
the initial state of a system has even (odd) par-
ity, the final state wave function must have even
(odd) parity. This law is called the parity con-
servation rule. It is violated by the weak inter-
action.

parity selection rules The parity conserva-
tion holds true for a total system at any transition
of states. In many cases, we are only concerned
with a small specified system before and after the
transition, and we neglect the radiation or par-
ticle emission during the transition. Depending
upon the parity of emitted quanta, we get certain
selection rules. Rules which specify whether or
not a change in parity occurs during a given type
of transition of an atom, molecule, or nucleus are
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called parity selection rules. Examples are the
Laporte selection rule and the rule that there is
no parity change in an allowed β-decay transi-
tion of a nucleus.

partial differential For a function, the partial
differential is

f = f (x, y, z) .
The partial differential of f with respect to x is
given by

∂f

∂x
= lim
ε→0

{
f (x + ε, y, z)− f (x, y, z)

ε

}
.

In other words, the partial differential off (x,
y, z) with respect to x is obtained by differenti-
ating f (x, y, z) with respect to x while holding
all other parameters constant.

partially ionized plasma A gas in which ions
coexist with neutral atoms.

partial pressure The pressure exerted by
each component of a gas mixture. Typically
given by Dalton’s law, which states that the pres-
sure of a gas in a mixture is the same as that
exerted by an equivalent isolated volume of the
gas at the same temperature.

partial wave A component with definite or-
bital angular momentum quantum number l in
an expansion of a plane wave in terms of spher-
ical waves. This technique, known as partial
wave expansion, is very useful in the treatment
of scattering of an incoming parallel beam of
particles, described by a plane wave, from a
spherically symmetric potential. This results in
a scattering amplitude which is a sum of terms
depending only on incident energy, with the an-
gular dependence given by the Legendre polyno-

mial for the appropriate value of l: f (
−→
k′ ,−→k ) =∑∞

l=0(2l + 1)fl(k)Pl(cosϑ), where
−→
k is the

momentum vector.

particle A generic term for a body treated as
a single entity in a problem. Fundamental enti-
ties of nature are usually referred to as elemen-
tary particles to distinguish them from particles
that are treated as single units for simplicity in a
given problem. Although the term often implies

a dimensionless body, it may also be endowed
with size, rotational motion, or other properties
of extended objects.

particle accelerator A device for acceler-
ating particles such as protons or electrons to
high momenta. By colliding these particles with
other particles or with fixed targets, one attempts
to probe the structure and nature of the particles
or their targets. Various types of accelerators are
the Van de Graaff accelerator, cyclotron, syn-
chrotron, and linear accelerators.

particle masses The inertial rest mass of
a given elementary particle. The mass of the
particle determines its inertia or resistance to
being accelerated. All the electrically charged
matter particles which are believed to be fun-
damental (the six known quarks and the three
known charged leptons) have masses. There
is also some evidence that some or all of the
three neutral leptons (the three neutrinos) may
have non-zero masses. Of the force-carrying or
gauge particles, the photon, gluons, and hypo-
thetical graviton are thought to be exactly mass-
less, while the W± and Z0 gauge bosons of the
weak interaction have a non-zero mass. In the
standard model, all particles obtain their mass
through their interaction with the undiscovered
massive Higgs bosons, H .

particle–wave duality The concept or idea
that objects in nature exhibit both particle prop-
erties and wave properties depending on the
type of experiment or measurement that is per-
formed. For example, this dual behavior is
demonstrated by the photon. In Young’s dou-
ble slit experiment, light behaves like an elec-
tromagnetic wave. In the Compton scattering
experiment, light behaves like a particle.

partition function The normalization con-
stant of a thermodynamic system whose energy
states obey the Boltzmann probability distribu-
tion. The partition function, Z, is also known
as the sum over all states, and is given by the
expression

Z =
∑
i

e−Ei/kT
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where Ei is the energy of the ith state, k is the
Boltzmann constant, and T is the system tem-
perature.

parton Any of the constituents which were
thought to make up hadrons, such as protons
or neutrons. Partons are now thought to be
the quarks and gluons which make up hadronic
bound states.

pascal Unit of measure of pressure; 1 pascal
= 1 N/m2.

Pascal’s principle Pressure applied to an en-
closed fluid at rest is transmitted undiminished
to the entirety of the fluid and the walls of the
surrounding container.

passivate To chemically treat a metal sur-
face so as to alter its normal tendency to corro-
sion. Common passivates include surface ox-
ides, phosphates, or chromates that provide en-
hanced protection from corrosion.

path integral An integration where the inte-
gration measure is taken over all possible paths
which connect two fixed end points. In gen-
eral, the integrand will be a functional of the
different paths which connect the two fixed end
points. The path integral provides an alterna-
tive quantization method to the canonical cre-
ation/annihilation operator method of quantiza-
tion. For example, the quantum probability for
a particle to go from some initial quantum state
| qi ti 〉 (qi , and ti are the fixed initial position and
time) to some final quantum state | qf tf 〉 (qf ,
and tf are the fixed final position and time) can
be written in path integral form as 〈qf tf | qi ti 〉
= N ∫ Dq exp

[
i
�

∫ tf
ti
L(q,

dq
dt
) dt

]
, whereN is

a constant. The integration measure Dq repre-
sents an integration over all possible paths which
connect the fixed initial and final points. The

integrand, exp
[
i
�

∫ tf
ti
L(q,

dq
dt
) dt

]
, is a func-

tional of the paths between this end points.

pathline Trajectory of a fluid particle over a
period of time.

Pauli anomalous g-factor An additional
term which has to be inserted in the Dirac equa-

tion to provide for the observed g-value of an
electron different from two. The correction is
due to the reaction of the electromagnetic field
produced by the electron itself.

Pauli exclusion principle The statement that
two identical fermions, or particles with half-
integer spin, cannot share all their quantum num-
bers. The formal statement of the principle is
that such particles must be in a completely an-
tisymmetric state. The fact that electrons are
fermions gives rise to the chemical properties,
as well as the stability, of all ordinary matter.

Pauli–Lubanski pseudovector A pseudo-
vector often denoted by Wµ and defined as Wµ

= − 1
2 εµναβ J

να P β , where Pβ is the four
vector momentum, J να is the angular momen-
tum/boost tensor, and εµναβ is the totally anti-
symmetric Levi–Civita symbol in four dimen-
sions. The quantity WµW

µ is a Casimir in-
variant of the Poincaré group and is equal to
−ms(s+1), wherem is the mass of the particle
and s is its spin.

Pauli matrices Three 2 × 2 Hermitian
matrices (usually denoted by σx, σy , and σz)
which satisfy the commutation relationships
[σx, σy] = 2iσz plus two others obtained by
the cyclic permutation of the indices x, y, and
z. The Pauli matrices are important in studying
particles which have half-integer spin.

Pauli spin matrices A set of operators σ1,
σ2, and σ3 satisfying the algebraic relations

σ1σ2 = iσ3, σ2σ3 = iσ1, σ3σ1 = iσ2

σjσk + σkσj = 2δj,k .

They can be expressed as 2 × 2 matrices (with
two rows and two columns). Such matrices are
called the Pauli spin matrices. Although the
operators applies to fermions with spin 1/2, the
eigenvalues of the Pauli spin matrices are ±1.

Pauli susceptibility The electron gas in a
metal is a good example of a paramagnetic sys-
tem. In a magnetic field B, there is a net mag-
netic moment of the electrons in the direction of
the field. A simple calculation shows that the
susceptibility χp, named after Pauli, is given by
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χp = µ2
BN(Ef ), where µB is the Bohr mag-

neton and N(Ef ) is the density of states at the
Fermi energy Ef which is, in the simplest case,
(3n/2Ef ), where n is the electron density per
unit volume.

For an electron gas in a semiconductor obey-
ing Maxwell–Boltzmann statistics, χ = nµ2

B/

(2kT ), where kT is the thermal energy.

PCAC The partially conserved axial cur-
rent hypothesis relates the four-divergence of the
axial vector current (e.g., Aaµ = 1

2qγµγ5λ
aq,

where q is the quark field and λa are the gener-
ators of an SU(2) algebra) to the pion field, φa .
The relationship is ∂µAaµ = fπm

2
πφ

a , where
mπ is the mass of the pion and fπ is the em-
pirical pion decay constant. If mπ = 0, then
the four-divergence of the axial vector current
would be zero and the axial current would be
exactly conserved. This relationship is useful in
studying pion–nucleon coupling.

PCT theorem A theorem which states that
theories having Hermitian, Lorentz-invariant
Lagrange densities of local quantum fields will
be invariant under the combined operation of
parity (P), charge conjugation (C), and time re-
versal (T).

Peccei–Quinn symmetry A hypothetical
non-gauge, Abelian U(1) symmetry which was
postulated in order to solve the strong CP prob-
lem (i.e., the fact that the strong interaction does
not violate CP symmetry despite the existence
of instanton effects). The spontaneous break-
ing of this U(1) symmetry gave rise to a nearly
massless Nambu–Goldstone boson called an ax-
ion. The axion has not been seen experimen-
tally, which rules out the simple Peccei–Quinn
models but not certain extensions.

Peltier coefficient The amount of energy that
is liberated or absorbed per unit second when
unit current flows through the junction formed
by two dissimilar metals.

Peltier effect (1) Discovered in 1834 by Jean-
Charles A. Peltier. If two metals form a junction
and an electric current passes through this junc-
tion, heat will be emitted or absorbed at the junc-
tion in addition to the Joule heating. The heat

current density Q = ∏ J , where
∏

is Peltier’s
coefficient and J is the electric current density.
Since ∇ · J = 0, ∇ · Q is not zero since

∏
is

different for the two metals. The Peltier heat
is a reversible heat. In a closed circuit with two
junctions, the heat emitted at one junction equals
that absorbed at the other junction.

(2) The junction of two different metals sub-
jected to an electric current will yield a tempera-
ture change across the junction. If the direction
of current is reversed, the heating effect switches
to a cooling effect. The temperature change is
directly proportional to the current.

penetration probability The probability that
a particle will pass through a potential barrier
through a finite region of space, where the po-
tential energy is larger than the total energy of
the particle.

penguin diagram A higher order, radiative
correction Feynman diagram whereby a quark of
one flavor (e.g., the bottom quark) in the initial
state can change into a quark of another flavor
(e.g., the strange quark) in the final state. The
loop will contain a W boson which is the cause of
the flavor change. These diagrams are important
in studying CP violation.

W

b
t t

g

s

qq

A typical penguin diagram. W is the W gauge boson

and t, b, s, and q are the top quark, bottom quark,

strange quark, and a generic quark respectively; g is

a gluon.
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perfect dielectric A dielectric for which all
of the energy required to establish an electric
field within the dielectric is reversibly returned
when the field is removed. The best real example
of a perfect dielectric is a vacuum since all other
dielectrics irreversibly dissipate energy during
the establishment or removal of an electric field
within them.

perfect differential For a function, the per-
fect differential is

f = f (x, y, z) .
The perfect differential of f with respect to x is
given by

df = ∂f

∂x
dx + ∂f

∂y
dy + ∂f

∂z
dz .

perfect gas In the perfect (or ideal) gas equa-
tion, the individual gas atoms are assumed to
behave as non-interacting ideal point particles.
Furthermore, any collisions that occur either be-
tween gas atoms or between gas atoms and the
wall of the container are assumed to occur in-
stantaneously. Given these assumptions, it is
possible to write down (from first principles) an
equation of state relating the three state vari-
ables, pressure (P ), temperature (T ), and vol-
ume (V ), in terms of the perfect gas constant
(R), such that

PV = nRT
where n is the number of moles of gas present.

periodic boundary conditions In discussing
wave propagation in a crystal of sides N1a1,
N2a2, and N3a3, where a1, a2, and a3 are the
primitive translations, it is a standard procedure
to assume any function we seek, such as �(r),
is periodic with the periodicityN1a1, N2a2, and
N3a3. �(r) can be an electron wave function
or an amplitude of a lattice vibration wave, for
example.

periodic table A table of all chemical el-
ements arranged in ascending order of atomic
number and organized in columns by similar
chemical properties, originally invented by

Mendeleev. The periodicity of chemical behav-
ior is understood in terms of similar electronic
structure for the outer, or valence, electrons of
elements in the same column.

permeability Symbol for this quantity is µ.
In SI units, absolute permeability is defined as
the ratio of magnetic flux density (B) to mag-
netic field strength. Thus, µ = B/H . The per-
meability of free space is given by the constant
(µ0)4π × 10−7. The relative permeability of
a material is defined as the ratio of permeabil-
ity (µr) to the permeability of free space (i.e.,
µr = µ/µ0).

permittivity According to Coulomb’s law,
two point chargesQ1 andQ2, separated in space
by a distance r , are subjected to an electrical
force (repulsive or attractive depending on the
sign of the charges involved) given by F =
Q1Q2/4π
εr2. The constant ε is called the permittivity
of the medium. The permittivity of free space
ε0 has the value of 8.854×10−12 F/m. Relative
permittivity is a measure of the effect of the elec-
tric field on a material compared to free space.
It is given by the ratio ε/ε0. It is denoted by the
symbol εr .

permutation operator An operator which,
when applied to a many-particle wave function
of identical particles, rearranges their coordinate
variables. The permutations form a group.

permutation symmetry In a many-particle
system of identical particles, the permutation
operation for particle coordinates keeps the
Hamiltonian invariant. This fact is useful for
the analysis of non-relativistic systems, where
the Hamiltonian is free from the spin variables.
Then the energy eigenstates are classified in ac-
cordance with the symmetry property of the per-
mutation group. In the case of fermions, the
Pauli principle, requiring the change of sign of
the many-particle wave function for any inter-
change of particles, has to be considered in con-
nection with the permutation operation for the
spin function. This requirement gives rise to
a restriction on the accessibility of the orbital
eigenstates. For example, totally symmetric or-
bital states, as though the lowest energy could
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be achieved by one of them, are not accessible
if the number of fermions is more than three.

perpetual motion It is possible to identify
two general types of perpetual motion machines,
both of which are disallowed by the laws of
thermodynamics. In the first case, the contin-
ual motion of a machine creates its own energy
and in doing so contravenes the first law of ther-
modynamics. In the second case, the complete
conversion of heat into work by a machine con-
travenes the second law of thermodynamics.

perturbation theory A method for solving
problems by first deriving a solution for a simpli-
fied problem and using it as a starting point for
the exact solution. The difference between the
original and the simplified processes is treated
as a perturbation of the first solution. The ap-
proach usually results in a convergent series by
repeated application of the perturbation to sub-
sequent solutions. The series can then be used
as an approximation of the exact solution to an
arbitrary precision. For the method to result in
convergence, it is necessary, but not sufficient,
for the perturbation to depend on some naturally
small parameter. A typical example for electro-
magnetic processes is expansion in terms of the
fine-structure constant α = 1/137, resulting in
a series of powers of α which usually converges
rapidly.

Pfirsch–Schlüter theory Plasma currents
and transport caused by the separation of charges
driven by charged particle drifts in toroidal plas-
ma confinement devices, not including the effect
of magnetic trapping of particles.

phase Quantum states are generally de-
scribed by complex numbers, such as wave func-
tions. The complex phase of the state is under-
stood to be unobservable and is therefore con-
sidered arbitrary, as all measurable quantities
should be real; all such quantities are obtained
as squares of the absolute values of the relevant
complex numbers, wave functions, or matrix el-
ements. However, differences in phase between
two states can be observable, giving rise to quan-
tum interference effects.

phase conjugation The process whereby the
phase of an output wave is the complex conju-
gate of the phase of the input wave. The spatial
part of the wave remains unchanged while the
sign of the time t is reversed in the temporal
part of the wave. Phase conjugation is a time
reversal operation.

phase equilibrium At equilibrium, the
chemical potential of a constituent in one phase
must be equal to the chemical potential of the
same constituent in every other phase.

phase fluctuation A quantum mechanical
phase fluctuation is given by < (δθ)2 >=
<�a2

2 (θ0)>

<n>
with a2(θ0) = ae−iθ0−a†eiθ0

2i , where
a and a† are boson annihilation and creation
operators. Amplitude fluctuation is given by
< (δa‖)2 >=< �a2

1(θ0) >, where a1(θ0) =
ae−iθ0+a†eiθ0

2 . Amplitude and phase fluctuations
are important concepts for squeezed states.

phase matching The condition of momen-
tum conservation in processes where several
lasers are involved, giving rise to an increased
coupling between the different modes.

phase rule First derived by Gibbs in 1875,
the phase rule provides a relationship between
the number of degrees of freedom of a thermo-
dynamic system, f , the number of intensive pa-
rameters to be varied, I , the number of phases,
φ, the number of components, c, and the number
of independent chemical reactions, r , such that

f = I − φ + c − r .
As an illustration, for a mixture of water, hydro-
gen, and oxygen with pressure and temperature
varied, I = 2, c = 3, and r = 1. Thus, for this
system, it is possible to have up to four phases in
mutual equilibrium. For example, at low tem-
perature and pressure we may have solid water,
solid hydrogen, and solid oxygen in equilibrium
with a vapor of some appropriate composition.

phase shift Consider a scattering of a par-
ticle wave by a spherically symmetric potential
around an origin. For a partial wave of the par-
ticle, the phase shift is the difference between
the phase of the scattered wave far from the ori-
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gin and the corresponding phase of the incoming
wave, which is a plane wave.

phase space An abstract space whose coor-
dinates are the degrees of freedom of the system.
For a two-dimensional simple harmonic oscilla-
tor, the positions (i.e., x and y) and the momenta
(i.e.,px andpy)of the oscillator when combined
would form the coordinates (x, y, px , py) of the
phase space.

phase squeezing Phase and amplitude fluc-
tuations are related by the following uncertainty
relation, < (δθ)2 >< (δa‖)2 > ≥ 1

16<n> .
Phase squeezing results when < (δθ)2 > ≤

1
4<n> . Amplitude squeezing requires < (δa‖)2
> ≤ 1

4 .

phase state The state defined by

∣∣∣∣θ >= 1

(s + 1)1/2

s∑
n=0

einθ
∣∣∣∣n > ,

where |n > is a photon number state, a phase
state that behaves in some ways as a state of
definite phase θ for large s.

phase switching Fast changes in the interac-
tion between the electromagnetic field and atom-
ic systems bring out the importance of the non-
linearity in studies of atomic parameters like re-
laxation time, line widths, and splittings. Fast
phase switching can be accomplished by irradi-
ating the sample with an appropriate picosecond
light pulse.

phase transition (1) Phase changes are rou-
tinely observed and their understanding has been
limited to a few models. Weiss molecular field
theory has led to partial understanding of fer-
romagnetism. The Ising model, which is used
to model many phenomenona, has proved use-
ful, although it was only solved exactly once, by
Onsager in 1944, for a two-dimensional square
ferromagnetic lattice in zero magnetic field. The
theory of phase transitions was recently ad-
vanced by the work of Kadanoff and Wilson.
Wilson, using ideas from the renormalization
work on quantum electrodynamics, developed a
theory of critical point singularities which de-
scribes the behavior of the physical quantities

near the critical points and methods for their cal-
culation.

(2) A process whereby a thermodynamic sys-
tem changes from one state to another which has
different properties, over a negligible range of
temperature, pressure, or other such intensive
variable. Examples include the melting of ice
to form water, the disappearance of ferromag-
netism at temperatures above the Curie temper-
ature, and the loss of superconductivity in ma-
terials in a magnetic field above the critical field
density.

phi An unstable, spin 1 meson which is
thought to be predominantly the bound state of
a strange and an antistrange quark.

phonon A quantized vibrational mode of ex-
citation in a body, which can be described math-
ematically as a particle of specific momentum,
or frequency, analogous to a photon, the quan-
tum of light.

phosphor Luminescent solids such as ZnS.

phosphorescence The absorption of energy
followed by an emission of electromagnetic ra-
diation. Phosphorescence is a type of lumines-
cence and is distinguished from fluorescence by
the property that emission of radiation persists
even after the source of excitation is removed.
In phosphorescence, excited atoms have rela-
tively long life times (compared to atoms ex-
hibiting fluorescence) before they make transi-
tions to lower energy levels.

photino The hypothetical spin 1/2, super-
symmetric partner particle of the photon.

photoconductivity In certain materials, con-
ductivity is increased upon illumination of elec-
tromagnetic radiation. This is due to the exci-
tation of electrons from the valence to the con-
duction band.

photodetector Devices that measure the in-
tensity of a light beam by absorption of a por-
tion of the beam, whose energy is converted
into a detectable form. Such intensity measure-
ments are not sensitive to squeezing but detect
only nonsqueezed light, e.g., antibunching and
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sub- or super-Poissonian statistics. Detection of
squeezed light requires phase sensitive schemes
that measure the variance of the quadrature of
the field.

photoelasticity When certain materials (such
as cellophane) are subjected to stress, they ex-
hibit diffraction patterns relating to the stress ap-
plied. This technique is used in locating strains
in glass devices such as telescope lenses.

photoelectric detection of light The emis-
sion of electrons by light absorption, the pho-
toelectric effect, is used as a means of counting
photons and measuring their intensity by mea-
suring the photoelectrons. Such detectors are
absorptive and thus constitute destructive mea-
surements of photons.

photoelectric effect The ejection of electrons
from the surface of a conductor through illumi-
nation by a source of light of a frequency higher
than some threshold value characteristic of the
material. The discovery that the energy of the
ejected electrons is independent of the intensity
of incident light but is a linear function of its fre-
quency was the origin of the understanding, due
to A. Einstein, of light as consisting of quanta
of energyE = hν, where ν is the frequency and
h is Planck’s constant.

photoluminescence Luminescence caused
by photons.

photomultiplier tube A device used to en-
hance photon signals. The photomultiplier tube
consists of a tube which is kept under vacuum
conditions. At the entrance to the tube, a pho-
tocathode converts an incoming photon into an
electron via the photoelectric effect. This ini-
tial electron then strikes a dynode creating more
electrons. Further down the tube is a second
dynode which is kept at a higher electric poten-
tial than the first dynode, so that the electrons
created at the first dynode are attracted to it.
When these electrons strike the second dynode,
they again create more electrons, which are then
attracted to a third dynode at a still higher po-
tential. By having a series of these dynodes at
increasing potentials, one has a greatly increased

number of electrons for an amplified output sig-
nal.

photon The quanta of the electromagnetic
field. The idea that the electromagnetic field
came in quanta called photons was originated
by Max Planck in order to explain the black-
body radiation spectrum. The energy (a particle
property) of the photon is related to its frequency
(a wave property) via the relationship E = hf ,
with h = 6.626 × 10−34 joules/second being
Planck’s constant.

photon antibunching Characterized by the
correlation between pairs of photon counts as
functions of their time separation τ for laser
light. The second order coherence is given by
g(2)(τ ) =< n(τ)n(0) > /n̄2, where n̄ is the
mean number of photon counts in the short time
interval τ . Photon antibunching corresponds to
1 > g2(0) ≥ 0. The latter inequality is vio-
lated by any classical light field and thus sig-
nifies nonclassical light. Photon antibunching
indicates that an atom cannot emit two photons
in immediate succession.

photon bunching Characterized by the in-
equality g2(0) > 1 for the second order coher-
ence. This criterion is satisfied by every classi-
cal radiation field.

photon correlation interferometry The
second order coherence associated with the
Hanbury–Brown–Twiss effect, interference of
two photons, etc.

photon counting The measurement of the
photon statistics by photodetectors with the de-
tection of photoelectrons.

photon distribution function The probabil-
ity of finding n quanta in the radiation field de-
scribed by the density matrix ρ̂(t) is the photon
distribution function < n|ρ̂(t)|n >.

photon echo The optical analog of spin ech-
oes, which depends on the presence of a group
of atoms that give rise to an inhomogeneous
broadening of spectral line. The description of
the collection of two-level systems is simplified
by using the analogy between a two-level atom
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and a spin 1/2 in a magnetic field, whose dy-
namic is governed by the Bloch equation. The
time-dependent density matrix of a single atom
resembles a magnetic dipole undergoing preces-
sion in the magnetic field. The echo is generated
by the combination of two coherent laser pulses,
a sharp π/2 pulse followed a time τ later by a
sharp π pulse. Prior to the first pulse, all the
atoms’ spins point in the−k direction; all atoms
are in the ground state. The π/2 pulse rotates all
Bloch vectors to the j direction. Owing to the
distribution in the frequency of transitions in the
spectral line, the vectors describing the different
atoms spread out in the xy plane, with the more
detuned atoms precessing faster than the more
resonant ones. The application of the sharp π
pulse rotates all vectors π radians about the i
axis. After another time τ , the individual atom
vectors precess by the same amount and end up
at −j, adding constructively and thus radiating
an echo at time 2τ .

photonic bandgaps Frequency bands of zero
mode density of states preventing the sponta-
neous decay, via photon emission, in cavities
and dielectric materials.

photonic molecules The eigenstates of the
atom and the driving field when considered as a
single quantum system. Also referred as dressed
states of the atom-driving field Hamiltonian.

photon number basis The Hilbert space
spanned by the eigenstates |n >, with n = 0, 1,
2, · · · , of the photon number operator a†a,
where a (a†) is the annihilation (creation) op-
erator of the radiation field.

photon number density operator The op-
erator a†

pap, where the momentum vector p is a
continuous variable.

photon number operator The operator a†a

of the radiation field, where [a, a†] = 1.

photon number states The eigenstates |n >,
with n = 0, 1, 2, · · · , of the radiation field for
a single mode. The photon number states are
complete,

∑
n |n >< n| = 1.

photon–photon correlations The correla-
tion between photons determined by the sec-
ond order correlation functionG(2) (r1, r2; t, t)
= < E(−) (r1, t) E

(−) (r2, t) E
(+)(r2, t) E

(+)
(r1, t) >, where E(+) (r, t) contains only pho-
ton annihilation operators, and its adjoint E(−)
(r, t) contains only creation operators.

photon–photon interferometry Experi-
ments that determine the joint probability for
the detection of two photons at two different lo-
cation in space as a function of the spatial sepa-
ration. Such experiments establish the quantum
nature of light.

photon statistics Properties of light deter-
mined by detectors that either annihilate the pho-
ton or not. The former experiments are mainly
done with detectors based on the photoelectric
effect, whereas the latter are denoted by quan-
tum non-demolition measurements. Quantum
non-demolition measurements are necessary for
the preparation and study of the quantum statis-
tics of light.

photovoltaic cell When light is incident on
it, a voltage appears across its terminals or a cur-
rent flows in the external circuit. Ap–n junction
would be an example: without any external bias
there is a built-in potential difference Vo, the
contact potential (which is the difference be-
tween the Fermi levels of the p and n regions
when at infinite separation). When light gener-
ates electron–hole pairs, the electrons drift to the
n region and the holes to the p region, creating
an open circuit voltage. If the circuit is closed,
current would flow in the external circuit.

photovoltaic effect The production of a po-
tential difference between layers of a material
when subjected to an electromagnetic radiation.

piezoelectric effect When certain materials
are subjected to a stress, a potential difference is
formed across the material. This is widely used
in gauges to measure pressure.

piezoelectricity Certain anisotropic crystals
(i.e., they do not possess a center of symmetry),
exhibit an electric polarization upon experienc-
ing a mechanical load. These materials (e.g.,
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quartz, barium titanate, and Rochelle salt) will
also exhibit the corollary effect whereby an ap-
plied electric field will produce a mechanical
deformation. There are many applications for
these materials including microphones, loud-
speakers, precision transducers, and actuators.

piezometer An open tube of liquid connected
to a vessel under pressure. The height of the
liquid in the tube is the pressure head of the
liquid.

pion A group of three unstable spin 0 par-
ticles. The neutral pion is denoted by πo, has
a mass of roughly 135.0 MeV, and decays with
a mean life of about 8.4 × 10−17 seconds. The
neutral pion predominantly decays into two pho-
tons (πo −→ γ + γ ). The positively and neg-
atively charged pions are denoted by π+ and
π− respectively. Both have a mass of roughly
139.6 MeV and decay with a mean life of about
2.6 × 10−8 seconds. The predominate decay
mode for the charged pions is into an antimuon
and muon neutrino, or into a muon and muon
antineutrino (π+ −→ µ+ + νµ; π− −→ µ− +
νµ). In the quark model, the pions are believed
to be composed of various combinations of the
first generation of quarks — the up and down
quarks.

pipe flow Viscous flow in a duct driven by
a pressure gradient. For laminar flow in a cir-
cular pipe, solution of the steady Navier–Stokes
equation in circular coordinates gives the veloc-
ity profile as

u = 1

4µ

dp

dx

(
r2 − R2

)
where r is the distance from the center of the pipe
and R is the pipe radius. Pipe flow becomes tur-
bulent at a Reynolds number of approximately
2300, where the velocity moves from a parabolic
to a flat profile. Determination of the friction
factor f is of primary interest in pipe flow. For
laminar flow, f = 64/Re. For turbulent flow,
the Colebrook pipe friction formula or Moody
chart are used. In compressible flow of a gas,
frictional effects and addition of heating or cool-
ing can be used to accelerate or decelerate the
flow field in the pipe. See Fanno line and
Rayleigh flow.

Pirani gauge A gauge used to measure low
pressures in the range 1−10−4 mbar (100−0.01
Pa). The operation of the device involves an
electrically heated filament that is exposed to
the gas requiring pressure measurement. The
dissipation of heat from the filament, and hence
its temperature, is determined by the surround-
ing gas pressure. The electrical resistance of the
wire is, in turn, determined by its temperature,
and thus the filament resistance is ultimately a
strong function of the gas pressure. By build-
ing the filament in a Wheatstone bridge arrange-
ment, it is possible to measure the pressure in the
gas accurately once the system is calibrated.

pitch angle scattering Scattering in angle
due to collisions between charged particles.

Pi theorem See Buckingham’s Pi theorem.

Pitot static tube Combination of a Pitot tube
and static tube that measures the fluid veloc-
ity through application of Bernoulli’s equation.
The difference in the static and stagnation pres-
sures can be written in terms of the velocity that
can be solved

U = √2�p/ρ

for negligible elevation differences.

Pitot tube Slender tube aligned with the flow
that measures the stagnation pressure of the fluid
through a hole in the front where the fluid stream
is decelerated to zero velocity.

PIV Optical method for measuring fluid ve-
locity by tracking groups of particles in a fluid
through the use of Fourier transforms (Young’s
fringes). The modern digital equivalent is often
referred to as digital particle image velocimetry.

Planck distribution The formula describing
the distribution of frequencies in blackbody ra-
diation, where a blackbody is an idealized body
which absorbs all radiation incident upon it and
emits radiation proportionally to its total energy
content or temperature. It is given by

u(ν) = 8πhν3

c3

1

ehν/kBT − 1
,
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where T is the temperature of the blackbody,
kB is the Boltzmann constant, c is the speed of
light, and h is a constant named after M. Planck,
who first derived the correct formula under the
assumption that light can only be emitted or ab-
sorbed in units of energy hν proportional to its
frequency ν. This subsequently gave rise to the
quantum theoryo f light when A. Einstein ap-
plied the idea to the photoelectric effect.

Planck length The length (Gh/2πc3)1/2,
where G is the gravitational constant, h is
Planck’s constant, and c is the light velocity. It
is about 1.6×10−35 m. If matter or energy were
restricted in this small dimension of space, quan-
tum fluctuations would dominate the geometry
of space-time.

Planck mass The mass (hc/2πG)1/2, where
h is Planck’s constant, c is the light velocity, and
G is the gravitational constant. It is about 22
µgram, much heavier than any mass of exist-
ing elementary particles, or, in rest mass energy,
1.2× 1019 GeV.

Planck radiation formula A formula for the
intensity distribution or spectrum of radiation
emitted from a blackbody by thermal fluctua-
tion of charged particles there. Let I (ν) dν be
the energy of the emitted electromagnetic waves
with frequencies in the interval (ν, ν+dν). The
formula states that

I (ν) dν=[exp(hν/kT )−1]−1hν3
(
8π/c3

)
dν .

Where h is Planck’s constant, k is the Boltz-
mann constant, and T is the temperature of the
blackbody.

Planck scale A mass, length, or time scale
formed from Planck’s constant divided by 2π
(�), the speed of light (c), and Newton’s con-
stant (GN). The Planck mass is

√
�c/GN =

2.2×10−8 kg; the Planck length is
√

�GN/c3 =
1.62× 10−33 cm; the Planck time is

√
�GN/c5

= 5.38 × 10−44 seconds. The Planck scale is
thought to be the scale at which the quantum
effects of gravity become important.

Planck’s constant A number, denoted by h,
equal to 6.626×10−27 erg/s, giving the constant

of proportionality between a photon’s frequency
and its energy. It also appears, divided by 2π and
written as h̄, as the unit of angular momentum.
It sets the scale for all quantum effects; the clas-
sical limit is often described as the limit where
h is very small compared to all other quantities
relevant in a problem, which can then be treated
classically.

Planck’s radiation law The energy spec-
trum of a perfect (black body) radiation source
is given by the relationship

Eω dω = ηω3

π2c3(eηω/kT − 1)
dω

where Eω is the energy density radiated at a
temperature T into a narrow angular frequency
range fromω toω+dω, c is the velocity of light,
η is Planck’s constant (h) divided by 2π , and k
is Boltzmann’s constant.

Planck time The constant (Gh/c5)1/2 with
the dimension of time, where G is the gravita-
tional constant, h is Planck’s constant, and c is
the velocity of light. Its value is approximately
10−43 sec.

plane wave A wave of the form eik·x , where
x is the space coordinate and k is the momen-
tum divided by h̄. A plane wave has infinitely
well-defined momentum and therefore describes
a particle with infinite uncertainty in its position,
due to the Heisenberg uncertainty principle. It
serves as a good approximation for a monochro-
matic, continuous beam of particles moving in
parallel. It can also be of use in describing a
localized particle, the wave function of which
can be constructed as a superposition of plane
waves with momenta distributed around a cen-
tral value.

plasma A mixture of free electrons, ions, or
nuclei. The glowing region of ions and electrons
in a discharge tube is an example of plasma.

plasma dispersion function Z(ζ ) = 1
π1/2∫∞

−∞
e−s2
s−ζ ds, where the contour is deformed

down and around the pole at s = ζ when Im(ζ )
< 0.
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plasma physics The branch of physics that
deals with ionized particles where the flow is
treated using kinetic theory as opposed to con-
tinuum theory. The electromagnetic effect pro-
duces a force on moving particles.

plasma processing Manufacturing process
that uses a low-energy plasma to etch computer
chips or to change the surface properties of ma-
terials.

plasma propulsion The use of a plasma dis-
charge to propel vehicles, especially in outer
space. In most plasma propulsion devices, elec-
tric or magnetic fields are used to increase the
speed of the ejected propellant so that a smaller
amount of fuel is used for a given thrust.

plasma spraying Manufacturing process us-
ing a plasma to spray a surface coating on ma-
terials.

plasma torch The use of a plasma discharge
for processing waste materials. Hazardous ma-
terials are decomposed and dissociated in plas-
ma torches.

plasmon A quantum of longitudinal plasma
oscillation of energy h̄ωp where the plasma fre-
quency is given by ω2

p = 4πne2/m for long
wavelengths. Here, n is the electron density, e
is the electron charge, andm is the electron mass.
Plasmons have been observed in surface waves
(with frequencies different from ωp) and in the
passage of fast electrons through thin metallic
films, which is usually accompanied by energy
losses to the excitation of one or more (bulk)
plasmons. Reflection of fast electrons from thin
films shows energy losses to surface plasmons.

plateau regime Neoclassical transport in
toroidal magnetic confinement devices under
conditions where collisions prevent trapped par-
ticles from completing their orbits.

p–n junction Imagine two small rectangu-
lar blocks of a semiconductor crystal, identical
except for doping by impurities. The p crystal
is doped with acceptors and conducts by holes.
The n crystal is doped with donors and conducts
by electrons. The p crystal has its Fermi level

close to the top of the valence band. The n crys-
tal has its Fermi level close to the bottom of
the conduction band which is higher than the p
crystal by an amount Vo eV which is close to the
energy gap EG. If the two crystals are brought
into perfect contact, we have ap–n junction. On
contact, some electrons diffuse to the p region
and some holes diffuse to the n region and are
annihilated with opposite charges, leaving be-
hind a layer of ionized donors of positive charge
on the n side and a layer of ionized acceptors
of negative charge on the p side. These ionized
donors and acceptors create an electric poten-
tial of magnitude Vo rising from the p to the n
region (and whose electric field points from the
n to the p side). This region is known as the
space charge region or the depletion layer, and
can be looked upon as a capacitor. If an external
bias voltage δV is applied (withp positive and n
negative), the built-in voltage Vo is lowered and
charges flow (easy flow, forward flow direction)
and the electrical current can be shown to have
the form, I = I0(exp(δV/kT ) − 1), where Io
is a constant and kT is the thermal energy. This
equation is also valid for negative δV (reverse
bias). The p–n junction thus can be used as a
rectifier, or a photovoltaic cell.

If the doping is so heavy that the electrons and
holes form degenerate gases, the p–n junction
can be used as a tunnel diode, a detector, or a
laser.

Poincaré group The group of space-time
transformations which includes boosts and ro-
tations (the Lorentz group) in addition to space
and time translations. The Poincaré group is
also called the inhomogeneous Lorentz group.

poise Unit of measure of absolute viscosity,
1 poise = dyne · s/cm2.

Poiseuille flow Viscous flow between parallel
plates due to a pressure gradient. Solution of
the Navier–Stokes equations gives the velocity
profile as

u = dp

dx

h2

2µ

(
(y/h)2 − 1

)

where y is the distance from the line equidistant
between the plates and h is the gap width.
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Poisson brackets In classical mechanics, the
Poisson bracket of two dynamical variables A
and B is defined in terms of derivatives with
respect to the generalized coordinates and mo-
menta q and p as

{A,B} ≡
N∑
i=1

(
∂A

∂qi

∂B

∂pi
− ∂B

∂qi

∂A

∂pi

)
.

They appear in Hamilton’s equations of motion,
which describe the time evolution of a variable
as

dA

dt
= ∂A

∂t
+ {A,H } ,

in terms of the Hamiltonian H describing the
system. A very similar relationship holds true
among operators in the Heisenberg picture of
quantum mechanics, with the Poisson brackets
replaced by commutators.

Poisson distribution The probability distri-
butionP(m) for the random variablem given by

P(m) = m̄me−m̄
m! , where m̄ is the mean (average)

value of m.

Poisson ratio A measure of the change of
shape of a material when it is stretched. It is de-
fined as the fractional change in cross-sectional
area (�A/A) to the fractional change in length
(�L/L).

polariton Elementary excitations character-
ized by a dispersion relation for electromag-
netic waves that propagate in a medium with
a frequency-dependent dielectric constant. The
upper and lower polariton branches of the dis-
persion formula are given by the solutions of the

relation c2k2

ω2 = ε∞ + �2
p

ω2
0−ω2 , where ε∞ is the

background dielectric constant, ω0 is the posi-
tion of the sharp absorption line, and �p is a
constant associated with the imaginary part of
the dielectric function.

polarization The degree to which spins of
individual particles in an ensemble point to the
same direction. For particles with two possible
spin orientations along a given axis, it is defined
asP = N+−N−

N++N− , where the indices+ and− refer
to the direction of spin parallel or antiparallel to
the positive direction of the axis. When the two

numbers are equal, P = 0 and the ensemble
is said to be unpolarized, or randomly oriented.
P = ±1 implies 100% polarization along one
direction or another. Polarization can be best
achieved with strong magnetic fields and at low
temperatures.

polarization drift Drift of charged parti-
cles in a magnetic field caused by an electric
field that is changing in time. The polarization
drift velocity is given by the time rate of change
of the electric field divided by the product of
the cyclotron frequency and the magnetic field
strength.

polaron An electron in an ionic crystal can
distort the lattice around it by polarization. If
the distortion extends a few atomic distances,
the electron and its polarization cloud is known
as a large polaron. If the distortion extends less
than an atomic distance, the self-trapped charge
is known as a small polaron. Feynman was suc-
cessful in devising variational methods to obtain
the polaron energies and effective masses.

poloidal beta Plasma pressure divided by the
energy density of the poloidal components of a
magnetic field in magnetic confinement devices.

polytropic processes Compressions and ex-
pansions that have the form:

pνn = constant

where p and ν are average values of the pres-
sure and specific volume respectively, and n is a
constant called the index of expansion or com-
pression. When n = 0 the expression reduces to
p = 0, and when n = ∞ the expression reduces
to ν = 0.

ponderomotive force Force exerted by elec-
tromagnetic waves on a plasma.

population inversion A situation where a
metastable excited state has a larger occupation
number than the ground state. This is usually
achieved by continuous excitation, by radiation
of the appropriate frequency, or other similar
means to a higher-lying state which then decays
rapidly to the metastable state. Population in-
version is the principle behind the operation of
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a laser, which relies on stimulated de-excitation
of the metastable state.

position operator The position of a parti-
cle is represented by coordinates, which are real
numbers in classical mechanics. In quantum
mechanics they are operators. Observed values
of coordinates are eigenvalues of the operators
representing the coordinates.

position representation A representation of
operators and vectors in Hilbert space by choos-
ing eigenfunctions of coordinates as a basis set
of representation.

positive feedback See feedback.

positron A spin 1/2 particle carrying a posi-
tive electrical charge whose magnitude is equal
to that of the electron’s charge. The positron is
the antiparticle of the electron and has the same
mass as the electron.

positronium A bound state of an electron
and a positron. This system is not stable since
the electron and positron annihilate one another.

postulate A statement which is not proven
from first principles but is offered as a starting
point for the development of a theory. Histor-
ically, postulates were often transformed into
theorems when a different formulation of the
theory became available. For example,
quantum theory can be formulated using the
Schrödinger equation as a postulate, but it can
also be derived from a different set of postulates,
at the price of accepting as postulates statements
that would otherwise be provable theorems. The
correctness of a set of postulates can only be af-
firmed on the basis of the self-consistency and
experimental verification of the resulting theory.

potential A function describing the distribu-
tion of forces in space that a particle will expe-
rience, in non-relativistic classical or quantum
physics. At every point in space, the particle is
subject to a force given by the spatial derivatives
of the potential at this point.

potential flow Also called irrotational flow.
Flow in which the velocity potential satisfies

conditions for irrotationality, ∇ × u = 0, and
the stream function ψ and velocity potential φ
can be solved exactly by Laplace’s equation

∇2ψ = ∇2φ = 0 .

Potential flow has many aspects similar to invis-
cid flow, but is distinctly different since it has an
absence of vorticity. Potential flow theory is of-
ten used in high Reynolds number applications
such as aerodynamics.

potential scattering Scattering of a particle
due to a potential field of force acting on the
particle.

Prandtl–Glauert rule Compressibility cor-
rection for pressure distribution on a surface at
high subsonic Mach number in terms of the in-
compressible pressure coefficient, Cpo ,

Cp = Cpo√
1−M2∞

.

In the supersonic regime,

Cp = 2θ√
M2∞ − 1

.

Prandtl–Meyer expansion fan Expansion
region around an obtuse corner in supersonic
flow; the region gradually accelerates across the
fan. The Prandtl–Meyer function is used to de-
termine the change in Mach number and ther-
modynamic properties.

Prandtl–Meyer expansion fan.

Prandtl–Meyer function For isentropic
compression and expansion, the Prandtl–Meyer
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function ν(M) is utilized to determine the Mach
number change for a change in direction of angle
θ

ν(M) =
∫ √

M2 − 1

1+ γ−1
2 M2

dM

M

=
√
γ + 1

γ − 1
tan−1

√
γ − 1

γ + 1
(M2 − 1)

− tan−1
√
M2 − 1

where

θ = ν (M2)− ν (M1)

across a Prandtl–Meyer expansion fan.

Prandtl number Ratio of momentum diffu-
sivity to heat diffusivity

Pr ≡ ν

κ
= U∞l

ν
.

Prandtl relation Across a shock wave, the
characteristic Mach number can be shown to be-
have such that

M ′2 = 1/M ′1

and shows that for M > 1 on one side of the
shock, M < 1 on the other side. Observation
shows that M > 1 upstream of the shock and
M < 1 downstream of the shock. Though the
equation indicates that the reverse is also possi-
ble, this would violate thermodynamic restric-
tions regarding entropy. Thus, flow can only
go from supersonic to subsonic across a shock
wave.

precession The rotation of the axis of a par-
ticle’s spin inside a magnetic field. A particle
at rest inside a homogeneous magnetic field ori-
ented along the z-axis,

−→
B = Bẑ, which is ini-

tially in an eigenstate of the x-projection of the
spin operator Sx , will find itself after some time
in an eigenstate of Sy ; eventually it will return
to the original state after a period T = 2π/ωc.
The cyclotron frequency ωc = |e|B/mec, equal
to twice the Larmor frequency, is the frequency
at which a charged particle in motion will rotate
inside the same magnetic field.

presheath Plasma region that is more than
a Debye length away from contact with mat-
ter, in which ions are accelerated by an elec-
trostatic potential to a large fraction of the ion
sound speed.

pressure Force exerted by a fluid on its sur-
roundings. In an ideal gas, the ideal gas equation
relates pressure p, density ρ, and temperature T
by

p = ρRT
where R is the specific gas constant. Pressure
is a scalar and acts equally in every direction in
a fluid; at a boundary with a surface, pressure
acts normal to the surface.

pressure, absolute Fluid pressure as mea-
sured with respect to a zero reference pressure.

pressure, atmospheric Pressure at sea-level
due to the weight of the Earth’s atmosphere.

patm = 14.7 psi = 101.3 kPa .

Also referred to as barometric pressure.

pressure broadening Increase in width of
a spectral line due to collisions of atoms and
molecules. Since the rate of collisions depends
on pressure, the change in spectral line width is
related to pressure.

pressure, gauge Pressure measured with re-
spect to the atmospheric pressure.

pabsolute = pgauge + patmospheric .

pressure recovery Increase in pressure in a
flow, typically in a diffuser. Diffuser pressure
recovery is independent of Re but highly depen-
dent upon geometry and inlet conditions. For
wide-angle diffusers, guide vanes can be used to
reduce the pressure loss and improve the pres-
sure recovery. Pressure recovery is usually de-
noted by the pressure recovery coefficient Cp

Cp ≡ pexit − pinlet
1
2ρU

2
inlet

where the rise in static pressure is compared to
the inlet dynamic pressure.
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pressure, stagnation The pressure in a mov-
ing fluid if the flow is brought to rest adiabati-
cally. Measured using a stagnation pressure or
Pitot probe.

pressure, static The thermodynamic pres-
sure in a moving fluid, measured using a wall
tap or static pressure probe. Using Bernoulli’s
equation, the static and stagnation pressures can
be used to determine the local velocity by

U =
√

2 
(
pstagnation − pstatic

)
ρ

.

pressure tensor Components of the plasma
pressure in a magnetic field, particularly in plas-
mas where the perpendicular pressure may be
different from the pressure parallel to the mag-
netic field.

pressure, vacuum Pressure measured with
respect to the atmospheric pressure when the
absolute pressure is less than the atmospheric
pressure.

pabsolute = patmospheric − pvacuum .

Also referred to as negative gauge pressure.

principle of detailed balance In equilib-
rium, the power radiated and absorbed by a body
must be equal for any particular element of area
of the body, for any particular direction of po-
larization, and for any frequency range.

principle of superposition If |ψ1 > and
|ψ2 > are possible states of a system, then by the
superposition principle, a1|ψ1 > +a2|ψ2 >,
where a1 and a2 are constants, is a possible state
of the system.

probability Quantum physics makes predic-
tions for the probability for a given process to
take place, or for a system to be found in a
specific configuration. Determinism in quan-
tum physics refers to the rules for the behav-
ior and time evolution of the probability ampli-
tudes, in general complex numbers or functions,
which produce probabilities when their abso-
lute magnitudes are squared. For example, the
Schrödinger equation precisely determines, for

a given set of dynamical conditions, the time
evolution of the wave function if an initial func-
tion is defined; however, the only known consis-
tent physical interpretation of the wave function
is a probability amplitude.

probability amplitude A complex number,
the squared norm of which gives a probabil-
ity. A wave function gives the probability am-
plitude for a system to be found in a particu-
lar space coordinate, or set of coordinates; the
square of the norm of the wave function gives
the probability, or more precisely the probabil-
ity density, for the system to be found there:
P(xi) dx = |ψ(xi)|2 dx.

probability current The probability of find-
ing a particle anywhere in the space is unity,
and there is a conservation law of probability.
In non-stationary cases, the probability density
changes in time. Then the conservation law re-
quires the existence of the probability current:

(h̄/2im)[ψ†(x)gradψ(x)−(gradψ†(x)ψ(x))],
where h̄ is Planck’s constant divided by 2π ,m is
the mass of the particle,ψ(x) is the Schrödinger
wave function, with ψ † (x) being its complex
conjugate, and grad is a coordinate derivative
The current is a vector. Its x-component is given
by taking the derivative with respect to x in place
of grad.

probability density See probability ampli-
tude.

Proca equation (1) Describes a spin 1 mas-
sive particle. If the photon were found to have
a rest mass it would be described by the Proca
equation (∂µFµν + m2Aν = 0) rather than the
Maxwell equation (∂µFµν = 0). Here Fµν is
the field tensor,m is the rest mass, andAν is the
four-vector gauge field.

(2) Relativistic equation of a quantum field
representing a particle of spin 1 and nonzero
rest mass. The field requires four-component
wave functions. It is similar to the covariant
four-vector potential (a set of the vector potential
and the scalar potential) of the electromagnetic
field. The only difference between the Proca
equations and the Maxwell equations is the ex-
istence of the mass.
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projection operator An operator which, act-
ing on a state, isolates the component in a sub-
space of the space spanned by the whole set of
states. If |i >is an eigenstate of some operator
with eigenvalue i, then |ψi >= |i >< i|ψ >≡
Pi |ψ > produces the component of |ψ > that
is a multiple of |i >; similarly, the projection
operator |i >< i| + |j >< j | projects out
the component of a state that is in the subspace
spanned by |i > and |j >. If |i > is a com-
plete basis, then the sum of all such operators,
I =∑i |i >< i| is the identity operator.

prominences See solar prominence.

propagator A function that is the time or-
dered vacuum expectation value of the product
of fields. For example, for a real scalar field
φ(x), the propagator, �(x − x′) can be written
as — i�(x− x′) = 〈0|T {φ(x)φ(x′)}|0〉, where
T is time ordering. The propagator represents
the physical process of the particle associated
with creation of the field out of the vacuum at
one space-time point, propagating or moving to
some other space-time point, and then being an-
nihilated back into the vacuum. The propagator
can also be viewed as a Green’s function.

proportional counter A device used to mea-
sure both the presence and the energy of a
charged particle such as those created in radioac-
tive decays or in particle accelerators. The de-
vice generally consists of a gas-filled chamber
that contains two plates which are maintained
at different potentials. When a charged particle
passes through the chamber, it ionizes the gas
with the positively charged ions moving to one
plate and the electrons which have been stripped
off going to the other plate. This gives rise to a
current which is proportional to the number of
atoms of gas which were ionized.

proton A positively charged, spin 1/2 parti-
cle which, along with the neutron, is one of the
fundamental building blocks of atomic nuclei.
The magnitude of the proton’s charge is, within
experimental limits, equal to the magnitude of
the electron’s charge, but the proton is roughly
2000 times more massive than the electron. The
proton appears at present to be a stable particle
in free space since no experimental evidence of

its decay has been seen. However, many theo-
ries predict that the proton should be unstable,
with a long mean life (current experiments place
a model independent-lower bound for the pro-
ton’s mean life of greater than 1.6×1025 years).
In the quark model, the proton is composed of
two up quarks and one down quark.

proton–antiproton collider A machine for
protons colliding with antiprotons at high ener-
gies in order to probe the structure of matter and
its interactions. These machines are generally
synchrotrons where the protons and antiprotons
are accelerated around a circular path in opposite
directions and made to collide with one another
at specific interaction stations.

pseudoplastic fluid Non-Newtonian fluid in
which the apparent viscosity increases with an
increasing rate of deformation. Also referred to
as a shear thinning fluid.

pseudopotential The success of the nearly
free electron model for s and p electrons in
many solids using a weaker potential than the
atomic potential to determine energy gaps, sug-
gests that the energy band problem could be
approached by solving a Schrödinger equation
with the atomic potential replaced by a smoother
and weaker potential called the pseudopotential,
and the resulting smoother wave function called
the pseudo-wave function. This becomes appar-
ent when one uses as a trial wave function a set of
orthogonalized plane waves (OPW) in the wave
equation. By grouping the plane waves into a
pseudo-wave function φ, and by subtracting the
core wave functions part from the potential, one
is convinced that the idea is reasonable, although
not rigorous. The pseudopotential Vps is not
unique and this fact can be used to improve the
choice of a pseudopotential. The method has
been successfully used in energy band calcula-
tions, in lattice vibrations, in electron phonon
interaction, in optical studies such as dielectric
constants, and in the conductivity of liquid met-
als.

V. Heine, M.H. Cohen, and D. Weaire wrote
Solid State Physics, Vol. 24, Academic Press,
New York, 1970, which is devoted to the pseu-
dopotential.
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pseudorapidity A quantity often denoted by
η and defined as η = − ln(tan 

(
θ
2

)
, where θ is

the angle between the direction of a particle’s
momentum and the z-axis. This quantity is used
in studying collision processes.

psi An unstable, spin 1 meson which is
thought to be composed of a charmed and an-
ticharmed quark. The psi (�) particle is also
called J . The discovery of this meson was evi-
dence for the existence of the charmed quark.

p-state The energy eigenstate with an orbital
angular momentum of one. Strictly speaking,
this is the angular momentum h̄, Planck’s con-
stant, divided by 2π .

pump phase fluctuations Fluctuations in
amplitude and phase in a laser pump due to quan-
tum or classical noise.

pump statistics The process of pumping
takes atoms from their lower states into their up-
per excited states. The statistical dependence of
the phase and amplitude of the pump laser with
time determines the statistical properties of the
pump.

pure quantum state The state of maximal
information in quantum theory. The density ma-
trix of a pure state is of the form ρ = |ψ >< ψ |,
where |ψ > is any normalized state of the sys-
tem. In general, Trρ2 ≤ (Trρ)2, where the

strict inequality holds for mixed states and the
equality holds in the case of pure states.

pure state Any system that can be described
completely by a well-defined wave function is
said to be in a pure state. An ensemble of a
large number of particles is in a pure state if all
the particles can be described by the same state
vector |a >, or if the state vectors of all the
particles are completely known. Otherwise, the
system is in a mixed state, or a mixture (inco-
herent superposition) of pure states. Examples
of pure and mixed states are ensembles of iden-
tical particles that are 100% and less than 100%
spin-polarized. In general, a state is character-
ized by a density operator ρ, and the expectation
value of an operator A for the state is given by
< A >= T r ρA, where T r denotes a sum over
diagonal elements. In the case of a pure state,
the diagonal elements of ρ are simply the prob-
abilities Pn = | < ψ |n > |2, where |n > is a
complete basis.

pyroelectric crystals Crystals whose elec-
trical polarization is affected by changes in tem-
perature. Pyroelectric crystals could be ferro-
electric, or piezoelectric. The primitive cell of a
pyroelectric crystal has a non-vanishing electric
dipole moment.

pyrometer Instrument for measuring high
temperatures. See also optical pyrometer.
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Q
Q(α) representation The representation of
the density operator ρ in terms of matrix ele-
ments with respect to the pure coherent state
|α >, i.e., Q(α, α∗) = <α|ρ|α>

π
. The normal-

ization of the density operator to unity, together
with the completeness of the coherent states, im-
plies that

∫
Q(α, α∗)d2α = 1.

Q-factor Ratio of power produced by fusion
to the power used to heat the plasma in a fusion
reactor.

q, heat The symbol for the quantity of heat
that enters a thermodynamic system. Heat is
the alternative name for the internal energy of a
system whose energy is randomized and free to
move from one part of the system to another, or
between systems.

Q-machine A magnetic confinement device
that produces a quiescent plasma by thermal ion-
ization of cesium or potassium atoms impinging
on hot tungsten plates.

Q switch The switching technique used in a
laser to change to the resonant mode from the
non-resonant mode. An example is a Kerr cell.

quadratic non-linearity Non-linearities in
certain quantities that result in the process of
solving differential or integral equations by it-
erative means. The generation of linear, second
order, and higher order susceptibilities is one
such example.

quadratures The pair of operators defined
by q̂ = 2−1/2(â† + â) and p̂ = 2−1/2(â† − â),
where â and â† are the annihilation and creation
operators of the radiation field. The quadrature
operators are useful to define squeezed states.

quadrupole interaction The effect of in-
teraction between a system of electric or mag-
netic charges distributed at a certain fashion,

e.g., electrons and protons in an atom. See elec-
tric quadrupole transition.

quantization The restriction to a subset, usu-
ally discrete, of the possible values for a vari-
able. Examples are the quantization of electric
charge in units of the electron charge e, of an-
gular momentum in units of the Planck constant
h/2π , and of energy of the electromagnetic field
in units of hν, where ν is the frequency. Some
variables can be quantized in some situations
but not others. The momentum of a free parti-
cle is not quantized, while restricting the range
of motion of the particle between impenetrable
walls results in quantization of its momentum.
In quantum field theories, quantization implies
that interactions between particles proceed only
through the exchange of discrete carriers of the
field or force, such as the photon for the electro-
magnetic interaction.

quantized Hall effect Discovered in 1980;
von Klitzing won 1985 Nobel prize. Inves-
tigating the conductance properties of two-
dimensional electron gases at very low temper-
ature and high magnetic fields, the Hall conduc-
tance of such a system plotted as a function of
the ratio r = (electron density ∗h)/ (magnetic
field ∗e) shows flat plateaus at integer multi-
ples of e2/h around integer values of the ra-
tio r (h is Planck’s constant, e is the electron
charge.). The ordinary conductance plotted as a
function of r is zero everywhere except where
the Hall conductance has a transition from one
plateau to another. In other words, there are
whole intervals of r where the voltage drop is
completely at right angles to the current, with
Hall conductance very accurately quantized in
terms of the fundamental conductance quantum
e2/h; in between these intervals, the longitudi-
nal conductance has a peak, while the Hall con-
ductance goes from one plateau value to another.
In 1982, Tsui, Gossard, and Störmer, working
with very pure samples, discovered the so-called
fractional quantum Hall effect. Here the con-
ductance is quantized in fractional multiples of
e2/h, like 1/3, 1/5, 2/3, and 2/5, always with
an odd denominator. Tsui and Störmer were
awarded the 1998 physics Nobel prize for the
discovery, sharing it with Laughlin, who devel-
oped a theoretical description.
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quantum The smallest possible amount of
a quantity. The quantum of electric charge is
the charge of an electron, while the quantum of
energy for an electromagnetic field is the photon.

quantum (confinement, dots, number, wells,
wires, solid, beat) A quantum well is a semi-
conductor structure which confines excitons or
carriers in a thin layer (two-dimensional quan-
tum confinement). One step further, by consid-
ering only a thin wire, we trap particles in (one-
dimensional) quantum confinement. A carrier
is only free to travel along the wire, but for
each speed at which it travels, it could have sev-
eral different ways of being confined. Making
a good quantum wire with few defects is tech-
nologically challenging and is an area of active
research. The next step is to increase the quan-
tum confinement and make quantum dots. The
quantum dot, although made of many thousands
of atoms, has a countable number of allowed
states. Each state is separated from the others.
This means that it is more like a single atom than
like many atoms. Because of this, a quantum dot
system may be the ideal laser material. Also, it
may be an ideal building block for a quantum
computer. These countable (or discrete) states
are so interesting because we can change the
properties of these states by varying their en-
vironment, e.g., by changing the surrounding
electric or magnetic fields. Because the states
are separate from each other, it is easy to see
them changing.

quantum beats The interference in the de-
cay to a common lower state of two coherently
excited atoms by a laser pulse. The radiation
power shows a damped oscillation with a beat
frequency ν1−ν2, where ν1 and ν2 are the atomic
frequency level spacings.

quantum chromodynamics (QCD) (1) A
non-Abelian quantum gauge field theory for
the strong interaction which governs the struc-
ture and interactions of nucleons and nuclei,
modeled after the simpler and more thor-
oughly tested quantum electrodynamics (QED).
In QCD, the carriers of the strong force are mass-
less, electrically neutral particles called gluons.
The strength of the interaction is defined by
the strong version of the fine structure constant,

called the strong coupling constant αS ; in spite
of its name, the coupling is not a constant, de-
pending on the distance, or momentum, scale.
The analogous quantity to electric charge is the
strong charge or color; there are three different
colors and their corresponding anticolors. The
name is inspired by the fact that, in addition to
the color–anticolor combination, the combina-
tion of all three colors also results in a neutral
object. In contrast to QED, where the carri-
ers of the field are neutral, gluons themselves
carry color. The theory predicts that forces be-
tween particles are very weak at short distances,
a phenomenon known as asymptotic freedom,
increasing roughly linearly with distance at large
separations. As a result, only colorless objects
are thought to be observable in isolation.

(2) The theory of the strongest of the four
known fundamental interactions. This theory
postulates that quarks carry a color charge which
comes in three varieties: red, blue, and green.
The interaction between these color charges is
responsible for binding quarks into colorless
states such as hadrons, which are composed of
three quarks each having a distinct color, or
mesons, which are composed of two quarks,
one carrying a certain color while the other car-
ries the appropriate anticolor. The quanta of the
chromodynamic force are called gluons. The
QCD interaction is so strong that it is thought to
be impossible to liberate individual quarks from
a bound state. This hypothesis is called confine-
ment.

quantum coherence The general interfer-
ence that occurs in quantum mechanics owing
to the superposition principle.

quantum cryptography The sending of se-
cret messages between two parties based on the
principles of quantum mechanics. The emis-
sion of spin 1/2 particles as in the Einstein–
Podolsky–Rosen experiment can be used as a
signal, and Bell’s inequality serves to test for
eavesdroppers. Also, the transmission of polar-
ized photons in different polarization states can
serve as a means of sending coded messages.

quantum detection Detectors of light based
on the photoelectric effect. Two cases can arise.
The incident light can excite the electron and
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extract it from the irradiated surface for detec-
tion (external photoelectric effect) or the energy
of the light quantum is not sufficient to free the
electron from the detector (internal photoelec-
tric effect). In the latter, the detection is via the
change of the electrical conductivity of the ma-
terial.

quantum distribution Representations of
the density operator ρ̂ in terms of quasi-proba-
bility functions that serve as a connection be-
tween classical and quantum mechanics. The
prototype is the Wigner distribution defined by
W(q, p) = 1

2π

∫ +∞
−∞ eipx < q − x

2 |ρ̂|q + x
2 >

dx, where |q > is a position eigenstate.

quantum efficiency The efficiency of a quan-
tum detector depends on the characteristic of the
detector atoms and the interaction time and is
given by the number of photoelectrons created
per incident quantum.

quantum electrodynamics (QED) (1) A rel-
ativistic Abelian quantum field theory devel-
oped in the 1940s as the quantum version of the
classical electromagnetic theory. The electro-
magnetic field is quantized with the forces trans-
mitted between particles through the exchange
of field quanta, or photons. With the help of
techniques from perturbation theory and renor-
malization, QED has proven to be one of the
most successful theories in physics, achieving
remarkable precision in the calculation of fun-
damental physics quantities such as the anoma-
lous magnetic moment of the electron. It also
serves as a model for building theories of more
complicated interactions, such as the strong in-
teraction.

(2) The quantum theory of the electromag-
netic interaction. In QED, the interaction of
electrical charges is taken to occur via quanta of
the electromagnetic field called photons. By ex-
changing real and/or virtual photons, electrical
charges interact with one another. The photon is
a chargeless spin 1 particle with zero rest mass.

quantum field theory A general term for a
classical field theory in which the fields have
been quantized either via the canonical method
of turning the fields into operators with nontriv-
ial commutation/anticommutation relationships

with respect to one another or via the path inte-
gral quantization method.

quantum flavordynamics (QFD) A gauge
theory of the weak interaction which is an exten-
sion or generalization of the original Glashow–
Salam–Weinberg theory. QFD takes into ac-
count all the known lepton and quark flavors or
generations and their mixings with one another.

quantum fluctuation The expected values
of bilinear operators in quantum states of the
form < Ô(ξ)Ô(ξ

′
) >, where the variable ξ

can represent a general space-time point. For
instance, the derivation of a finite line width of
a laser entails the two-time correlation function
of the electric field. For squeezed states, the Ô
represents the amplitude of the electric field or
the quadrature components for the fields.

quantum gravitation A simplified name for
the quantum theory of the gravitational field.
Also, the study of quantum fields in a curved
(Riemann) space representing space-time. An-
other word for this is quantum gravity.

quantum gravity Any of a set of hypothet-
ical theories which seek to quantize the gravi-
tational interaction or join quantum mechanics
with gravity. At present there is no full theory
of quantum gravity. However, many theories
of this sort predict a quanta of the gravitational
interaction, generally referred to as the graviton.

quantum interference A fundamental fea-
ture of the superposition principle in quantum
mechanics where the coherence of the super-
position gives rise to destructive or construc-
tive interference. The coherent superposition
of atomic states is responsible, for instance, for
coherent trapping in three-level atomic systems
in the � configuration.

quantum jump (1) A quantum system of
microscopic size cannot change its states grad-
ually. The change from one stationary state to
another is accompanied by emission or absorp-
tion of energy quantum or quanta. Hence, the
transition is called the quantum jump.

(2) A non-Schrödinger-like term in the Li-
ouville equation that represents a discontinu-
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ous jump of the system into one of the possible
states. Quantum jumps are also used in the wave
function Monte Carlo approach to damping.

quantum Langevin equation Dynamical
equation that incorporates system–reservoir in-
teractions quantum mechanically and are of the
form

˙A(t) = −γA(t)
2
+ F(t) ,

whereA(t) is the annihilation operator in the in-
teraction picture and F(t) represents a quantum
noise operator, which is the source of both fluc-
tuations and irreversible dissipation of energy
from the system to the reservoir.

quantum Liouville equation The time evo-
lution of the density operator, whether a pure
or a mixed state, is governed by the quantum
Liouville equation

∂ρ

∂t
= − i

h̄
[H, ρ] + L[ρ] ,

where the Liouvillian L[ρ] describes the non-
Hermitian, irreversible evolution of the system
due to couplings to reservoirs.

quantum mechanical operator In quantum
mechanics, a physical quantity is represented
by a linear Hermitian operator in Hilbert space.
The operator is often called the quantum me-
chanical operator. If you measure the physical
quantity, the result is one of the eigenvalues of
its associated operator. Although a system is in
a definite pure state, the observed value of the
quantity is not unique but may be any one of
the eigenvalues. The state vector representing
the pure state can only predict the probability of
obtaining any specified eigenvalue at the obser-
vation.

quantum mechanics A general term for
the foundation of all quantum physics. There
are several formulations of quantum mechanics,
based on different mathematical treatments or
even sets of postulates, which are understood to
be equivalent. A commonly known set is based
on the Schrödinger equation for the wave func-
tion describing any system. While quantum me-
chanics is deterministic as far as the behavior of
a wave function is concerned, the only known

consistent interpretation of the wave function
is as a probability amplitude, which has earned
quantum mechanics a reputation as a probabilis-
tic theory.

quantum noise The random force term F̂ (t)

that appears in the quantum Langevin equation
for the annihilation operator â(t) is a form of
quantum noise. The equation of motion is given
by

˙̂a(t) = (−iω0 − κ) â(t)− F̂ (t) ,

where κ is a damping constant and the quantum
noise operator is the source of both fluctuations
and dissipation.

quantum nondemolition measurement
(QND) A measurement of an observable in
quantum mechanics introduces a disturbance in
its corresponding conjugate variable. Systems
may possess dynamical variables which remain
undisturbed after a measurement is performed
on the system. Such an observable is called a
QND observable.

quantum number The eigenvalue for the
eigenstate of an operator. A state can be com-
pletely determined by its quantum numbers with
respect to a complete set of commuting, or mu-
tually compatible, operators of which it is an
eigenstate. For example, a state of the hydrogen
atom can be given in terms of a set of four quan-
tum numbers (n, l,m, s) for the eigenvalues of
the energy, orbital angular momentum, projec-
tion of the orbital angular momentum along
some axis, and projection of the spin operator
along the same axis.

quantum phase and amplitude fluctuations
There are several approaches to addressing the
question of how to characterize quantum me-
chanical phase and amplitude fluctuations. One
such attempt is by defining amplitude and phase
operators. In addition to these abstract def-
initions, one can also consider measurement-
assisted phase observables.

quantum phase operator Operators design-
ed to correspond to the classical phase measure-
ment based on interference experiments.
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quantum Rabi flopping The flopping of a
two-level atom between the upper and lower lev-
els under the action of an electromagnetic field
in the absence of damping. This oscillation be-
tween states is in complete analogy to the oscil-
lations of a spin 1/2 magnetic dipole studied by
Rabi.

quantum regression theorem States that
the expectation value of the two-time correla-
tion function < Aµ(t)Aν(t

′
) > for the sys-

tem operatorAµ(t) satisfies the same dynamical
equation of motion as the single-time function
< Aµ(t) >. The theorem can be derived by us-
ing the quantum Langevin equation with the aid
of < Fµ(t)Aν(t

′) >= 0, where Fµ is the noise
operator, or in terms of the reduced density ma-
trix with initial conditions such that ρsr (0) =
ρs(0)ρr(0) for the system and reservoir-reduced
density operators.

quantum state (1) The name used for the
purpose of specifying the microscopic state of
a physical system in contrast with macroscopic
states such as those used in thermodynamics.
The quantum state is represented by a state vec-
tor in Hilbert space.

(2) State of an electron or an atom speci-
fied by a unique set of numbers called quan-
tum numbers. Quantum numbers are integer or
half-integer numbers that specify the value of a
quantized physical quantity such as energy, mo-
mentum, angular momentum, etc.

quantum statistics The statistical descrip-
tion of a system of particles whose behavior
must be described by quantum mechanics rather
than classical mechanics. Typical examples are
the Fermi statistics of electrons and the Bose
statistics of such bosons as 4He atoms constitut-
ing a quantum liquid.

quantum theory of light See quantum elec-
trodynamics.

quantum wells Two-dimensional nanostruc-
tures where optical properties can be studied in
confined geometries.

quantum wires Confinement of electrons,
atoms, etc. in restricted spatial dimensions usu-

ally in the nanometer range. In quantum wires,
the movement is confined in two out of three di-
rections in space. In quantum dots, the motion
is confined in all three spatial directions.

quantum yield The ratio of the number of
quanta produced divided by the quanta lost, e.g.,
photoluminescence quantum yield = (number
of emitted photons)/(number of absorbed pho-
tons).

quark A particle which is thought to be the
fundamental constituent of hadronic bound state
systems. Quarks are spin 1/2 particles and they
are thought to carry a fractional electric charge
of ± 2

3 or ± 1
3 of an electron’s charge. In ad-

dition to electric charge, quarks are thought to
carry color charge. The interaction of quarks
via their color charge is thought to be so strong
that quarks are permanently confined in mesons
(a quark and an antiquark) or hadronic (three
quarks or three antiquarks). Quarks come in
three families or generations. In the first gen-
eration there are the up quark and down quark;
in the second generation are the charmed and
strange quark; in the third generation are the
top and bottom quark. Each generation is sim-
ilar to the preceding one except for being more
massive. It is unknown if there are more fami-
lies or generations of quarks beyond those given
above.

quark–gluon plasma A hypothetical state
of sub-nuclear matter which is thought to occur
at extremely high temperatures and energies. In
this state, the quarks and gluons become decon-
fined and form a gas of many quarks and glu-
ons which are no longer confined to the normal
meson or baryon bounds states that arise under
normal conditions in QCD. It is thought that this
state can be created by colliding heavy nuclei.

quarkonium A bound state of a heavy quark
and antiquark, for example, charmonium (cc)
or bottomonium (bb). The energy spectrum of
these systems is often studied using certain phe-
nomenological potentials.

quarter-wave plate The production of cir-
cularly or elliptically polarized light from lin-
early polarized light by introducing a phase dif-
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ference of π/2 with the aid of a quarter-wave
plate. The doubly refracting transparent plates
transmit light with different propagation veloc-
ities in two perpendicular directions.

quasi-Boltzmann distribution of fluctuations
Any variable, x, of a thermodynamic system that
is unconstrained will fluctuate about its mean
value. The distribution of these fluctuations
may, under certain conditions, reduce to an ex-
pression in terms of the free energy, or other
such thermodynamic potentials, of the thermo-
dynamic system. For example, the fluctuations
in x of an isolated system held at constant tem-
perature are given by the expression

f (x) ∼ e−F(x)/kT

where f (x) is the fluctuation distribution and
F(x) is the free energy, both as a function of
the system variable, x. Under these conditions,
the fluctuation distribution is said to follow a
quasi-Boltzmann distribution.

quasi-classical distribution Representa-
tions of the density operator for the electromag-
netic field in terms of coherent rather than pho-
ton number states. Two such distributions are
given by the Wigner function W(α) and the Q-
function Q(α). The Q-function is defined by
Q(α) = 1

π
< α|ρ|α >, where |α > is a co-

herent state. The Wigner function W(p, q) is
characterized by the position q and momentum
p of the electromagnetic oscillator and is defined
by

W(p, q) = 1

2π∫ +∞
−∞

dye−2iyp/h̄ < q − y|ρ|q + y > ,

W(p, q) is quasi-classical owing to the lack of
positive definiteness for such distributions.

quasi-continuum Used to describe quantum
mechanical states which do not form a continu-
ous band but are very closely spaced in energy.

quasi-geostrophic flow Nearly geostrophic
flow in which the time-dependent forces are
much smaller than the pressure and Coriolis
forces in the horizontal plane.

quasi-linear approximation A weakly
non-linear theory of plasma oscillations which
uses perturbation theory and the random phase
approximation to find the time-evolution of the
plasma state.

quasi-neutrality The condition that the elec-
tron density is almost exactly equal to the sum of
all the ion charges times their densities at every
point in a plasma.

quasi one-dimensional systems A system
that is reasonably confined in one-dimension in
order to be considered onedimensional. A typ-
ical example would be a polymer chain which
is separated from neighboring chains by large
sidegroups acting as spacers.

quasi-particle (1) A conceptual particle-like
picture used in the description of a system of
many interacting particles. The quasi-particles
are supposed to have particle-like properties
such as mass, energy, and momentum. The
Fermi liquid theory of L.D. Landau, which ap-
plies to a system of conduction electrons in met-
als and also to a Fermi liquid of 3He, gives
rise to quasi-particle pictures similar to those
of constituent particles. Landau’s theory of liq-
uid 4He postulated quasi-particles of phonons
and rotons, which carry energy and momentum.
Phonons of a lattice vibration could be regarded
as quasi-particles but they can not carry momen-
tum, though they have wave number vectors.

(2) An excitation (not equivalent to the
ground state) that behaves as a particle and is
regarded as one. A quasi-particle carries prop-
erties such as size, shape, energy, and momen-
tum. Examples include the exciton, biexciton,
phonon, magnon, polaron, bipolaron, and soli-
ton.

quasi-static process The interaction of a sys-
tem A with some other system in a process (in-
volving the performance of work or the ex-
change of heat or some combination of the two)
which is carried out so slowly that A remains
arbitrarily close to thermodynamic equilibrium
at all stages of the process.

quenching The rapid cooling of a material in
order to produce certain desired properties. For
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example, steels are typically quenched in a liq-
uid bath to improve their hardness, whereas cop-
per is quenched to make it softer. Other methods
include splat quenching where droplets of mate-
rial are fired at rotating cooled discs to produce
extremely high cooling rates.

q-value (magnetic q-value) In a toroidal
magnetic confinement device, the ratio of the
number of times a magnetic field line winds the
long way around the toroid divided by the num-
ber of times it winds the short way around, with
a limit of an infinite number of times.
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R
Rabi oscillation When a two-level atom
whose excited and ground states are denoted re-
spectively by a and b, interacts with radiation
of frequency ν (which is slightly detuned by δ
from the transition frequency ω = ωa − ωb,
i.e., δ = ω − ν), quantum mechanics of the
problem tells that the atom oscillates back and
forth between the ground and the excited state in
the absence of atomic damping. This phenom-
enon, discovered by Rabi in describing spin 1/2
magnetic dipoles in a magnetic field, is known
as Rabi oscillation. The frequency of the os-
cillation is given by � = √δ2 + R2, where
R = pE0/h̄, p is the dipole matrix element, and
E0 is the amplitude of the electromagnetic field.
If the radiation is treated quantum mechanically,
the Rabi oscillationfrequency is given by � =√
δ2 + 4g2(n+ 1), where g is the atom–field

coupling constant and n is the number of pho-
tons.

radial distribution function The probabil-
ity, g(r), of finding a second particle at a dis-
tance r from the particle of interest. Particu-
larly important for describing the liquid state
and amorphous structures.

radial wave equation The Schrödinger
equation of a particle in a spherically symmetric
potential field of force is best described by polar
coordinates. The equation can be separated into
ordinary differential equations. The solution is
known for the angular variable dependence. The
differential equation for the radial part is called
the radial wave equation.

radial wave function A wave function de-
pending only on radius, or distance from a cen-
ter. It is most useful in problems with a central,
or spherically symmetric, potential, where the
Schrödinger equation can be separated into fac-
tors depending only on radius or angles; one
such case is the hydrogen atom, for which the

radial part R(r) obeys an equation of the form

[
1

2µ

d2

dr2
+ h̄

2l(l + 1)

2µr2
+ V (r)

]
R(r)

= ER(r)

and r is the relative displacement of the electron
and proton, while µ is the reduced mass of the
system.

radiation The transmission of energy from
one point to another in space. The radiation
intensity decreases as the inverse square of the
distance between the two points. The term ra-
diation is typically applied to electromagnetic
and acoustic waves, as well as emitted particles,
such as protons, neutrons, etc.

radiation damping In electrodynamics, an
electron or a charged particle produces an elec-
tromagnetic field which may, in turn, act on the
particle. The self interaction is caused by virtual
emissions and absorptions of photons. The self
interaction cannot disappear even in a vacuum,
because of the zero-point fluctuation of the field.
This results in damping of the electron motion in
the vacuum which is called the radiation damp-
ing.

radiation pressure De Broglie wave–
particle duality of implies that photons carry
momentum h̄k, where k is the wave vector of
the radiation field. When an atom absorbs a
photon of momentum h̄k, it acquires the mo-
mentum in the direction of the beam of light. If
the atom subsequently emits a photon by spon-
taneous emission, the photon will be emitted in
an arbitrary direction. The atom then obtains a
recoil velocity in some arbitrary direction. Thus
there is a transfer of momentum from photons
to the gas of atoms following spontaneous emis-
sion. This transfer of momentum gives rise to
radiation pressure.

radiation temperature The surface temper-
ature of a celestial body, assuming that it is a
perfect blackbody. The radiation temperature is
typically obtained by measuring the emission of
the star over a narrow portion of the electromag-
netic spectrum (e.g., visible) and using Stefan’s
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law to calculate the equivalent surface tempera-
ture of the corresponding blackbody.

radiative broadening An atom in an ex-
cited state would decay by spontaneous emis-
sion in the absence of photons, described by an
exponential decrease in the probability of being
found in that state. In other words, the atomic
level would be populated for a finite amount of
time. The finite lifetime can be represented by
γ−1, where γ is the decay rate. The finite life-
time introduces a broadening of the level. Spon-
taneous emission is usually described by treating
the radiation quantum mechanically, and since
it can happen in the absence of the field, the
process can be viewed as arising from the fluc-
tuations of the photon vacuum. The sponta-
neous emission decay rate γ , for decay from
level two to level one of an atom, is given by γ
= e2r2

12ω
3/(3πε0h̄c

3), where r12 is the dipole
matrix element between the levels and ω is the
transition frequency. γ is also related to the Ein-
stein A coefficient by γ = A/2.

radiative correction (1) The change pro-
duced in the value of some physical quantity,
such as the mass, charge, or g-factor of an elec-
tron (or a charged particle) as the result of its
interaction with the electromagnetic field.

(2) A higher order correction of some process
(e.g., radiative correctionsto Compton scatter-
ing) or particle property (e.g., radiative correc-
tions to the g-factor of the electron). For ex-
ample, an electron can radiate a virtual photon,
which is then reabsorbed by the electron. In
terms of Feynman diagrams, radiative correc-
tions are represented by diagrams with closed
loops. Radiative correctionscan affect the be-
havior and properties of particles.

radiative decay Decay of an excited state
which is accompanied by the emission of one or
more photons.

radiative lifetime The lifetime of states if
their recombination was exclusively radiative.
Usually the lifetime of states is determined by
the inverse of the sum of the reciprocal lifetimes,
both radiative and nonradiative.

radiative transition Consider a microscopic
system described by quantum mechanics. A
transition from one energy eigenstate to another
in which electromagnetic radiation is emitted is
called the radiative transition.

radioactivity The process whereby heavier
nuclei decay into lighter ones. There are three
general types of radioactive decay: α-decay
(where the heavy nucleus decays by emitting
an helium nucleus), β-decay (where the heavy
nucleus decays by emitting an electron and neu-
trinos), and γ -decay (where the heavy nucleus
decays by emitting a gamma ray photon).

radius, covalent Half the distance between
nuclei of neighboring atoms of the same species
bound by covalent bonds.

radius, ionic Half the distance between
neighboring ions of the same species.

raising operator An operator that increases
the quantum number of a state by one unit. The
most common is the raising operator for the
eigenstates of the quantum harmonic oscilla-
tor a†. Harmonic oscillator states have energy
eigenvalues En = (n + 1

2 )h̄ω, where ω is the
frequency of the oscillator; it is also known as
the creation operator as it creates one quantum
of energy. The action of the raising operatoron
an eigenstate |n > is a†|n > = |n + 1 >. In
terms of the position and momentum operators,
it can be written as

a† = mω√
2h̄

(
x − ipx

mω

)
.

Its Hermitian conjugate a has the opposite effect
and is known as the lowering or annihilation op-
erator.

Raman effect (active transitions) Light in-
teracting with a medium can be scattered ine-
leastically in a process which either increases or
decreases the quantum energy of the photons.

Raman instability A three-wave interaction
in which electromagnetic waves drive electron
plasma oscillations. In laser fusion, this process
produces high energy electrons that can preheat
the pellet core.
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Raman scattering When light interacts with
molecules, part of the scattered light may oc-
cur with a frequency different from that of the
incident light. This phenomenon is known as
Raman scattering.The origin of this inelastic
scattering process lies in the interaction of light
with the internal degrees of freedom, such as the
vibrational degrees of freedom of the molecule.
Suppose that an incident light of frequency ωi
produces a scattered light of frequencyωs , while
at the same time, the molecule absorbs a vibra-
tional quantum (phonon) of frequency ωv mak-
ing a transition to a higher vibrational level. The
frequencies would be related by ωv + ωs = ωi .
In this case, the frequency of the scattered light
is less than that of the incident light, a phenom-
enon known as the Stokes shift. Alternately, a
molecule can give up a vibrational quanta in the
scattering process. In this case the frequencies
are related by ωi + ωv = ωs , and the scattered
frequency is greater than that of the incident
light, an effect known as the anti-Stokes shift.
Raman scatteringalso exists for rotational and
electronic transitions.

Ramsey fringes In a Ramsey fringesexper-
iment, an atomic beam is made to traverse two
spatially separated electromagnetic fields, such
as two laser beams or two microcavities. For
instance, if two-level atoms are prepared in the
excited state and made to go through two fields,
transition from the upper to the lower state can
take place in either field. Consequently, the tran-
sition probability would demonstrate interfer-
ence. The technique of Ramsey fringesis used
in high-resolution spectroscopy.

random phases Consider a quantum system
whose state, represented by |
 >, is written as
a superposition of orthonormal states {|ϕn >},
i.e., |
 >= ∑n an|ϕn >. The elements of the
density matrix are given by ρnm = ana∗m. The
density matrix has off-diagonal elements and
the state is said to be in a coherent superposi-
tion. The expansion coefficients have phases,
i.e., an = |an|eiθn , and if the phases are un-
correlated and random, an average would make
the off-diagonal elements of ρ vanish, as would
be the case if the system is in thermal equilib-
rium. The nonzero off-diagonal elements of the
density matrix, therefore, imply the existence of

correlations in the phases of the members of the
ensemble representing the system.

Rankine body Source and sink in potential
flow in a uniform stream that generates flow over
an oval shaped body.

Rankine cycle A realistic heat engine cycle
that more accurately approximates the pressure-
volume cycle of a real steam engine than the
Carnot cycle. The Rankine cycleconsists of
four stages: First, heat is added at constant pres-
sure p1 through the conversion of water to su-
perheated steam in a boiler. Second, steam ex-
pands at constant entropy to a pressure p2 in
the engine cylinder. Third, heat is rejected at
constant pressure p2 in the condenser. Finally,
condensed water is compressed at constant en-
tropy to pressure p1 by a feed pump.

The Rankine cycle.

Rankine efficiency The efficiency of an ideal
engine working on the Rankine cycle under
given conditions of steam pressure and temper-
ature.

Rankine–Hugoniot relation Jump condi-
tion across a shock wave relating the change in
internal energy e from the upstream to down-
stream side

e2 − e1 = 1

2
(p1 + p2) (v1 − v2)

where v is the specific volume.

Rankine propeller theory A propeller op-
erating in a uniform flow has a velocity at the
propeller disk half of that behind the propeller
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in the slipstream. Half of the velocity increase is
predicted to occur upstream of the propeller and
half downstream of the propeller, indicating that
the flow is accelerating through the propeller.

Rankine temperature scale An absolute
temperature scale based upon the Fahrenheit
scale. Absolute zero, 0◦ R, is equivalent to
−459.67◦ F, while the melting point of ice at
−32◦ F is defined as 491.67◦ R.

Rankine vortex Vortex model where a rota-
tional core with finite vorticity is separated from
a irrotational surrounding flow field. The rota-
tional core can be idealized with a velocity pro-
file

uθ = 
1

2
ωorc

where rc is the radius of the core. Matching
velocities at r = rc, this makes the irrotational
flow outside the core

uθ = 
1

2
ωo
r2
c

r

and the vortex circulation

� = πωor2
c .

This distribution has a region of constant vor-
ticity at r < rc and a discontinuity at r = rc,
beyond which the vorticity is zero. See vortex.

RANS Reynolds Averaged Navier–Stokes.
See Reynolds averaging.

Raoult’s law The partial vapor pressure of a
solvent above a solution is directly proportional
to the mole fraction (number of moles of solvent
divided by the total number of moles present) of
the solvent in solution. If p0 is the pressure
of the pure solvent and X is the solvent mole
fraction, then the partial vapor pressure of the
solvent, p, is given by:

p = p0X .

Any solution that obeys Raoult’s lawis termed
an ideal solution. In general, only dilute solu-
tions obey Raoult’s law,although a number of
liquid mixtures obey it over a range of concen-
trations. These so-called perfect solutions occur

when the intermolecular forces of the pure sub-
stance are similar to those between molecules of
the mixed liquids.

rapidity A quantity which characterizes a
Lorentz boost on some system such as a parti-
cle. If a particle is boosted into a Lorentz frame
where its energy is E and its momentum in the
direction of the boost is p, then the rapidity is
given by y = tanh−1 ( p

E

)
.

rare-earth elements A group of elements
with atomic numbers from 58 to 71, also known
as the lanthanides. Their chemical properties
are very similar to those of Lanthanum; like it,
they have outer 6s2 electrons, differing only in
the degree of filling of their inner 5d and 4f
shells.

rare earth ions Ions of rare earth elements,
viz. lanthanides (elements having atomic num-
bers 58 to 71) and actinides (elements having
atomic numbers 90 to 103).

rarefaction Expansion region in an acoustic
wave where the density is lower than the ambient
density.

Rarita–Schwinger equation (1) An elemen-
tary particle with spin 1/2 is described by the
Dirac equation:(

γµ∂µ + κ
)
ψ = 0 ,

where γ1, . . . γ4 are the Dirac’s γ -matrices,
obeying the anti-commutation relations γµγν +
γνγµ = 2δµν , κ is the rest mass energy, and
ψ is the four-component wave function. A par-
ticle with spin 3/2 is described by the Rarita–
Schwinger equation:(

γµ∂µ + κ
)
ψλ = 0, γλψλ = 0 .

Each of the wave functions ψ1, . . . , ψ4 have
four components (two components represent the
positive energy states and the other two rep-
resent the negative energy states), and hence
the particle is described by 16 component wave
functions.

(2) Equation which describes a spin 3/2 par-
ticle. The equation can be written as (i�γα∂α −
moc)


µ(x) = 0 and the constraint equation
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γµ

µ = 0. In these equations, γα are Dirac

gamma matrices, and 
µ(x) is a vector-spinor,
rather than a plain spinor, 
(x), as in the Dirac
equation.

Rateau turbine A steam turbine that consists
of a number of single-stage impulse turbines ar-
ranged in series.

rate constant The speed of a chemical equa-
tion in moles of change per cubic meter per sec-
ond, when the active masses of the reactants are
unity. The rate constant is given by the con-
centration products of the reactants raised to the
power of the order of the reaction. For example,
for the simple reaction

A→ B

the rate is proportional to the concentration of
A, i.e., rate= k[A], where k is the rate constant.

rate equation In general, the rate equation
is complex and is often determined empirically.
For example, the general form of the rate equa-
tion for the reaction A+B → products is given
by rate= k[A]x[B]y , where k is the rate constant
of the reaction, and x and y are partial orders of
the reaction.

rational magnetic surface Seemode rational
surface.

ratio of specific heats The ratio of the spe-
cific heat at constant pressure and specific heat
at constant volume used in compressible flow
calculations

γ = Cp

Cv
.

For air, γ = 1.4.

Rayleigh–Bérnard instability SeeBérnard
instability.

Rayleigh criteria Relates, for just resolvable
images, the lens diameter, the wavelength, and
the limit of resolution.

Rayleigh flow Compressible one-dimension-
al flow in a heated constant-area duct. Assuming
the flow is steady and inviscid in behavior, the

governing equations simplify to the following:

continuityρ1u1 = ρ2u2

momentump1 + ρ1u
2
1

= p2 + ρ2u
2
2

energyh1 + 1

2
u2

1 + q

= h2 + 1

2
u2

2

total temperatureq = cp
(
T02 − T01

)
The behavior varies depending upon whether

heat is being added (q > 0) or withdrawn (q <
0) and whether the flow is subsonic (M < 1) or
supersonic (M > 1). Trends in the parameters
are shown in the table below as increasing or
decreasing in value along the duct. Note that the
variation in temperatureT is dependent upon the
ratio of specific heats γ .

q > 0 q < 0
M < 1 M > 1 M < 1 M > 1

M ↑ ↓ ↓ ↑
u ↑ ↓ ↓ ↑
p ↓ ↑ ↑ ↓
po ↓ ↓ ↑ ↑
T † ↑ ‡ ↓
To ↑ ↑ ↓ ↓
†: ↑ for M < γ−1/2, ↓ for M > γ−1/2;
‡: ↓ for M < γ−1/2, ↑ for M > γ−1/2

Rayleigh flow Mollier Diagram.

A Mollier diagram shows the variation in en-
tropy and enthalpy for heating and cooling sub-
sonic and supersonic flows. Heating a flow al-
ways tends to choke the flow. It is theoretically
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possible to heat a flow and then cool it to transi-
tion from subsonic to supersonic flow and vice-
versa.

Rayleigh inflection point criterion To deter-
mine flow instability in a viscous parallel flow,
a necessary but not sufficient criterion for insta-
bility is that the velocity profileU(y) has a point
of inflection. See Fjortoft’s theorem.

Rayleigh-Jeans law Describes the energy
distribution from a perfect blackbody emitter
and is given by the expression

Eω dω = 8πω2kT

c3
dω

where Eω is the energy density radiated at a
temperature T into a narrow angular frequency
range fromω toω+dω, c is the velocity of light,
and k is Boltzmann’s constant. This expression
is only valid for the energy distribution at low
frequencies. Indeed, attempting to apply this
law at high frequencies results in the so-called
UV catastrophe, which ultimately led to the de-
velopment of Planck’s quantized radiation law
and the birth of quantum mechanics.

Rayleigh number Dimensionless quantity
relating buoyancy and thermal diffusivity effects

Re = gα�TL3

νκ

where α, ν, and κ are the expansion coefficient,
kinematic viscosity, and thermal diffusivity re-
spectively.

Rayleigh scattering First described by Lord
Rayleigh in 1871, Rayleigh scatteringis the elas-
tic scattering of light by atmospheric molecules
when the wavelength of the light is much larger
than the size of the molecules. The wavelength
of the scattered light is the same as that of the
incident light. The Rayleigh scatteringcross-
section is inversely proportional to the fourth
power of the wavelength.

Rayleigh–Schrödinger perturbation expan-
sion Rigorously solving the Schrödinger
equation of a system is difficult in almost all
cases. In many cases we start from a simplified
system described by the HamiltonianH0, whose

eigenvectors�n and eigenvaluesE0
n are known,

and take account of the rest of the Hamiltonian
HI as a weak action upon the exactly known
states. This is perturbation approximation. The
Rayleigh–Schrödinger expansionis that in the
case of the state 
α , its energy Ea , which is
supposed to be non-degenerate, is expressed as

Ea = E0
a+ < �α |HI |�α > +

∑
n

< �α |HI |

�n >< �n |HI |�α >/
(
E0
a − E0

n

)
+ · · · .

Rayleigh–Taylor instability Instability of a
plane interface between two immiscible fluids
of different densities.

ray representation In quantum mechanics,
any vector in Hilbert space obtained by multi-
plying a complex number to a state vector rep-
resenting a pure state represents the same state.
Therefore, we should say that a state is charac-
terized by a ray (rather than a vector) of Hilbert
space. It is customary to take a representatives
of the ray by normalizing the state to unity. Even
so, a phase factor of a magnitude of one is left
unspecified. Text books say that a transforma-
tion from a set of eigenvectors as a basis for
representation to another set for another repre-
sentation is unitary. That statement is better ex-
pressed in operator algebra, where symmetries
of our system are clarified in mathematical lan-
guage. If a symmetry exists it will be described
by a unitary or anti-unitary operator, connecting
the representations before and after the symme-
try operation or transformation. Furthermore,
consider groups of symmetry transformations;
i.e., a set of symmetry transformations forming
a group in the mathematical sense. The set of
operators representing the transformations form
a representation of the group. This representa-
tion is called the ray representation.

ray tracing Calculation of the trajectory
taken by a wave packet (or, equivalently, by
wave energy) through a plasma. Normally this
calculation uses the geometrical optical approx-
imation that gradient scale lengths are much
longer than the wavelength of the wave.
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R-center One of many centers (e.g., F, M,
N, etc.) arising out of different types of treat-
ment to which a transparent crystal is subjected
to rectify some defects in the form of absorption
bands affecting its color. Prolonged exposure
with light or X-rays producing bands between F
and M bands are responsible for R-centers.

reabsorption Depending on the spectral
shape of photon emission and absorption spec-
tra in some media, one observes a strong absorp-
tion of emitted photons, i.e., reabsorption. This
process determines the line width of the electro-
luminescence of most inorganic light emitting
diodes.

real gas See perfect gas.

Reaumur temperature scale A temperature
scale that defines the boiling point of water as
80◦ R and the melting point of ice as 0◦ R.

reciprocal lattice A set of imaginary points
constructed in such a way that the direction of
a vector from one point to another coincides
with the direction of a normal to the real space
planes, and the separation of those points (abso-
lute value of the vector) is equal to the reciprocal
of the real interplanar distance.

reciprocal relations See Onsager’s recipro-
cal relation.

reciprocating engine An engine that uses the
pressure of a working fluid to actuate the cycling
of a piston located in a cylinder.

recirculating heating system Typically used
in industrial ovens or furnaces to maintain the
atmosphere of the working chamber under con-
stant recirculation throughout the entire system.

recoil energy The term can be illustrated by
the behavior of a system in which one particle
is emitted (e.g., hot gas in a jet-engine). The re-
coil energyis determined by the conservation of
momentum which governs the velocity of both
the gas and the jet. Since the recoil energyis
equivalent to the kinetic energy of the jet ob-
tained by the emission of the gas, this energy
depends on the rifle. If it is held loosely during

firing, its recoil, or kick, will be violent. If it
is firmly held against the marksman’s shoulder,
the recoil will be greatly reduced. The differ-
ence in the two situations results from the fact
that momentum (the product of mass and veloc-
ity) is conserved: the momentum of the system
that fires a projectile must be opposite and equal
to that of the projectile. By supporting the ri-
fle firmly, the marksman includes his body, with
its much greater mass, as part of the firing sys-
tem, and the backward velocity of the system
is correspondingly reduced. An atomic nucleus
is subject to the same law. When radiation is
emitted in the form of a gamma ray, the atom
with its nucleus experiences a recoil due to the
momentum of the gamma ray. A similar recoil
occurs during the absorption of radiation by a
nucleus.

recombination The process of adding an
electron to an ion. In the process of radiative re-
combination,momentum is carried off by emit-
ting a photon. In the case of three-body recom-
bination, momentum is carried off by a third
particle.

recombination process The process by
which positive and negative ions combine and
neutralize each other.

rectification The process of converting an
alternative signal into a unidirectional signal.

recycling Processes that result in plasma ions
interacting with a surface and returning to the
plasma again, usually as a neutral atom.

reduced density matrix For the ground state
of an identical particle system described by the
wave function
(x1, x2, . . . , xn), the one-parti-
cle reduced density matrixis

ρ
(
x′
∣∣x′′) = ∫ 


(
x′, x2, . . . , xn

)

 ∗(

x′′, x2, . . . , xn
)
dx2 . . . dxn .

The two-particle reduced density matrixis

ρ
(
x′1, x′2

∣∣x′′1 , x′′2 ) =
∫

(x′1, x′2, x3, . . . , xn)


 ∗ (x′′1 , x′′2 , x3, . . . , xn
)
dx3 . . . dxn
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and so forth.

reduced density operator Many physical
systems consist of two interacting sub-systems.
Denoting these by A, and B, the density opera-
tor of the total system can be denoted by ρAB .
Quite often, one is only interested in the dynam-
ics of the subsystem A, in which case a reduced
density operator ρA is formally obtained from
the full density operator by averaging over the
degrees of freedom of the system B. This can
be expressed by ρA =TrB(ρAB). For exam-
ple, consider the interaction of an atom with the
modes of the electromagnetic field within a cav-
ity. If the atom is the systemA, the many modes
of an electromagnetic field could be considered
as the other system. While the atom interacts
with the field modes, one might be interested in
pursuing the dynamics of the atom by consider-
ing the density operator ρA after formally aver-
aging over the reservoir R of the field modes.

reduced mass A quantity replacing, together
with total mass, the individual masses in a
two-body system in the process of separation
of variables. It is equal to

µ = m1m2

m1 +m2
.

reduced matrix element The part of a
spherical tensor matrix element between angu-
lar momentum eigenstates that is independent of
magnetic quantum numbers. According to the
Wigner–Eckart theorem, the matrix element of
a spherical tensor operator of rank k with mag-
netic quantum number q between angular mo-
mentum eigenstates of the type |α, jm > has
the form

< α′, j ′m′
∣∣∣T (k)q

∣∣∣α, jm >

=< jk;mq|jk; j ′m′ >
< α′j ′

∥∥T (k)∥∥αj >√
2j + 1

.

The double-bar matrix element, which is inde-
pendent of m, m′, and q, is also called the re-
duced matrix element.

reflectance The ratio of the flux reflected by
a body to the flux incident on it.

reflection The reversal of direction of part
of a wave packet at the boundary between two
regions separated by a potential discontinuity.
The fraction of the packet reflected is given by
the reflectioncoefficient which is equal to one
minus the transmission coefficient.

reflection, Bragg The beam reinforced
by successive diffraction from several crystal
planes obeying the Bragg equation.

reflection coefficient Ratio of reflected to
incident voltage for a transmission line. (Z0 −
ZR)/(Z0 + ZR), where Z0 and ZR are charac-
teristic and load impedances, respectively.

refractive index When light travels from one
medium to another, refraction takes place. The
refractive index for the two media (n12) is the
ratio of the speed of light in the first medium (c1)

to the speed of light in second medium (c2). The
refractive indexis thus defined by the equation
n12 = c1/c2.

refrigeration cycle Any thermodynamic cy-
cle that takes heat at a low temperature and re-
jects it at a higher temperature. From the sec-
ond law of thermodynamics, any refrigeration
cycle must receive power from an external en-
ergy source.

refrigerator A machine designed to use me-
chanical or heat energy to produce and maintain
a lower temperature.

regenerator A device that acts as a heat
exchanger, transferring heat of exit or exhaust
gases to the air entering a furnace or the water
feeding a boiler. Such a device tends to increase
the efficiency of the overall thermodynamic sys-
tem.

Regge poles A singularity which occurs in
the partial wave amplitude for some scattering
processes. For some processes, the scattering
amplitude, f (E, cos θ), where E is the energy
and θ is the scattering angle, can be written as a
contour integral in the complex angular momen-
tum (J ) plane: f (E, cos θ)= 1

2πi

∮
C
dJ π

sin πJ
(2J +1)a(E, J ) PJ (− cos θ), where a(E, J ) is
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the partial wave amplitude. A Regge pole is a
singularity in a(E, J ) for some value of J .

Regge trajectory By plotting the angular
momentum (J ) and the mass square (m2) of
a given hadron and its rotational excitations, a
linear relationship is found to exist of the form
J = α′m2 + J0, where α′ is a slope and J0
is an intercept. This plotted lines form Regge
trajectories.

regularization A modification of a theory
that renders divergent integrals finite. In a quan-
tum field theory, divergent momentum integrals
generally arise when radiative corrections are
calculated. Some of the more common regular-
ization schemes are Pauli-Villars regularization,
dimensional regularization, and lattice regular-
ization.

relative density The density of a material
divided by the density of water. It is also known
as specific gravity.

relative permeability See permeability.

relative permittivity See permittivity.

relativistic quantum mechanics A theory
that is compatible with both the special the-
ory of relativity and the quantum theory. It
is based on the Dirac equation which replaces
the Schrödinger equation for spin-1/2 particles
with a four-component vector, or spinor,as the
wave function. Developed in the 1930s, it forms
the basis of quantum electrodynamics, the quan-
tum theory of electromagnetism, as well as other
modern quantum field theories.

relaxation time The characterisitic time af-
ter which a disequilibrium distribution decays
toward an equilibrium distribution. The elec-
tron relaxation timein a metal, for example,
describes the time required for a disequilibrium
distribution of electron momenta (e.g., in a flow-
ing current) to decay toward equilibrium in the
absence of an ongoing driving force and can be
interpreted as the mean time between scattering
events for a given electron.

relaxation time approximation Approxi-
mation to relaxation time, time by which the
time-measurable quantity of a physical phenom-
enon changes exponentially to 1/eth of its orig-
inal value.

renormalizability Interacting quantum field
theories contain technical difficulties, originat-
ing from the basic notion of the infinite freedom
of field up to endlessly small region of space;
up to mathematical points. This is, however,
an unphysical difficulty because in an extremely
small region certain new field theories or physics
would be required. Yet we hope that the known
theory can give consistent descriptions and pre-
dictions for the phenomena at desired energy
range and hence at necessary space dimensions.
For some quantum fields, this is shown to be
true. In fact, all infinite quantities can be ab-
sorbed into a renormalization of physical param-
eters such as mass and charge. This is the renor-
malizabilityof the quantum field theories. The
quantum electrodynamics is a typical example
for providing such renormalizability.

renormalization A rescaling or redefinition
of the original bare quantities of the Lagrangian
of a theory, such as mass or charge. This rescal-
ing gives a relationship between the original (of-
ten infinite) parameters of the theory and the fi-
nite real physical quantities.

renormalization group In a particular renor-
malization scheme R, a renormalized quantity,
�R , is related to the unrenormalized quantity,
�0, via�R = Z(R)�0, whereZ(R) is the renor-
malization constant associated with R. Under a
different scheme R′, this relationship becomes
�R′ = Z(R′)�0. A relationship can be obtained
between �R and �R′ , namely �R = Z(R′, R)
�R′ . This implies Z(R′, R) = Z(R′)

Z(R)
, so that

Z(R′, R) satisfies the following group multipli-
cation law: Z(R

′′
, R) = Z(R

′′
, R′)Z(R′, R).

The different Zs are the elements of the renor-
malization group.

representation A choice of a set of quan-
tum numbers, corresponding to a complete set of
commuting operators, to describe a state. Typ-
ical examples are representationsin position or
momentum space. Since position and momen-
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tum operators do not commute, the correspond-
ing quantum numbers cannot be specified simul-
taneously and a choice of representationmust be
made.

reservoir A thermal reservoir is an ideal-
ized large thermodynamic system that can gain
or lose heat from the thermodynamic system of
interest without affecting its internal energy and
hence its temperature. A particle reservoir is
the analogous case for particle exchange.

residual resistivity The resistivity of a metal
that does not depend on temperature. It is pre-
sented even at low temperature and is caused by
impurities.

resistance, electrical The property of a con-
ducting substance determining the magnitude of
a current that would flow when a certain poten-
tial difference is applied across it.

resistance, minimum The minimum resis-
tanceis due to the scattering of conduction elec-
trons showing unexpected features if the scat-
tering center has a magnetic moment given by
Kondo theory.

resistance thermometer A device that uses
the dependence of a material’s electrical resis-
tance upon temperature as a measure of tem-
perature. For high precision measurements, a
platinum wire is typically used, whereas semi-
conductor materials are the material of choice
for high sensitivity (thermistor).

resistive ballooning mode Pressure-driven
mode in which instability is caused or signifi-
cantly enhanced by electrical resistivity, and the
perturbation is concentrated mostly on the out-
board edge of a toroidal magnetic confinement
device.

resistive drift wave A magnetic drift mode
of plasma oscillation that is unstable because of
electrical resistivity.

resistive instability Any plasma instability
that is significantly enhanced or made unstable
by electrical resistivity.

resistive interchange mode Instability dri-
ven by plasma pressure gradient together with
magnetic reconnection in a magnetic confine-
ment device.

resistivity The property of a material to op-
pose the flow of electric current. Resistivity
(symbol is ρ) depends on temperature. For a
wire of length L, cross-sectional area A, and
resistivity ρ, the resistance (R) is defined as:
R = ρL/A.

resolvent For the Schrödinger equation
H
 = E
, the resolvent is defined as

R(E) = 1/(E −H) .

resonance (1) The dramatic increase in a
transition probability or cross-section for a pro-
cess observed when an external applied periodic
field matches a characteristic frequency of the
system. In particle physics, the term is often
used to describe a particle which has a lifetime
too short to observe directly, but whose pres-
ence can be deduced by an increase in a reaction
cross-section when the center-of-mass energy is
in the vicinity of the particle’s mass.

(2) A particle with a lifetime which is so short
that the particle is detected via its resonance
peak in the cross-section for some process. For
example, in the process π+ + p → π+ + p,
a resonancepeak in the cross-section occurs at
some particular energy. This resonancepeak
is associated with the �++ particle which is
thought to occur between the initial and final
states (π+ + p→ �++ → π+ + p).

resonance absorption The absorption of
electromagnetic waves by a quantum mechan-
ical system through its transition from one en-
ergy level to another. The frequency of the
wave should satisfy the Bohr frequency condi-
tion hv = E2 − E1, where E1 and E2 are, re-
spectively, the energies of the levels before and
after the transition.

resonance fluorescence The emission of an
atom irradiated by a continuous monochromatic
electromagnetic radiation. The situation is dif-
ferent from that of spontaneous emission of an
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atom due to vacuum fluctuations of the elec-
tromagnetic field. The resonance fluorescence
spectrum of a two-level atom weakly excited by
a monochromatic field is a single line. The fre-
quency of the fluorescent light is the same as that
of the incident light. In reality, the spectral line
has a finite width. If the electromagnetic field is
strong, then the spectrum of the two-level atom
shows a triplet structure — a central peak and
two sidebands. The splitting of the line into a
triplet can be understood in the dressed atom
picture.

resonance level An unstable state of a com-
pound system formed during certain periods in
a collision process between two particles. This
is found as a peak in a graph of cross-section
vs. energy for the scattering of the particles. A
typical example is the resonance level of a com-
pound nucleus observed by a peak of the scatter-
ing cross-section of a low energy neutron beam
by a nucleus.

resonant particles Charged particles with
velocities nearly the same as the phase veloc-
ity of a longitudinal plasma wave. These parti-
cles become trapped within the wave and inter-
act strongly with it.

resonant scattering Scattering of a photon
by an atom or nucleus or, in general, a micro-
scopic system, in which the system first absorbs
the photon by undergoing a transition from one
of its energy states to another state with higher
energy, and subsequently reemits the photon by
the exactly inverse transition.

resonant surface See mode rational surface.

response functions Consider a dielectric sys-
tem on which an electric fieldE(t), without any
spatial dependence, has been applied. The re-
distribution of the charges resulting from the ap-
plied field causes the medium to be polarized.
The polarization of the medium P(t) can be con-
sidered as a response to the applied field. The re-
sponse can be expressed asP(t) = ∫ t−∞K(t ′, t)
E(t ′)dt ′. K(t ′, t) is called the response func-
tion or the after-effect function. In general, the
response functionis a second-rank tensor to al-
low for the possibility for the two vectors, E(t)

and P(t), to be along different directions, as
would be the case in a nonisotropic medium.
The response functionis a characteristic prop-
erty of the physical system. Also, the response
has been assumed linear. Quite often, the re-
sponse is stationary, in which case the response
functiondepends on the time difference (t ′ − t).
The concept of the response functioncan be gen-
eralized to different physical systems by writ-
ing < g(t) >= ∫ t

−∞K(t
′, t)f (t ′)dt ′. Here,

< g(t) > is the ensemble-averaged value of
the response. The response functionis calcu-
lated from the quantum mechanics of the atoms
or molecules constituting the medium and their
interaction with the external field.

Reststrahlen, residual rays Residue left
over after successive reflections of infrared rays
at quartz or rock salt surfaces. Light also shows
such properties at aniline dyes.

reversed field pinch Axisymmetric toroidal
magnetic confinement device in which the direc-
tion of the toroidal magnetic field reverses near
the edge of the plasma.

reversibility The property of a process to
proceed in the reverse direction with equal prob-
ability. Also known as time-reversal, or motion-
reversal, invariance.

reversible process A process whose effects
can be reversed such that the system is returned
to its original thermodynamic state. An ideal
reversible processinvolves a system changing
from one thermodynamic state to another
through a series of infinitesimally small steps.
For example, the transfer of energy by virtue
of a temperature difference can only be carried
out reversibly if the temperature difference is
infinitesimally small and the process is, by def-
inition, infinitely slow.

Reynolds analogy In turbulent stratified
flow, the assumption that the eddy coefficients
for momentum and heat are nearly equal.

Reynolds averaging Using the Reynolds de-
composition and the momentum equation, a
time-averaged version of the Navier-Stokes
equation is produced suitable for CFD.
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Reynolds decomposition In turbulent flow,
decomposition of the flow variables into mean
and perturbed quantities such that

u(t) = ū+ u′
p(t) = p̄ + p′
ρ(t) = ρ̄ + ρ′

where the second and third terms are the steady
and unsteady components respectively.

Reynolds experiment Classic experiment in
pipe flow demonstrating the difference between
laminar and turbulent flows and the importance
of the Reynolds number in transition from one
state to the other.

Reynolds number The ratio of inertia forces
to viscous forces

Re ≡ ρU∞L
µ
= U∞L

ν

where U∞ is a characteristic velocity and l is a
characteristic length scale. A critical Reynolds
number indicates a transition from laminar to
turbulent flow. The Reynolds number is the most
often cited dimensionless group in fluid mechan-
ics. Take a sphere of radius R moving at speed
U in a fluid with parameters of density ρ, vis-
cosity µ, pressure p, and temperature T . The
Buckingham Pi theorem gives

� = RaUbρcµdpeT f .
Using the primary dimensions, we have four
equations and six unknowns. This can be sim-
plified by noting that the viscosity and tempera-
ture are related (µ = µ(T )) as are density, pres-
sure, and temperature (ρ = ρ(p, T )). Thus,
e = f = 0. Also, ρ and µ can be combined
using kinematic viscosity, ν = µ/ρ. So,

� = RaUbνc .
The left side is dimensionless while the right
now has dimensions [M]0[L]a+b+2c[t]−b−c.
Examination shows that a = b and c = −a,
or � = (RU/ν)a , where a is left as a variable.
Since� is non-dimensional, choose the simplest
solution, a = 1. Thus,

� = Re = RU/ν

which is the familiar definition of the Reynolds
number. This ratio could also be achieved by
other means. Typically, one is interested in ex-
amining how different effects vary, such as in-
ertial and viscous forces. In equation form,

� ∼ inertial forces

viscous forces

where these force are determined by the equa-
tions of motion, such that

inertial forces ∼ |u · ∇u| ∼ U2/L

viscous forces ∼ ν∇2u ∼ νU/L2

� ∼ |u · ∇u|
ν∇2u

∼ UL

ν
= Re .

The Reynolds number supplies a relation to com-
pare different physical phenomena by reducing
the number of variables. For fluid experiments,
instead of varying length scale L, flow veloc-
ity U , and viscosity ν, only Re must be varied.
Matching geometry, Re may be used such,

Remodel = Rereal

where scale effects match prototype effects.

Reynolds number, magnetic See magnetic
Reynold’s number.

Reynolds stress tensor In the Reynolds av-
eraged Navier-Stokes equations, an additional
stress term is created with the form −ρuiuj
whose nine components are

−ρuiuj = −

 ρu2 ρuv ρuw

ρuv ρv2 ρvw

ρuw ρvw ρw2


 .

The diagonal components are normal stresses,
while the off-diagonal components are shear
stresses. In isotropic flow, the off-diagonal com-
ponents vanish. In observations, the Reynolds
stresses are the same size or larger than the vis-
cous stresses.

Reynolds transport theorem For an exten-
sive fluid propertyQ, the total rate of change of
Q is equal to the time rate of change ofQwithin
the control volume plus the net rate of efflux of
Q through the control surface

dQ

dt

∣∣∣∣
system

= ∂

∂t

∫
V
qρ dV +

∫
A
qρu · dA
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where q is the intensive property of Q per unit
mass. The transport theorem is fundamental in
deriving the fluid dynamic equations of motion
for a control volume.

rheopectic fluid Non-Newtonian fluid in
which the apparent viscosity increases in time
under a constant applied shear stress.

rho meson A family of three unstable spin 1
mesons. There is a neutral rho meson,ρo, a pos-
itively charged rho meson, ρ+, and a negatively
charged rho meson, ρ−. The rho mesons are
thought to be composed of up and down quarks.

rho parameter A parameter in the standard

model which is defined asρ = M2
W

M2
Z cos2 θW

, where

MW is the mass of the W boson, MZ is the mass
of the Z boson, and θW is the Weinberg angle.
This parameter gives a measure of the relative
strengths of the charged and neutral weak cur-
rents.

Richardson–Dushman equation The equa-
tion describing the thermionic emission from a
metallic substance. It gives the number of elec-
trons emitted by the metal in terms of current
density (J ) as a function of temperature (T )

J = AT 2 exp(−b/T )

where A and b are constants depending on the
type of material, b being the ratio of work func-
tion to Boltzmann’s constant.

Richardson number In a stratified flow, the
ratio of buoyancy force to inertia force,

Ri ≡ N2l2

U2

where N is the Brunt–Väisälä frequency.

Riemann invariants For finite (non-linear)
waves, both expansion and compression and use
of the equations of motion and phase-space re-
sults in the Riemann invariants, J+ and J−,
where

a = γ − 1

4
(J+ − J−) u = 

1

2 
(J+ + J−) .

Along a C+ characteristic,

J+ = u+ 2a

γ − 1
= constant .

Along a C− characteristic,

J− = u− 2a

γ − 1
= constant

where a and u are the local speed of sound and
flow velocity, respectively.

Righi–Leduc effect The phenomenon of a
temperature difference being produced across
a metal strip that is placed in a magnetic field
acting at right angles to its plane while heat is
flowing through it. The type of material used
in the strip determines the locations of higher or
lower temperatures.

right-hand helicity Property exhibited by a
particle whose spin is parallel to its orbital mo-
mentum. The eigenvalue of the helicity operator
σlpl/|p| is +1 in this case.

rigidity modulus See elastic modulus.

ring laser cavity A laser cavity consisting
of two mirrors set to face each other is referred
as a standing wave cavity. In this configuration,
the two waves, one traveling in the forward di-
rection and the other in the backward direction,
give rise to a standing wave in the cavity. A ring
laser utilizes a ring-like cavity with three mir-
rors. A ring cavity and a standing wave cavity
of the same optical path are essentially the same
in the sense that one round trip of the ring cav-
ity is the same as a forward and backward path
in a standing wave cavity. There are, however,
practical advantages in a laser with a ring cav-
ity. When excited, it can oscillate in either of
the two distinct counterpropagating directions.
A ring laser is an example of a two-mode laser
in which the frequencies of the two oppositely-
directed waves can be split by rotation of the
ring. Also, the ring laser is capable of produc-
ing greater single-frequency power output com-
pared with that of a standing wave cavity.

rippling mode A localized MHD instability
driven by the gradient of electrical resistivity.
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Robins effect Produced when a lateral force
on a rotating sphere from altered pressure forces
is generated. The force is perpendicular to both
the rotation axis and direction of fluid motion.
Sometimes referred to in general as the Magnus
effect.

rock salt structure Crystalline structure of
rock salt, NaCl, sodium chloride, occurring in
nature as a mineral.

Rossby number Dimensionless parameter;
ratio of the inertial forces to the Coriolis forces
in a rotating system

Ro ≡ U∞
�L

.

Commonly used in geophysical applications.

Rossby wave Linear dispersive wave in a
rotating system where a vertical displacement
of a fluid parcel results in an oscillatory motion
in the vertical direction. Rossby waves typically
have a wavelength of approximately the size of
the planetary radius in the atmosphere, but in the
Earth’s ocean λ ∼ O (100 km). They are also
referred to as planetary waves.

rotameter Flow rate meter which utilizes a
float in a vertical variable area tube to measure
the volumetric flow rate. Also referred to as a
variable-area meter.

rotating crystal method The method of an-
alyzing the structure of a crystal with X-rays.
The crystal is rotated around one of its axes and
the X-ray beam is allowed to fall on it perpen-
dicular to the axis, the reflected radiation being
recorded as spots on some photographic device.

rotating wave approximation The interac-
tion Hamiltonian of an atom, specifically a
two-level atom, with a single-mode quantized
electromagnetic field in the dipole approxima-
tion, can be written as

V = h̄ (gσ+ − g∗σ−) (a − a†
)
,

where g, and g∗ are dipole matrix elements, and
σ± are the atomic transition operators. a, and
a† are, respectively, the photon annihilation and

creation operators. The two terms h̄gσ+a† and
h̄gσ−a do not conserve energy. For example,
the first term represents an atom that makes a
transition from the ground state to the excited
state by emitting a photon, a process that would
violate conservation of energy. In the interaction
picture, the time-dependence of the energy non-
conserving terms, respectively, are e±i(ω0+ω)t ,
where ω is the frequency of the field and ω0is
the atomic transition frequency. The energy
conserving terms, on the other hand, behave
as e±i(ω0−ω)t . The neglect of the energy non-
conserving terms in the Hamiltonian is called
the rotating wave approximation.

rotational invariance See rotation group.

rotational transform Reciprocal of the mag-
netic q-value (1/q).

rotation group A group formed by rotations
of the coordinate axes of space. The quantum
mechanics of a spherically symmetric system
must be invariant under the rotations. Hence the
energy eigenstates should provide an irreducible
representation of the rotation group. In fact,
the momentum eigenfunctions with a definite
eigenvalue of [total orbital angular momentum]2

span a basis set for the irreducible representa-
tion. Generators for the infinitesimal rotations
give rise to the angular momentum operators.

Rowland circle A circular shaped magnetic
material (e.g., ferromagnet), where the magnetic
flux is entirely contained within the material
of the ring so that no demagnetization field is
present.

R-ratio The ratio of the cross-section for an
electron–positron collision to yield hadrons (i.e.,
σ [e−e+ −→ hadrons]) to the cross-section for
an electron–positron collision to yield a muon
and antimuon (i.e., σ [e−e+ −→ µ−µ+]). This
ratio, R = σ(e−e+−→hadrons)

σ (e−e+−→µ−µ+) , is theoretically
proportional to the number of quark flavors that
are energetically accessible in the collision times
the sum of the squares of the charges of these
quarks.

runaway electrons The fast electrons in the
tail of the electron distribution function that ac-
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celerate to high energy in an electric field be-
cause the Coulomb collisional frequency de-
creases with velocity.

Russel–Saunders coupling The coupling, in
the form of interaction, between the resultant
orbital angular momentum of the particles in the
atom and the resultant internal or spin angular
momentum of the particles.

Rutherford atom An early model of the
atom inspired by the planetary system. It was
motivated by experimental evidence from scat-
tering experiments that essentially all the mass
of an atom is concentrated in a miniscule posi-
tively charged region. It assumed that the nega-
tively charged electrons circulated this positive
nucleus in a fashion similar to planets around the
sun. The difficulties in explaining the absence
of radiation from these electron orbits was one
of the main motivations for the development of
the quantum theory.

Rutherford scattering The electromagnetic
scattering of an charged particle, which is as-
sumed to be point-like and moving at non-
relativistic speeds, from a positively charged nu-
cleus. The nucleus is assumed to be point-like
and massive enough that its recoil can be ig-
nored. Ernst Rutherford used this process (scat-
tering positively charged Helium nuclei from
gold nuclei) to determine the structure of the
atom.

Rξ -gauge A general gauge condition which
is parameterized via ξ . In terms of the La-
grangian, this gauge fixing condition can be im-
posed by adding a term to the Lagrangian such
as LGF = − 1

2ξ (∂µA
µ+ ξMφ)2 where Aµ is a

four-vector gauge potential, M is a mass term,
and φ is a scalar field. The advantage of fixing
the gauge in this general way is that it allows
one to study the renormalizability of a theory.

Rydberg atom A hydrogen-like atom with
an electron in a very highly excited state and
therefore producing only an average field from
the nucleus and all other electrons together.

Rydberg constant A combination of fun-
damental constants appearing in the formulas
for the energy spectrum of the hydrogen and
other atoms. It is equal to � = me4/2h̄ =
2.18 × 10−11erg= 13.6 eV, where m is either
the reduced mass of the atom or the mass of the
nucleus; in the latter case, the Rydberg constant
is sometimes written as �∞, since the two def-
initions coincide exactly for an infinitely heavy
nucleus. For example, the energy spectrum of
the hydrogen atom is simply En = −�/n2.

Rydberg states With the aid of frequency-
tunable lasers it is possible to excite atoms into
states of high principle quantum number n of the
valence electron; n can be very high, of approx-
imately 50–60. Such atoms behave like giant
hydrogen atoms. The energy levels can be de-
scribed by the Rydberg formula, and hence the
states are called Rydberg states.The energy dif-
ference between nearby levels is of the order of
R/n3. Rydberg atoms have rather high values
of the electric dipole matrix elements in view
of the large atomic size, of the order of qa0n

2,
where q is the charge and a0 is the Bohr radius.
The largeness of the dipole matrix elements cou-
pled with the fact that the emissions are in the
millimeter range makes Rydberg atoms ideal for
maser experiments in high-Q cavities.
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S
Sachs form factor A nucleus form factor.
Namely, in the process of electron scattering
on nuclei at energies of GeV (and beyond), de
Broglie’s wavelength electron becomes smaller
than the size of a nucleus. In such a case, instead
of nuclear form factors, form factors of nucle-
ons are used to describe scattering. Nucleons are
particles with spin 1/2, and electrical and mag-
netic scattering contribute to the cross-section.
For this problem, the form factors calledSachs
form factors are more convenient than standard
longitudinal and transversal form factors.Sachs
form factors, at zero momentum, transfer from
the electron to the nucleon(q = 0):

GE(0) =
{

1 for a proton

0 for a neutron

GM(0) =
{
µp for a proton

µn for a neutron.

safety factor The plasmasafety factor, q, is
important in toroidal magnetic confinement ge-
ometries, where it denotes the number of times a
magnetic field line goes around a torus the long
way (toroidally) for each time around the short
way (poloidally). In a tokamak, for example,
thesafety factor profile depends on the plasma
current profile, andq typically ranges from near
unity in the center of the plasma to 2–8 at the
edge. Thesafety factor is so named because
larger values are associated with higher ratios of
toroidal field to plasma current (poloidal field)
and, consequently, less risk of current-driven
plasma instabilities. The safety factor is the in-
verse of the rotational transform,ι (iota), and
can be expressed mathematically asq ≡ rBt/

RBp, wherer is the local minor radius,R is the
major radius, andBt andBp are the toroidal and
poloidal magnetic fields. In stellarator physics,
one typically works in terms of the rotational
transform instead.

SAGE A joint Russian–American experi-
ment for flux measurement of low energy solar
neutrinos using metallic gallium as the detection
media. This experiment is based on the reaction

ν + 71Ga→ e −+71Ge ,

threshold energy for this reaction is 0.233 MeV.
This detector initially runs with 30 T (final 60
T) of metallic gallium. In the initial run (for
six months), no event that could be assigned
as a solar neutrino (above background level)
was detected. In the run with full gallium load
(60 T), researchers found a reaction rate be-
low the value predicted by standard solar neu-
trino models. These results (with the results of
GALLEX) could be explained with two mod-
els. The first model assumes that neutrinos have
sufficiently large dipole magnetic moments that
interact with the sun’s magnetic field and change
its state from left-handed to right-handed. Be-
cause only left-handed neutrinos reacts with
37Cl, these newly formed right-handed neutri-
nos are undetected. This effect has to be corre-
lated with the cyclic variation of sunspots (fol-
lowed by a change in the sun’s magnetic field).
A problem is that in this explanation, the mag-
netic dipole moment of a neutrino has to be 108

times larger than the value predicted by the stan-
dard model(10−19µB).

A second, more plausible explanation
is called the Mikheyev–Smirnov–Wolfenstein
(MSW) model. This model assumes that elec-
tron neutrinos on the way from the sun to earth
interact with electrons and convert into muon
neutrinos.

Sagnac effect A ring cavity that is rotating
will have a phase shift every round trip as the
mirrors are constantly approaching or receding
from the light beam. As such, the beam suffers
a frequency shift�ν = ν�L/L = 4Ac�/νL.
Here,L is the cavity path length,A is the area
enclosed by the beam, and� is the frequency of
rotation. One can measure the frequency shift,
and hence the rotation rate, for gyroscopic ap-
plications.

Saha–Boltzmann distribution Described by
the Saha equation, the distribution of ion species
for a plasma in local thermodynamic equilib-
rium, which applies in the (relatively
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rare) case where the radiation field is in local
equilibrium with the ions and electrons.

Saha equation See Saha–Boltzmann distri-
bution.

Sah–Noyce–Schockley current The current
in a bipolar junction transistor arising from the
generation of electrons and holes in the deple-
tion region that exists at the emitter base inter-
face. This current adds to the collector current
and can be an appreciable fraction of the total
collector current at low current levels.

Saint Elmo’s Fire A type of corona dis-
charge originally named by sailors viewing the
plasma glow from the pointed mast of a ship.
This plasma glow arises when a high voltage
is applied to a pointed (convex) object, and the
concentration of the electric field at the point
leads to ionization and the formation of a corona
discharge.

Salam, Abdul Won the 1979 Nobel Prize in
physics for his work on the unified electro-weak
theory (see Glashow, Sheldon L. and Steven
Weinberg, who shared the same prize). Salam,
together with Jogesh C. Pati (University of Mary-
land), made the first model of quark and lepton
substructure (1974).

sampling calorimeters Specific devices
for calorimetric measurements in high-energy
physics. At very high energies, magnetic
measurements become expensive because they
require very strong magnetic fields or very
long detection arms to measure small trajectory
changes. Magnetic detection cannot be used
for measurement of energies of neutral particles
(neutrons or photons). Calorimetric measure-
ment measures the total energy that was real-
ized in some detection medium. A calorimeter
absorbs the full kinetic energy of a particle and
produces a signal that is proportional to the ab-
sorbed energy. The system of deposition of en-
ergy depends on the kind of detected particles.
High energy photons deposit energy when they
transform into electron–positron pairs. Pro-
duced electrons and positrons deposit their en-
ergy by ionizing atoms. When they are very en-
ergetic, they lose most of their energy through

bremsstrahlung. These bremsstrahlung photons
can again be converted into electron–positron
pairs. Hadrons lose most of their energy through
successive nuclear collisions. In most materi-
als with Z > 10, the mean free path for nu-
clear collision is greater than the free path for
electromagnetic interactions; because of that,
calorimeters for measurement of deposited elec-
tromagnetic energy are thinner than calorime-
ters for measurement of energy deposited by
hadrons. Interaction probabilities for neutrons
are small, and they can escape undetected. This
reduces accuracy in measurement. Calorimeters
can function as ionizing chambers (liquid-argon
calorimeters) through production of scintillation
light or scintillation-sensitive detectors (NaI), or
they can relay on the production of Cernikov
light (lead glasses). They can be constructed as
homogeneous media orsampling calorimeters.
Sampling calorimeters mainly use absorber ma-
terial that is interspersed with active sampling
devices to detect realized energy. This kind of
detector is easier and cheaper to build, but has
worse resolution than homogeneous detectors.

Sasaki–Shibuya effect In semiconductors
such as silicon or germanium, the lowest con-
duction band valley does not occur at the cen-
ter of the reduced Brillouin zone, but rather at
an edge. In silicon, the lowest valley is at the
so-called x-point, which is the zone edge along
the crystallographic direction. Hence the low-
est valley is six-fold degenerate in energy since
there are six equivalent< 100> directions.

If a silicon sample is subjected to an external
electric field that is not directed along any of the
< 100> directions, then two of the directions
will bear a smaller angle with the direction of
the electric field than the other four. The effec-
tive mass of electrons in these valleys along the
direction of the electric field (remember that ef-
fective mass is a tensor) will be larger since it
will have a larger component of the longitudinal
mass as opposed to the transverse mass. Thus,
electrons in these valleys remain colder than the
electrons in the other four valleys which have
a smaller effective mass component along the
driving electric field and hence gain more en-
ergy from the electric field. Thus, there is a
possibility that electrons will transfer from the
four hotter valleys to the two colder valleys.
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It is even possible that the two colder valleys
will contain more electrons than the four hotter
ones, even though they constitute a minority of
the valleys. If this happens, the average veloc-
ity of the carriers (drift velocity) may exhibit a
non-monotonic dependence on the electric field
(this may happen at well below room temper-
ature) thereby causing a negative differential
mobility much like in the case of the Ridley–
Watkins–Gunn–Hilsum effect.

saturable absorption Most materials have
an absorption coefficient that is dependent on
the intensity of the incident light in some non-
linear fashion. A common form for the intensity
dependence isα = α0/(1+ I/Isat ). Here,α is
the absorption coefficient,α0 is the absorption
coefficient for small intensities,I is the intensity
of the incident beam, andIsat is the saturation in-
tensity, at which the absorption is half the value
for vanishingly small intensities.

saturation current The value of the current
which cannot increase any further even when the
outside signal increases, e.g., in a transistor. The
drain current will not increase when the applied
voltage is increased.

saturation current, electron or ion When a
positive electrical potential is applied to a sur-
face in contact with a plasma (the electrode), the
surface attracts electrons in the plasma.
Above a certain voltage, the electron current is
observed to saturate; this is theelectron satu-
ration current. Similarly, when a negative po-
tential is applied, the surface attracts ions, and
the limiting current is theion saturation current.
The exact values of thesaturation currents de-
pend upon many factors, including the surface
geometry and sheath effects, the plasma density,
magnetic fields (if any), and the plasma compo-
sition, but the basic mechanism for the satura-
tion is that the Debye shielding of the electrode
by the surrounding plasma prevents distant ions
and electrons from being affected by the elec-
tric field of the electrode, so that only ions or
electrons drifting into the Debye sheath can be
collected by the electrode.

saturation intensity The intensity at which
a saturable absorber has half the small intensity

absorption coefficient. For a two level atom, the
saturation intensity is given byIsat = (ch̄2/8π
|µeg|2 T1T2). Here,c is the speed of light in a
vacuum,h̄ is Planck’s constant,µeg is the tran-
sition matrix element, andT1 andT2 are the pop-
ulation and dipole decay rates respectively.

saturation magnetization The maximum
magnetization resulting from the alignment of
all the magnetic moments in the substance.

saturation spectroscopy A type of spec-
troscopy where a strong pump beam (frequency
ν) and a weaker probe beam (frequencyν + δ)
are incident on a sample, and the transmission
at ν + δ is measured. Sub-Doppler precision is
possible.

sawtooth When a tokamak runs with enough
current to achieve a safety factor ofq < 1 on
the magnetic axis, the plasma parameters (n,
T , B) are often observed to oscillate with a
sawtooth waveform, with long steady increases
followed by sudden short decreases, known as
sawtooth crashes. Similar phenomena are seen
in some other toroidal magnetic confinement
systems. The oscillation is localized to a re-
gion roughly within theq = 1 magnetic flux
surface, and arises from internal magnetohy-
drodynamic effects. Plasma confinement is de-
graded within thesawtooth region. Empirically,
it is found that the interval betweensawteeth in-
creases when a sufficient number of superther-
mal ions are present, but in that case, the sub-
sequentsawtooth amplitude is correspondingly
increased.

Saybolt viscometer Device used to measure
viscosity by measuring the length of time it takes
for a fluid to drain out of a container through a
given orifice; greater viscosity results in a longer
time to drain. The Saybolt Seconds Universal
(SSU) scale is the most common unit using this
method.

scalar potential In electrostatics, with only
static charge distributions or steady currents,
Maxwell’s equations yield�∇ × �E = −∂ �B/∂t .
As the curl of �E vanishes in this case, the elec-
tric field can be written as the gradient of a scalar
function. The usual choice is to define thescalar
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potential φ via �E = −�∇φ. Thescalar potential
is not uniquely defined by this relation, as any
φ′ related toφ by a gauge transformation will
produce the same electric field.

scanning electron microscopy (SEM) An
optical microscope cannot usually resolve fea-
tures smaller than a wavelength of light. The one
exception to this is the case when the sample to
be inspected is placed very close (closer than a
wavelength) to the microscope. This situation
(which is called near field optical microscopy)
allows the resolution of features smaller than the
wavelength.

Electron microscopy benefits from the much
smaller wavelength of electrons (deBroglie’s
wavelength) compared to that of visible light.
Thescanning electron microscope generates an
electron beam and then collimates it to a diam-
eter of only 200–300 Å by passing the beam
through a collimator consisting of several elec-
tron lenses for focusing. The beam can be
rastered over the surface of the sample by mag-
netic coils or electrostatic plates. When the
beam strikes a sample, there is a possibility
of extracting several different kinds of signals.
Some electrons are reflected at the surface with-
out significant energy loss and can be collected
by a surface barrier diode. Low energy sec-
ondary electrons that are knocked off by the pri-
mary beam can be collected by a wire mesh bi-
ased to a few hundred volts. They are then accel-
erated by several thousand volts before striking
a scintillator crystal. The intensity of light emit-
ted as they strike the crystal is proportional to the
number of secondary electrons emitted and this
intensity can be measured by a photomultiplier
tube. Finally, the currents and voltages gener-
ated on the sample surface owing to the incident
electron beam can be measured.

The selected signal, which may be a compos-
ite of two or more of the signals just described,
is used for display. Typical display units are
cathode ray tubes (CRT). For two-dimensional
coverage of a surface, one beam across the face
of the CRT will be synchronized with one sweep
across the sample surface. For two-dimensional
coverage, TV rastering of the beam is used.
Magnification is determined by the ratio of beam
movement on the surface of the sample to the
spot movement across the face of the CRT.

Contrast is achieved because the yield of the
secondary electrons depends on the angle of in-
cidence. This allows resolving an angle change
of 1◦ which then provides a depth contrast.

A variation of conventionalSEM is the field-
emissionSEM where much lower voltages are
used. As a result, resulting samples do not
charge up, which they do if a large voltage is
used. Thus, field emissionSEMs are more suit-
able for resistive samples and typically give bet-
ter resolution.

Other than microscopy, a major application
of SEM is in fine line electron-beam lithogra-
phy. The electron beam exposes a resist film
(typically PMMA) which consists of long chains
of organic molecules. The beam breaks up the
chains where it hits and makes those regions dis-
solvable in a suitable chemical (exposing the re-
sist). Thus, one can delineate nanoscale patterns
on a resist film and subsequently develop them
to create patterns. What limits the resolution is
the emission of secondary electrons which also
expose the resist film. Field emissionSEMs use
lower energy and hence cause less secondary
electron emission, thereby improving the reso-
lution.

scanning tunneling microscope (STM) A
device in which a sharp conductive tip is moved
across a conductive surface close enough to per-
mit a substantial tunneling current (typically a
nanometer or less). In a common mode of op-
eration, the voltage is kept constant and the cur-
rent is monitored and kept constant by control-
ling the height of the tip above the surface; the
result, under favorable conditions, is an atomic-
resolution map of the surface reflecting a combi-
nation of topography and electronic properties.
TheSTM has been used to manipulate atoms and
molecules on surfaces.

scanning tunneling microscopy (STM) A
microscopy technique that allows literal atomic
resolution. A metal tip (which ideally has a sin-
gle or few atoms at the end of the tip) is me-
chanically scanned over a conducting surface.
Current is passed between the tip and the sur-
face at a constant voltage. The current is a tun-
neling current which tunnels through the air (or
partial vacuum) gap between the tip and the sur-
face. The magnitude of this current depends
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exponentially on the width of the gap which is
the tunneling barrier. Thus, the current is very
sensitive to the distance between the tip and the
surface and hence one can map out the crests
and troughs on the surface (surface features).

In the above mode, the tip is scanned hori-
zontally and has no vertical motion. In another
mode, the tip is allowed to move vertically to
keep the current always constant. A feedback
loop is used to achieve this. Thus, the tip fol-
lows the surface contour and its vertical motion
maps out the surface features.

scattering amplitude A function f
(
n,n′

)
,

generally of the energy and the incoming and
outgoing directionsn andn′ respectively, of a
colliding projectile, which multiplies the outgo-
ing spherical wave of the asymptotic wave func-
tionψ ∝ eikrn·n′ +f (n,n′) eikr/r. Its squared
modulus is proportional to the differential scat-
tering cross-section.

scattering angle The angle between the ini-
tial and final directions of motion of a scattered
particle.

scattering coefficient A measure of the ef-
ficiency of a scattering process. Thescattering
coefficient is defined asR = IsL2/I0V , where
Is is the scattered intensity,I0 is the incident in-
tensity,L is the distance to the observation point,
andV is the volume of the interaction region.

scattering cross-section The sum of the
cross-sections for elastic and inelastic scatter-
ing.

scattering length A parameter used in ana-
lyzing quantum scattering at low energies; as the
energy of the bombarding particle becomes very
small, the scattering cross-section approaches
that of an impenetrable sphere whose radius
equals this length.

scattering matrix A matrix operator̂Swhich
expresses the initial state in a scattering experi-
ment in terms of the possible final states. Also
known as collision matrix orS-matrix. The op-
eratorŜ has to satisfy certain invariance proper-
ties and other symmetries, e.g., unitarity condi-
tion Ŝ†Ŝ = ŜŜ† = 1.

Depiction of a scattering matrix.

scattering operator An operatorŜ which
acts in the vector space of solutions of a wave
equation, transforming solutions representing
incoming waves into solutions representing out-
going waves:�final = Ŝ�initial .

Schawlow–Townes line width For a
four-level laser well above threshold, Schawlow
and Townes showed that the lower limit for the
laser line width is given by�ω = κ/2n̄. Here,κ
is the decay rate of the electric field in the cavity
andn̄ is the mean photon number.

Schmidt values The magnetic dipole mo-
ment of a nucleon is given by Schmidt’s val-
ues. For even–even nuclei, the magnetic mo-
ment of nuclei is zero and nuclear spin is also
zero. With odd number of nucleons the mag-
netic dipole moment arises from the unpaired
nucleon (a proton, or neutron). For a case of
an unpaired neutron, there is only spin contri-
bution; for an unpaired proton there are both
orbital and spin contributions. The magnetic
dipole moment of nucleon is:

µ =




µn ·
⌈
gl

(
j − 1

2

)
+ 1

2gs

⌉
j = l + 1

2

µn ·
⌈
gl

(
j + 3

2

)
− 1

2gs

⌉
· j
j+1 j = l − 1

2


 ,

whereµn is a nuclear magneton,gl = 1 and
gs = 5.586 for a proton are orbital and spin
contributions,gl = 0 andgs = −3.826 for a
neutron,j is total angular momentum, and 1 is
the orbital angular momentum.

Schottky barrier A potential barrier at the
interface between a metal and a semiconductor
that must be transcended by electrons in the
metal to be injected into the semiconductor.
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Schottky barrier diode A p-n junction
diode used as a rectifier where the forward bias
does not cause any storage of charge, while a
reverse bias turns it off quickly.

Schottky defect A point vacancy in a crystal
caused by a single missing atom in the lattice.

A missing atom in a lattice of atoms is a Schottky de-

fect.

Schottky Noise An effect used in nondestruc-
tive diagnostics of beam parameters in circular
accelerators. In circular accelerators, motion
of charged particles establish electrical current.
Electrical charge of particles gives an increase
to statistical variations of current. Now it is a
standard method of beam diagnostics.

Schrödinger cat Generally taken to be a
macroscopic system in a quantum superposi-
tion of states preserving the coherence between
two or more discernable outcomes to a measure-
ment. The name comes from Schrödinger’s fa-
mous thought experiment, where a cat is in a
box with a vial of poison which is triggered to
open by spontaneous emission of some unstable
state.

Schrödinger equation (1) A linear differen-
tial equation — second order in space and first
order in time — that describes the temporal and

spatial evolution of the wave function of a quan-
tum particle.

ih̄
∂ψ

∂t
=
[
− h̄

2

2m
∇2+ V (�r, t)

]
ψ .

The left side gives the total energy of the particle
and the right side consists of two terms: the
first is the kinetic energy and the second is the
potential energy. TheSchrödinger equation is
thus nothing but a statement of the conservation
of energy. The term within the square brackets
on the right side can be viewed as an operator
operating on the operandψ . This operator is
called the Hamiltonian.

The solution of theSchrödinger equation is
the space- and time-dependent wave functionψ

≡ ψ(�r, t), which is generally a complex scalar
quantity. The physical implication of this wave
function is that its squared magnitude|ψ(�r, t)|2
is the probability of finding the quantum parti-
cle at a position�r at an instant of timet . More
importantly, in quantum mechanics any physi-
cal observable is represented by a mathemati-
cal (Hermitean) operator, and the so-called ex-
pected value of the operator is what an observer
will expect to find if he or she carried out a
physical measurement of that observable. The
expected value is the integral

∫
all spaceψ

∗Ôψ
d3�r, where the volume integral is carried out
over all space,Ô is the operator corresponding
to the physical observable in question, andψ∗
is the complex conjugate ofψ .

(2) A partial differential equation for the
Schrödinger wave functionψ of a matter field
representing a system of one or more nonrela-
tivistic particles,−ih̄(∂ψ/∂t) = Hψ , whereH
is the Hamiltonian or energy operator which de-
pends on the dynamics of the system, andh̄ is
Planck’s constant.

Schrödinger picture A mode of describing
dynamical states of a quantum-mechanical sys-
tem by state vectors which evolve in time and
physical observables which are represented by
stationary operators. Alternative but equivalent
descriptions in use are the Heisenberg picture
and the interaction picture.

Schrödinger representation Often used for
the Schrödinger picture.
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Schrödinger’s wave mechanics The version
of nonrelativistic quantum mechanics in which
a system is characterized by a wave function
which is a function of the coordinates of the par-
ticles of the system and time, and obeys a differ-
ential equation, the Schrödinger equation. Phys-
ical observables are represented by differential
operators which act on the wave function, and
expectation values of measurements are equal
to integrals involving the corresponding opera-
tor and the wave function.

Schrödinger variational principle For any
normalized wave function �, the expectation
value of the Hamiltonian

< �|H |� >

cannot be smaller than the true ground state en-
ergy of the system described by H .

Schrödinger wave function A function of
the coordinates of the particles of a system and
of time which is a solution of the Schrödinger
equation and which determines the average re-
sult of every conceivable experiment on the sys-
tem. Also known as probability amplitude, psi
function, and wave function.

Schwarz inequality In the form typically
used in quantum optics, it states |V1|2|V2|2 ≥
|〈V1|V2〉|2, where|V1|2 = |〈V1〉|2. The brackets
can represent a classical or quantum average.

Schwarz, John John Schwarz of the Cal-
ifornia Institute of Technology, together with
Michael Green and Pierre M. Ramond, is an ar-
chitect of the modern theory of strings.

Schwinger, Julian He developed the gauge
theory of electromagnetic forces (quantum elec-
trodynamics, QED). Schwinger, Richard P. Fey-
man, and Sin-Itiro Tomonaga first tried to
unify weak and electromagnetic interaction.
Schwinger introduced the Z neutral boson, a
complement to charged W bosons.

Schwinger’s action principle For any quan-
tum mechanical system there exists an action
integral operator constructed from the position
operators and their time derivatives in exactly
the same manner as the corresponding classical

action integral W , an integral of the Lagrangian
over time from t ′ to r ′′. In performing an ar-
bitrary general operator variation, the ensuing
change in the action operator δW is the change
between the values at t ′′ and t ′ of the genera-
tor of a corresponding unitary transformation,
causing the change in the quantum system. Its
classical analog is the generator of a classical
canonical transformation.

scientific breakeven One of the major per-
formance measurements in fusion energy re-
search. In steady-state magnetic confinement
fusion, scientific breakeven means that the fu-
sion power produced in a plasma matches the
external heating power applied to the plasma to
sustain it, i.e., Pfusion/Pheating ≡ Q ≥ 1. This
concept can be extended to inherently pulsed
fusion approaches, such as inertial confinement
fusion, in which casescientific breakeven can be
said to occur when the fusion energy produced
in the plasma matches the heating energy that
was applied to the plasma. The heating power
and energy are only what is actually applied to
the plasma; conversion losses are typically ne-
glected. Several other types of breakeven are
commonly used. See breakeven.

scintillation Emission of light by bombard-
ing a solid with radiation. High energy particles
are usually detected by this process in scattering
experiments.

scintillation detectors These devices de-
tect charged particles. Scintiallators are sub-
stances that produce light after the passage of
charged particles. Two types of scintiallators
are primarily used: organic (or plastic scintil-
lators, e.g., anthracene, naphthalene) and inor-
ganic (or crystalline scintillators, e.g., NaI, CsI).
Activators that can be excited by electron–hole
pairs produced by charged particles usually dope
crystalline scintillators. These dopants can be
de-excited by the photon emission. Organic
scintillators have very quick decay times (∼
10−8 s). Inorganic crystal scintillators decay
slower (∼ 10−6 s). Plastic scintillators are more
suitable for a high-flux environment.

scrape-off layer (SOL) The outer layer of
a magnetically confined plasma, where the field
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lines come in contact with a material surface
(such as a divertor or limiter). Parallel transport
of the edge plasma along the field lines to the
limiting surface scrapes off the plasma’s outer
layer (typically about 2 cm), thereby defining
the plasma’s outer limit.

screening Effective reduction of electrical
charge and hence the electric field around the
nucleus of the atom due to the effect of electrons
surrounding it.

screening constant A correction to be ap-
plied to the nuclear charge of an element because
of partial screening by inner electrons when or-
bitals of outer electrons are determined.

screw axis An axis of symmetry in the crys-
tal lattice structure whereby the lattice does
not change even though the structure is rotated
around the axis and also subjected to a transla-
tional motion along the axis.

screw dislocations A dislocation is a crys-
tallographic defect whereby a number of atoms
are displaced (or dislocated) from their normal
positions. Ascrew dislocation is one in which
the displacement has come about as if one had
twisted one region of the crystal with respect to
another.

Visualization of a screw dislocation.

screw pinch A variant on the theta pinch, in
which axial currents (as in a z pinch, but less in-
tense) produce a poloidal (azimuthal) magnetic
field (in addition to the usual longitudinal field),
thus making a corkscrew-type field configura-
tion.

seaborgium A trans-uranic element (Z =
106). It has relativistic deviation in chemistry
properties.

secondary electron emission The ejection
of an electron from a solid or liquid by the im-
pact of an incident (typically energetic) particle,
such as an electron or ion. The secondary yield
is the ratio of ejected electrons to incident par-
ticles of a given type. The details ofsecondary
electron emission depend upon many factors,
including the incident particle species, energy,
angle of incidence, and various material prop-
erties of the solid or liquid target.Secondary
electron emission is essential to the operation of
electron multipliers and photomultipliers. It is
also of great importance in situations where a
plasma or particle beam is in contact with the
solid or liquid. Secondary electron emission is
also applied in surface science, materials sci-
ence, and condensed matter physics for charac-
terizing the target solid. A related process is
sputtering, in which ions, atoms, or molecules
are ejected from the solid or liquid.

secondary electrons Electrons emitted from
a substance when it is bombarded by other elec-
trons or other particles of light (photons).

second-harmonic generation A laser beam
incident on a material (typically a crystal) that
has a second order susceptibility can produce a
beam with twice the frequency. This occurs via
absorption of two photons of frequencyω and
the emission of one photon of frequency 2ω.
It can only occur in media that do not posses
inversion symmetry.

second order susceptibility The suscepti-
bility defined by �P = ε0χ �E often has a de-
pendence on the applied field. It is often use-
ful to use a Taylor series expansion of the sus-
ceptibility in powers of the applied field. For
an isotropic homogeneous material, this yields
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χ = χ(1) + χ(2)E + χ(3)E2. The factorχ(2)

is referred to as thesecond order susceptibility,
as it results in a term in the polarization second
order in the applied field. This factor is only
nonzero for materials with no inversion sym-
metry. For a material that is not isotropic, the
second order susceptibility is a tensor.

second quantization Ordinary Schrödinger
equation of one particle or more particles are
described within a Hilbert space of a single par-
ticle or a fixed particle numbers. The single
electron Schrödinger equation written by the po-
sition representation can be interpreted as the
equation for the classical field of electrons: we
need to quantize the field. Then the field vari-
able or, in short, the wave function is regarded as
a set of an infinite number of operators on which
commutation rules are imposed. This produces
a formalism in which particles may be created
and annihilated. We have to extend the Hilbert
space of fixed particle numbers to that of arbi-
trary number particles.

Seebeck effect The existence of a temper-
ature gradient in a solid causes a current flow
as carriers migrate along or against the gradient
to minimize their energy. This effect is known
as theSeebeck effect. The thermal gradient is
thus equivalent to an electric field that causes
a drift current. Using this analogy, one can de-
fine an electric field caused by a thermal gradient
(called a thermoelectric field). This electric field
is related to the thermal gradient according to

E = Q∇T
whereE is the electric field,∇T is the thermal
gradient, andQ is the thermopower.

seiche Standing wave in a lake. For a lake of
lengthL and depthH , allowed wavelengths are
given by

λ = 2L

2n+ 1

wheren = 0,1,2, . . . .

selection rules (1) Not all possible transitions
between energy levels are allowed with a given
interaction.Selection rules describe which tran-
sitions are allowed, typically described in terms

of possible changes in various quantum num-
bers. Others are forbidden by that interaction,
but perhaps not by others. For a hydrogen atom
in the electric dipole approximation, theselec-
tion rules are�l = ±1, wherel is related to
eigenstates of the square of the angular momen-
tum operator viaL̂2ψl = l(l + 1)h̄2ψl . The
rules result from the vanishing of the transition
matrix element for forbidden transitions.

(2) Symmetry rules expressing possible dif-
ferences of quantum numbers between an initial
and a final state when a transition occurs with
appreciable probability; transitions that do not
follow the selection rules have a considerably
lower probability and are called forbidden.

selection rules for Fermi-type β− decay
Allowed Fermiβ− decay changes a neutron into
a proton (or vice versa inβ+ decay). There is no
change in space or spin part of the wave function.
�J = 0 no change of parity (J total mo-

ment);
I (isospin), If = Ii 
= 0, (initial and final
isospin zero states are forbidden);
Izf = Iziµ1�Iz = 1 (third component of
isospin);
�π = 0 (there is no parity change)

In this kind of transition, leptons do not take
any orbital or spin moment.

Allowed Gamow–Teller transitions:
�J = 0,1 butJi = 0; Jf = 0 are forbidden.
�T = 0,1 butTi = 0; Tf = 0 are forbidden.
Izf = Iziµ1�Iz = 1.
�π = 0 (no change of parity).

s-electron An atomic electron whose wave
function has an orbital angular momentum quan-
tum number� = 0 in an independent particle
theory.

self-assembly Any physical or chemical
process that results in the spontaneous formation
(assembly) of regimented structures on a sur-
face. Inself-assembly, the thermodynamic evo-
lution of a system driving it towards its minimum
energy configuration, automatically results in
the formation of well-defined structures (usually
well-ordered in space) on a surface without out-
side intervention. The figure shows the atomic
force micrograph of a self-assembled pattern on
the surface of aluminum foil. This well-ordered
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pattern consists of a hexagonal
close-packed array of 50 nm pores surrounded
by alumina. It was produced by anodizing alu-
minum foil in oxalic acid with a DC current den-
sity of 40 mA/cm2. This pattern was formed by
a non-linear field-assisted oxidation process.

A raw atomic force micrograph of a self-assembled ar-

ray of pores in an alumina film produced by the an-

odization of aluminum in an acid.

self-charge A contribution to a particle’s
electric charge arising from the vacuum polar-
ization in the neighborhood of the bare charge.

self-coherence function The cross-
correlation function �(�r1 , �r2 ; t1 , t2 ) =
〈V ∗(�r1 , t1 )V (�r2 , t2 )〉 reduces to the self-
coherence function for �r1 = �r2. It contains
information about the temporal coherence of
V (�r, t), essentially a measure of how well we
can predict the value of the field at t1 if we
know its value at t2. Common choices for V
are the electric field amplitude and the intensity
of a light field.

self-consistent field See Hartree, Hartree–
Fock method.

self-energy The self-energy of a charged
particle (charge q) results from its interaction
with the field it produces. It is expressed
in terms of the divergent integral Eself =

(q2/4π2ε0) intkc0 dk = (q2kc/4π2ε0), where kc
is a cutoff wave number that is infinite in prin-
ciple.

self-focusing A beam of light with a nonuni-
form transverse intensity distribution may spon-
taneously focus at a point inside a medium with
an intensity-dependent index of refraction, n =
n0 + n2I . To achieve self-focusing, n2 must be
positive. The self-focusing increases the inten-
sity of the beam inside the material and can lead
to damage of the material, particularly if it is a
crystal.

self-induced transparency When a pulse of
a particular shape and duration interacts with
a non-linear optical material, it may form an
optical soliton, which would propagate in a
shape preserving fashion. For a gas of two-level
atoms, this can be accomplished by a 2π pulse
with a hyperbolic secant envelope.

self-similarity Flow whose state depends
upon local flow quantities such that the flow may
be non-dimensionalized across spatial or tem-
poral variations. Self-similar solutions occur in
flows such as boundary layers and jets.

Sellmeier’s equation An equation for
anomalous dispersion of light passing through a
medium and being absorbed at frequencies cor-
responding to the natural frequencies of vibra-
tion of particles in the medium. The equation is
given by

n2 = 1+ Akl2/(l2 − l2k )+ · · · + · · · .
Here n is the refractive index of the medium, l is
the wavelength of the light passing through the
medium where the kth particle vibrates at the
natural frequency corresponding to the wave-
length of lk , and Ak is constant.

semiclassical theory Type of theory that
deals with the interaction of atoms with light,
treating the electromagnetic field as a classical
variable (c-number) and the atom quantum me-
chanically.

semiconductor (1) A solid with a filled va-
lence band, an empty conduction band, and a
small energy gap between the two bands. Here,

© 2001 by CRC Press LLC 



small means approximately one electron volt (1
eV). In contrast, for a conductor, the conduction
band is partially populated with electrons, and
an insulator has a band gap significantly larger
than 1 eV.

(2) Materials are classified into four classes
according to their electrical conductivity. The
first are conductors, which have the largest con-
ductivity (e.g., gold, copper, etc., these are
mostly metals). In conductors, the conduction
band and valence bands overlap in energy. The
second are semi-metals (e.g., HgTe) which have
slightly less conductivity than metals (here the
conduction band and valence band do not over-
lap in energy, but the energy difference between
the bottom of the conduction band and top of the
valence band (the so-called “bandgap”) is zero
or close to it. The third are semiconductors,
which have less conductivity than semi-metals
and the bandgap is relatively large (examples are
silicon, germanium, and GaAs). The last are in-
sulators which conduct very little. They have
very large bandgaps. An example is NaCl.

The energy band diagram of metals, semi-metals,

semiconductors, and insulators.

semiconductor detectors Use the formation
of electron-hole pairs in semiconductors (ger-
manium or silicon) to detect ionizing particles.
The energy of formation of a pair is only about

3eV, which means that they can provide large
signals for very small deposit energy in the de-
tection medium. These devices were first used in
high-resolution energy measurements and mea-
surements of stopping power of nuclear frag-
ments. Now they are used for the precise mea-
surement of the position of charged particles.
Very thin wafers of semiconductors are used for
detection (200 − 300µ m thick). These detec-
tors are quite linear. Two silicon detectors posi-
tioned in series can measure the kinetic energy
and velocity of any low-energy particle and its
rest mass.

semileptonic processes Decays with
hadrons and leptons involved. Two types of
these processes exist. In the first type there
is no change in strangeness of hadrons, in the
second type there is change in strangeness of
hadrons.

In the first type, strangeness |�S| = 0
(strangeness preserving decay), Isospin �I =
1, and Z projection of isospin |�Iz| = 1. For
example, n → p + e− + ν̄e (Sn = 0; Iz,n =
−1/2 : Sp = 0; Iz,p = 1/2).

In the second type, the strangeness non-
conserving decay,

|�S| = 1; |�I3| = 1/2;�I = 1/2 or 3/2 .

For example,

K+ → π0 + µ+ + νµ
(
S+K = 1; I+z,K= −1/2

: Sπ0 = 0; I3, π0 = 0
)
.

semi-metal Elements in the Periodic Table
that can be classified as poor conductors, i.e., in-
between conductors and non-conductors. Ex-
amples are arsenic, antimony, bismuth, etc. See
semiconductor.

separation In viscous flows under certain
conditions, the flow in the boundary layer may
not have sufficient momentum to overcome a
large pressure gradient, particularly if the gra-
dient is adverse. The boundary layer approxi-
mation results in the momentum equation at the
wall taking the form

1

ρ

dp

dx
= ν ∂

∂y

(
∂u

∂y

)
.
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As dp/dx changes sign from negative to posi-
tive, the flow decelerates and eventually results
in a region of reverse flow. This causes a separa-
tion of the flow from the surface and the creation
of a separation bubble

Separated flow in a transition region.

separatrix In a tokamak with a divertor (and
in some other plasma configurations), the last
closed flux surface is formed not by inserting
an object (limiter) but by manipulating the mag-
netic field, so that some field lines are split off
into the divertor rather than simply traveling
around the central plasma. The boundary be-
tween the two types of field lines is called the
separatrix, and it defines the last closed flux sur-
face in these configurations.

sequential resonant tunneling In a struc-
ture with alternating ultrathin layers of materi-
als (called a superlattice), an electron can tunnel
from one layer to the next by emitting or ab-
sorbing a phonon, then tunnel to the next layer
by doing the same, and so on. The phonon en-
ergy must equal the energy difference between
the quantized electronic energy states in succes-
sive layers. This type of tunneling is called in-
coherent tunneling because the electron’s wave
function loses global coherence because of its
interaction with the phonon.

The current voltage characteristic of a struc-
ture that exhibits sequential resonant tunneling
has a non-monotonicity and hence exhibits neg-
ative differential resistance. This has been uti-
lized to make very high frequency oscillators
and rectifiers.

Serpukhov Institute for Nuclear Physics
Located 60 miles south of Moscow. It has a

The process of sequential resonant tunneling through

a superlattice under the influence of an electric field.

The conduction band profile of the superlattice is

shown along with the quantized sub-band states’ en-

ergy levels (in heavy dark lines).

76 GeV proton synchrotron that was the most
powerful accelerator in the world for several
years. The Serpukhov Institute collaborated on
the UNK project (accelerated protons up to 400
GeV within one booster synchrotron and then
injected in the next synchrotron with energies
up to 3 TeV — 3 TeV ring with superconduc-
tors magnets. Magnets have been developed in
collaboration with Saclay Paris.

Sezawa wave A type of surface acoustic
wave with a specific dispersion relation (fre-
quency vs. wave vector relation).

shadow matter Unseen matter in the uni-
verse (see supersymmetric theories). This mat-
ter is visible only through gravitational interac-
tion in the modern theory of superstrings.

shadow scattering Quantum scattering that
results from the interference of the incident wave
and scattered waves.

shallow water theory See surface gravity
waves.

shape vibrations of nuclei Vibrational mod-
el of nuclei which describes shape vibrations of
nuclei. This type of vibration considers oscilla-
tions in the shape of the nucleus without chang-
ing its density. It is similar to vibrations of a sus-
pended drop of water that was gently disturbed.
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Departures from spherical form are described by
shape parameters αλµ(t).

The shape parameters are defined in the fol-
lowing way:

R(θ, ϕ, t)R0 ·

1 +

∑
λ,µ

αλ,µ(t) · Yλµ(θ, ϕ)

 ,

whereR(θ, ϕ, t) is the distance between the sur-
face of the nucleus and its center at the angles
(θ, ϕ) at the time t , and R0 is the equilibrium
radius.

Because of properties of spherical harmon-
ics (Y ∗λµ(θ, ϕ) = (−1)µ · Yλ,−µ(θ, ϕ)), and in
order to keep the distance R(θ, ϕ, t) real, the
requirement for shape parameters αλµ(t) is

αλµ(t) = (−1)µ · αλ,−µ(t) .
For eachλvalue there are 2λ+1 values ofµ(µ =
−λ,−λ+ 1, . . . , λ).

For λ = 1, vibrations are called monopole
and dipole oscillations (the size of the nucleus
is changed, but the shape is not changed for the
monopole oscillations, and for the dipole oscil-
lations the nucleus as a whole is moved), λ = 2
describes quadrupole oscillations of the nucleus
(the nucleus changes its shape from spherical
→ prolate → spherical → oblate → spherical.
The value λ = 3 describes more complex shape
vibrations which are named as octupole vibra-
tions.

Shapiro steps When a DC voltage is applied
across a Josephson junction (which is a thin in-
sulator sandwiched between two superconduc-
tors), the resulting DC current will be essentially
zero (except for a small leakage current caused
by few normal carriers). But when a small AC
voltage is superimposed on the DC voltage, the
DC component of the current becomes large if
the frequency of the AC signal ω satisfies the
condition

ω = 2e

nh̄
V0

whereV0 is the amplitude of the DC voltage and
n is an integer.

The values of the DC voltage V0 that satisfy
the above equation are called Shapiro steps after
S. Shapiro who first predicted this effect.

shear A dimensionless quantity measured by
the ratio of the transverse displacement to the
thickness over which it occurs. A shear defor-
mation is one that displaces successive layers of
a material transversely with respect to one an-
other, like a crooked stack of cards.

sheared fields As used in plasma physics,
this refers to magnetic fields having a rotational
transform (or, alternatively, a safety factor) that
changes with radius. For example, in the stel-
larator concept, sheared fields consist of mag-
netic field lines that increase in pitch with dis-
tance from the magnetic axis.

shear rate Rate of fluid deformation given by
the velocity gradient du/dy. Also called strain
rate and deformation rate.

shear strain rate The rate at which a fluid
element is deformed in addition to rotation and
translation. The shear strain rate tensor is given
by

eij ≡ 
1

2

(
∂ui

∂xj
+ ∂uj
∂xi

)
.

The tensor is symmetric.

shear stress See stress and stress tensor.

sheath See Debye sheath.

shell model A model of the atomic nucleus in
which the nucleons fill a preassigned set of sin-
gle particle energy levels which exhibit a shell
structure, i.e., gaps between groups of energy
levels. Shells are characterized by quantum
numbers and result from the Pauli principle.

shell model (structures) A model based on
the analogous orbital electron structure of atoms
for heavier nuclei. Each nucleus is an average
field of interactions of that nucleon to other nu-
clei. This average field predicts formation of
shells in which several nuclei can reside. Ba-
sically, nucleons move in some average nuclear
potential. The coulomb potential is binding for
atom, the exact form of nuclear potential is un-
known, but the central form satisfies initial con-
sideration.

Experimental evidence shows the following:
Atomic shell structure explains chemical peri-
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odicity of elements. After 1932, experimen-
tal data revealed that there is a series of magic
numbers for protons and neutrons that gives sta-
bility to nuclei with such numbersZ andN .
Z = 2,8,20,28, (40)50,82, and 126 are sta-
ble. These numbers are called magic numbers
of nuclei.

The spectrum of energies of nuclei forms
shells with big energy gaps between them. The
shell model can be calculated on a spherical
or deformed basis, but mathematical convince
makes viable spherical approach. In a spherical
model, each particle (nucleon) has an intrinsic
spins and occupies a state with a finite angular
momentl. For many nucleon systems, nucleons
are bonded in states with total angular momentJ
and total isospinI . There are two ways to com-
pute angular moment coupling. One method is
LS coupling and the other isj–j coupling.

In anLS scheme, first the total orbital mo-
mentum for all nucleons (totalL) is calculated,
followed by the isospin for all nucleons(S). Fi-
nally, the total momentum(J) is computed as a
vector sum ofL andS:

J = L + S .

Alternately thej–j model computes orbital and
intrinsic moments coupled for each nucleon and
later sums over all total nucleon moments. In a
deformed base the above procedure can be fol-
lowed:

First, nucleons are divided in two groups:
core and valence nucleons. The single particle
states are separated into three categories: core
states, active states, and empty states.

The low lying states make an inert core. The
Hamiltonian can be separated into two parts: the
constant energy term made from single particle
energies and the interaction between them and
the binding energy of active nucleons in the core.
This second part is made from the kinetic energy
of nucleons and their average interaction energy
with other nucleons, including nucleons in the
inert core.

Magic numbers are configurations that corre-
spond to stable configurations of nuclei. These
numbers are:

N = 2,8,20,28,50,82,126

Z = 2,8,20,28,80,82

Nuclei that have both magic numbers are called
double magic, e.g.,4He2, 16O8, and208Pb82.

shell models A simple view of atoms in
the solid state represents them by neutral point
masses interacting via springs. Cochran pro-
posed atoms in a solid be considered to con-
sist of a rigid ion core of finite extension (core
shell, cs) surrounded by a shell of valence elec-
trons (valence shell, vs) that can move relative
to the core. Interactions between the atoms are
therefore represented by three shell–shell inter-
actions: cs–cs, cs–vs, and vs–vs.

Shockley–Read–Hall recombination Elec-
trons and holes in a semiconductor recom-
bine, thereby annihilating each other. They
do so radiatively (emitting a photon) or non-
radiatively (typically emitting one or more
phonons).Shockley–Read–Hall is a mechanism
for non-radiative recombination. The recombi-
nation rate (which is the temporal rate of change
of electron or hole concentration) is given by

R = np − n2
i

τp (n+ ni)+ τn (p + ni)
wheren andp are the electron and hole concen-
trations respectively, andni is the intrinsic car-
rier concentration in the semiconductor which
depends on the semiconductor and the temper-
ature. The quantitiesτp and τn are the life-
times of holes and electrons respectively. They
depend on the density of recombination cen-
ters (traps facilitate recombination), their cap-
ture rates, and the temperature.

shock tube (1) Device used to study unsteady
shock and expansion wave motion. A cavity is
separated with a diaphragm into a high pres-
sure section and a low pressure section. Upon
rupture, a shock wave forms and moves from
the high pressure region to the low pressure re-
gion, and an expansion wave moves from the
low pressure region to the high pressure region.
The interface between the two gases moves in
the same direction as the shock wave albeit with
a lower velocity. A space-time (phase-space)
diagram is used to examine the motion of the
various structures.

(2) A gas-filled tube used in plasma physics to
quickly ionize a gas. A capacitor bank charged
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Shock tube with phase-space diagram.

to a high voltage is discharged into the gas at one
tube end to ionize and heat the gas, producing
a shock wave that may be studied as it travels
down the tube.

shock wave (1) A buildup of infinitesimal
waves in a gas can create a wave with a finite
amplitude, that is, a wave where the changes in
thermodynamic quantities are no longer small
and are, in fact, possibly very large. Analo-
gous to a hydraulic jump, this jump is called a
shock wave. Shocks are generally assumed to
be spatial discontinuities in the fluid properties.
This makes it simpler from a mathematical per-
spective, but physically, shocks have a definite
physical structure where thermodynamic vari-
ables change their values over some spatial di-
mension. This distance, however, is extremely
small. In general, shocks are curved. However,
there will be many cases where theshock waves
in a flow are either entirely straight (such as in
a shock tube) or can be assumed straight in cer-
tain sections (such as ahead of a blunt body). In
these cases, the shock is normal if the incoming
flow is at a right angle to the shock and oblique
for all other cases. The figure idealizes ashock
wave as a discontinuity. The variations from the
upstream side of the shock to the downstream
side are often called the jump conditions.

(2) A wave produced in any medium (plasma,
gas, liquid, or solid) as a result of a sudden vio-
lent disturbance. To produce a shock wave in a
given region, the disturbance must take place in
a shorter time than the time required for sound
waves to traverse the region. The physics of
shocks is a fundamental topic in modern sci-
ence; two important cases are astrophysics (su-

Shock wave.

pernovae) and hydrodynamics (supersonic
flight).

short range order Refers to the probability
of occurrence of some orderly arrangements in
certain types of atoms as neighbors and is given
by the following:

s = (b − brandom)/(bmaximum− brandom)

whereb is the fraction of bonds between closest
neighbors of unlike atoms,brandomis the value of
bwhen the arrangement is random andbmaximum
is the maximum value thatb may assume.

shot noise A laser beam of constant mean in-
tensity incident on a detector creates a photocur-
rent, whose mean is proportional to the beam’s
intensity. There are fluctuations in the photocur-
rent as there are quantum fluctuations in the laser
beam. For a laser well above threshold produc-
ing a coherent state, these beam intensity fluctu-
ations are Poissonian. The resulting photocur-
rent noise is referred to asshot noise. Light
fields that are squeezed exhibit sub-shot noise
for one quadrature, typically over some range
of frequencies.

Shubnikov–DeHaas effect The electrical
conductance of a material placed in a mag-
netic field oscillates periodically as a function
of the inverse magnetic flux density. This
is the Shubnikov–DeHaas effect, and the cor-
responding oscillations are called Shubnikov–
DeHaas oscillations. The period of the oscil-
lation�(1/B) is related to an extremal cross-
sectional area of the Fermi surface in a plane
normal to the magnetic fieldA according to

�

(
1

B

)
= 2π2e

h

1

A
.
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If a magnetic field is applied perpendicular to
a two-dimensional electron gas, then remember-
ing that the Fermi surface area is 2π2/ns where
ns is the two-dimensional carrier density, one
obtains:

�

(
1

B

)
= 2π2e

h

1

ns
.

Thus, Shubnikov–DeHaas oscillations are
routinely used to measure carrier concentrations
in two-dimensional electron and hole gases.
In systems that contain two parallel layers of
two-dimensional electron gases, the oscillations
will show a beating effect if the concentrations in
the two layers are somewhat different. The beat-
ing frequency depends on the difference of the
carrier concentrations. Beating may also occur
if the spin degeneracy is lifted by the magnetic
field or some other effect.

� baryon There are three sigma (triplet)
baryons (�+ plus sigma baryon (uus), �− mi-
nus sigma baryon (dds), and �0 neutral (uds),
according SU(3) (flavor) symmetry). Wave
functions are:

|�+ >= 1√
3
· {|suu > +|usu > +|uus >} ,

|�− >= 1√
3
· {|dds > +|dsd > +|sdd >} ,

|�0 >= 1√
6
· {|dus > +|uds > +|dsu >

+ |usd > +||sdu > +|sud >} .

signal-to-noise ratio The ratio of the useful
signal amplitude to the noise amplitude in elec-
trical circuits, the noise is not used anywhere in
the circuit.

silsbee effect The process of destroying or
quenching the superconductivity of a current
carried by a wire or a film at a critical value.

similarity See dynamic similarity and self-
similarity.

similarity transformation The relationship
between two matrices such that one matrix be-
comes the transform of the second.

simplex A system of communication that op-
erates uni-directional at one time.

sine operator There is no phase operator in
quantum mechanics. In a complex represen-
tation, the classical fieldE = E0e

iθ is quan-
tized such thatE0 andeiθ are separate operators.
The imaginary part of the operatoreiθ is sin(θ).
There is no operator forθ itself.

single electronics A recently popular field of
electronics where the granularity of charge (i.e.,
electric charge comes in quanta of the single
electron’s charge of 1.61×10−19 Coulombs) is
exploited to make functional signal processing,
memory, or logic devices.

Single electronic devices operate on the basis
of a phenomena known as a Coulomb blockade
which is a consequence of, among other things,
the granularity of charge. When a single elec-
tron is added to a nanostructure, the change in
the electrostatic energy is

�E = (Q− e)2
2C

− Q
2

2C
= −Q− e/2

C

wheree is the magnitude of the charge of the
electron (1.61×10−19 Coulombs),C is the ca-
pacitance of the nanostructure, andQ is the ini-
tial charge on the nanostructure. Since this event
is permitted only if the change in energy�E is
negative (the system lowers its energy),Qmust
be positive. Furthermore, sinceQ = e|V | (V is
the potential applied over the capacitor), it fol-
lows that tunneling is not permitted (or current
cannot flow) if

−e/2C ≤ V ≤ e/2C .
The existence of this range of voltage at which
current is blocked by Coulomb repulsion is
known as the Coulomb blockade.

The Coulomb blockade can be manifested
only if the thermal energykT is much less the
electrostatic potential barriere2/2C. Otherwise,
electrons can be thermally emitted over the bar-
rier and the blockade may be removed. In nanos-
tructures,C may be 10−18 farads and hence the
electrostatic potential barrier is∼ 100 meV,
which is four times the room-temperature ther-
mal energykT . Thus, the Coulomb blockade
can be appreciable and discernible at reasonable
temperatures.

The phenomenon of the Coulomb blockade
is often encountered in electron tunneling across
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a nanojunction (a junction of two materials with
nanometer scale dimensions) with small capac-
itance. The tunnel resistance must exceed the
quantum of resistance h/e2 so that single elec-
tron tunneling events may be viewed as discrete
events in time.

single electron transistor Consists of a small
nanostructure (called a quantum dot, which is
a solid island of nanometer scale dimension)
interposed between two contacts called source
and drain. When the charge on the quantum
dot is nq (n is an integer and q is the electron
charge), current cannot flow through the quan-
tum dot because of a Coulomb blockade. How-
ever, if the charge is changed to (n+ 0 .5)q by a
third terminal attached to the quantum dot, then
the Coulomb blockade is removed and current
can flow. Since the current between two termi-
nals (source and drain) is being controlled by
a third terminal (called gate in common device
parlance), transistor action is realized. If it is
bothersome to understand why the charge on
the quantum dot can ever be a fraction of the
single electron charge, one should realize that
this charge is transferred charge corresponding
to a shift of the electrons from their equilibrium
positions. This shift need not be quantized.

Schematic of a single electron transistor.

single electron turnstile A single electron
device consisting of two double nanojunctions

connected by a common nanometer sized island.
The island is driven by a gate voltage. When an
AC potential of appropriate amplitude is applied
to this circuit, a DC current results which obeys
the relation

I = ef

where e is the single electron charge and f is
the frequency of the applied AC signal. This
device, and others like it, have been proposed
to develop a current standard with metrological
accuracy.

single-mode field A single-mode field is an
electromagnetic field with excitation of only one
transverse and one longitudinal mode.

singlet An energy level with no other nearby
levels. Nearby is a relative term, and the op-
erational definition is that the energy difference
between the singlet and other nearby states is
comparable to the excitation energy. See also
doublet; triplet states.

singlet state An electronic state of a molecule
in which all spins are paired.

singlet-triplet splitting The process of sep-
aration of the singlet state and triplet state in the
electronic configuration of atom or molecule.

Sisyphus cooling A method of laser cooling
of atoms. It utilizes position-dependent light
shifts caused by polarization gradients of the
cooling field. It takes its name from the Greek
myth, as atoms climb potential hills, tend to
spontaneously emit and lose energy, and then
climb the hills again.

six-j symbols A set of coefficients affect-
ing the transformation between different ways
of coupling eigenfunctions of three angular mo-
menta. Six-j symbols are closely related to the
Racah coefficients but exhibit greater symmetry.

skin depth The depth at which the current
density drops by 1 Neper smaller than the sur-
face value, due to the interaction with electro-
magnetic waves at the surface of the conductor.

© 2001 by CRC Press LLC 



skin friction Shear stress at the wall which
may be expressed as

τw = µ∂u
∂y
|y=0

where the velocity gradient is taken at the wall.

skin friction coefficient Dimensionless rep-
resentation of the skin friction

Cf = τw
1
2ρU

2∞
.

For a Blasius boundary layer solution (laminar
flat plate), the skin friction is

Cf = 0.664√
Rex

.

For a turbulent flate plate boundary layer,

cf = 
0.0576

Re−1/5
x

.

Also referred to as the wall shear stress coeffi-
cient.

Slater determinant A wave function for n
fermions in the form of a single n × n deter-
minant, the elements of which are n-different
one-particle wave functions (also called orbitals)
depending successively on the coordinates of
each of the particles in the system. The ma-
trix form incorporates the exchange symmetry
of fermions automatically.

Slater–Koster interaction potential Using
a Green’s function model, one can express the
binding energy of an electron to an impurity
(e.g., N in GaP). In this case, one needs to ex-
press the impurity potential V. If one chooses to
express V as a delta function in space via the ma-
trix elements of Wannier functions, the potential
is called the Slater–Koster interaction potential.

slip A deformation in a crystal lattice where-
by one crystallographic plane slides over an-
other, causing a break in the periodic arrange-
ment of atoms (see the figure accompanying the
definition of screw dislocation).

slowly varying envelope approximation
For a time-varying electromagnetic field that is

not purely monochromatic but has a well defined
carrier frequency, we may writeE(x, t) = A(x,
t) cos(kx − ωt + φ), where ω is the carrier fre-
quency andk is the center wave number. A(x, t)
is referred to as the envelope function, and in the
slowly varying envelope approximation, we as-
sume that the envelope does not change much
over one optical period, dA(x, t)/ dt � ωA(x,

t). A similar approximation can be made in the
spatial domain, dA(x, t)/ dx � kA(x, t)

slow neutron capture This capture reaction
captures thermal neutrons (with few eV energy).
This kind of reaction is responsible for most mat-
ter in our world (see supernova). An example of
this reaction is16O(n, γ )17O. At higher tem-
peratures, capture of protons and alpha particles
is possible.

Elements beyond A∼ 80 up to uranium are
mostly produced by slow and rapid neutron cap-
ture. Knowledge of these kinds of reactions is
very important for synthesis of new elements.
The capture of neutrons in uranium can raise
the energy of nuclei to start the fission process.

sluice gate Gate in open channel flow in
which the fluid flows beneath the gate rather than
over it. Used to control the flow rate.

small signal gain For a laser with weak exci-
tation, the output power is linearly proportional
to the pump rate. The ratio of output power to
input power in that operating regime is referred
to as small signal gain.

S-matrix The matrix that maps the wave
function at a long time in the past to the wave
function in the distant future. Also referred to
as the scattering, or S-operator, it is defined as
|ψ(t = ∞)〉 = Ŝ|ψ(t = −∞)〉. It is typically
calculated in a power expansion in a coupling
constant, such as the fine structure constant for
quantum electrodynamics.

S-matrix theory A theory of collision phe-
nomena as well as of elementary particles based
on symmetries and properties of the scattering
matrix such as unitarity and analyticity.

Snell’s law When light in one medium en-
counters an interface with another medium, the
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light ray in the other medium traveling in a dif-
ferent direction can be determined from Snell’s
Law, ni sinθi = n0 sinθ0. Here, the angles are
measured with respect to the normal to the in-
terface, ni is the index of refraction of the initial
medium, and n0 is the index of refraction of the
medium on the other side of the interface. For a
given initial angle, there may be no possible ray
that enters the other medium. This condition is
known as total internal reflection, and it occurs
when ni/n0 < tan·θ .

SO(10) symmetry (E6) A symmetry present
in grand unified theory (gravity not included).

SO(3) group A group of symmetry of spatial
rotations. This group is represent by a set of
3×3 real orthogonal matrices with a determinant
equal to one.

SO(32) Group symmetry (32 internal dimen-
sional generalization of space-time symmetry).
In chiral theory SO(32) describes Yang-Mills
forces.
These forces can be described withE6XE8 sym-
metry groups product two continuous groups
discovered by French mathematician Elie Car-
tan.

sodium chloride structure See rock salt struc-
ture.

soft X-ray X-rays of longer wavelengths, the
term “soft” being used to denote the relatively
low penetrating power.

solar (stellar) energy In the sun, 41012 g/s
mass is converted in energy. There are two main
type of reactions inside the sun. First is the car-
bon cycle (proposed by Bethe in 1938):

p + 12C → 13N

13N → 13C + e+ + ν
p + 13C → 14N + γ
p + 14N → 15O + γ

15O → 15N + e+ + ν
p + 15N → 12C + α + γ .

In this process, carbon is a catalyst (number
of C stays the same).

The total balance of this process is

4p→ α + 2e+ + 2ν + 26.7MeV .

The second type of reaction is the proton–
proton cycle:

p + p→ d + e+ + ν
p + d → 3He + γ

3He + 3He→ α + 2p .

The effect of this process is the same as in the
carbon cycle.

4p→ α + 2e+ + 2ν + 26.7MeV .

The prevailing reaction depends on the plasma
temperature. The proton–proton cycle domi-
nates below 1.8 107 K. The proton–proton cycle
produces 96% of the energy in the center of the
Sun (temperatureT = 1.5107 K). Each proton
in the reaction contributes 6.7 MeV, which is
eight times greater than the contribution of one
nucleus in235U fission.

solar cell A solar cell is a semiconductorp–n
junction diode. When a photon with energyhν
larger than the bandgap of the semiconductor
is absorbed from the sun’s rays, an electron–
hole pair is created. The electron–hole pairs
created in the depletion region of the diode travel
in opposite directions due to the electric field
that exists in the depletion region. This traveling
electron–hole pair contributes to current. Thus,
thesolar cell converts solar energy to electrical
energy.

Solar cells are among the best and clean-
est (environmentally friendly) energy convert-
ers. They are also inexpensive. The cheap-
est cells made out of amorphous silicon exhibit
about 4% conversion efficiency.

solar corona Thesolar corona is a very hot,
relatively low density plasma forming the outer
layer of the sun’s atmosphere. Coronal temper-
atures are typically about one million K, and
have densities of approximately 108–1010 par-
ticles per cubic centimeter. The corona is much
hotter than the underlying chromosphere and
photosphere layers. The mechanism for coronal
heating is still poorly understood but appears to
be magnetic reconnection. Plasma blowing out
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from the corona forms the solar wind. See also
corona.

solar filament A solar surface structure vis-
ible in Hα light as a dark (absorption) filamen-
tary feature. The same structures are referred to
as solar prominences when viewed side-on and
seen extending off the limb.

solar flare A rapid brightening in localized
regions on the sun’s photosphere that is usu-
ally observed in the ultraviolet and X-ray ranges
of the spectrum and is often accompanied by
gamma ray and radio bursts.Solar flares can
form in a few minutes and last from tens of min-
utes to several hours in long-duration events.
Flares also produce fast particles in the solar
wind, which arrive at the earth over the days
following the flare. The energy dumped into
the earth’s magnetosphere and ionosphere from
flares is a major cause of space weather.

solar neutrinos (physics) Neutrinos pro-
duced in nuclear reactions in the sun are detected
on the earth through neutrino capture reactions.
An example of that reaction is the capture of a
neutrino by chloral nuclei:

ν + 37Cl→ 37Ar + e− Q = −0.814MeV .

ThisAr isotope is unstable and beta decays into
37Cl with a half-life of 35 days. We observe half
as many neutrinos from the sun as are predicted
from a nuclear fusion mechanism. There are
several possibilities: the nuclear reaction rates
may be wrong; the temperature of the center
of the sun predicted by the standard solar model
may be too high; something may happen to neu-
trinos on the way from the center of the sun to
the detectors; or electron–muon neutrino oscil-
lations may occur if the neutrino has a rest mass
different than zero.

The kamiokande II detector shows that neu-
trinos cannot decay during flight from the sun.

solar prominence A large structure visible
off the solar limb, extending into the chromo-
sphere or the corona, with a typical density much
higher (and temperatures much colder) than the
ambient corona. When seen against the solar
disk, these prominences manifest as dark ab-
sorption features referred to as solar filaments.

solar wind A predominantly hydrogen
plasma with embedded magnetic fields which
blows out of the solar corona above escape ve-
locity and fills the heliosphere. Thesolar wind
velocities are approximately 100–1000 km/s.
Thesolar wind’s density is typically around 10
particles per cubic centimeter, and its tempera-
ture is about 100,000 K as it crosses the earth’s
orbit. Thesolar wind causes comet tails to point
mainly away from the sun. Storms in thesolar
wind are caused by solar flares.

sol-gel process A chemical process for syn-
thesizing a material with definite chemical com-
position. The constituent elements of the mate-
rial are first mixed in a solution and then a gelling
compound is added. Residues are evaporated to
leave behind the desired material.

solid solubility The dissolution of one solid
into another is the process of solid dissolution.
Solid solubility refers to the solubility (the pos-
sibility of dissolving) of one solid into another.
Diffusion of impurities into a semiconductor
(employed as the most common method of dop-
ing ann- or p-type semiconductor) is a process
of solid dissolution.Solid solubility is limited
by thesolid solubility limit, which is the max-
imum concentration in which one solid can be
dissolved in another.

soliton (1) Stable, shape-preserving, and lo-
calized solutions of non-linear classical field
equations, where the non-linearity opposes the
natural tendency of the solution to disperse.
Solitons were first discovered in water waves,
and there are several hydrodynamic examples,
including tidal waves. Solitons also occur in
plasmas. One example is the ion-acousticsoli-
ton, which is like a plasma sound wave; an-
other is the Langmuir soliton, describing a type
of large amplitude (non-linear) electron oscil-
lation. Solitons are of interest for optical fiber
communications, where the use of optical enve-
lopesolitons as information carriers in fiber op-
tic networks has been proposed, since the natural
non-linearity of the optical fiber may balance the
dispersion and enable the soliton to maintain its
shape over large distances.

(2) A wave packet that maintains its shape as
it propagates. Typically, a wave packet spreads
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as its various frequency components have differ-
ent velocities v= c/n(λ) due to dispersion in a
medium. A compensating mechanism, such as
an index of refraction that also depends on the
intensity of a particular frequency component,
allows one to tailor a pulse shape that will not
spread during propagation.

(3) A quantum of a solitary wave. Such
a wave propagates without any change in the
shape of the pulse. In contrast, the pulse shape
of an ordinary wave distorts as the wave propa-
gates in a dispersive medium because different
frequency components have different velocities.
Typically, a dispersive medium has the effect of
a low-pass filter which tends to smooth out the
shape of a pulse and makes it spread out in time.
However, if the medium has a non-linearity that
generates higher harmonics, the lost high fre-
quency components are compensated for by the
harmonics. If the two effects exactly cancel each
other, then a soliton can form which travels with-
out any distortion of pulse shapes.

Certain non-linear differential equations
have soliton solutions. In other words, waves
whose evolutions in time and space are governed
by such an equation can produce solitons. Ex-
amples of non-linear differential equations that
have soliton solutions are the sine Gordon equa-
tion and the Korteweg–DeVries equation.

Sommerfeld doublet formula Equation to
account for the frequency splitting of doublets:
α2R (Z − σ)4 /n3(� + 1), with the quantities
α, R, Z, σ , n, and � indicating, respectively, the
fine structure constant, the Rydberg constant,
the atomic number, a screening constant, the
principal quantum number, and the orbital an-
gular momentum quantum number.

Sommerfeld number The probability for
an α particle to tunnel from a nuclei through
a Coulomb barrier at low energies is given by
transmission coefficient (α decay).

T = e−2πη = exp

{
−2π

zZαc

ν

}
.

The parameter η is called the Sommerfeld num-
ber.

sonic boom Sound wave created by the con-
fluence of waves across a shock.

sound speed The speed of sound in a general
fluid medium is given by the fluid’s bulk mod-
ulus E (inverse compressibility) and the fluid
density

a =
√
E

ρ
.

In a perfect gas, this reduces to

a = √γRT
using the isentropic relation

p

ργ
= constant

and the ideal equation of state

p = ρRT
whereγ , R, andT are the ratio of specific heats,
specific gas constant, and temperature of the gas
respectively. See sound wave.

sound wave Infinitesimal elastic pressure
wave whose propagation speed moves at the
speed of sound. In a compressible fluid, the
square of the speed of sound is given by the rate
of change of pressure with respect to density

a2 = dp

dρ
.

A sound wave can be either compressive or ex-
pansive. Also referred to as an acoustic wave.
See sound speed.

space charge In a plasma, a net charge which
is distributed through some volume. Most
plasma are electrically neutral or at least quasi-
neutral, because any charge usually creates elec-
tric fields which rapidly move surplus charge out
of the plasma. However, in some applications,
one wishes to apply external electric fields to the
plasma, and a netspace charge can be produced
as a result. The resultingspace charge must of-
ten be accounted for in the physics of these sorts
of devices.

space charge layers Layer of electrical
charges that distribute in an electronic device
or over a material.

space group A group of symmetry elements
developed by a set of operations, e.g., reflection
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and rotation, and also glide planes and screw
axes, that can turn a periodic structure on itself
such that the points in the structure would coin-
cide on themselves.

space potential Also known as the plasma
potential, this refers to the electric potential
within a plasma in the absence of any probes.
The space potential is typically more or less
uniform outside of plasma sheath regions. The
space potential differs from the floating poten-
tial, which is the potential measured at a probe
placed inside the plasma. This is because the
faster electron speeds in a plasma cause a net
electron current to deposit onto a floating probe
until the floating probe becomes sufficiently
negatively charged to repel electrons and attract
ions. The result is that the floating potential is
less than the actual space potential.

space quantization The quantization of the
component of an angular momentum vector of
a system in some specified direction.

space reflection symmetry See parity.

space weather The state of the geoplasma
space (the ionosphere and the magnetosphere
plasmas) surrounding the earth’s neutral atmo-
sphere. Space weather conditions are deter-
mined by the solar wind and can show distur-
bances (e.g., geomagnetic substorms and
storms). Under disturbedspace weather con-
ditions, satellite-based and ground-based elec-
tronic systems such as communications net-
works and electric power grids can be disrupted.

spatial coherence The degree ofspatial co-
herence for a light field is determined by the
ability to predict the amplitude and phase of the
electric field at a point�r1 if one knows the elec-
tric field at �r2. The appearance of interference
fringes behind a double slit apparatus illumi-
nated by a field is one manifestation ofspatial
coherence.

spatial frequency Also known as the wave
number, it is 2π/λ, whereλ is the wavelength.

spatial translation We assume that space
is homogeneous. Then closed physical systems

must have translational invariance. Translations
of space coordinates form a continuous Abelian
group. A direct consequence of this invariance
is the momentum conservation.

specific gas constant (R) Equal to the uni-
versal gas constantR divided by the molecular
weight of the fluid.

R = R
MW

whereR = 8.314 J/mol/K.

specific gravity Dimensionless ratio of a flu-
id’s density to a reference density. For liquids,
water at STP is used, such that

specific gravity = ρliquid

ρwater
.

For gases, air at STP is typically used,

specific gravity = ρgas

ρair
.

specific volume The volume occupied by a
unit mass of fluid; inverse of density.

v = 1

ρ
.

specific weight Weight of a fluid per unit
volume:

specific weight = gρ .

speckle When coherent (usually laser) light
is scattered from a rough surface, a random in-
tensity pattern is created due to constructive and
destructive interference. This tends to make the
surface look granular.

spectral cross density The Fourier transform
of the mutual coherence function,W(�r1, �r2, ω)
≡ ∫∞

−∞ �(�r1, �r2, τ ) exp(−iωτ), where �(�r1,
�r2, τ ) is the mutual coherence function.

spectral degree of coherence Defined
in terms of the cross-spectral density func-
tion, W(�r1, �r2, ω). The spectral degree
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of coherence is given by µ(�r1, �r2, ω) ≡
W(�r1,�r2,ω)

[W(�r1,�r1,ω)]1/2[W(�r2,�r2,ω)]1/2 .

spectral density The spectral cross density
W(�r1, �r2, ω) with �r1 = �r2, i.e., S(�r, ω) ≡W(�r,
�r, ω). It is also referred to as the power spectrum
of the light field.

spectral response of a solar cell The number
of carriers (electrons and
holes) collected in a solar cell per unit incident
photon of a given wavelength.

spectroscopy The use of frequency dispers-
ing elements to measure the spectrum of some
physical quantity of interest, typically the inten-
sity spectrum of a light source.

spectrum A display of the intensity of light,
field strength, photon number, or other observ-
able as a function of frequency, wavelength, or
mass. Mathematically, it is the allowed eigen-
valuesλ in the equationOψ = λψ , whereO is
some linear operator andψ is an eigenstate or
eigenvector.

speed of sound See sound speed.

spherical Bessel functionsjl(x) Solutions
of the radial Schrödinger equation in spherical
coordinates. These functions are related to or-
dinary Bessel functionsJn(x)

jl(x) =
√
π

2x
· J
l+ 1

2
(x) .

spherical harmonics Eigenstates of the
Schrödinger equation for the angular momen-
tum operatorL2 and itsz projectionLz in a
central square potential:

L2 · Yl,m(θ, ϕ) = η2 · l · (l + 1) · Yl,m(θ, ϕ),
Lz · Yl,m(ϑ, ϕ) = η ·m · Yl,m(ϑ, ϕ) ,

where

Yl,m(ϑ, ϕ) =
√
(2l + 1) · (l −m)

4π(l +m)!
Pl,m(cosθ) · eimϕ .

Pl,m(cosϕ) are well known Legendre polyno-
mials.

spherical tokamak A magnetic confinement
plasma device based on the tokamak design in
which the center of the torus is narrowed down
as much as possible, thereby bringing the minor
radius as close as possible to the major radius.
Also known as low aspect ratio tokamaks,spher-
ical tokamaks appear to have favorable magne-
tohydrodynamic stability properties relative to
conventional tokamaks and are an active area of
current research.

spherical wave A wave whose equal phase
surfaces are spherical. Typically written in the
formE = E0e

iωt /r.

spheromak A compact toroidal magnetic
confinement plasma with comparable toroidal
and poloidal magnetic field strengths. The
spheromak’s plasma is roughly spherical and is
usually surrounded by a close-fitting conduct-
ing shell or cage. Unlike the tokamak, stel-
larator, and spherical tokamak configurations, in
the spheromak there are no toroidal field coils
linking the plasma through the central plasma
axis. Both the poloidal and toroidal magnetic
fields are mainly generated by internal plasma
currents, with some external force supplied by
poloidal field coils outside the separatrix. The
resulting configuration is approximately a force-
free magnetic field.

spillway Flow rate measurement device sim-
ilar to a weir with a gradual downstream slope.

spin Intrinsic angular momentum of an ele-
mentary particle or nucleus, which is indepen-
dent of the motion of the center of mass of the
particle.

spin–flip scattering Scattering of a particle
with intrinsic spin in which the direction of the
spin is reversed due to spin-dependent forces.

spin matrix In quantum mechanics, the phe-
nomenology of electron spin is described in
terms of a spin vector

�σ = σxx̂ + σyŷ + σzẑ
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where the x-, y-, and z-components of the spin
vector are 2×2 matrices given by

σx =
(

0 1
1 0

)

σy =
(

0 −i
i 0

)

σz =
(

1 0
0 −1

)
.

The matricesσx , σy , andσz are called (Pauli)
spin matrices.

spinor A spinor of rank n is an object with
2n components which transform as products of
components of n spinors of rank one. The lat-
ter are vectors with two complex components
which, upon three-dimensional coordinate rota-
tion, transform under unitary, unimodular trans-
formations. Spinors are suited to represent the
spin state of a particle with half-integer spin.

spin–orbit coupling The interaction be-
tween spin and orbital angular momentum of a
particle which moves in a confining potential. It
is expressed by a term in the Hamiltonian which
is proportional to the product ̂S · L̂ of the corre-
sponding operators.

spin–orbit interaction Critical force to ob-
tain magical numbers in the mean field method.
See shell model.

spin–orbit multiplet A group of states of
an atomic or nuclear system with energies that
differ only because of the directional depen-
dence of the spin–orbit coupling term in the
Hamiltonian. All members of the multiplet have
the same total spin angular momentum quantum
numberS and total orbital angular momentum
quantum numberL, but their total angular mo-
mentum quantum numberJ differs. The vector
operatorĴ is the vector sum of̂L and Ŝ with
only discrete values due to spatial quantization.

spin polarized beams and targets Refers to
preferential orientation along some chosen di-
rection in space of the intrinsic spins of the beam
or target particles (now up to 90% of particles
in beams or target can be polarized).

spin quantum number The largest value of
a system’s spin observed in a particular quantum
state (in units of̄h). It is either an integer or a
half-integer.

spin space The two-dimensional complex
vector space representing the various spin states
of a particle with spin 1/2. The unitary uni-
modular transformations inspin space form a
two-dimensional double-valued representation
of the three-dimensional rotation group.

spin–spin interaction An energy term pro-
portional toŜ1 · Ŝ2, i.e., the dot product of the
spin angular momentum operators of two parti-
cles.

spin state Quantum state of a system in which
its spin and one component of it along a speci-
fied direction — usually, but not necessarily, the
z-direction — have definite values.

spin-statistics theorem A result of assum-
ing causality, along with the laws of quantum
mechanics and special relativity. It states that
an ensemble of particles of half-integer spin
(fermions) satisfy the Fermi–Dirac distribution
function (and hence the Pauli exclusion princi-
ple), and that an ensemble of particles of integer
spin (bosons) satisfies the Bose–Einstein distri-
bution function.

spintronics The recently popular field where
the spin degrees of freedom of an electron or
hole in a semiconductor material are utilized
to store and process data and realize electronic
functionality as opposed to the more conven-
tional charge degrees of freedom.

spin wave Waves of departures in magnetic
moment orientations traveling through electron
spin couplings.

split gate electrode A technique for fabricat-
ing a quasi one-dimensional structure by elec-
trostatic confinement. A metal pattern is defined
on the surface of a quantum well heterostruc-
ture which contains a buried two-dimensional
layer of electrons. When a negative potential
is applied to the metal pattern, electrons under-
neath the metal are pushed away by the Coulomb
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repulsion, leaving behind a narrow quasi one-
dimensional layer of electrons just underneath
the region where there is a physical split in the
metal pattern.

Top view of a structure consisting of a split gate.

spontaneous emission An atom in a quantum
state other than the ground state will eventually
make a transition to a lower energy state. When
this transition results in the emission of a pho-
ton, with no external field present, it is called
spontaneous emission. The emitted photon is
random in direction and the time of emission is
unknown as well, leading to phase uncertainty.
For N0 atoms initially in an excited state, the
number remaining in the excited state at a time t

is N(t) = N0e
−t/τ , where τ is the spontaneous

emission lifetime, the inverse of the spontaneous
emission rate. Spontaneous emission is the re-
sult of radiation reactions and vacuum fluctua-
tions.

spontaneous emission lifetime The inverse
of the spontaneous emission rate.

spontaneous emission rate If one has N0
atoms in the excited state of an atom, the popu-
lation of the excited state can decay via sponta-
neous emission to a lower energy state at a rate
defined by Ṅ = −AN , where A is the sponta-
neous emission rate. For an atom in free space,
this rate is given by A = (16π3ν3/3hc3)|µeg|2.
Here, ν is the energy of the emitted photon di-

vided by h̄, c is the speed of light, h is Planck’s
constant, and |µeq | is the magnitude of the
transition matrix element. This rate can be mod-
ified by placing the atom inside an optical cavity
or dielectric material.

spontaneous magnetization The phenom-
enon of maximum magnetization in ferromag-
netic materials even though no magnetizing
force is applied.

spot size For a Gaussian beam, that is, one
whose transverse intensity has a Gaussian dis-
tribution I ∝ e−2(x2+y2)/w2(z), w(z) is the spot
size, which is the radius at which I drops to 1/e2

of its maximal value.

sputtering The ejection of one or more ions,
atoms, or molecule from a solid or liquid by the
impact of an ion or atom. The efficiency of this
process increases with the mass of the impacting
particle. A related process is secondary electron
emission, where the ejected particle is an elec-
tron.

squeezed state A state which has fluctuations
below the standard quantum limit along some di-
rection in phase space. Along the conjugate di-
rection, the fluctuations must be larger than the
standard quantum limit to preserve the uncer-
tainty principle. Examples include quadrature
squeezed states (or two-photon coherent states),
amplitude squeezed states (also known as pho-
ton antibunched states), and phase squeezed
states.

squeezed vacuum A particular squeezed
state, a quadrature squeezed state with a zero
average field, but a nonzero photon number.

squeezing spectrum This is the result of
a frequency decomposition of the output of a
balanced homodyne detector, which is fed by
the output of a source with field decay rate κ ,
and is given by Sθ (ω) = 16κ

∫∞
0 dτ cos(ωτ)〈:

�Aθ(0)�Aθ(τ) :〉. Here, θ is the phase of the
local oscillator, the semi-colons denote normal
ordering, and the quadrature Aθ ≡ (1/2) (ae−1θ

a† eiθ ). In this expression, a and a† are the anni-
hilation and creation operators for the field mode
of interest.
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Squire’s theorem In viscous flow, for each
unstable three-dimensional disturbance there
exists a more unstable two-dimensional distur-
bance. This is typically exhibited by the more
rapid growth of the two-dimensional instability
than the three-dimensional instability.

stabilized pinch A class of toroidal mag-
netic confinement plasmas which stabilize the
toroidal pinch configuration by adding a toroidal
magnetic field and close-fitting conducting shell
to stabilize magnetohydrodynamic instabilities.
The tokamak and reversed-field pinch can be
seen as evolved examples of stabilized pinches
which no longer rely on the pinch effect for
plasma confinement.

stacking faults The stacking mistake in se-
quencing of atomic planes of hexagonal close-
packed device or of face-centered device, by
which one device may result in the other.

stagnation point Point at which fluid comes
to rest in a flow field. Stagnation points can
exist anywhere in the flow, but commonly form
on surfaces.

stagnation pressure See pressure, stagna-
tion.

stall Separation on an airfoil at high angles of
attack causing a decrease in the lift and increase
in the drag. Stall for most airfoils occurs in
the range ofα = 10◦ − −18◦ but may vary
depending upon Re,M, airfoil profile, and other
parameters such as surface roughness and free-
stream turbulence intensity.

Attached and stalled flow over a wing.

standard quantum limit Defined in terms
of the fluctuations of the ground state of the
harmonic oscillator. In that state, fluctuations
are phase insensitive, the same for any quadra-
ture. A measuring device which uses laser light
and is coupled to vacuum modes of the electro-
magnetic field has a lower limit of sensitivity.
That sensitivity can be enhanced by shining a
squeezed vacuum on the ports that are normally
coupled to ordinary vacuum modes.

standard theory and standard model of parti-
cle physics According to this theory, all mat-
ter is made up of quarks and leptons, which inter-
act by the exchange of gauge particles. There are
four basic interactions: electromagnetic, weak,
gravitational, and strong interactions. In elec-
tromagnetic interaction, an electron (lepton) in-
teracts with a proton by a photon, which is a
gauge particle. Beta decay caused by weak in-
teraction is mediated by a gauge vector particle,
a weak vector boson. Hadrons (e.g., protons
and neutrons) are made up of three fractionally
charged quarks. The interaction of quarks is
called color exchange and is described by eight
kinds of gauge particles called gluons. Graviton
is a particle that mediates gravitational interac-
tion. This model is mainly based on data from
CERN, the Fermi lab, and SLAC.

standing wave Nonpropagating surface
gravity wave generated by the superposition of
two opposite moving waves of identical wave
numberk and amplitudea. The displacementy
of the free surface is given by

y = 2a coskx cosωt

ω is the frequency at which the wave oscillates
vertically.

Stanford linear accelerator center (SLAC)
This two mile long accelerator accelerates elec-
trons up to 50 GeV. A series of metal tubes (drift
tubes) are in a vacuum vessel and connected
to alternate terminals of a radio frequency os-
cillator. Linear accelerators have an advantage
in comparison to synchrotrons because energy
losses in a form of synchrotron radiation are not
present, but they require more radio-frequency
cavities and radio oscillators.SLAC was com-
pleted in 1961 at cost of $115.
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Studies in the late 1960s supported Gell-
Mann’s quark hypothesis (Jerome I. Friedman
and Henry W. Kendall from Massachusetts In-
stitute of Technology and Richard E. Taylor
of SLAC at SLAC. Bombing with high-energy
electrons fixed a proton target. Analysis of the
products of decay showed that the proton has
constituents with quark properties.) Psi (J at
Brookhaven Lab.)) Meson (Burton Richter Jr.)
discovered together with people at Brookhaven
National Laboratory (Samuel C.C. Ting at al.)
Excited states psi’a n psi” are seen only at SLAC.
Two Charmonium energy states were discovered
at SLAC soon after first state was found at (psi’
about 3.7 Gev, and psi” with mass about 4.1
Gev) SPEAR electron-positron storage ring at
SLAC to conduct high-energy annihilations ex-
periments. Experiments with charmonium are
mostly done at SLAC. SPEAR has two interac-
tions regions MARK II detector and Crystal Ball
detector, used to detect electronmuons events.
Crystal Ball detector is in 1982 moved to DESY
and installed in DORISe+e− storage ring.

Stanford linear collider An electron-posi-
tron accelerator which can be used for detection
Higgs bosons below 50 GeV.

The collider design has an advantage in com-
parison to storage rings because beams can be
made smaller; in such a way, the probability of
interaction is higher (it can produce toponium-t
quark in decay ofZ0 bosons up to 100 GeV).

Stanton number Dimensionless number re-
lating the heat transfer

St ≡ ḣ

ρU∞Cp
whereCp is the specific heat at constant pressure
andḣ is the heat transfer coefficient.

Stark effect (1) The change in the energy
of a material system upon the application of an
external electric field. This effect is exploited
in semiconductor quantum wells to realize ul-
trafast optical switches and is an example of
wave function engineering. When an electric
field is applied perpendicular to the interfaces
of a quantum well (which is a narrow bandgap
semiconductor sandwiched between two wide
bandgap semiconductors), the potential profiles

The quantum-confined Stark effect. When an electric

field is applied transverse to the heterointerfaces of a

quantum well, the conduction band profile tilts. The

electron and hole wave functions are skewed in op-

posite directions which reduces the overlap between

them.

in the conduction and valence bands tilt to ac-
commodate the electric field. In other words, the
potential energies of both electrons and holes
change, which is theStark effect. The altered
potential landscape causes the wave functions of
electrons and holes to be skewed since both elec-
trons (negatively charged) and holes (positively
charged) will tend to minimize their energies by
moving against and along the electric fields re-
spectively. This wave function skewing alters
the so-called overlap between the electron and
hole wave functions. The overlap is the integral∫ a

0 ψ
∗
electron(x)ψhole(x) dx, wherea is the width

of the quantum well and theψs are the wave
functions. The intensity of light emanating from
the quantum well (photoluminescence) caused
by the radiative recombination of electrons and
holes is proportional to the square of the over-
lap, and the frequency of the light depends on
the effective bandgap. Since both these quan-
tities change when the electric field is applied,
both the intensity and frequency of the photo-
luminescence change and can be modulated by
the electric field. Thus, both amplitude and fre-
quency modulation of the electromagnetic sig-
nal (light coming out of the quantum well) can
be achieved via the externally applied electric
field.
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(2) The change of spectral lines caused by a
static or quasistatic electric field. The field is
either an externally applied one or may be the
electric field caused by neighboring ions as in a
plasma.

state preparation The experimental process
of arranging a quantum system to be in some
well-defined state at a particular time.

state vector A ray in a Hilbert space that
represents a quantum state of a system.

state vs. level A physical system is said to be
in a particular state when its physical properties
fall within some particular range; the boundaries
of the range defining a state depend on the prob-
lem under consideration. In a classical world,
each point in phase space could be said to cor-
respond to a distinct state. In the real world,
time-invariant systems in quantum mechanics
have a set of discrete states, particular superposi-
tions of which constitute complete descriptions
of the system. In practice, broader boundaries
are usually drawn. A molecule is often said to be
in a particular excited electronic state, regardless
of its state of mechanical vibration. In nanome-
chanical systems, the PES often corresponds to
a set of distinct potential wells, and all points in
configuration space within a particular well can
be regarded as one state. Definitions of state in
the thermodynamics of bulk matter are analo-
gous, but extremely coarse by these standards.

static tube Slender tube aligned with the flow
direction with circumferential holes parallel to
the fluid motion such that the static pressure is
measured.

stationarity For a stochastic process, the av-
erage value of a variable will fluctuate in time,
but the statistics of the fluctuations can become
time-independent. For example,〈V (t)V (t+τ)〉
can become independent of the timet and de-
pend only on the delay timeτ . This property is
known asstationarity.

stationary state A state in which|ψ(x)|2
is independent of time. These are eigenstates
of a Hamiltonian operator with no explicit time
dependence, and satisfy the time-independent

Schrödinger equation̂Hψ(x) = Eψ(x). In ad-
dition, they are states of definite energy.

steady flow Flow in which the flow variables
(velocity, pressure, etc.) are not a function of
time such thatu 
= u(t). A particle on a stream-
line in steady flow will remain on that stream-
line. In steady flow, pathlines, streaklines, and
streamlines are coincident.

Stefan–Boltzmann law (1) Law that states
that the energy density of the radiation from a
blackbody is proportional to the fourth power of
the absolute temperature of the blackbody.

(2) For a perfect blackbody radiator in ther-
mal equilibrium at temperatureT , the Stefan-
Boltzmann law states that the total emitted in-
tensity is proportional to the fourth power of
the temperature,Itot =

∫∞
0

c
4ρ(ω)dω = σT 4.

Hereρ(ω) is the Planck spectral energy density.
The constantσ = 5.67× 10−8W/m2K4

stellarator A class of toroidal devices for
magnetic confinement of plasmas. As origi-
nally invented by Lyman Spitzer (1914–1997),
the stellarator used either a racetrack-shaped
or figure-8 tube. Field coils around the tube
provided a magnetic field structure with both
an axial (toroidal) field and a rotational trans-
form (poloidal field) to provide stable particle
orbits. More recentstellarators have a more
purely toroidal geometry but retain the notion
that the stabilizing poloidal field is supplied by
external field coils, in contrast to the tokamak,
where a plasma current produces the stabilizing
field. The basic idea behind both concepts is that
there must be a helical twist in the magnetic field
in order to average out particle drift motions that
would otherwise take the plasma to the walls of
the vacuum vessel. Because of the twist in the
external coils, thestellarator (unlike the toka-
mak) is not axisymmetric, that is, not symmetric
about the major axis of the torus. A number of
differentstellarator designs and coil configura-
tions are possible. Thestellarator is at present
widely considered the most serious alternative to
the tokamak for magnetic confinement fusion.
Since the concept is inherently steady-state, it
would not have the tokamak’s problems with
thermal and mechanical cycling or current drive.
However, to date,stellarators have had poorer
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energy and particle confinement than tokamaks,
due in part to their more complex field geome-
try and correspondingly complex range of parti-
cle orbits. Other toroidal confinement schemes
similar to thestellarator include the reversed-
field pinch (RFP) and the bumpy torus.

stellar wind The plasma (typically com-
prised mostly of protons and electrons) flowing
outwardly from a star, with or without magnetic
fields. Thestellar wind for our sun is known as
the solar wind.

Stern–Gerlach effect The splitting of a beam
of atoms with magnetic moments when they
pass through a strong, inhomogeneous magnetic
field into several beams.

stiffness constant Constant coefficients in-
volved in equations that relate stress compo-
nents as functions of strain components in elas-
ticity.

stimuated emission rate The rate at which
stimulated emission occurs. Typically given by
Rstim. em. = BU(ω), whereB is the Einstein
B coefficient andU(ω) is the electromagnetic
energy density at the resonant frequency of the
transition.

stimulated Brillouin scattering Brillouin
scattering that is enhanced by an external field.
This can occur when a laser beam of frequency
ωL is incident on a medium with an acoustic
wave of frequencyωA inside. The acoustic wave
sets up a refractive index variation, leading to a
reflected wave that is Stokes downshifted to a
frequency ofωL − ωA.

stimulated emission An atom in an excited
stated can be induced to make a transition to
a lower state by the presence of electromag-
netic radiation (photons). The emitted light is
in phase with the incident field and in the same
direction, as opposed to the random nature of
spontaneous emission.

stimulated Raman scattering In this pro-
cess, a photon of frequencyω incident on a me-
dium is annihilated, and a photon at the Stokes
frequencyωS = ω− ων is created, whereων is

typically the frequency difference between two
vibrational states of the medium.

stochastic cooling Very important in build-
ing proton–antiproton storage rings. Specifi-
cally, antiprotons are produced in the collision
of protons and ordinary matter, but these an-
tiprotons have wide interval speeds and direc-
tions. Before usage in colliding beams, antipro-
tons have to be cooled. One method isstochas-
tic cooling, invented by Simon van der Meer
of CERN. This method of cooling antiprotons
includes a small ring with a large aperture for
the storage of antiprotons, system detectors, and
orbit-correcting
magnets. Detectors detect the average position
of the particles if the center of charge strays from
the axis of the vacuum chamber; the correction
is computed and dispatched to magnets. Some
particles could be deflected even more from a
proper trajectory, but the majority of the parti-
cles are moved in the proper direction.

stochastic differential equation In many
cases, one takes the effects of a system’s en-
vironment into account by adding a dissipative
term to a differential equation. The fluctu-
ation–dissipation theorem requires that a noise
term of zero mean and nonzero root mean
square fluctuations be added as well. An exam-
ple is Brownian motion, where the motion of a
particle interacting with a background reservoir
is described byd2r(t)/ dt2 = Fext−γ dr/ dt+
�(t), where〈�(t)〉 = 0.0 and〈�∗(t)�(t + τ)〉
is proportional toγ .

stochastic electrodynamics Theory of elec-
trodynamics that tries to replace quantum fluc-
tuations with stochastic processes. It does not
agree fully with the predictions of quantum elec-
trodynamics, which have been well con-
firmed by experiment.

stoichiometric alloys Alloys that contain
component elements in exact ratio as required
by their chemical composition.

stoke Unit of measure of kinematic viscosity,
1stoke = cm2/s.
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Stokes bulk viscosity assumption Assump-
tion that the viscous parameters in the consti-
tutive relations for Newtonian fluid are related
such that

λ+ 2

3
µ = 0

which is accurate in most cases.

Stokes component If photons (quanta of
light) impinging on a solid are scattered along
with the emission or absorption of a phonon
(quanta of ion vibration), then the process is
called either Brillouin scattering (if the phonon
involved is an acoustic phonon) or Raman scat-
tering (if the phonon involved is an optical
phonon). If absorption of a phonon takes place,
then the scattered light has a higher frequency
than the incident light (blue-shifted) and the pro-
cess is referred to as the anti-Stokes process (the
component of increased frequency in the scat-
tered radiation is called the anti-Stokes com-
ponent). If emission of a phonon takes place,
then the scattered light has a lower frequency
(red-shifted) and this process is called the Stokes
process.

Stokes drift Advection of fluid parcels in the
direction of wave propagation in surface gravity
waves. The phenomonon is due to the higher
velocity of the periodic motion near the top of
the circular orbit causing a nonzero net velocity.
The average lateral velocity is given by

ū = a2ωk
cosh 2k (zo +H)

2 sinh2 kH

wherea, ω, and k are the wave’s amplitude,
frequency, and wave number respectively.zo
is the distance from the surface andH is the
fluid depth. This drift results in an overall mass
transport of fluid due to the wave motion.

Stokes flow Steady creeping flow in which
Re→ 0, reducing the momentum equation to

∇p = µ∇2u .

Viscous forces are exactly balanced by pressure
forces. This characterization describes behavior
of an essentially massless fluid. The solution for
creeping flow around a sphere is often referred
to asStokes flow. In this case, the radial and

tangential velocity components can be shown to
be

ur = U∞ cosθ

(
1− 3R

2r
+ R3

2r3

)

and

uθ = −U∞ sinθ

(
1− 3R

4r
− R3

4r3

)

whereR is the sphere radius. The pressure field
can be solved exactly to show

p = −3RµU∞ cosθ/
(
2r2

)
while the drag force on the sphere is given by

D = 6πµRU∞

which is also referred to as Stoke’s law of resis-
tance.

Stokes shift Shift in a spectral line toward
larger wavelengths via absorption of a photon
and emission of a second one with lower energy.
Typically occurs via a Raman process.See also
anti-Stokes shift.

Stokes theorem The circulation about a
closed loop is equivalent to the flux of vorticity,
or vorticity at a point is equal to the circulation
per unit area such that

� =
∫
A

ω · dA .

Stoner–Wohlfarth model A theoretical
model to explain the magnetic properties of
small single domain particles with uniaxial sym-
metry. This model predicts the nature of the hys-
terisis curves (magnetization vs. magnetic field)
when the magnetic field is directed along or per-
pendicular to the easy axis of magnetization.

stop band The range of wavelength or fre-
quency that is attenuated very heavily so as to
almost stop, while the wavelengths or frequen-
cies outside this range are allowed to pass freely
through. This is true in case of optical or elec-
trical devices.

stopping power Value defined to character-
ize the stopping (due to losing energy through
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ionization) of charged particles in some media
S(T ). This is defined as the amount of kinetic
energy that particle lost per unit of path in some
medium:

S(T ) = −dT
dx
= nion · Ī ,

where T is the kinetic energy of particle , nion
is the number of electron pairs per unit of path,
and I is the average energy of ionization of an
atom in the medium.

storage rings One way of building head-on
collisions. Beams of particles circulate contin-
uously (similar to synchrotrons). Two storage
rings can be tangent to each another and build
collision in the place of contact. When parti-
cles and their antiparticles are used for collision,
one ring can be used (e.g., electrons–positrons).
Electrons travel in one direction in the ring while
positrons travel in the opposite direction. Col-
lisions are diametrically opposed at two points.
(SPEAR, SLAC, and University of California’s
Lawrence Berkeley Laboratory)

strain rate See shear rate.

strangeness changing neutral currents
Weak interactions in which the total charge of
hadrons stays the same, but the strangeness is
changed. Typicallys quark goes ind quark
with emission of two leptons. (Decay of neu-
tral K-meson into two opposite charged muons.
This kind of process is very rare, in comparison
with the prediction of unified electroweak the-
ory (three quark flavors; the prediction is one
million times greater than the experimental re-
sult). Addition of a fourth quark flavor with the
same electrical charge as theu quark explains
this discrepancy.

strangeness with charm and beauty is the
quantum number of the quark-strangeness
of a quark Quantum number of thes quark.
This quark is part of particles with a strangeness
different than zero (kaons and lambda baryons).
In strong reactions, this quantum number is con-
served.

Stranski–Krastanow growth Epitaxial
growth of a solid material on a solid substrate

can occur in three distinct modes. If the growth
proceeds layer by layer, then the mode is called
a van der Merwe mode. This happens if the
substrate and the thin film grown atop it are
more or less lattice-matched so that the strain
in the film is small. If the lattice constants of
the film and substrate are significantly different
and the film has a higher surface energy than
the substrate, three-dimensional islands of the
film material nucleate on the substrate. This is
called the Volmer–Weber mode. The Stranski–
Krastanow mode is a combination of the two
previous modes where the growth of a several-
monolayer thin film (called the wetting layer) is
followed by the nucleation of clusters and then
island formation. Which of the three modes pre-
dominates depends on the lattice mismatch and
differences in surface energy between the film
material and the substrate.

Quantum dots (three-dimensional nanostruc-
tures) of InAs are routinely grown on GaAs sub-
strates by theStranski–Krastanow growth meth-
od. These quantum dots have been shown to
possess excellent optical properties for applica-
tions in lasers, photodetectors, etc.

Three types of film growth mode.
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stratification Flow field in which the fluid
density is a function of the vertical distanceρ =
ρ(z). In analysis of stratified flow, the density
is treated as constant using the Boussinesq ap-
proximation, except in the vertical momentum
equation. The primary dimensionless parameter
of interest is the Brunt–Väisälä frequency. Inter-
nal waves similar to surface gravity waves may
form in regions of largestratification gradients.

streakline Line connecting loci of all fluid
parcels that have passed through a fixed point in
space at some previous time. Injection of dye at
a single point in a flow reveals thestreakline.

stream function Scalar quantity� in a flow
field used to determine the values of streamlines
defined by

u = ∂�

∂y
v = −∂�

∂x
.

streamline A line formed by points tangent
to the velocity vectors in a flow field at a given
instant. Since thestreamlines are tangent to the
local velocity vector, there is no flow across a
streamline. Eachstreamline is a line with a con-
stant value of the stream function.

streamtube A combination of multiple
streamlines forming a surface.

strength of crystals The amount of stress
(e.g., tensile, compression, etc.) that crystals
can withstand before they break down.

stress Normal or shear surface force given
by the stress tensor.

stress tensor Tensor describing the state of
stress at a point in a fluid. The three-dimensional
stress tensor consisting of nine components can
be written as

τij =

 τ11 τ12 τ13
τ21 τ22 τ23
τ31 τ32 τ33




where the subscriptsi andj denote the direction
of the normal component and direction in which
the stress force is acting. The diagonal compo-
nents are normal stresses and the off-diagonal
components are shear stresses.

string theories, superstring theories The
structure instring theories is 10−35 m long, or
1020 times smaller than proton diameter. For ex-
ample, instring theory one hadron is understood
as a string. This string can rotate and vibrate
by laws of relativistic dynamics. Endpoints are
moved with light speed. Quantization of the
vibration of the string gives different hadrons.
This model can describe the confinement of
quarks (Gabriele Veneziano, CERN, Yoichiro
Nambu, University of Chicago). Tension of
the string can explain the binding of quarks
(quarks are located on ends of strings). A string
by itself is a mathematical one-dimensional ob-
ject. Gravity in this theory is described as nine-
dimensional spatial plus a time dimension of
space. The vibrational mode of string corre-
sponds to a particle. The vibrational frequency
of the mode corresponds to the mass of the parti-
cle. Familiar particle are different modes of sin-
gle string. Superstring theory combinesstring
theory and supersymmetry. This allows the pos-
sibility of unifying all four forces. There are
open and closed strings. Open strings have end-
points. Conservation of charge is connected to
Yang-Mills forces that are tied to the endpoints
of the string. With vibrational states of an open
string are massless spin one gauge particles (but
not gravitons). Two strings can interact making
a third string, which can split into final strings.

stripping reaction Type of nuclear reaction
when two nucleons interact that allows the pos-
sibility of transferring one or more nucleons be-
tween them. For example, a deuteron is incident
on an16O target neutron from deuteron can be
attached to oxygen in the target. The scattered
particle is a proton and the nucleus is17O. This
reaction16O(d, p)17O is an example of astrip-
ping reaction (the neutron is stripped from the
deuteron). The inverse reaction is called the
pick-up reaction.

strong interaction Strong focusing princi-
ple in the construction of synchrotrons which
includes dipole and quadruple magnetic fields.
This technique made possible the construction
of very large machines.

strong interaction forces Bind nucleons to-
gether. Can be described in terms of the ex-
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change of mesons. A better understanding is
given by QCD.

strong localization The phenomenon where-
by time reversed pair trajectories reinforce each
other by constructive interference to the extent
that virtually all trajectories are reflected, lead-
ing to very large resistance. Typically, the resis-
tance increases exponentially with the length of
the resistor as opposed to linearly:

R ∼ exp [L/L0]

where R is the resistance, L is the length, and
L0 is called the localization length. Strong
localization is usually observed in quasi one-
dimensional conductors. See weak localization.

strongly coupled plasma A collection of
charged particles whose inter-particle Coulomb
potential energy exceeds the particle thermal en-
ergy. Unlike the more common weakly coupled
plasma, which is gas-like, a strongly coupled
plasma behaves like a liquid or crystal, and is
sometimes termed a Coulomb lattice or Wigner
lattice.

Strouhal number Dimensionless frequency

St ≡ fL

U∞

important in flows where periodic motion is in-
volved. See Kármán vortex street.

structure factor The amplitude of the scat-
tered wave in a particular direction, in a crystal,
when the reflection takes place obeying Bragg
law, the incident wave (X-rays or electrons) be-
ing of unit magnitude and the scattered ampli-
tude being measured at unit distance with its
phase known.

SU(2) The symmetry underlying spin and
isospin is the symmetry of a non-Abelian group
SU(2). This is a special unitary group in two
dimensions. Pauli matrices represent generators
of this group in two dimensions.

SU(3) symmetry Prediction of the group the-
ory stating that particles with strong interactions
can be grouped into 1, 8, 10, and 27 such that

those in each group can be considered as belong-
ing to different states of the same particle.

SU(5) Simplest group that can be used in
grand unification theories. This is the five-
dimensional analog of isospin.

SU3 This group symmetry describes the in-
ternal three-dimensional space symmetry of the
color of quarks.

sublattices Sections of the primitive cell
of a crystal. For instance, the Si lattice can
be viewed as consisting of two interpenetrating
face-centered cubic sublattices displaced along
the body diagonal by one-quarter of the diago-
nal.

sublayer, inertial In a turbulent boundary
layer, the region where inertial forces dominate.

sublayer, viscous In a turbulent boundary
layer, the region immediately adjacent to the
wall where viscous effects dominate. The sub-
layer thickness is approximately

δ ≈ 5ν

u∗
.

sub-Poissonian statistics A typical photon
counting experiment will measure a certain
number of photons in time T . This is repeated
over and over again until the statistical distri-
bution of the number of photons detected in
time T is built up, P(n, T ). For coherent light,
this distribution can be calculated to be a Pois-
sonian distribution, where the standard devia-
tion�n is equal to the square root of the mean
photon number〈n〉. For some light fields that
cannot be modeled as classical stochastic pro-
cesses, this distribution can be sub-Poissonian
(�n ≥ √〈n〉), which is indicative of a more
regularly spaced sequence of photons. See also
photon antibunching.

subrange, inertial The low end of the turbu-
lent wave number spectrum where energy trans-
fer takes place by inertial forces. Vortex stretch-
ing is the primary method of transfer.
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subsonic flow Flow in which the local Mach
number is less than unity. The governing differ-
ential equations in subsonic flow are elliptic.

substitutional defects Defects arising out of
substitution of some atoms in a crystal by atoms
of a different element although the basic struc-
ture remains the same.

Sudbury neutrino observatory (SNO) The
first detector capable of distinguishing electron
neutrinos from muon or tauon neutrinos. The
detector contains 1000 T of heavy water (D2O)
surrounded by 9500 photo multiplier tubes. Us-
ing heavy water gives an advantage over us-
ing ordinary water (Kamioka detector) because
deuteron in heavy water is sensitive to the neu-
tral current reaction:

νe + d → p + n+ νe .
A neutron realized in this reaction can be cap-
tured by another nucleus through a(n, γ ) reac-
tion. A scintillation counter can detectγ quanta.
The minimum neutrino energy to activate this
reaction is 2.22 MeV.

sum-frequency generation When two laser
beams of frequenciesω1 andω2 are incident on a
non-linear material, a new beam with frequency
ωsum= ω1 + ω2 is generated. This occurs via
simultaneous absorption of an incident photon
from each field followed by emission of a photon
at the sum-frequency.

summing over histories Richard Feynman
devised this method. This method of string the-
ories has been fully developed by Stanley Man-
delstam and Alexandar Polyakov.

sum rule A formula which establishes the
equality between some quantity or expression
to the sum over all states of another quantity.
The most prominent example is the Thomas–
Reiche–Kuhn sum rule.

sunspots Magnetic regions roughly the same
diameter as the earth which appear as dark spots
on the surface of the sun and can last anywhere
from a few days to several weeks in the case
of the larger ones. The temperature at the cen-
ter of a sunspot is about 4500 K, whereas the

photosphere is normally 6000 K. The number
of sunspots varies cyclically with an 11 year pe-
riod related to the solar magnetic cycle. During
the sunspot cycle, the activity ranges from no
sunspots near the time of minimum activity to
hundreds near the time of maximum activity.

superallowedβ− decay A special class of
beta decay when the initial nuclear state isJπi =
0+ to a final stateJπf = 0+with the same isospin

I . One example is14O → 14N + e+ + νe.
superconducting super collider A huge, 52
miles in diameter, colliding-beam proton accel-
erator with superconducting magnets. Energy
of a collision has to be 40 TeV.

superconductivity A state of matter where
the conductance of the matter is infinite at DC
voltages. Superconductivity was discovered in
1911 by H. Kammerling Onnes, who found that
certain elements like mercury, lead, and tin ap-
peared to lose all electrical resistance when they
were cooled below a certain temperature called
the transition temperature.Superconductivity is
characterized by zero DC resistance and per-
fect diamagnetism. The latter means that not
only does a superconductor exclude all mag-
netic flux, but as a material in the normal state is
cooled to below the transition temperature, any
trapped flux is expelled. This latter phenom-
enon is called the Meissner effect. The exis-
tence of this effect implies that at high enough
magnetic fields, when the superconductor is no
longer able to expel the flux, the flux will pene-
trate the material and quench thesuperconduc-
tivity. The value of the magnetic field at which
this happens is called the critical magnetic field.

There are two types of superconductors.
One, in which the quenching occurs discontin-
uously (first order phase transition), is called a
type I superconductor (such as mercury). Then
there are those where the quenching occurs con-
tinuously and the phase transition is of second
order. These are called type II superconductors.
Flux starts to penetrate a type II superconductor
at a critical fieldHc1. Flux tubes penetrate the
sample, each carrying a quantum of fluxh/2e,
whereh is Planck’s constant ande is the elec-
tron charge. This is called the Shubnikov phase.
Then finally, at another critical fieldHc2, the flux
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density in the materialB reaches the valueµH
(µ = magnetic permeability in the normal state
andH = applied magnetic field). At this point,
thesuperconductivity is completely quenched.

Superconductors are also classified into low
Tc and high Tc superconductors. The latter
were discovered in 1986 by Bednorz and Müller.
They are of type II and have a much higher tran-
sition temperature (Tc) than the low Tc type.
The best known example is yttrium-barium-
copper-oxide (Y1Ba2Cu3O7−δ) with a transition
temperature of around 92 K.

The phenomenon ofsuperconductivity is ex-
plained by the Bardeen–Cooper–Schrieffer the-
ory, which postulates that two electrons (or
holes) of like charge develop an attraction (over-
coming the Coulomb repulsion) as a result of the
intercession of a third entity such as a phonon.
These Cooper pairs carry current without resis-
tance (or dissipation). Low Tc superconductors
are amply described by this theory and it is not
clear if high Tc superconductors can also be de-
scribed by the same theory.

superconductors Substances exhibiting the
rather unusual property of very low or negligible
resistance to the flow of electric current below
a certain temperature, the latter being known as
the critical temperature. These substances in-
clude various alloys or compounds or metals and
are repelled by magnetic fields. The critical tem-
perature depends on the type of the substance.

supercritical field In heavy ion collisions it
is possible to compound a nucleus withZ higher
thanZ critical (137). As result of this asuper-
critical field is created.

superdeformation (nuclei) For stable nu-
clei, departure from the equilibrium spherical
form is generally small in the ground state.
Extremely large deformations from spherical
shape are calledsuperdeformations and they are
observed in excited configurations of medium
weight nuclei produced by the fusion of two
heavy ions in one. In this process, the forma-
tion of superdeformed bands (states with high
values ofJ ) is observed. An example is the
100Mo (36S,4n)132Ce reaction. In this reac-
tion, a 155 MeV36S beam is used on a target
of 100Mo. Superdeformed bands in132Ce are

formed . Deformed nuclei de-excite through the
emission of gamma rays.

superelastic collision A collision between
a nucleus (or an atom) in an excited state and
a nucleon (electron) in which the target system
returns to the ground state and almost the entire
excitation energy is transferred to the projectile.

superexchange A mechanism involving ex-
change interaction between two ions of an anti-
ferromagnetic substance where two other ions
of a different material, most commonly oxygen,
play an intermediate role by forming couples
with their spins resulting in the final coupling
between the original ions through these oppo-
site spins.

Superfish A particular computer program
for computing various field parameters of ac-
celerators such as induced voltages in acceler-
ator rf cavities, mode frequencies, and shunt
impedances for accelerating fields in resonant
rf cavities (accelerator cavity losses depend on
shunt impedance).See also more sophisticated
MAFIA computer program.

superfluorescence Also known as Dicke su-
perradiance. It is a superradiant process where
N atoms are placed in an excited state and are
spatially within one wavelength of one another.
They may then radiate collectively, with a radi-
ation rate proportional toN2 rather thanN .

supergravity The gauge theory of gravitation
is thesupergravity theory. Einstein’s theory of
gravity does not itself lend to quantization (prob-
lem divergences). Divergences are common in
quantum theory of fields, but a renormalization
procedure fails to solve this problem.Super-
gravity theory has better divergence behavior.

superheavy elements The heaviest close
shell nucleus known is208Pb(Z = 82, N =
126). Z = 114 and 126 are strongly stabilized
by shell effects. So far,Z = 112, andA = 277
are identified. The quest is continuing for ele-
ments withZ > 112 andN ∼ 184. The element
Z = 112,N = 165(A = 277) was created in
Gesellschaft Fur Schwerionjenforschung lab in
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Darmstadt, Germany using a beam of 70Zn30 on
a target of 208Pb82.

superkamiokande A massive 50,000 T
high-purity water Cernikov detector in a
Japanese mine in Kamioka. This detector uses
Cernikov radiation to detect solar neutrinos. A
neutrino scattered by a charged particle will pro-
duce recoil and Cernikov light. For low energy
neutrinos (coming from sun hydrogen burning),
only scattering with electrons can produce such
radiation (neutrinos with energy comparable to
the electron rest mass energy of 0.5 MeV in
a process of electron scattering can produce
Cernikov light).

superlattice (1) Artificially periodically
structured materials proposed by Tsu in 1969. A
periodic variation of the composition of a ma-
terial or the doping profile leads to a tunable
periodicity. The introduction of the superlattice
perturbs the bandstructure of the host materials,
yielding a series of narrow sub-bands and for-
bidden gaps.

(2) Alternating layers of two different ma-
terials A and B result in a compositional su-
perlattice structure. The structure has an addi-
tional spatial periodicity along the direction of
alternation, over and above the inherent period-
icity of the atomic lattice. This periodicity can
be achieved by either compositional modulation
or doping modulation in the case of a semicon-
ductor. In the latter (called doping superlattices
or n–i–p–i structures), the doping is alternated
between n- and p-types. The resulting changes
in the conduction and valence band profiles re-
sults in a periodic modulation of the potential
energy seen by an electron or hole.

Compositional superlattices can be of four
types depending on the relative alignments of the
conduction and valence band edges. Note that
type 2A superlattices result in semiconductors
that are indirect gap in real space.

supermultiplet Multiplet comprising greater
than three lines.

supernova Supernovas have a special role in
the formation of matter because heavy elements
are created in their explosions. In supernova
explosions, shock waves created by a collaps-

ing star core rebound and create ideal condi-
tions for endothermic creation of elements be-
yondA ∼ 56. In very massive stars (20-30 solar
mass) under huge gravitational attraction col-
lapse of stars becomes to collapse making huge
explosion and ejecting matter in space. The rest
of the supernova is a neutron star or black hole.

The mass of a supernova before explosion
(Fowler, W.A. and Hoyle, F. Nucleosynthesis
in massive stars and supernovae, Astrophysics
Journal Supplement Series, 91, 201, 1964) is
57% 16O rich mantle and the outer shell of 33%
of H and 4He. Under the influence of shock
waves, different heavy ion reactions can happen,
For example, 16O+ 16O → 28Si+ 4He28Si+
28Si → 56Ni + γ .

The shock waves convert hydrogen into he-
lium and helium into oxygen. Coulomb barriers
for elements beyond nickel and iron are high
because of a large number of protons. Most ob-
served capturing neutrons make heavy elements.
This process makes nuclei richer in neutrons fol-
lowed by beta decay that keeps the formation in
limits of valleys of stability.

supernova neutrinos Radiation of energy
can take place in the formation of supernovas in
several ways. Kinetic energy of matter ejected
in space, gamma rays, positrons, and electron
neutrinos are produced. Neutrinos and antineu-
trinos are produced in the process of annihila-
tion of positrons and electrons. Another chan-
nel for this annihilation is the production of two
gammas. Gammas have to brake through thick
stellar mass and they are absorbed inside.

super-Poissonian statistics A typical pho-
ton counting experiment will measure a certain
number of photons in timeT . This is repeated
over and over again until the statistical distribu-
tion of the number of photons detected in time
T is built up,P(n, T ). For coherent light, this
distribution can be calculated to be a Poissonian
distribution, where the standard deviation�n is
equal to the square root of the mean photon num-
ber〈n〉. For some light fields, including thermal
light, this distribution can be super-Poissonian
(�n ≥ √〈n〉), which is indicative of a less reg-
ularly spaced sequence of photons. See also
photon bunching.
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Four different types of superlattices.

superposition of states The most general so-
lution to the Schrödinger equation (or any lin-
ear differential equation) is a linear sum of all
possible solutions (|n〉), weighed by coefficients
(Cn) that are determinable from initial condi-
tions, |ψ〉 = ∑∞n=0 Cn|n〉. Generally one uses
eigenstates of any Hermitian operator. These
eigenstates form a complete orthonormal basis
set.

superposition principle States that the most
general solution to a linear differential equation
is a superposition of all possible solutions

super proton synchrotron Started operating
at the peak energy of 400 GeV in 1976 at CERN.

Fermilab has a more advanced version of this
machine.

superradiance A high gain amplifier can
emit with no incident laser field via the process
of amplified spontaneous emission, or superra-
diance. In this process, a photon emitted by one
atom molecule of the gain medium is then am-
plified via the process of stimulated emission.
See also superfluorescence.

supersonic flow Flow in which the local
Mach number is greater than unity. The gov-
erning differential equations insupersonic flow
are hyperbolic. For the perturbed velocity field
�u = (u∞+u′)i+v′j+w′k, a velocity potential
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� is defined such that�u = ∇�. In the subsonic
and supersonic regimes,

(
1−M2∞

) ∂2φ

∂x2
+ ∂

2φ

∂y2
+ ∂

2φ

∂z2
= 0 .

supersymmetric theories In supersymmet-
ric theories is a symmetry that transforms
bosons and fermions into one another (unifies
particles with integer and half integer spins).
There are an equal number of bosons and
fermions for any given mass. Gravity with su-
persymmetry gives supergravity theories. A
graviton is a particle (spin 3/2) which is respon-
sible for supersymmetry in these theories. For
every ordinary boson there is supersymetric spin
1/2 fermion. Every particle has supersymmetric
particle identical except in spin (e.g., for a spin
1 photon, the supersymetric particle is 1/2 spin
photino; every boson has a spin 1/2 supersym-
metric fermion). Supersymmetry explains why
at high energies, leptons, hadrons, and gauge
bosons have smaller masses than normal.

superthermal electron, ion, or particle
Many plasmas may be viewed as consisting of
one or more bulk fluids in approximate ther-
mal equilibrium plus various non-thermal com-
ponents, such as resonantly accelerated parti-
cles or particles injected from an outside source.
When particles in some non-thermal component
have higher characteristic energies than those in
the thermal bulk plasma, the particles are said
to be superthermal. For example, in intense
laser–plasma interactions, a laser impinging on a
near-solid density target can producesuperther-
mal electrons via the ponderomotive force, as
well as a thermal blow-off plasma.

supplementary condition The condition
that the state vector would behave as a state.

surface acoustic wave Acoustic wave that
travels along the surface of a material. These
usually decay rapidly into the bulk of the mate-
rial, and the characteristic length of the decay is
the wavelength.Surface acoustic wave devices
are used in signal processing on a semiconductor
chip. They are widely used in realizing tapped
delay lines which are the mainstay of transversal
filters.

surface electromagnetic wave Electromag-
netic wave that travels along the surface of a ma-
terial. These usually decay rapidly into the bulk
of the material, and the characteristic length of
the decay is the wavelength.

surface gravity waves Non-dispersive waves
formed at the interface of a liquid and a gas.
Solution of potential flow equations reveal that
the wave frequency is

f = 2π
√
gk tanhkH

wherek is the wave number andH is the fluid
depth; the phase speedc = 2πf/k is

c =
√
g

k
tanhkH .

For deep water waves this reduces to

c =
√
g

k

and for shallow water waves this becomes

c = √gH .

Note that in the former case the phase speed does
not depend upon the fluid depth, and in the lat-
ter case the phase speed is independent of wave-
length, giving rise to the rarefaction phenomena
of beaching waves tending to align themselves
perpendicular to the shoreline. Particle motion
in surface gravity waves are circular in nature.

surface phonon, plasmon, waves A flat
vacuum–solid interface has solutions to the
Laplace equation∇2φ = 0 which propagate
along the interface and decay exponentially
from that interface when the dielectric function
of the solid medium is equal to−1. Such waves
are known assurface waves. For a dielectric, the
conditionε = −1 is satisfied between the fre-
quencies of the transverse and longitudinal op-
tical phonon frequencies. This frequency in be-
tween is associated with thesurface phonon. For
a metallic medium, thissurface wave is called
surface plasmon.

surface states The states on the surface of a
semiconductor to which electrons may be bound
very closely.
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surface tension Force acting at the interface
of two or more immiscible fluids caused by in-
termolecular attractive forces. For an interface
of curvature of radiusR, the surface tensionσ
is proportional to the pressure jump across the
interface

σ = R

2
�p .

The change in pressure arises from the curvature
of the interface and the pressure on the convex
side of the interface is lower.

surface waves Acoustic waves generated by
earthquakes. These waves travel along a great
circle, from the epicenter of the quake, close
to the earth’s surface. The plate on which the
wave travels determines the wavelength of these
waves, usually a fraction of the plate size.

susceptibility Thesusceptibility χ is defined
by �P = ε0χ �E, where �P is the polarization in-
duced in a material under the influence of an ex-
ternal field �E. In general, thesusceptibility is a
tensor. It is scalar constant for a linear, isotropic,
homogeneous material.

Sussex potential A special form of nuclei ef-
fective interaction that includes many-body cor-
relations in Hartree–Fock nuclear structure com-
putations. Sussex potential is not written in a
functional form, but as a numerical description
of the nucleon-nucleon interaction in the form
of matrix elements in a basis of wave functions
of shell model.

Sweet–Parker model An early theory for
magnetic reconnection, proposed by Sweet
(1958) and Parker (1963), in which plasma flows
into a region where two sheets of oppositely-
directed field lines are reconnecting (a resistive
magnetohydrodynamics process); the magnetic
energy released in the reconnection process is
transferred to the plasma and expels it outwards
perpendicular to the inflow direction. This type
of reconnection process is a leading candidate
for understanding solar flares, and is also im-
portant in some types of laboratory plasmas.

symmetric ordering An operator containing
products of creation and annihilation operators
is said to besymmetrically ordered if it is an

equal admixture of terms with all creation op-
erators acting to the left and annihilation oper-
ators to the right. For example,Asymmetric =
a†a + aa†.

symmetries In a mathematical sense, when
the solution of equations remains the same, even
if some characteristic of the system they de-
scribed is changed. If the change of some spe-
cific value of the system is equal in each point
of space and solutions are unchanged we have
global symmetry in respect to that characteris-
tic. If some specific characteristic can be al-
tered independently in each point of space, one
can say thatsymmetry is local. For example, in-
variant to three space rotations, (O(3) group) is a
continuous group and gives the conservation of
angular momentum. Muchsymmetry is not re-
lated to ordinary space, but some internal space.
It can be rotation in U(1) group gives conser-
vation of charge in Maxwell’s electromagnetic
theory. Specific very important type of sym-
metries is gauge symmetries. In these types of
symmetries, an independent transformation can
be done in each point of time and space.Sym-
metries can be broken, i.e., for some direction in
internal space a new phenomena can arise (fer-
romagnetism at some specific temperature). For
example, a group of symmetry for electroweak
interaction is SU(2)xU(1). At ordinary temper-
atures we observe two different forces (electro-
magnetic and weak), but at temperatures beyond
1015 degrees C there is no difference between
these two forces. Similarly, at temperatures be-
tween 1030 and 1032 C, grand unified theory
(SU(5); SO(10) or E6 )are on scene (unifica-
tion of electromagnetic, weak, strong interac-
tions). At these temperatures (1030 and 1032

C), the effects of quantum gravity becomes im-
portant. These temperatures were present be-
tween 10−43 and 10−38 seconds after the Big
Bang. Many grand unification theories incorpo-
rate supersymmetry (symmetry between bosons
and fermions). Recent attempts include Ein-
stein’s theory of gravity.

symmetry group A group of particles that
exhibits symmetry on a plot of the difference
between the average charge of the group and the
charge of an individual particle vs. hypercharge.
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symmetry scars New observed phenomena
in highly excited states of a nucleus. This phe-
nomenon represents order in chaos.

SYNCH (also TRANSPORT, COMFORT,
MAD) Special computer programs for peri-
odic lattice accelerator design used to compute
phase-space matching accelerator sections.

synchrocyclotron Cyclotron (cyclic accel-
erator) type of accelerator. To accelerate a par-
ticle to high energies, relativistic effects have
to be taken into account. Resonant relativistic
relations require that the frequency of the RF
field has to be decreased or the magnetic field
increased (or both) as the velocity of particles
approaches the speed of light (v → c).

Machines in which the magnetic field is con-
stant, but with frequencies that are varied, are
called synchrocyclotrons. Machines in which
the magnetic field is changed (irrespectively of
frequency) are called synchrotrons. In electron
synchrotrons, frequency is kept constant; in pro-
ton synchrotrons both are varied.

Synchrotrons in the GeV range of energies
have positioned magnets in the form of a ring.
In some places of the ring, there are RF cavities
that accelerate particles.

synchrotron radiation (1) Also known as
cyclotron radiation, synchrotron radiation is
emitted by charged particles whose trajectories
are curved by magnetic fields, since the accel-
eration required to curve the particle’s motion
leads to the emission of electromagnetic radia-
tion. A number ofsynchrotron radiation sources
are presently in operation, using electron par-
ticle beams traveling through electron storage
rings to provide X-ray light sources for various
research applications.

(2) Moving in close synchrotron loops,
charged particles emit intensive beams of ul-
traviolet and X-rays. This loss of energy
must be compensated for by additional radio-
frequency power in a synchrotron. This is a se-
rious problem in the construction of large syn-
chrotrons, when small beams of magnetic fields
become large. These losses are known as beam-
strahlung. These losses are the fourth power of
beam energy for a given radius (10 GeV acceler-
ator problem). This radiation is a valuable tool
for biological and materials studies. These are
the most intensive resource of X-rays and ultra-
violet light.

synchrotrons See synchrocyclotron.
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T
T1 The lifetime, or inverse decay rate, of the
population inversion of a two-level atom. Also
known as γ‖. In the radiatively broadened case,
we have T1 = 2T2.

T2 The inverse decay rate of the induced
dipole moment of a two-level atom. Also known
as γ⊥. In general 1/T1 = 1/2T2 + 1/Tdephase.

tachyon A hypothetical particle that travels
faster than light.

Tamm–Dancoff approximation An approx-
imate way of solving the Schrödinger equation
for a system of many interacting particles (elec-
trons or nucleons) by including states close in
energy through nonperturbative methods and
more remote excitations through perturbation
theory.

Tamm–Dancoff method A method of ap-
proximation to the wave function of an interact-
ing particle system by considering superposi-
tion of several possible states, the latter number
determining the degree of approximation being
considered.

Tamm surface states In 1932, Tamm
demonstrated the existence of surface states of a
special type near the surface of a crystal. James
suggested that similar states could also exist near
an interface between two different materials. An
interface, like a surface, is a strong perturbation
because of the discontinuity of the parameters of
the material. The energy of such localized states
can lie in both allowed and forbidden bands of
the bulk dispersion relation. In the latter case,
states localized at an interface will manifest as
donor or acceptor impurities.

tandem accelerators At Fermilab, two pro-
ton accelerators occupy a single tunnel (see Teva-
tron collider). The second one is proton syn-
chrotron.

targeted radiotherapy A method in radio-
therapy of cancer that selectively exposes cancer
cells using radionuclides conjugated to tumor
seeking molecules. Radionuclides in use in this
method are beta, alpha, or Auger electron emit-
ters (example, 90Y, 131Y, 199 Au, 212 Bi, 125
I, etc.).

tau (τ−) Named after the Greek wordτριτoυ
(third), it is the third charged lepton (after the
electron and muon).

Heavy leptons, tau and antitau, have charges
equal to −1, and masses of 1784 MeV. Their
life-time is less than 510−12 s. The antipar-
ticle is antitau (τ+) and decays through weak
interaction into electrons, muons, or other parti-
cles according to the Wainberg–Salam theory of
weak interactions. For example, by weak inter-
action, tau lepton can decay to a tau neutrino and
W− boson. A W− boson decays into a negative
muon and a muon antineutrino.

tauon neutrino Has a mass of less than 164
MeV and a charge of zero. They are not ob-
served directly.

Taylor column Column of fluid above a body
in a rotating frame that appears to the surround-
ing flow as an extension of the body and ef-
fectively acts as a solid boundary. See Taylor–
Proudman theorem.

Taylor–Couette instability See Taylor–
Couette vortices.

Taylor–Couette vortices Counter-rotating
toroidal vortices encountered in circular Couette
flow above a critical Taylor number of 1708 (in-
ner cylinder non-rotating). The vortices appear
as discrete vortical bands and can be laminar or
turbulent.

Taylor–Görtler vortices Counter-rotating
toroidal vortices encountered along in a bound-
ary layer along a concave wall.

Taylor hypothesis Assumption that fluctu-
ations at a single point in a turbulent flow are
caused by the advection of a frozen turbulent
flow field past that point. Essentially, a temporal
measurement of a quantityq(t) is transformed to
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a spatial measurement q(x) by replacing t with
x/U∞.

Taylor number Dimensionless number used
for stability criteria in a circular Couette flow;

Ta = Ri (Ro − Ri)3 (�2
i −�2

o

)
ν2

where Ri and Ro and �i and �o are the inner
and outer cylinder radii and rotation rates re-
spectively.

Taylor–Proudman theorem In an unstrati-
fied (homogeneous) rotating fluid, the velocity
vector cannot vary in the direction of the rotation
vector � such that

∂u
∂z
= 0 .

Thus, the fluid will behave as if a structure ex-
tending only partly into the fluid layer extends
completely through the layer. See Taylor col-
umn.

Taylor vortex Vortex satisfying the Navier-
Stokes equation given by the tangential (circum-
ferential) velocity field

uθ = H

8π

r

νt2
e−r2/4νt

whereH is the angular momentum of the vortex.

teleportation The transmission of a quantum
object from a sender (A) to a remote receiver (B).
If the object were classical, such as this page of
the dictionary, then A could send the page by
facsimile. However, if the letters in this page
were quantum objects, Heisenberg’s uncertainty
principle would guarantee that the letters could
not be transmitted with 100% fidelity. A quan-
tum object cannot be copied (no-cloning theo-
rem) and hence cannot be transmitted by usual
methods.

Teleportation is a scheme to transmit a quan-
tum object. A and B share two entangled quan-
tum objects called an Einstein–Podolsky–Rosen
pair. Their entangled wave functions
form a set of four Bell basis states. To send
a quantum object to B, A entangles its quantum
object with its member of the pair and makes a

Bell measurement to project it onto one of the
four Bell basis states. The sender (A) then sends
the result of the measurement (a classical object)
to B using a classical channel of communica-
tion. Depending on the result, B makes one of
four unitary transformations on its member of
the EPR pair to regenerate the quantum object
that A sent him. In this process, A destroyed
its quantum object, but it has reappeared at B’s
end.

TEM modes TEM stands for transverse
electromagnetic.TEM modes are propagating
modes of the electromagnetic field where both
the electric and magnetic fields are perpendicu-
lar to the direction of propagation.

temperature coefficient of reactivity The
temperature gradient of reactivity of a thermal
nuclear reactor (�ρ/�T, ρ- reactivity). The
major contributor to thetemperature coefficient
of reactivity is thermal leakage because of de-
crease in moderator density and increase in fast
neutrons. In liquid-metal-cooled fast breeder
reactors, the Doppler effect in the resonance
capture of neutrons, decrease in cooler density
(sodium), and thermal expansion of the fuel are
the main contributors to thetemperature coeffi-
cient of reactivity.

temporal coherence The degree oftemporal
coherence for a light field is determined by the
ability to predict the value of the electric field at a
time t1 if one knows the electric field at timet2.
A monochromatic wave is perfectly coherent,
as knowledge of the frequency and initial value
allows one to know the value of the field at any
point in the future with no uncertainty.

tensor force A spin-dependent force between
nucleons which has been introduced in analogy
to the force between two magnets so that ob-
served moments of the deuteron could be ac-
counted for theoretically, in particular its mag-
netic dipole moment and the electric quadrupole
moment.

term A group of (2S + 1)(2L + 1) atomic
states, usually close in energy, which share def-
inite spin and orbital angular momentum quan-
tum numbersS andL.
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term splitting The difference in the ener-
gies of almost degenerate eigenstates of an atom,
molecule or nucleus due to a small perturbation,
such as the spin-orbit interaction.

ternary fission Fission consisting of three
final nuclei.

TESSA-3 spectrometer (total energy
suppression shield array) A special
scintillation–bismuth germanate shielded
germanium (BGO) detector at NSF Daresbury.
This detector is suitable to investigate high-spin
states of nucleons. Heavy ions are used to study
these states, because by using them, sufficiently
high orbital momentum can be achieved. Typi-
cal examples are124Sn (48Ca,4n) 168Hf and
100Mo (36S,4n) 132Ce at energies∼ 4MeV/A.
The emission of gamma rays follows these
processes. Gammas or charged particles
produce electron–hole pairs in semiconductor
layers of detectors. These kinds of detectors
have a single crystal of germanium doped as
a diode. A reverse bias voltage is applied on
that germanium and produced electrons and
holes are attracted on opposite sides of the
detector. The total amount of collected charge
is proportional to the energy of incidence of the
gamma ray.

test particle In calculations of plasma pa-
rameters such as the Debye length and electri-
cal conductivity, it is often useful to analyze the
Coulomb interactions of a sample plasma parti-
cle, ortest particle, with the rest of the plasma.
Such calculations are then said to use thetest
particle method.

tetrahedral coordination A crystal structure
(e.g., diamond or zincblende structure) where
each atom has its four nearest neighbors located
at the vertices of a tetrahedron (with the refer-
ence atom being at the center of the tetrahedron).

tevatron collider A superconducting system
that started to work in 1983. In 1990, this col-
lider was operating at 900 GeV. Higgs particles
with masses above 50 GeV can be detected in
electron–positron collisions in this facility.

thermal electron, ion, or particle Many
plasmas may be viewed as consisting of one or
more bulk fluids in approximate thermal equi-
librium plus various non-thermal components.
It is then often convenient to treat particles from
the thermal component (thermal particles) sep-
arately from those in the non-thermal compo-
nent(s). For instance, magnetic fusion plas-
mas are often heated using superthermal neu-
tral particle beams, in which case the ions in the
plasma consist of a thermal (slowed-down) and
superthermal (slowing-down) component.

thermalization Also known as slowing-
down, this is the process (generally arising from
collisions) by which fast (superthermal) parti-
cles give up energy to the plasma and slow down
to thermal speeds.

thermal noise The electronic noise (temporal
fluctuations) in the current through (or voltage
over) a sample connected to a power supply. The
noise arises from temporal fluctuations in the ve-
locity of electrons interacting with scatterers in
the sample. This type of noise has a tempera-
ture dependence. At low frequencies, the mean
square fluctuation in the voltage< V 2 > over a
sample is related to the absolute temperatureT

and the resistanceR of the sample according to

< V 2 >= 4kT R�f

where�f is the frequency window (bandwidth)
within which the noise is measured.

Thermal noise is also referred to as Johnson
noise or Nyquist noise.

thermal plasma A plasma in which all com-
ponents (electrons, ions, and molecules) are in
local thermodynamic equilibrium. The ion
charge state distribution in this case is the Saha–
Boltzmann distribution governed by the Saha
equation.

thermal radiation Also known as heat radi-
ation. When a material is at a nonzero temper-
ature, it will radiate, typically at lower energies
or higher wavelengths. In particular, objects in
everyday life tend to emit infrared radiation. For
a perfectly absorbing and reflecting surface (i.e.,
a blackbody), the emission spectrum is given by
the Planck spectrum.
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thermal reservoir When one couples a quan-
tum system to its environment, and that environ-
ment is in thermal equilibrium at some temper-
ature, one can assume that the large system (the
reservoir, or environment) is unaffected by the
actions of the small quantum system and use
appropriate statistics to specify the state of the
environment at all times.

thermionic emission The phenomenon of
electron or hole emission over a potential bar-
rier at a finite temperature. Such a barrier may
exist at the interface of a metal and an insu-
lator. The current density J associated with
thermionic emission is given by the Richardson–
Dushman law:

J = − qm

2π2 ̄h3 
(kT )2e−W/kT

where q is the charge of an electron (or hole),
T is the absolute temperature, k is the Boltz-
mann constant, and W is the work function of
the metal. Thus, if ln(J/T 2) is plotted against
1/kT , the resulting curve will be a straight line
with a slope of -W . Such a plot is used to ex-
perimentally measure the work function W .

thermodynamic equilibrium, plasma
There is a very general result from statistical me-
chanics which states that, if a system is in ther-
modynamic equilibrium with another (or sev-
eral other) system(s), all processes by which
the systems can exchange energy must be ex-
actly balanced by their reverse processes so that
there is no net exchange of energy. For plasmas
in thermodynamic equilibrium, one can view
the plasma as an ion and electron system, and
one sees that ionization must be balanced by
recombination, Bremsstrahlung by absorption,
line radiation by line absorption, etc. When
thermodynamic equilibrium exists, the distribu-
tion function of particle energies and excited en-
ergy levels of the atoms can be obtained from
the Maxwell–Boltzmann distribution, which is
a function only of the temperature. The Saha
equation is a special application of this. Because
thermodynamic equilibrium is rarely achieved,
especially in short-lived laboratory plasmas, one
must generally also consider deviations from to-
tal equilibrium, leading to more complicated sit-
uations.

thermoelectric Materials that transport elec-
tricity efficiently while transporting heat not as
efficiently. The figure of merit for a thermoelec-
tric material is a dimensionless quantity defined
as

ZT = S2σT

κ

whereS is the Seebeck coefficient, σ is the elec-
trical conductivity,κ is the thermal conductivity,
and T is the absolute temperature.

thermoelectric effects The effect by which
heat energy is converted directly into electrical
energy and vice versa.

thermoluminescence The process of ther-
mally releasing electrons (holes), trapped in lo-
calized states, which gives rise to photolumi-
nescence upon subsequent recombination with
holes (electrons). These electrons (holes) can
often also be observed in electrical transport
(thermally stimulated currents). The intriguing
fact about the process is that a very small quan-
tum energy (thermal, 25 meV at room tempera-
ture) is needed to produce emission of photons
of several eV.Thermoluminescence applications
has in dosimetry and as an infrared beam finder.

thermomagnetic effects Thermoelectric ef-
fects occurring in presence of magnetic field.
See thermoelectric effect.

thermonuclear In nuclear physics, relating
to processes which initialize the fusion of light
nuclei because of their rapid motion at extremely
high temperatures, leading to the release of fu-
sion energy.

thermonuclear fusion (1) Describes fusion
reactions achieved by heating the fuel into the
plasma state to the point where ions have suf-
ficient energy to fuse when they collide, typi-
cally requiring temperatures of at least 1 mil-
lion K. Thermonuclear fusion converts a small
amount of the mass of the reactants into energy
viaE = mc2, and is the process by which most
types of stars (including the sun) produce the en-
ergy to shine. In these stars, gravity compresses
and heats the core stellar plasma until the power
released from fusion balances the power radi-
ated from the star; the star then reaches an equi-
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librium where thermonuclear fusion reactions
sustain the internal pressure of the star in bal-
ance against the force of gravity. This prevents
the star from collapsing, at least until it runs out
of fusion fuel. On earth, controlled thermonu-
clear fusion reactions represent a possible long-
term source of energy for humanity, though re-
search remains decades away from economical
fusion power. Uncontrolled fusion provides the
immense power of thermonuclear weapons (hy-
drogen bombs). In controlled fusion research,
the term thermonuclear is also used to charac-
terize fusion reactions between thermal ions, as
opposed to fusion reactions involving injected
beam ions or other ions lying outside the ther-
mal Maxwellian distribution.

(2) A process in which two nuclei interact
and form a heavier nucleus. An example of this
kind of reaction is a process that is investigated
in fusion reactors. See tokamak.

thermonuclear reaction An exoenergetic
nuclear reaction in which the nuclei of light el-
ements in a gas at a very high temperature be-
come energetic enough to combine with each
other upon collision.

theta particle (meson) Discovered in the
Crystal Ball collaboration among products of
decay of psi particles. Ii has a mass of 1640
MeV and an angular moment of two. This par-
ticle could have double meson states (composed
of two quarks and two antiquarks) or gluonium
states.

theta pinch or thetatron A fast-pulsed pinch
device in which an externally imposed current
goes in the azimuthal/circumferential direction
(generally in a solenoid) around a cylindrical
plasma. Use of a fast-rising solenoidal current
causes a rapidly increasing axial magnetic field
which compresses and heats the plasma.

thin airfoil theory Linearized supersonic
flow utilizating perturbations. For the perturbed
velocity field�u = (u∞+u′)i+ v′j +w′k, a ve-
locity potential� is defined such that�u = ∇�.

In the transonic regime,

(
1−M2∞

) ∂2φ

∂x2
+ ∂

2φ

∂y2
+ ∂

2φ

∂z2

= M2∞
(
γ + 1

U∞
∂φ

∂x

)
∂2φ

∂x2

while in the subsonic and supersonic regimes,

(
1−M2∞

) ∂2φ

∂x2
+ ∂

2φ

∂y2
+ ∂

2φ

∂z2
= 0 .

For the linearized pressure coefficient,Cp =
− 2u′
u∞ andv′ = u∞θ , compressible corrections

such as the subsonic Prandtl–Glauert rule,

Cp = Cpo√
1−M2∞

CL = CLo√
1−M2∞

whereCpo andCLo are the pressure and lift co-
efficients determined from incompressible flow,
and the supersonic Prandtl–Glauert rule

Cp = 2θ√
M2∞ − 1

CL = 4α√
M2∞ − 1

CD = 4α2√
M2∞ − 1

whereα is the angle of attack of the thin airfoil.

third order susceptibility The susceptibility
defined by �P = ε0χ �E often has a dependence
on the applied field. It is often useful to use
a Taylor series expansion of the susceptibility
in powers of the applied field. For an isotropic
homogeneous material, this yieldsχ = χ(1) +
χ(2)E + χ(3)E2. The factorχ(3) is referred to
as thethird order susceptibility, as it results in a
term in the polarization third order in the applied
field. This factor is only nonzero for materials
with no inversion symmetry. For a material that
is not isotropic, thethird order susceptibility is
a tensor.

thixotropic fluid Non-Newtonian fluid in
which the apparent viscosity decreases in time
under a constant applied shear stress.

Thomas–Fermi equation A differential
equation to calculate the electrostatic potential
in the context of the Thomas-Fermi atom model:
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d2φ/ dr2 = φ3/2/r1/2, with boundary condi-
tionsφ(0) = 1 andφ(∞) = 0.

Thomas–Fermi theory A generalization of
Fermi-gas model in collective models of nuclear
matter. In the Thomas–Fermi model, single-
particle wave function is replaced by plane wave
locally.

Thomas Jefferson National Accelerator Fa-
cility Has CEBAF (Continuous Electron
Beam Accelerator Facility). This facility can ex-
aminate nuclei at scales smaller than the size of
nucleons as research of quark-gluon degrees of
freedom in nuclei, and electromagnetic response
of nuclei [the first continuous beam electron ac-
celerator at multi GeV energies (1-6 Gev)].

Thomas–Reiche–Kuhn sum rule This is an
identity involving the transition matrix elements
of an atom,

∑
i ωij |〈i|d|j〉|2 = 3h̄e2/2m. Here,

e andm are the charge and mass of an elec-
tron andωij is the frequency difference between
states|i〉 and|j〉. The dipole moment operator
is �d = e�r.

Thomson effect The electricity generated in
a single conductor, in the form of an emf, by
maintaining a thermal gradient in it. Heating
and/or cooling effect can then be produced by
adjusting the flow of current along the thermal
gradient.

Thomson scattering Scattering of electro-
magnetic radiation by free (or loosely bound)
particles.

t’Hooft, Gerard Physicist from the Univer-
sity of Utrecht who notably contributed to the
theory of electroweak forces, QED, gauge the-
ories, etc. and won the Nobel Prize in physics.

Thouless number The conductance of a sol-
id divided by the fundamental conductance 2
e2/h (e is the electronic charge andh is Planck’s
constant) is a dimensionless number called the
Thouless number. It occurs in the theory of lo-
calization.

three-body problem In quantum mechan-
ics, the problem of solving the equation of mo-

tion of three interacting quantum particles. The
problem has no exact solution except for certain
unphysical interactions.

three-body recombination In this atomic
process occurring in relatively high density plas-
mas, two electrons (or an ion and an electron)
interacting near an ion result in a recombination
of one electron onto the ion, with the third par-
ticle carrying away the resulting energy. This
process is the inverse of impact ionization.

three-j coefficients Expansion coefficients
that occur when eigenfunctions of two individ-
ual angular momentaj1 and j2 are coupled to
form eigenfunctions of the total angular momen-
tum J = j1 + j2. They are also called Wigner
three-j symbols and are closely related, but not
identical, to the Clebsch–Gordon coefficients.

three-level atom An atom that interacts with
an electromagnetic field such that only three lev-
els have significant population.

three-wave mixing A process in which two
laser beams interact in a non-linear optical ma-
terial, generating a third beam.

threshold dose A hypothetical dose below
which ionizing radiation has no stochastic risk
of cancer induction. Namely, below 0.1 Sv of
whole body dose epidemiological studies have
not observed statistical significant increase in
the number of cancers (including leukemia).
Extrapolation linear doses effects relationship
from medium dose region (0.1–0.4 Sv) to low
dose region (below 0.1 Sv, or according some
authors below 0.2 Sv) is scientifically unjusti-
fied. Moreover, some authors claim hormesis
(beneficial) effect of ionizing radiation in low
dose range.

threshold gain The gain at which a laser
turns on, where the gain per pass is equal to the
loss. This is a well-defined concept for large
lasers.

thyristor A device made of semiconductor
for changing the direction of current in an elec-
trical circuit.
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tight binding model The model for comput-
ing the electron’s energy in a crystal, based on
the assumption of the center of the electronic
orbit being located on some atom of the lattice
structure and the electron having some pertur-
bation.

tilt boundary A grain boundary is the junc-
tion of two single crystals with different crystal-
lographic orientations. If the difference in the
orientation is small, the boundary is referred to
as a low-angle grain boundary. Atilt bound-
ary is an example of a low angle grain boundary
which is formed by a sequence of edge disloca-
tions.

timeline A line formed of adjacent fluid par-
cels in a flow field at a given instant and observed
over time.

time ordering To apply this, one places all
creation operators to the left and all annihila-
tion operators to the right and then arranges the
annihilation operators so they act in order of in-
creasing time. This is also applied to the creation
operators acting to the left. For example, for
t1 > t2, the expressiona†(t2)a(t2)a

†(t1)a(t1)

would be written asa†(t2)a
†(t1)a(t1)a(t2) after

time ordering has been applied.

tipping angle Superfluorescence is triggered
by vacuum fluctuations. Thus, it is never trig-
gered in a semiclassical theory. This can be dealt
with by assuming a stochastic tipping angle of
the collective Bloch vector away from due north,
whose statistics can be determined by the full
quantum theory.

tip vortex Vortex created at the tip of a wing
due to the difference in pressure between the
upper and lower surfaces of the wing.

tokamak Acronym created from the Rus-
sian words, TOroidalnaya KAmera ee MAgnit-
naya Katushka, or toroidal chamber and mag-
netic coil, which denotes a class of systems for
the toroidal magnetic confinement of thermonu-
clear fusion plasmas. Originally designed by
Andrei Sakharov (1921–1989) and developed
in the USSR, thetokamak began setting perfor-
mance records for magnetic confinement fusion

systems in the late 1960s and remains the lead-
ing concept for magnetic confinement fusion to-
day. Thetokamak configuration is perhaps most
easily visualized by considering a cylindrical
vacuum tube (typically of D or O-shaped cross-
section) which has been bent around a symmetry
axis into a torus. A solenoid coil wound around
the original tube provides a strong toroidal mag-
netic field (which can vary from about 0.1 to
over 10 tesla). Magnetohydrodynamic equilib-
rium and stability are achieved through a combi-
nation of externally-driven toroidal plasma cur-
rents (up to tens of millions of amperes, forming
the necessary poloidal magnetic field) and exter-
nally applied vertical magnetic fields. Perhaps
the easiest way to produce the toroidal plasma
current is to orient a second solenoid along the
symmetry axis of the torus and use the toroidal
plasma as a one-turn transformer secondary coil.
The resulting ohmic heating is sufficient to pro-
duce temperatures on the order of one million K
or more, depending on the plasma density and
the capability of the toroidal field to confine the
plasma. So far, ohmic heating has been insuffi-
cient to produce fusion energy, however, and this
mode of operation is inherently pulsed, which
has motivated research into alternative methods
of plasma current drive.

Tollmien–Schlicting wave Unstable waves
appearing in viscous boundary layers above a
Reynolds number of 520. Also referred to as
TS and TSS waves.

Tomonaga–Schwinger equation Equation
of motion of a quantized field vector for deter-
mining its position on a surface that is very close
to another such surface.

top quark (sixth quark, flavor-truth) Un-
observed until 1990 (Liss, P.L. Tipton, The dis-
covery of top quark, Sci. Am. 277, 54, 1997).

toroidal magnetic confinement This term
describes a large number of magnetic confine-
ment systems based on toroidal geometries,
which are perhaps the simplest closed magnetic
field configurations. These confinement sys-
tems use a combination of external field coils
and internal plasma currents to produce toroidal
and poloidal magnetic fields capable of confin-
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ing plasmas as long as the currents and fields
are sustained. The simplest such configuration,
a solenoid coil bent into a torus, creates verti-
cal particle drift motions and cannot confine a
plasma, but the addition of various possible ver-
tical and poloidal fields leads to a number of
configurations with magnetohydrodynamically
stable plasma equilibria. When such a system
is symmetric about the major axis of the torus,
it is said to be axisymmetric; this simplifies the
analysis of such systems and also gives these
systems unique physical properties.

toroidal pinch Perhaps the earliest proposed
magnetic confinement fusion scheme (Thom-
son and Blackman, 1946, in the UK), this is
a toroidal variant of the Z pinch, in which a
transformer primary drives a rapidly increasing
toroidal current in a plasma ring (the transformer
secondary), and the pinch effect constricts the
ring. The toroidal pinch suffers from magneto-
hydrodynamic instabilities which limit the con-
finement. Many of these can be ameliorated by
adding a toroidal magnetic field, leading to the
stabilized pinch class of devices (which need
not actually be pinches in the strict sense), of
which the tokamak and reversed-field pinch are
two major examples.

Torricelli’s theorem The velocity of a liq-
uid jet discharged from an orifice in a tank is a
function of the heighth of the free surface of the
fluid above the orifice

U = √2gh

where both the jet and free surface are open to
the atmosphere.

total angular momentum The vector sum of
the two kinds of angular momentum of an atom,
viz. that associated with the orbital motion of
the electron and the other with the spin motion
of the electron.

Trace Sometimes known as “spur”. The re-
sult of adding the matrix elements along the di-
agonal.

trace The trace of a matrix is defined as the
sum of its diagonal elements. It is invariant un-

der a similarity transformation. It is also cyclic,
i.e., Tr(ABC) = Tr(CAB) = Tr(BCA).

trailing vortex wake Wake of vortices be-
hind an aircraft or other lifting body generated
from the lifting surfaces. The wake is created by
the roll-up of the vortex sheet into discreet vor-
tices and consists of at least one counter-rotating
vortex pair. Also referred at as a wake vortex
and wake turbulence. See downwash and vor-
tex pair.

Trailing vortex wake with downwash behind a wing.

transferred electron effect The effect
whereby electrons in a semiconductor with mul-
tiple conduction band valleys are transferred
from one conduction valley to another under the
influence of an external electric field that imparts
additional energy to the electrons. The Ridley–
Watkins–Hilsum–Gunn effect is an example of
this effect.

transformation theory The systematic study
of transformations which, when applied to the
Hamiltonian of a quantum system do not change
the values of certain observables.

transistor A semiconductor device sand-
wiched betweenp-type andn-type, very widely
used in electrical/electronic circuits as amplifier,
oscillator, detector, etc.

transit broadening When a beam of atoms
crosses an optical cavity, some are leaving and
some are entering. This can be modeled as a
group of atoms stationary in the cavity mode
with additional dephasing decay of the dipole
moment. This is due to one atom leaving with a
nonzero dipole moment and another entering in
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the ground state with no dipole moment. This
effectively dephases the dipole moment of the
atoms in the cavity mode.

transition Regime of flow which is between
laminar and turbulent characterized by periods
of intermittency where the flow field rapidly
changes from one regime to the other and back
again.

transition (the liquid phase of nuclear mat-
ter) At densities lower than inside normal
atomic nuclei, nuclear matter theoretically has
to go from a liquid to a gas phase. This phase
should occur at a temperature of 1011 K or 15
MeV. This transition is quantum in nature.

transition frequency The point of intersec-
tion on the frequency response plot, of the con-
stant amplitude asymptote and the constant ve-
locity line.

transition matrix elements For a given in-
teraction HamiltonianHI , the transition matrix
elements are defined asHij

I = 〈i|HI |f 〉. In the

Schrödinger picture, this yieldsHij
I =

∫∞
−∞ ψ

∗
i

HIψf .

transition probability In quantum mechan-
ics, the probability that a quantum system will
make a transition from one state to another.

transition rate (R) The rate at which the
population of one energy level is transferred to
another via some external influence. For peri-
odic excitation using time-dependent perturba-
tion theory, one has Fermi’s Golden rule, which
yieldsR = (2π/h̄)|〈f |Vint|i〉|2×ρ(Ef −Ei =
h̄ω0). Here, i and f denote initial and final
states,Vint andω0 denote the amplitude and fre-
quency of the excitation, andEi,f is the energy
of the initial and final states.

translation operator Thetranslation opera-
tor, when acting on a scalar function, is defined
via T (a)ψ(x) = ψ(x + a).

transmission coefficient The ratio of trans-
mitted to incident energy flux that occurs when
a quantum wave hits a semitransparent obstacle.

transmission electron diffraction An elec-
tron beam will be diffracted by the periodic ar-
rangement of atoms in a solid it traverses. If
the optics of a TEM are slightly changed, then
the diffraction pattern, rather than the image of
the surface, can be projected on to a screen.
If the crystal is large with respect to the beam
size, spots will be produced on the screen which
bear information about the crystal structure. For
nearly perfect crystals, lines (calledKikuchi
lines) will also be seen and can be used to deter-
mine crystal orientation. Samples with crystal-
lites smaller than the beam size and with random
orientation will show rings.

transmission matrix A matrix relating
the transmitted wave amplitudes, transmitting
through a structure to the incident wave ampli-
tudes.



B1
B2
. . .

Bn


=




t11 t12 . . . t1n
t21 t22 . . . t2n
. . . . . . . . . . . .

tn1 tn2 . . . tnn





A1
A2
. . .

An




whereAs are the amplitudes of the incident
modes,Bs are the amplitudes of the transmitted
modes, andts are the elements of thetransmis-
sion matrix.

Depiction of a transmission matrix.

transonic flow The flow regime 0.8< M <

1.2 where the flow may contain both subsonic
and supersonic flow. For the perturbed velocity
field �u = (u∞ + u′)i + v′j + w′k, a velocity
potential� is defined such that�u = ∇�. In the
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transonic regime,

(
1 −M2∞

) ∂2φ

∂x2 
+ ∂

2φ

∂y2 
+ ∂

2φ

∂z2

= M2∞
(
γ + 1

U∞
∂φ

∂x

)
∂2φ

∂x2 
.

transport, in plasmas The problem of un-
derstanding the motions of particles in a plasma
(and the related flows of energy, momentum,
and other physical quantities) is extremely im-
portant in many, if not all, areas of plasma re-
search. The theory of transport in plasmas is
highly complex, but an understanding of trans-
port is vital to controlled fusion research (where
insufficient energy confinement is a major ob-
stacle to producing fusion energy), plasma as-
trophysics (where radiation transport through
plasmas often plays a dominant role), and many
other areas including high energy-density plas-
mas, plasma processing of materials, space plas-
mas, and more. Since plasmas are many-body
systems, it is not possible to follow all six de-
grees of freedom of each particle in the plasma,
and consequently, statistical methods and fluid
theories must be employed, though even these
often prove barely tractable for realistic situ-
ations. The wide variety of possible plasma
conditions (spanning over 30 orders of magni-
tude in density and over six orders of magni-
tude in temperature) leads to a wide range of
phenomena, including flows, turbulence, waves
and non-linear wave-particle interactions, and
shocks. Specific approximations are generally
needed to treat specific classes of plasma con-
ditions over specific time and distance scales.
Some key topics in plasma transport research in-
clude the determination of transport coefficients
such as viscosity and diffusivity, and related pa-
rameters such as electrical conductivity and par-
ticle and energy confinement times.

transversality condition In electrodynam-
ics, the condition that electromagnetic fields
have only transversal components ∇ • A = 0.

transverse charge The effective charge asso-
ciated with the absorption induced by transverse
optical phonons. It is also referred to as Born
effective charge.

transverse delta function This has an in-
tegral representation δTij = (1/2π)3 

∫
d3k

[
δij

−(kikj /k2)
] 

exp(i�k · �r). Here, �k is the wave
vector, and i and j represent Cartesian coordi-
nate indices.

transverse form factor With total angular
momentum J > 0, nuclei have usually nonzero
magnet moments. It can interact with an intrin-
sic magnetic dipole of an electron. This gives an
additional term in the expression for the cross-
section for elastic scattering of electrons on nu-
clei, called the transverse form factor.

transverse Laplacian This is defined as ∇2
T

= ∂2/∂x2 +∂2/∂y2. Here we have assumed z
as the longitudinal axis.

transverse modes Generally, these are Gaus-
sian modes of a cavity, transverse electromag-
netic modes. Their exact nature depends on the
geometry of the cavity. For rectangular cavities,
they are given in terms of Hermite polynomi-
als, and for cylindrical cavities they are given in
terms of Bessel functions.

transverse vibration The vibration in a sys-
tem where the displacement happens in a direc-
tion normal to the direction of motion of the
wave.

trap A device for spatially localizing a col-
lection of atoms or molecules. Typically con-
structed using a combination of laser beams and
magnets or electrostatic forces.

trapped particles See mirror effect, banana
orbit.

trapping An electron in a solid, which is oth-
erwise free to move around in the solid, may be
attracted and bound to an impurity. This cap-
turing of the electron by the impurity is called
trapping. Traps can emit the trapped electron if
they are thermally or optically excited.

traveling wave A wave in which energy is
transmitted from one part of a medium to an-
other.
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triad A chord consisting of three tones, one
being for the given tone while its major or minor
is augmented or diminished.

triclinic Bravais lattice There are seven crys-
tal symmetries corresponding to the seven point
group symmetries of the Bravais lattice. Tri-
clinic is one of them.

Seven types of Bravais lattices.

trigonal Bravais lattice One of the seven
crystal symmetries of Bravais lattices.

triple α process A stellar helium burning
process:

4He + 4He + 4He→ 12C + γ .

This process provides the opportunity to pro-
duce heavier elements than 8Be in helium burn-
ing stars.

triplet states The three states of a spectral
line split into three components when the de-
generacy is removed by applying an appropriate
field.

TRISTAN An electron–positron colliding
machine located in Japan (60GeV in the center
of mass). See also storage rings.

tritium (1) 3He is made from two protons
and one neutron. It is an example of a three-
body hypothetical force. Two-body forces act
between nucleons 1-2, 2-3, and 3-1. After taking
away the sum of interactions those three pairs,
if there is still some residual force present are
called a three-body force. This additional part
is much weaker than two body forces, and it is
neglected in calculations.

(2) The heavy hydrogen isotope consisting
of a proton and two neutrons. Unlike the lighter
isotopes (protium and deuterium),tritium is ra-
dioactive (a weak beta emitter) with a half-life of
12.3 years.Tritium is of interest in fusion energy
research since the deuterium–tritium fusion re-
action has the highest reaction rate at the plasma
densities and temperatures which are presently
achievable. Thetritium nucleus is also known
as a triton.

Troyon limit This denotes the maximum
achievable ratio of plasma pressure to mag-
netic pressure (beta limit) for the tokamak
plasma configuration to maintain magnetohy-
drodynamic equilibrium. Exceeding this limit
generally results in plasma instabilities and dis-
ruptions.

Tdephase The inverse decay rate of the induced
dipole moment of a two-level atom that is due
solely to transit broadening, collisional broad-
ening, or other elastic processes that cause the
dipole moment to dephase.

tunnel diode A diode device in which a quan-
tum effect causes carriers to pass through a sharp
barrier.

tunnel effect The ability of a particle to pass
through a region of finite extent in which the par-
ticle’s potential energy is greater than its total
energy; this is a quantum-mechanical phenom-
enon which would be impossible according to
classical mechanics.

tunneling The ability of a quantum particle
to penetrate a barrier even if its energy is less
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than the energy height of the barrier.Tunnel-
ing comes about because the wave function of
a particle and its first spatial derivative must be
continuous at the interface of the barrier. Thus,
if the wave function is nonzero at the interface,
it cannot immediately vanish inside the barrier
and must extend some distance into the barrier
before it decays to zero. Since the squared mag-
nitude of the wave function is the probability
of finding the quantum particle anywhere, this
means that there is a nonzero probability of find-
ing the particle inside the barrier. If the barrier
is thin enough, the wave function may not decay
to zero before the particle exits the barrier. In
this case, the particle can go through the barrier
and find itself on the other side. This phenome-
non is calledtunneling. It refers to the fact that
a barrier which is opaque to a classical particle
may be transparent or translucent to a quantum
particle.

turbine A device that extracts energy from a
moving fluid.

turbomachine Any of a number of devices
that adds (pump) or extracts (turbine) energy
from a moving fluid via a rotating shaft.

turbulence A concise description ofturbu-
lence is nearly impossible. Simply put, it is a
state of fluid motion characterized by seemingly
random three-dimensional behavior. Most real
flows areturbulent and all flows becometur-
bulent once a given critical value (usually the
Reynolds number) is exceeded, often after tran-
sition from stable to unstable regimes.Turbu-
lent flow has vorticity, diffusivity, and dissipa-
tion, is highly non-linear and possibly chaotic,
and is characterized by irregular fluctuations of
velocity and pressure in all three dimensions.
Some common characteristics of turbulence in-
clude unsteadiness, where the field contains var-
ious temporal scales across a wide spectrum of
frequencies, randomness, where the unsteady
fluctuations are impossible to accurately pre-
dict, three-dimensionality, where motion occurs
in all three dimensions on both the small and
large scales, vorticity, where stretching of vor-
tical filaments in the flow dissipate energy from
large to small scales, intermittency, where flow
behavior may change suddenly over time and

then return to its previous state, mixing, where
convective mixing leads to rapid diffusion of
the fluid across the flow field, and non-linearity,
where the flow characteristics may change radi-
cally for a small change in input parameters such
as Reynolds number and initial or boundary con-
ditions. These characteristics are not necessar-
ily all-inclusive. From scaling arguments, the
number of degrees of freedom in an arbitrary
flow can be shown to depend on Re as

N ∼ Re9/4

showing that for Re= 103 → N ∼ 106 and
Re = 106 → N ∼ 1012. Thus, the number
of degrees of freedom quickly outpaces any rea-
sonable ability to calculate the behavior exactly
from a deterministic standpoint.

In general,turbulence can be grossly cate-
gorized as one of three types of turbulent flows:
grid like, free-shear layer like, or wall layer like.
In the former case, the flow is a turbulent flow
field, often isotropic and homogeneous, that de-
cays in space and time. This type ofturbulent
flow occurs in the wake of a grid from the inter-
action of multipleturbulent wakes. In the case
of free-shear layer flows, interaction between
flows of varying velocities result in several re-
gions that may have differentturbulent scales or
qualities. This occurs in turbulent jets or wakes.
In the final case, the flow can best be stated as a
turbulent boundary layer, though this is a gross
oversimplication. Basic analysis ofturbulent
flows requires decomposing the flow variables
(velocity, pressure, etc.) into mean and fluctu-
ating portions

q(t) ≡ q̄ + q ′(t)

whereq̄ is averaged over some time (and thus,
free of small scale temporal fluctuations) and
q ′(t) is the time varying quantity. The various
methods of analyzingturbulent data are too nu-
merous and complicated to mention here.Tur-
bulence is commonly considered the penulti-
mate problem in modern fluid dynamics.

twinning Plastic deformation of a crystal that
results in a partial displacement of neighboring
planes. The deformed part of the crystal be-
comes the mirror image of the undeformed part.
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twist boundary A twist boundary is an ex-
ample of a low angle grain boundary formed by
a sequence of screw dislocations.

two-body force A force between two par-
ticles which is not affected by the existence of
other particles in the vicinity, such as a gravita-
tional force or a Coulomb force between charged
particles.

two-body problem The problem of predict-
ing the motions of two objects obeying Newton’s
laws of motion and exerting forces on each other
according to some specified law, such as New-
ton’s law of gravitation, given their masses and
their positions and velocities at some initial time.

two-component neutrino theory A theory
according to which the neutrino and antineutrino
have exactly zero rest mass, and the neutrino
spin is always antiparallel to its motion. while
the antineutrino spin is parallel to its motion.

two-level atom An atom that interacts with
an electromagnetic field such that only two lev-
els have significant population.

two-photon absorption A system with two
energy levels separated by energyE can make
a transition between those two states by absorb-
ing or emitting two photons (nearly coincident)
whose individual energies add toE, i.e.,E1 +
E2 = E. The cross-section, or probablility of
this occurring, is proportional to the square of
the incident light.

two-photon coherent state A particular
squeezed state in which the squeezing opera-

tor S(z) = exp
[
(1/2)[z∗a2− za†2

]
acts on a

coherent state|α〉. The name refers to the fact
that this state has a nonzero photon occupation
number only for even numbers of photons.

two-time correlation function A two time
correlation function is a measure of the pre-
dictability of the system. One typically encoun-
ters functions like〈O†(t)O(t + τ)〉. This func-
tion is a measure of our knowledge of that var-
iable (or quantum operator) at timet + τ given
that we know its value att .

Tyndall effect The phenomenon of light scat-
tering by a sol that comprises very small parti-
cles. The sol appears fluorescent and cloudy,
and the light becomes polarized.
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U
U(1) symmetry Group of symmetry associ-
ated with circle rotation. In gauge theory an in-
variant of equations to this group in each point of
space-time (locally) gives a description of elec-
tromagnetic interaction. This invariant gives
gauge particle photons (spin 1).

U (mass unit) u = mass of 12C/12 = 1
kg/NA = 1.660540210−27kg.

ultrahigh energy densities (relativistic
heavy ion collider, RHIC) Major new facility
in nuclear physics, the study of matter at the
highest energy densities and most energetic col-
lisions of heavy nuclei. This allows the inves-
tigation of matter properties similar to those in
cores of neutron stars and big bang, as well as
expected transitions to a new phase of nuclear
matter (phase in which quarks and gluons are no
longer confined within nucleons and mesons).

ultralarge-scale integrated circuits Elec-
tronic circuits where more than 1,000,000 func-
tional devices (e.g., transistors) are integrated on
a single chip.

ultrashort pulses Pulses in which the pulse
duration is comparable to the period of oscilla-
tion of the electric field.

ultraviolet Refers to electromagnetic radi-
ation with a wavelength below that of visible
light but above that of X-rays, typically in the
wavelength range of 0.6–380 nm.

Umklapp processes Scattering of a particle
from one Brillouin zone into another. The net
change in the wave vector of the particle is then
required to be large. Thus, Umklapp processes
are caused by spatially localized scattering po-
tentials that have large wave vector Fourier com-
ponents.

uncertainty principle A concept express-
ing the limitations of the possibility of simul-
taneous accurate measurements of two con-
jugate physical observables imposed by the
wave–particle duality of quantum systems. The
concept leads to Heisenberg’s uncertainty rela-
tions, e.g., �E · �t ≥ h̄/2,�x · �px ≥ h̄/2.
Here,� symbolizes the inaccuracy of the deter-
mination of the attached variable.

undepleted pump approximation It is com-
mon in non-linear optics for several beams to
interact in a crystal, resulting in an exchange of
energy from one beam to another. In many sit-
uations, one of the beams is a very strong pump
beam and it gives energy to another weaker
beam, perhaps through some parametric ampli-
fication process. If the pump beam is very strong
and gives only a small percentage of its energy
to another beam, it can be treated as a reservoir
with a constant electric field amplitude.

unified theory Grand unified theory without
gravity (SU (5), SO (10) or E6). These large
symmetries can brake on SU(3) for QCD and
SU(2)xU(1) for electro weak theory.

uniform flow Flow in which the velocity is
constant across streamlines.

unitary group The group of unitary trans-
formations on a complex vector space.

unitary matrix Matrix representing a uni-
tary transformation. Its inverse is identical to its
conjugate transpose.

unitary symmetry In the theory of strong
interactions this is an approximate symmetry
which is the basis of the quark model following
which all hadrons are built from three quarks.

unitary transformation A linear transfor-
mation on a vector space which preserves inner
products and norms. As states of quantum sys-
tems are represented by vectors in a complex
vector space (unitary space), changes from one
representation to another are effected by uni-
tary transformations. Likewise, the changes be-
tween the different pictures of quantum mechan-
ics (i.e., Heisenberg, Schrödinger, interaction)
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are also accomplished by unitary transforma-
tions. Unitary transformations are expressed
by linear operators whose adjoint is equal to its
inverse.

unit cell Symmetric properties of crystal can
be shown by a unit cell. For example, a body-
centered cubic unit cell has body-centered sym-
metry. One unit cell can be divided into several
primitive cells. After a translation operation, the
cell can also fill in all the crystal space.

universal conductance fluctuations The
conductance of a sample placed in a magnetic
field at low temperatures exhibits reproducible
fluctuations as the magnetic field is scanned.
These are called magnetofingerprints and are re-
lated to the configuration of elastic scatterers in
the sample which scatter electrons and holes but
do not randomize their phases. The rms value
of the fluctuations is of universal quantity e2/h

(= 40 µSiemens).

unmagnetized plasma A plasma with no
background magnetic field, or one in which the
background magnetic field is negligible. This is
the same as saying that if the plasma beta is suffi-
ciently larger than unity, the role of the magnetic
field is unimportant.

unpolarized light Light for which the elec-
tric field components along two orthogonal axes
are uncorrelated. Also light which is 50%

transmitted by a polarizer regardless of the ori-
entation of the polarizer.

Unstable Beam Facility Institute for Nuclear
Study, University of Tokyo This facility can
produce an environment similar to the environ-
ment responsible for the formation of elements
in stars. Neutron reach elements are important
in the synthesis of elements beyond A ∼ 56 in
supernovas. They can produce superheavy el-
ements (beyond 208Pb are unstable because of
Coulomb repulsion among protons).

unstable resonator A cavity in which a ray
will not eventually repeat its path, but will leave
the cavity. Used mainly for high power lasers
where the gain per pass is large.

unstable state A state which will eventually
decay to a lower-lying energy state.

unsteady flow Flow in which the flow vari-
ables (velocity, pressure, etc.) are a function of
time such that u = u(t).

upsilon meson ϒ Was discovered in Fer-
milab (1977). This is an unstable massive me-
son (bottomonium state bb, beauty quarks). The
mass is about 10 proton masses. This particle
has pointed to the new fifth heavy quark. Three
bound states of bottomonium exist. In 1980, a
fourth bottonium state was discovered at 10.58
GeV.

URMEL See Superfish.
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V
vacancy A missing atom in a crystal. It is
called a point defect or a Schottky defect.

vacuum A vacuum has structure as a conse-
quence of the uncertainty principle. The prod-
uct of uncertainty about energy and time is not
smaller than some numerical constant. For some
event confinement in some short time interval,
there is high uncertainty about its energy. This
means that in some short period of time a vac-
uum can have some nonzero energy in a form
of creation and annihilation some particle and
its antiparticle, or in the appearance and dis-
appearance of some physical field (electrical or
chromo-electrical). This represents a variation
of the quantum field (for example, a sea of quark-
antiquark pairs). These particles are present
only as fluctuation of fields produced by other
particles. These fluctuations are usually too
small to be observed. A vacuum is investigated
by heating (up to 1500 billion degrees) colliding
pairs of heavy ions at high energies.

vacuum arc Also known as a cathodic arc,
the vacuum arc is a device for creating a plasma
from solid metal. An arc is struck on the metal,
and the arc’s high power density vaporizes and
ionizes the metal, creating a plasma which sus-
tains the arc. The vacuum arc is different from a
high-pressure arc because the metal vapor itself
is ionized, rather than an ambient gas. The vac-
uum arc is used in industry for creating metal
and metal compound coatings.

vacuum fluctuations The ground, or vac-
uum, state of an electromagnetic field (or har-
monic oscillator) has an average electric field
(or displacement) of zero, but a nonzero value
for the square of the field (square of the dis-
placement). This results in a nonzero variance
of the field (or displacement), known as vacuum
fluctuations.

vacuum polarization Fluctuations in the
vacuum state of all the field modes with which
an atom interacts can induce a fluctuating polar-
ization.

vacuum pressure See pressure, vacuum.

vacuum–Rabi splitting When an atom and
cavity mode are coupled together with the
Jaynes–Cummings coupling constant g, the
one-quantum energy states (with E = 3/2h̄ω)
are split. The new states are mixtures of the
bare states and are displaced by ±g. The re-
sult is that spontaneous emission of an atom in
a small cavity may result in a doublet structure
in the spectrum.

vacuum state A common name for the
ground state of an electromagnetic field or har-
monic oscillator.

valence band Energy states corresponding
to the energies of the valency electrons. This
band is located below the conduction band.

valence bond Covalent bond.

valence electrons The electrons in a crys-
tal belong to one of three types. The first is
core electrons, which are closest to the posi-
tively charged nuclei and remain tightly bound
to the nuclei. They can never carry current. The
second is valence electrons, which are in the out-
ermost shells of the atom and are loosely bound.
They participate in chemical bonding. Thermal
excitations at nonzero temperatures break bonds
and free corresponding valence electrons. The
third type is free electrons (or conduction elec-
trons), which are not bound to any nucleus and
hence can carry current.

valence nucleon Nucleons in a shell model
are divided into core and valence (active) nucle-
ons. Core nucleons are assumed inactive, except
they provide the binding energy to the valence
nucleons. The core is one of the closed shell
nuclei and can be treated as a vacuum state of
the problem. The Hamiltonian of the nuclei sys-
tem can be written as the sum of single-particle
Hamiltonians for all active nucleons.
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valley of stability Space of stable nuclei with
proton number Z = 1 to Z = 82 (lead). For the
first order of approximation, stable nuclei have
N = Z.

Van Allen radiation belts Plasma regions in
the Earth’s magnetosphere (or in other magneto-
spheres) in which charged particles are trapped
by the magnetic mirror effect. These zones are
named after James A. Van Allen, who discov-
ered them in 1958.

van Cittert–Zernike theorem This theorem
expresses the field correlation at two points, gen-
erated by a spatially incoherent, quasi-mono-
chromatic planar source.

Van der Meer, Simon Author of a stochastic
cooling scheme that provided the opportunity to
build the UA1 detector (with Carlo Rubbia) and
discover intermediate W and Z bosons. Van der
Meer and Rubbia received the Nobel Prize in
1984.

Van der Pauw’s method A method to mea-
sure the resistivity and Hall coefficient of a thin
film material. The film is cut into a cloverleaf
pattern, and a point contact is made to each leaf.
The resistivity and Hall coefficient are deter-
mined by applying a current between two of
the leads and measuring the voltage between
the other two leads in the presence of a mag-
netic field applied normal to the plane of the
leaf. Measurements are taken with all possible
combinations of the leads and the resistivity, and
Hall coefficients are extracted from formulas re-
lating the measured currents and voltages.

Van der Waals equation An equation of
state for a real gas, and is given by

(P + a/v2)(v − b) = RT

P being the pressure of the gas, v its volume/
mole, T is the temperature of the gas in absolute
scale, R is called the universal gas constant per
mole, a and b are constants. a and b are actu-
ally correction terms, a for the attractive forces
between molecules and b for the finite size of
molecules.

van der Waals force (1) An attractive force
between nucleons. Nuclear forces can arise
from quark–quark interaction by analogy with
molecules.

(2) Forces of electrostatic origin that exist be-
tween molecules and atoms. When two atoms
are brought close together, they polarize each
other because of the electrostatic interaction be-
tween the nuclei and electron clouds of the two
atoms. At very close distances, the net force be-
tween the atoms is repulsive. At slightly larger
distances, it becomes attractive and then decays
to zero at even larger distances. It is the van der
Waals forces that hold the atoms and molecules
together in solids.

(3) Forces that arise between two electrically
neutral objects that each have no net electric
dipole moment. The fluctuating dipole of one
object induces a dipole in the other, and a dipole–
dipole force occurs.

van Hove singularities Critical points in the
energy–wave vector dispersion relations of elec-
trons (i.e., critical values of the wave vector) at
which the density of states diverges to infinity.

The spin-resolved density of states in energy
D(E) is given by

D(E) = (1/2π)n ∂E
∂kn

where n is the dimension of the sample (n = 1,2,
or 3). For example, in a one-dimensional solid,
the van Hove singularities will occur whenever
the derivative ∂k/∂E diverges. This happens at
the center of the Brillouin zone and at the edges.

Van Vleck paramagnetism Paramagnetism
that is independent of temperature but with a
small positive susceptibility.

variance The variance of a fluctuating vari-
able O is give by �O = √〈O2〉 − 〈O〉2.

variational method Theoretical approach to
finding upper bounds on the energy of low-lying
levels of a given symmetry for quantum systems.
The method also yields an approximation for the
state function which is usually obtained by intro-
ducing a trial function with one or more param-
eters which are varied to minimize the energy
integral. According to the type of parameters,
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Density of states vs. energy in an quasi-zero-

dimensional structure called a quantum dot. The den-

sity of states diverges at sub-band edges and is zero

everywhere else. The subband energies correspond

to van Hove singularities.

one distinguishes linear variation methods (Ritz
variational principle) from non-linear variations
which require iterative techniques.

variational principle See variational method.

vector coupling coefficients Transformation
coefficients that occur when the products of the
eigenfunctions of two angular momenta are cou-
pled to the eigenfunctions of the sum of the two
angular momenta. See also Clebsch–Gordon
coefficients, Wigner coefficients, and three-j co-
efficients.

vector model of atomic or nuclear structure
An intuitive model to represent the structure of
the angular momentum features in atoms or nu-
clei, in which spin and orbital angular momenta
of the electrons (or nucleons) are symbolized by
vectors upon which special addition rules are su-
perimposed to account for the way angular mo-
menta add in quantum mechanics.

vector particles Boson particles with spins
equal to one (they obey Bose–Einstein statis-
tics).

vector potential As the divergence of the
magnetic field �B is zero, it can be written as the
curl of another vector field, �B = �∇ × �A, where
�A is referred to as the vector potential. It is

not uniquely specified by this definition, as any
other vector potential �A′ obtained by a gauge
transformation of �A yields the same magnetic
field.

Vegard’s law This law stipulates empirically
that the lattice constant of a ternary compound
is a linear function of the alloy composition and
can be found by linearly extrapolating between
the lattice constants of its binary constituents.
Hence, the lattice constant of a ternary com-
pound AxB1−xC is found from the lattice con-
stants of the binary constituents as

lABC = lBC + (lAC − lBC) x
where l stands for the lattice constant.

velocity modulation transistor A field ef-
fect transistor operates on the following princi-
ple: The current flowing between two terminals
(called source and drain) can be modulated by
an electrostatic field (or potential) applied at a
third terminal (called the gate). The current is
proportional to the conductance of the conduct-
ing channel between the source and drain (at a
fixed source-to-drain bias) and the gate potential
changes this conductance.

The conductance is given by

G = ρµ
where ρ is the charge density in the conduct-
ing channel and µ is the mobility of the carriers
contributing to the charge. Ordinary field effect
transistors change the conductance by changing
ρ with the gate potential. A velocity modulation
transistor changesµ. The gate potential attracts
the charges towards the surface of the channel
where the mobility is lower because of surface
scattering. This reduces the conductance and
drops the source-to-drain current (switching the
transistor off). The advantage of this approach
is that the switching time is not limited by the
transit time of charges in the channel. Instead,
it depends on the velocity relaxation time which
is typically sub-picoseconds in technologically
important semiconductors at room temperature.

velocity of light In a vacuum, the speed of
light is defined to be 2.998× 108 m/s. It is also
given by c = 1/

√
ε0µ0, where ε0 is the permi-

tivity of free space and µ0 is the permeability
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of free space. Inside a medium, the velocity of
light is reduced by the index of refraction of the
medium vlight = c/n.

velocity overshoot When a high electric field
is applied to a solid, the drift velocity of elec-
trons or holes rapidly rises, reaches a peak, and
then drops to the steady-state value. This is
known as velocity overshoot, whereby the ve-
locity can temporarily exceed the steady-state
value. This happens because the scattering rate
increases when the electrons or holes become
hot (their energy increases). The time taken for
the energy to increase is roughly the so-called
energy-relaxation time, whereas the time taken
for the velocity to respond to the electric field
is the momentum relaxation time. The former
can be much larger than the latter. Hence the
velocity responds much faster than the energy,
causing the overshoot.

Temporal response of the drift velocity of electrons to

a suddenly applied strong electric field. The velocity

overshoots the steady-state velocity momentarily and

then settles down to the steady-state value gradually.

velocity potential Scalar function φ which
satisfies both

u ≡ ∂φ

∂x

The drift velocity of charge carriers in a solid vs. applied

electric field. The velocity at first rises linearly with the

field and then saturates to a fixed value.

and

v ≡ ∂φ

∂y

which exists for all irrotational flows. The veloc-
ity potential also satisfies the Laplace equation

∇2φ = ∂2φ

∂x2
+ ∂

2φ

∂y2
= 0

exactly.

velocity saturation When an electric field
is applied to a solid, an ordered drift motion
of electrons and holes is superimposed on the
random motion of these entities. Whereas the
random motion results in no resultant drift ve-
locity, the ordered motion gives rise to a net drift
velocity and a current.

When an electric field is applied to a solid,
the electrons and holes in the solid are acceler-
ated. However, the scattering of the electrons
and holes due to static scatterers such as im-
purities and dynamic scatterers such as phonons
(lattice vibrations) retards the electrons. Finally,
a steady-state velocity is reached where the ac-
celerating force due to the electric field just bal-
ances the decelerating force due to scattering.

In the Drude model, scattering is viewed as
a frictional force which is proportional to the
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velocity. Hence, Newton’s law predicts

m
dv

dt
+ v
τ
= qE

where v is the velocity, t is the time, τ is a char-
acteristic scattering time, q is the charge of the
electron or hole, and E is the applied electric
field. The second term on the left side is the
frictional force due to scattering.

In a steady-state (time-derivative = 0), the
velocity is found to be given by

v = qτ

m
E

which predicts that the velocity is linearly pro-
portional to the electric field. Indeed, the drift
velocity is found to be proportional to the elec-
tric field (the proportionality constant is called
the mobility, which can be written down from
the above equation) if the electric field is small.
At high electric fields, the dependence is non-
linear because the characteristic scattering time
τ becomes a function of the electric field E . In
fact, in many materials like silicon, the veloc-
ity saturates to a constant value at high electric
fields. This phenomenon is known as velocity
saturation.

It must be mentioned that in some materi-
als like GaAs, the velocity never saturates but
instead exhibits non-monotonic behavior as a
function of the electric field. The velocity first
rises with the applied electric field, reaches a
peak, and then drops. This non-monotonic be-
havior can arise from various sources. In GaAs,
it is caused by the Ridley–Hilsum–Gunn effect
associated with the transfer of electrons from
one conduction band valley to another. The neg-
ative differential mobility associated with such
non-monotonic behavior has found applications
in high frequency oscillators.

vena contracta The region just downstream
of the discharge of a liquid jet emanating from an
orifice. The jet slightly contracts in the area after
leaving the orifice due to momentum effects.

venturi A nozzle consisting of a converging–
diverging duct. Often used in gases to accel-
erate a flow from subsonic to superonic. See
converging–diverging nozzle.

Possible flow states in a venturi.

venturi meter A flow-rate meter utilizing a
venturi. Measurement of the pressure difference
upstream of the venturi and at the venturi throat
can be used to determine the flow rate using em-
pirical relations.

vertex detector Detector designed to mea-
sure particle traces as precisely as possible near
the vertex or site of collision.

vertical cavity surface emitting lasers
(VCSEL) A laser is a device that emits co-
herent light based on amplification via stimu-
lated emission of photons. There are two condi-
tions that must be satisfied for a laser to operate:
the medium comprising the laser must exhibit
optical gain or amplification (meaning it emits
more photons than it absorbs; alternately, one
can view the absorption coefficient as being neg-
ative), and there has to be a cavity which acts like
a feedback loop so that the closed-loop optical
gain can be infinite (an infinite gain amplifier is
an oscillator that produces an output without an
input).

The above two conditions are referred to as
the Bernard–Durrefourg conditions.

The cavity is the structure within which the
laser light is repeatedly reflected and amplified.
The walls of the cavity are partial mirrors that
allow some of the light to escape (most of it is
reflected).

The vertical cavity surface light emitting
laser (VCSEL) is a laser to which the cavity is
vertically placed and light is emitted from the
top surface which is one of the walls. It is often
realized by a quantum well laser which consists
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of a narrow bandgap semiconductor (with a high
refractive index) sandwiched between two semi-
conductor layers with a wider gap and smaller
refractive index. The narrow gap layer is called
a quantum well which traps both electrons and
holes as well as photons. The quantum well thus
acts as a cavity.

Cross-sectional view of a quantum well based vertical

cavity surface emitting laser.

very large-scale integrated circuits Elec-
tronic circuits where more than 10,000 func-
tional devices (e.g., transistors) are integrated
on a single chip.

V-groove wire A V-shaped groove is etched
into a quantum well. Electrons accumulate near
the edge of the groove and constitute two parallel
one-dimensional conductors (quantum wires).

vibrational energy The energy content of the
vibrational degrees of freedom of a molecular
state. Because of the interaction with rotational
and electronic degrees of freedom, it is not a
directly measurable quantity except in certain
simple circumstances.

vibrational level An energy level of a mole-
cule which is a member of a vibrational pro-
gression and is characterized by a vibrational
quantum number.

V-groove quantum wires.

vibrational model of a nucleus This model
describes a nucleus as a drop of fluid. Proper-
ties of a nucleus can be described as phenomena
of the surface tension of the drop and the vol-
ume energy of the drop. The spherical shape of
the nucleus is the state of equilibrium (potential
energy is minimum). The spherical model is a
simple one; spherical nuclei have no rotational
degrees of freedom. Many nuclei are deformed
and rotational degrees of freedom have to be in-
cluded. The vibrational quantum of energy is
called a phonon. See also shape vibrations of
nuclei.

vibrational quantum number A quantum
number ν indicating the vibrational motion of
nuclei in a molecule neglecting rotational and
electronic excitation so that the vibrational en-
ergy can be approximately given as h̄ω(ν+1/2),
where h̄ is Planck’s constant and ω is the vibra-
tional frequency (multiplied by 2π ).

vibrational spectrum Also called vibra-
tional progression. The part of a sequence of
molecular spectral lines which results from tran-
sitions between vibrational levels of a molecule
and which resembles the spectrum of a harmonic
quantum oscillator.
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vibration of strings In string theory, parti-
cles (quanta) have extensions and they can vi-
brate (analogous to ordinary strings). That is
different from standard theories where particles
(quanta) are point like. The harmonics (nor-
mal vibrations) are determined by the tension
of the strings. Each vibrational mode of strings
corresponds to some particle. The vibrational
frequency of the mode of the string determines
the energy of that particle and, hence, its mass.
The familiar particles are understood as differ-
ent modes of a single string. Superstring the-
ory combines string theory with supersymmet-
ric mathematical structures. In such a way, the
problem of combining gravity and quantum me-
chanic is overcome. This allows the considera-
tion of all four forces as a manifestation of one
underlying principle. The vibrational frequen-
cies of a string are determined by its tension.
This energy is extremely high 1019 GeV .

violet cell A solar cell with a shallow p–n
junction which has a high spectral response in
the violet region of the solar spectrum.

virtual mass See added mass.

virtual process A process which has the po-
tential to interfere with a real physical process
although it is not observable by itself. The inter-
ference may be constructive or destructive and
is usually expressed in the framework of pertur-
bation theory.

virtual quantum Also called virtual particle.
A particle or photon which, in an intermediate
state, acts as the agent of an interaction (e.g., the
Coulomb interaction) and does not satisfy the
energy–momentum relation of a free particle. It
cannot be directly observed.

virtual state An unstable state of an excited
atom, molecule, or nucleus with a lifetime that
far exceeds typical single particle time scales,
e.g., the time it takes an electron to traverse the
linear dimension of a molecule.

viscoelastic fluid Non-Newtonian fluid in
which the fluid partially or completely returns
to its original state once the deforming stress is
removed.

viscosity A measure of a fluid’s resistance
to motion due primarily to friction of the fluid
molecules. See absolute viscosity and kinematic
viscosity.

visibility of fringes A measure of the depth
of a fringe. It is defined as V = (Imax −Imin)/

(Imax +Imin). It is equal to 1 for perfect fringes
and 0 for no fringes.

vitreous state The state of a supercooled liq-
uid appearing in the form of glass, the viscosity
being very high.

Voigt profile The line shape of a transi-
tion that is simultaneously homogeneously and
Doppler broadened, S(ω)= (4ln2/π)1/2 (eb

2
/δ

ωD erf c(b)). The parameter b = (4ln2)1/2

δω0/δωD where δω0 is the homogeneous width
and δωD is the Doppler width.

Volterra dislocation A dislocation affected
by cutting a material in the form of a ring and
putting it back together after the cut surfaces are
dislocated.

Voronoy polyhedron A generalized
Wigner–Seitz cell chosen about a lattice point
where the set of lattice points do not necessarily
form a Bravais lattice.

vortex A structure that has a circulatory or
rotational motion. A vortex can be either ro-
tational or irrotational depending upon the lo-
cal value of vorticity. An irrotational vortex of
strength � can be most easily represented by the
tangential (circumferential) velocity field

uθ = �

2πr

where r is the distance from the center of the
vortex and

� =
∮
C

u · dl

or using Stoke’s theorem

� =
∫
S

ω · dS

where S is the area of integration inside of C.
Thus, the fluid is irrotational everywhere except
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at the center of the vortex. Common vortical
representations include the Rankine and Lamb–
Oseen vortices.

Common types of vortices.

vortex line (1) A curve such that its tangent at
any point gives the direction of the local vorticity
vector. Vortex lines obey the Helmholtz vortex
theorems such that a vortex line can only end at
a solid boundary or form a closed loop (vortex
ring).

(2) When a type II superconductor is sub-
jected to a magnetic field whose strength is in-
termediate between the lower and upper criti-
cal fields, the superconductor exists in a mixed
state which is neither completely superconduct-
ing nor completely normal. Rather, the sam-
ple consists of a complicated structure of nor-
mal and superconducting regions. The mag-
netic field partially penetrates the sample in the
form of thin filaments of flux. Within each fila-
ment, the field is high and the material is normal
(not superconducting). Outside the filament, the
material remains superconducting and the field
decays exponentially with distance, with a de-
cay constant equal to the London penetration

depth. Circulating around each film is a vortex
of screening current which is called a vortex line.

vortex pair A pair of vortices, either two-
dimensional or three-dimensional, separated by
a distance b, which move under mutually in-
duced motion. For a case of same-signed (co-
rotating) vortices, the motion is circular about
a common center of vorticity (similar to plane-
tary motion about a center of gravity). For the
case of opposite-signed (counter-rotating) vor-
tices, the direction of motion is perpendicular
to the line connecting the centers of the vortex
pair. If the vortices are of equal strength (cir-
culation) �, then the motion is a straight line.
In either case, the induced velocity of the vor-
tices is U = �/2πb. Three-dimensional vortex
pairs may experience long-wavelength (Crowe)
or short-wavelength instabilities.

vortex ring A line vortex whose ends link
to form a ring. Due to the velocity induction
from one part of the vortex on every other part,
the vortex ring translates much like an opposite-
signed vortex pair. Due to the three-dimensional
nature, it experiences a short-wavelength insta-
bility.

vortex sheet An infinite number of vortex fil-
aments generated by a discontinuity in velocity.
The junction between the velocity jump forms
the sheet. Though the sheet may be idealized
as infinitesimal, in reality the sheet or veloc-
ity change has a finite thickness. Vortex sheets
result from Kelvin–Helmholtz formations and
flow over wings.

vortex street See Kármán vortex street.

vortex wake The wake behind a body
consisting of vortices created at the three-
dimensional boundaries. For a rectangular
wing, vortices are created at the wing-tips. For
a delta wing, vortices are created at the lead-
ing edge. Corners also generate vortical wake
structures. See trailing vortex wake.

vorticity Kinematic definition relating the
amount of rotation in a flow field given by the
curl of the velocity vector

ω = ∇ × u .

In an irrotational or potential flow, ω = 0.
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W
Wafer scale integration The concept of us-
ing every area — no matter how small — on
a chip to perform some useful circuit function
(e.g., computation or signal processing). The
entire surface of the chip is therefore utilized
for a giant circuit.

waist For a Gaussian beam inside an optical
cavity, that is, one whose transverse intensity has
a Gaussian distribution of I ∝ e−2(x2+y2)/w2(z),
one refers to the minimal value of the spot size
w(z) as the beam waist, where the radius of cur-
vature is infinite.

waiting time distribution (W (τ )) Gives the
probability of a photon emission at time τ given
that aproton emission happened at t = 0 and no
other emission occurred in the intervening time.

wake Region behind a body in a viscous flow
where the flow field has a velocity deficit due to
momentum loss in the boundary layer. In an ir-
rotational upstream flow, vorticity generation in
the boundary layer creates a wake which is ro-
tational (nonzero vorticity), resulting in a flow
field downstream of the body with irrotational
and rotational portions. Wakes are generally
classified as laminar or turbulent, but can also
be related to a wave phenomenon as well (see
Kelvin wedge). In surface flow (such as a ship),
both turbulent and wave wakes are present, each
with a distinct shape. Boundary layer forma-
tion and separation have a large impact on the
characteristics of the subsequent wake.

Wake fields Produced in accelerators by elec-
tromagnetic interaction of charged beam parti-
cles and metallic surfaces of the beam cham-
ber. These fields can change trajectory of beam
particles. Wake fields depend on geometry and
material of the chamber.

wake vortex Any vortex in the wake of a
flow whose generation is linked to the existence

of the wake itself. Prevelant in lift-generating
and juncture flows.

wall energy Energy of the boundary between
domains in any ferromagnetic substance that are
oppositely directed, measured per unit area.

wall layer The region in a boundary layer
immediately adjacent to the wall containing both
the viscous sublayer and the overlap region.

Wannier functions The wave function of an
electron possessing a momentum ̄hk in a crystal
can be written as

ψ�k (�r) = ei�k·�ru�k(�r)
where the function u�k(�r) is the Bloch function
that is periodic in space and has the same period
as that of the crystal lattice. The above equation
is the statement of Bloch theorem.

Since the statement of the Bloch theorem im-
plies that

u�k(�r+n �R) = u�k(�r)
wheren is an integer and�R is the lattice vector
whose magnitude is the lattice constant, it is easy
to see that the wave function of an electron in a
crystal obeys the relation

ψ�k
(
�r + n �R

)
= ei�k·n �Rψ�k (�r) .

The Bloch function can be written as

u�k(�r) =
∑
n

ei
�k·n �Rφ

(
�r − n �R

)

where the functionsφ(�r − n �R) are calledWan-
nier functions. They are orthonormal in that∫

φ
(
�r − n �R

)
φ
(
�r −m �R

)
d�r = δmn

where theδ is a Krönicker delta.

wave Any of a number of information and
energy transmitting motions which do not trans-
mit mass. Different types of fluidwaves include
soundwaves and shockwaves which are longi-
tudinal compressivewaves and surfacewaves.
In fluid dynamics,waves are either dispersive
or non-dispersive.
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Transverse, longitudinal, and surface waves.

wave equation The classicalwave equation,
or Helmholtz equation, is one that relates the
second time derivative of a variable to its second
spatial derivative via∂2E∂x2 − (1/v2)∂2E∂t2

= 0, wherev is the wave velocity. The solu-
tion to this equation is any functionE(kx−vt),
wherek = 2π/λ is the wave number. This
is also known as D’Alembert’s equation. This
term is also used for other equations that have
wavelike solutions, for example the Schrödinger
equation.

wave function The function�(�r, t) that sat-
isfies the Schrödinger equation in the position
representation. It can also be defined as the pro-
jection of the state vector onto a position eigen-
state,�(�r, t) ≡ 〈x|�(�r, t)〉.
wavelength The distance from peak to peak
of a wave disturbance.

wave mechanics There are two popular
representations in non-relativistic quantum me-
chanics: the matrix representation attributed
to Heisenberg and the wave representation at-
tributed to Schrödinger. The backbone of the
latter is the Schrödinger equation which has the
mathematical form of a wave equation. The
wave function can be viewed as the amplitude
of a scalar wave in time and space as described
by the Schrödinger equation.

wave mixing If n beams are incident on a
non-linear medium producing a new beam, the
process is referred to asn+ 1 wave mixing.

wave number The wave number is desig-
nated byk, and is equal to 2π divided by the
wavelengthλ.

wave packet A wave that is spatially lo-
calized. Thiswave packet can be formed by
a superposition of monochromatic waves using
Fourier’s theorem.

wave–particle duality The observation that,
depending on the experimental setup, quantum
particles can behave sometimes as waves and
sometimes as particles. Likewise, electromag-
netic radiation can exhibit particle properties as
well as the expected wave nature. The dual
aspect of matter waves is expressed by the de
Broglie relations and quantified in Heisenberg’s
uncertainty relations.

wave vector A vector whose magnitude is
the wave number, pointing in the direction of
propagation of a plane electromagnetic wave.

wave vector space The momentum space for
the wave vector, the latter acting normal to the
wave front.

W-boson (gauge bosons of weak interaction)
The charged intermediate bosons (weak inter-
action) discovered in January 1983, and several
months later Z neutral.

The discovery was made in CERN using an
antiproton-proton collider. W-bosons have a
mass of 82 Gev. The mass of Z is 92 GeV.
These particles were predicted by the Glashow–
Salam–Weinberg (GSW) electroweak theory.

weak interactions This kind of interaction
is mediated by the W-mesons. These bosons
change the flavor of quarks, but not color. The
range ofweak interaction is extremely short —
only 10−3 fm, which is three orders of mag-
nitude less than the long-range part of nuclear
force. In nuclear physics, this interaction can
be considered a zero-range or contact interac-
tion. W-bosons carry charges and they change
the charge state of a particle. Z-bosons are a
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source of neutral weak current and are respon-
sible for the neutrino-electron scattering type of
reaction(ν + e− → ν + e−).

weak link A tunneling barrier between two
conductors. This is a highly resistive connection
between the two conductors and a charge carrier
can tunnel through this region from one conduc-
tor to another. A Josephson junction consists of
two superconductors with aweak link interposed
between them.

weak localization This is a quantum me-
chanical correction to the conductivity of two-
dimensional electron gases. The conductivity
of a two-dimensional solid can be viewed in the
transmission framework that was established by
Rolf Landauer (Landauer’s formalism applies to
one- and three-dimensional solids as well). The
more a solid transmits electrons, the more cur-
rent it passes at a constant voltage and the more
conductive it is. Similarly, more reflection (due
to scattering of electrons within the solid) leads
to higher resistance. There is a special set of
reflected trajectories that can be grouped pair-
wise into time-reversed pairs which correspond
to two paths that trace out exactly the same re-
gion of space inside the solid but in opposite
directions. These paths always interfere con-
structively (since they are exactly in phase) and,
hence reinforce the resistance. Thus, the resis-
tance is always a little more than it would have
been otherwise. Since electrons can maintain
phase coherence only if they suffer no inelastic
collisions, low temperatures are a pre-requisite
for observing this additional quantum mechani-
cal contribution to the resistance. A manifesta-
tion of weak localization is seen at low tempera-
tures when a sample is subjected to a transverse
magnetic field. The resistance of the sample de-
creases as the quantum mechanical correction
gradually goes to zero with increasing magnetic
field (negative magnetoresistance). The mag-
netic field introduces a phase shift between the
time-reversed trajectories (called the Aharonov–
Bohm phase shift), which depends on the mag-
netic field and the area enclosed by the time-
reversed pair. Since different pairs enclose dif-
ferent trajectories, different pairs interfere dif-
ferently and the net interference gradually av-
erages to zero. Thus, the resistance gradually

drops to the classical value as the magnetic field
is increased.

weakly ionized plasma A plasma in which
only a small fraction of the atoms are ionized,
as opposed to a highly ionized plasma, in which
nearly all atoms are ionized, or a fully ionized
plasma, in which all atoms are stripped of all
electrons nearly all the time.

Weber number Ratio of inertial forces to
surface tension important in free-surface flow

We ≡ ρU2L

σ

whereσ is the surface tension.

Webster effect When a bipolar junction tran-
sistor is operated at high current levels (high col-
lector and emitter currents), the carriers (elec-
trons in the case of npn transistors and holes in
the case of pnp transistors) that enter the base
from the emitter raise the majority carrier con-
centration in the base to maintain charge neu-
trality. This effectively decreases the emitter
injection efficiency, which is the ratio of current
injected from the emitter to the base to the cur-
rent injected from the base to the emitter. As
a result, the current gain of the transistor de-
creases.

Weiner–Khintchine theorem This theorem
defines the spectral density of a stationary ran-
dom process�(t) via S(ω) = (1/2π)

∫∞
−∞ �

(τ)eiωτ dτ .

Weiner process A stochastic process that is
Gaussian distributed. In numerical simulations
of stochastic differential equations, the Weiner
increment is given bydW = B√dt whereB is
the standard deviation of the Gaussian distribu-
tion and is physically related to a damping rate
involved in the problem being modeled.

Wein’s displacement law This law states
thatλmaxT = 0.2898× 10−2, whereT is the
temperature of a blackbody radiator, andλmax is
the wavelength at which the blackbody spectrum
is maximized.
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weir A dam used in an open channel over
which water flows which is used for flow mea-
surement by measuring the height of the fluid
flowing over the dam. For low upstream veloc-
ities, the flow rate for a sharp-crestedweir is
given by

Q = 2

3
Cd · width

√
2g · (height)1.5

where Cd is an empirical discharge coeffi-
cient. Various types ofweirs are sharp-crested,
broad-crested, triangular, trapezoidal, propor-
tional (Suttro wier), and ogee spillways.

Weissenberg method A photographic
method of studying the crystal structure by X-
rays. The single crystal is rotated and the X-ray
beam is allowed to fall on it at right angles to the
axis of rotation and the photographic film moves
parallel to the axis. The crystal is screened in
such a way that only one layer line is exposed at
one time.

Weisskopf–Wigner approximation In treat-
ing spontaneous emission using perturbation
theory, an approximation that leads to exponen-
tial decay of probability of being in the excited
state.

Weiss law The inverse dependence of sus-
ceptibility on absolute temperature

χ ∝ 1

T

while the susceptibility of ferromagnets empir-
ically follows the dependence

χ ∝ 1

T − θc
whereθc is the Curie temperature.

Weiss oscillations The electrical conductiv-
ity of a periodic two-dimensional array of po-
tential barriers (called an antidot lateral surface
superlattice) oscillates in a magnetic field. The
peaks or troughs occur whenever the cyclotron
radius associated with the motion of an electron
in a magnetic field is commensurate with the
period of the lattice.

Weizsäcker–Williams method The method
allows a collision between two particles by al-
lowing one particle at rest while the other passes
by, and thereby generates bremstrahlung radia-
tion. This is measured.

Wentzel–Kramers–Brillouin method (WKB
method) Semiclassical approximation of
quantum wave functions and energy levels based
on an expansion of the wave function in powers
of Planck’s constant.

Werner–Wheeler method An approximate
method to compute parameters of cylindrically
symmetric small deformation of nuclei using
irrotational-flow model.

Weyl ordering Also known as symmetric
ordering.

whistler A plasma wave which propagates
parallel to the magnetic field produced by cur-
rents outside the plasma at a frequency less than
that of the electron cyclotron frequency, and
which is circularly polarized, rotating about the
magnetic field in the same sense as the elec-
tron gyromotion. Thewhistler is also known
as the electron cyclotron wave. Thewhistler
was discovered accidentally during World War I
by large ground-loop antennas intended for spy-
ing on enemy telephone signals. Ionospheric
whistlers are produced by distant lightning and
get their name because of a characteristic de-
scending audio-frequency tone, which is a result
of the plasma dispersion relation for the wave,
lower frequencies travel somewhat slower and
therefore arrive at the detector later.

white noise This is a stochastic process that
has a constant spectral density, that is all fre-
quencies are equally represented in terms of in-
tensity.

Wiedemann–Franz law An empirical law
of 1853 that postulates that the ratio of thermal
to electrical conductivity of a metal is propor-
tional to the absolute temperatureT with a pro-
portionality constant that is about the same for
all metals.
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Wiggler magnets Specific combinations of
short bending magnets with alternating field
used in electron accelerators to produce coher-
ent and incoherent photon beams or to manipu-
late electron beam properties. They are used to
produce very intense beams of synchrotron ra-
diation, or to pump a free electron laser. There
are two designs of Wiggler magnets: flat design
with planar magnetic field components, and he-
lical design in which transverse component ro-
tates along the magnetic axle.

Wigner distribution function (1) A quasi-
probability function used in quantum optics. It
is defined as the Fourier transformation of a sym-
metrically ordered characteristic function by
W(α) = 1

π2

∫
exp(η∗α−ηα∗) Tr[ρeηa†−η∗a]d2

η. Here, ρ is the density operator of some open
quantum system, and alpha is a complex var-
iable. This function always exists, but is not
always positive.

(2) A quantum mechanical function which is
a quantum mechanical equivalent of the Boltz-
mann distribution function. The latter describes
the classical probability of finding a particle at a
given region of space with a given momentum at
a given instant of time. It is difficult, however,
to interpret the Wigner distribution function as
a probability since it can be complex and even
negative.

There is a Wigner equation that describes the
evolution of the Wigner function in time and
(real and momentum) space. The Wigner distri-
bution function can be used to calculate transport
variables such as current density, carrier density,
energy density, etc. within a quantum mechan-
ical formalism. Therein lies its utility.

Wigner–Eckart theorem (1) Describes cou-
pling of the angular momentum. The matrix el-
ement of an operator rank of k between states
with angular momentum J and J ′ is

〈
JM

∣∣Tkq ∣∣ J ′M ′〉 = (−1)J−M(
J k J ′

−M q M ′
) 〈
J ‖Tk‖ J ′

〉

< J‖Tk‖J ′ > is the reduced matrix element, its
invariant under rotation of the coordinate sys-
tem.

(2) A theorem in the quantum theory of an-
gular momentum which states that the matrix
elements of a spherical tensor operator can be
factored into two parts, one which expresses the
geometry and another which contains the rele-
vant information about the physical properties
of the states involved. The first factor is a vec-
tor coupling coefficient and the second is a re-
duced matrix element independent of the mag-
netic quantum numbers.

Wigner–Seitz cell (1) The smallest volume
of space in a crystal, which when repeated in
all directions without overlapping, reproduces
the complete crystal without leaving any void is
called the primitive unit cell. Integral multiples
of the primitive cell are also unit cells, since by
repeating them in space one can reproduce the
crystal. However, they are not primitive because
they are not the smallest such unit. The Wigner–
Seitz cell is a primitive cell chosen about a lattice
point in a crystal such that any region within the
cell is closer to the chosen lattice point than to
any other lattice point in the crystal.

(2) When all lines, each of which connects a
lattice point to its nearest lattice points, are bi-
sected, the cell enclosed by all bisects is defined
as theWigner-Seitz cell. After a translation op-
eration, the cell can also fill in all the crystal
space.

Wigner–Seitz method The method estimates
the band structure by evaluating the energy lev-
els of electrons, based on the assumption of
spherical symmetry for electrons around the ion.

Wigner theorem It predicts the conservation
of electron-spin angular momentum.

Wigner three-j symbol See three-j coeffi-
cients.

Woods–Saxon potential form Represents
the radial distribution of nuclear density with
a diffused edge in the form:

ρ(r) = ρ0

1+ exp
{(r − c)/z} ,

whereρ0 is the nuclear matter density (roughly
31014 mass of water),z is a parameter that mea-
sures the diffuseness of the nuclear surface with
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a typical value of 0.5 fm (related to the thick-
ness of the surface region, 1fm= 10−15m), and
c is the distance from the center to the point in
which density drops on half value.

work function The energy difference be-
tween the Fermi energy and vacuum energy of
electrons in a metal. It is the minimum energy
that must be supplied to the metal to release an
electron from the metal into free space. The
work function W is directly observed in photo-
emission experiments. The photon energyhν
required to photo-emit an electron is related to

the kinetic energy (K.E.) of the released electron
by the relation

K.E. = hν −W .

Wronskian A mathematical functional of
functions used in quantum mechanics. The
Wronskian of two functionsφ1 andφ2 (where
theφs themselves are functions of a quantityx)
is defined as

W (φ1, φ2) = ∂φ1

∂x
φ2− ∂φ2

∂x
φ1 .
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X
xenon poisoning Neutron capture in 135Xe
produces a large negative effect on reactivity of
thermal fission reactors.

X-particles In unified gauge theories,
charged quark-leptons can be carried by X or
Y bosons. High-energy quarks and leptons are
inter-convertible. The observation of proton
(lifetime over 1030 years) decay would be sup-
port the unified theory.

X pinch A variant of the Z pinch plasma that
is made using two (or more) fine wires (typi-
cally 5-50 mm diameter), which cross and touch
at a single point (forming an X shape). Using
a pulsed power device, large currents are sent
through the wires in a very short time. The cur-
rents in each individual wire add at the cross
point of the wires, where the total current ex-
ceeds the threshold for formation of a Z pinch.
When this Z pinch collapses, one or more short
(1 ns or less), intense bursts of x rays are emitted
from a region that can be submicron in diame-
ter. The X pinch is especially valuable for direct
or monochromatic x-ray backlighting (radiogra-
phy).

X-rays (1) Electromagnetic waves with
wavelengths in the range between 10−4 nm and
10 nm.

(2) Refers to electromagnetic radiation with
a wavelength below that of visible and ul-
traviolet light. Typically in the wavelength
range of 10−4 to 1 nm.

(3) Invisible electromagnetic radiation with
frequencies much larger than the frequency of
visible light. Since the wavelength of X-rays
is comparable to the lattice constant in several
crystals, X-ray diffraction is used as a means to
study crystal properties.

W.L. Bragg found in 1913 that X-rays
diffracted off the surface of crystalline solid

produced characteristic interference fringes that
were absent in the case of a liquid. He explained
this phenomenon by considering a crystal as be-
ing made out of parallel planes of ions spaced
a distance d apart. Bright interference fringes
(corresponding to constructive interference of
X-rays reflected off two different planes of ions)
occur if the following condition is met

nλ = 2d sin θ

where n is an integer, λ is the wavelength of the
incident X-ray, d is the distance between two
successive lattice planes, and θ is the angle of
incidence.

Ray diagram to explain the Bragg condition.

The von Laue explanation of the interference
fringes is slightly different from the Bragg in-
terpretation. Here, sectioning of the crystal into
parallel planes of ions (so-called lattice planes)
is not required, nor does one need to assume
specular reflections from the lattice planes. In-
stead, one regards the crystal as being con-
structed out of atoms placed at the sites of a
Bravais lattice, each of which can absorb and
re-radiate the incident X-ray. Sharp interference
fringes will be observed only in directions and
at wavelengths for which the rays radiated from
all lattice points interfere constructively.
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Y
Yang–Mills particles The particles that in-
termediate in gauge interaction are named after
C.N. Yang of the State University of New York at
Stony-Brook and Robert L. Mills of Ohio State
University. Photons in the theory of electromag-
netism are an example of Yang–Mills particles.

yin-yang Coil See baseball coils.

Young’s interference experiment In this ex-
periment, a coherent field is incident on a screen
with two slits. Behind the slits, the intensity of
the light forms an interference pattern, evidence
of the wave nature of light.

Young’s modulus When an elastic material
is subjected to a stress, a strain results in the
material. If the stress is not too large, the stress
and strain are linearly related according to the
relation:

Stress = Young’s Modulus × Strain .

Thus, Young’s modulus is the ratio of the stress
to the strain.

yrast band A rotational band consisting of
the lowest energy member of each spin that is
formed in composite systems created by colli-
sion of heavy ions.

Yukawa, Hideki Postulated that the exis-
tence of meson exchange creates a strong force
between the proton and neutron. The first dis-
covered particle of this kind was the pion (1947).
In 1935, Yukawa suggested the existence of a
vector boson as an intermediate particle in weak
interaction.

Yukawa meson A particle postulated by
Yukawa as the agent of the strong, short-range
forces between nucleons. This particle, now
identified as a pion, has to have a finite rest
mass to account for the short range of the nu-
clear force. Pions account for only part of the
nuclear force.

Yukawa potential A simple potential func-
tion of the form V (r) = V0 exp(−r/µ)/r ,
where r is the distance between the nucleons
and V0 and µ are constants, is in use to parame-
terize relevant features of the nuclear force, such
as strength and range of the force respectively.
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Z
Z (neutral current) Neutral intermediate bo-
son discovered in proton-antiproton collisions.

Zeeman effect The splitting of spectral lines
of atomic or molecular radiation due to the
presence of a static magnetic field. One dis-
tinguishes between the normal Zeeman effect
for systems with zero spin and the anomalous
Zeeman effect, which involves both an orbital
and a spin magnetic moment. The latter effect
changes into the Paschen–Back effect in very
strong magnetic fields.

Zener breakdown When a p–n junction
diode, consisting of a junction of p- and n-
type doped semiconductors, is strongly reverse-
biased (meaning a large positive voltage is ap-
plied to the n-type material and a large nega-
tive voltage to the p-type material), the edge of
the valence band in the p-type material can rise
above the edge of the conduction band in the n-
type material. Electrons from the mostly filled
valence band of the p-type material can then tun-
nel into the mostly empty conduction band of the
n-type material leading to a large reverse-biased
current. The voltage over the diode remains
surprisingly constant once breakdown occurs.
Hence, Zener diodes are widely used in voltage
regulators.

Energy band diagram of a reverse biased p–n junction

diode undergoing Zener breakdown.

zero-coupled pair and approximation Pairs
of identical nucleons in nuclei in the ground state
of a nucleus prefer to couple to angular momen-
tum zero. For those nucleons the dipole contri-
bution of magnetic moments vanishes.

zero-point energy The ground state of the
harmonic oscillator has a nonzero ground state
energy of h̄ω/2 according to quantum mechan-
ics. This is due to the inability to simultaneously
specify the position and momentum of the os-
cillator due to the uncertainty principle. The
oscillator cannot simultaneously have a zero dis-
placement from equilibrium (for zero potential
energy) and zero momentum (for zero kinetic
energy).

zero-point vibration The vibration corre-
sponding to the energy left over in matter at the
temperature of absolute zero.

Z function See plasma dispersion function.

Zhukhovski airfoil Any airfoil generated us-
ing a Zhukhovski transformation, resulting in
a cusped trailing edge where the lines forming
the upper and lower surfaces are tangent to each
other at the trailing point of the airfoil. This
results in a finite velocity at the trailing edge.

Zhukhovski transformation Conformal
transformation in which the boundary of an air-
foil in real space is mapped into a circle about
which the potential flow field can easily be de-
termined. The basic transformation is given by

z = ζ + b
2

ζ

where z(x, y) represents the plane of the airfoil
and ζ(ξ, η) represents the plane of the circle;
b is a constant. To transform a circle into a
cambered airfoil, the center of the circle is off-
set from the origin of the ζ -plane by some fi-
nite amount. From this transformation, it can
be shown that the circulation about an airfoil is
given by

� = πU∞c sin(α)

and the lift coefficient is given by

CL = 2πα
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where the chord length of the airfoil c in the z-
plane is approximately four times the radius of
the circle in the ζ -plane.

zinc–blende structure A lattice consisting
of two interpenetrating face-centered cubic Bra-
vais lattices, displaced along the body diagonal
of the cubic cell by one-quarter the length of the
diagonal, is called the diamond lattice. If the lat-
tice points are occupied by two different kinds
of atoms, then the diamond lattice is called zinc-
blende. An example of a compound that exhibits
the zinc-blende crystal type is GaAs.

zone folding In a superlattice, the reduced
Brillouin zone breaks up into smaller zones. The
number of smaller zones is the ratio of the pe-
riod of the superlattice to the lattice constant of
the constituent materials. Each of these smaller
zones is called a minizone, and the energy bands
within the minizones are called minibands. It is
as if the original minizone has been folded into
itself several times to create the first minizone.

Folding of the Brillouin zone of a crystal into a minizone

when an artificial periodicity is imposed on the crystal

by incorporating it in a superlattice.

Z pinch A type of pinch device in which the
externally-driven pinching current goes in the z-
direction, parallel to the axis of the cylindrical
plasma. Parallel current filaments attract one
another, imploding the pinch plasma. Z pinch
devices have been studied for centuries, but be-
came especially interesting in the 1950s as can-
didates for magnetic confinement fusion. The
pinch plasmas themselves are too magnetohy-
drodynamically unstable to produce fusion en-
ergy. However, present-day Z pinch devices are
excellent sources of intense X-rays, producing
peak X-ray powers greater than 100 TW from
cylindrical pinch plasmas 10 to 20 mm long and
2 mm in diameter. Among several possible ap-
plications, these X-rays might be useful for pro-
ducing inertial confinement fusion.
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