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Foreword

Let us borrow this quote from the British humorist and cartoonist Ashleigh Brilliant to summarize the role of mobility in
the development of the information society: “Unless you move, the place where you are is the place where you will always
be.” In more serious terms, it is fundamental to recognize that today’s economic and societal progress is primarily dependent
on the technological ability to sustain and facilitate the mobility of persons, physical goods (let us not forget, for instance,
that the probably most critical component of global commerce today is deep sea shipping) and digital information (data
and programs).

Recent years have witnessed a rapid growth of interest in mobile computing and communications. Indicators are the
rapidly increasing penetration of the cellular phone market in Europe, and the mobile computing market is growing nearly
twice as fast as the desktop market. In addition, technological advancements have significantly enhanced the usability of
mobile communication and computer devices. From the first CT1 cordless telephones to today’s Iridium mobile phones and
laptops/PDAs with wireless Internet connection, mobile tools and utilities have made the life of many people at work and
at home much easier and more comfortable. As a result, mobility and wireless connectivity are expected to play a dominant
role in the future in all branches of economy. This is also motivated by the large number of potential users (a U.S. study
reports of one in six workers spending at least 20 percent of their time away from their primary workplace, similar trends are
observed in Europe). The addition of mobility to data communications systems has not only the potential to put the vision of
“being always on” into practice;- but has also enabled new generation of services, for example, location-based services.

Mobile commerce leveraging the mobile Web and mobile multimedia is precisely the ability to deploy and utilize modern
technologies for the design, development and deployment of a content rich, user and business friendly, integrated network
of autonomous, mobile agents (here “agent” is to be taken in the sense of persons, goods and digital information).

I am delighted to write the foreword to this encyclopedia, as its scope, content and coverage provides a descriptive,
analytical, and comprehensive assessment of factors, trends, and issues in the ever-changing field of mobile computing and
commerce. This authoritative research-based publication also offers in-depth explanations of mobile solutions and their
specific applications areas, as well as an overview of the future outlook for mobile computing.

I am pleased to be able to recommend this timely reference source to readers, be they researchers looking for future
directions to pursue when examining issues in the field, or practitioners interested in applying pioneering concepts in practi-
cal situations and looking for the perfect tool.

Ismail Khalil Ibrahim,
Johannes Kepler University Linz, Austria
January 2007



XXViii

Preface

Nowadays, mobile communication, mobile devices, and mobile computing are widely available. Everywhere people are
carrying mobile devices, such as mobile phones. The availability of mobile communication networks has made a huge im-
pact to various applications, including commerce. Consequently, there is a strong relationship between mobile computing
and commerce. The Encyclopedia of Mobile Computing and Commerce brings to readers articles covering a wide range of
mobile technologies and their applications.

Mobile commerce (m-commerce) is expanding, and consequently the impact to the overall economy is considerable.
However, there are still many issues and challenges to be addressed, such as mobile marketing, mobile advertising, mobile
payment, mobile authorization using voice, and so on. Providing users with more intelligent product catalogues for brows-
ing on mobile devices and product brokering also plays an important role in m-commerce. Furthermore, the impact mobile
devices give to the supply chain must be carefully considered. This includes the use of emerging mobile technology, such
as RFID, sensor network, and so forth.

A wide range of mobile technology is available for m-commerce. Mobile phones are an obvious choice. Additionally,
there are many different kinds of mobile phones sold in the market, some of which are labelled as smartphones. There is
much research conducted in conjunction with the use of mobile phones. Mobile phone text messaging and SMS are com-
mon among mobile users. Subsequently, the use of text messaging and SMS enriches m-commerce, including the ability
to support multilingual text messaging. Mobile phone supporting disability has also been a focus lately, which focuses on
text messaging to disabled people. More advanced applications now require additional services, such as chatting using
Bluetooth, mobile querying, and voice recognition. Mobile privacy issues are also still an important topic.

Apart from mobile phones, there is a wide variety of mobile technology, some of which are mobile robots, RFID, pen-
based mobile computing, and so forth. Many advanced applications have been developed utilizing these technologies. Cur-
rent research has been focusing on man-machine interfaces and sensory systems, particularly for mobile robots, biometric
and voice based authentication, traffic infractions, and so forth. The context of smart spaces also gives a new dimension
to mobile technology.

The use of mobile technology in entertainment is growing rapidly. Some examples include mobile phone gambling,
mobile collaborative games, mobile television, mobile sport videos, and mobile hunting incorporating location-based in-
formation. The list is expanding as the technology is advancing. Understanding the success factors for mobile gaming and
other entertainment is equally important as the technical aspects of the technology itself.

Videos and multimedia undoubted play an important role in mobile entertainment. Video technologies, such as mobile
video sequencing, mobile video transcoding, and mobile video communications, have been studied extensively. One of the
main limitations of mobile devices is the limited memory capacity, which has to be carefully addressed, especially in the
context of mobile multimedia, because these kinds of applications generally require large amount of spaces. Beside videos,
radio technology should not be neglected either.

There are many other applications of mobile technology. For example, the use of mobile technology in health, called
m-health, is expanding. Mobile medical imaging is made possible thru the use of 3G wireless network. Another example is
the use of mobile technology in learning, called m-learning, such as the use of SMS and text messaging, although some still
argue whether m-learning is the way to go in learning, while others are still looking at how to combine the infrastructures
and tools with pedagogy.

Developing mobile applications requires a novel software engineering approach. The design for mobile information
systems is still maturing. Some researchers are still formulating design patterns for mobile applications, while others are
focusing on the user interface aspects. Programming for handheld devices is quite common to use various programming
languages and tools, including Java micro edition, J2ME, Corba, and Extreme programming. Since the device generally has
a small screen, content transformation and content personalization need to be examined. Other forms of interfaces, includ-
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ing brain computing interfacing, are also interesting. Mobile databases and XML-based mobile technology have received
some degree of attention as well.

Other issues that have been incorporated into mobile technologies include mobile agents, service-oriented computing,
and various forms of caching, such as peer-to-peer, cooperative, and semantic caching. Service delivery and resource dis-
covery are gaining their popularities too. Security—especially in a mobile environment—should not be neglected. Some
work on mobile PKI and limited key generations has been carried out by a number of researchers in order to contribute to
advancing m-commerce.

The impact of mobile technology in commerce needs to be evaluated, including its socio-psychological influence and
technological adoption and diffusion, as well as readiness and transformation. We need to understand the adoption, barrier,
and influencing factors of m-commerce. Some gender issues have been pointed out by some researchers.

All of the abovementioned applications will not be made possible without addressing the advancement of mobile net-
works. Most of the articles in this encyclopedia may be categorized into the mobile network and communication category.
3G architectures have made their entries lately. Mobile ad-hoc network, IPv6 and P2P are also maturing. Some new work
in wireless sensor network is presented.

Last but not least, mobile technology and its applications will not be complete without mentioning location-aware and
context-aware. New technologies in positioning; either indoor or outdoor, as well as tracking of moving objects, are pre-
sented. Some applications of location-aware include ad-hoc mobile querying, use of iPod as a tourist guide, location-based
multimedia for monitoring purposes, and location-based multimedia for tourists. Some notable context-aware applications
are notification services, context-aware mobile GIS, and semantic mobile agents for context-aware applications.

As a final note, the Encyclopedia of Mobile Computing and Commerce covers a broad range of aspects pertaining to
mobile computing, mobile communication, mobile devices, and various mobile applications. These technologies and ap-
plications will shape mobile computing and commerce into a new era of the 21* century whereby mobile devices are not
only pervasive and ubiquitous, but also widely accepted as the main tool in commerce.

David Taniar
Melbourne, Australia
January 2007
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INTRODUCTION

Personal networking has already become an increasingly
important aspect of the unbounded connectivity in hetero-
geneous networking environments. Particularly, personal
networks (PNs) based onmobile ad-hoc networking have seen
recently a rapid expansion, due to the evolution of wireless
devices supporting different radio technologies. Bluetooth
can be considered as the launcher of the self-organizing net-
working in the absence of fixed infrastructure, forming pico
nets or even scatternets. Similar other wireless technologies
(e.g., WiFi)attractalot of attention in the context of mobile ad
hoc networks, due to the high bandwidth flexibility and QoS
selection ranges they feature, leveraging the path to develop
advanced services and applications destined to the end user
and beyond. Furthermore, personal networks are expected to
provide a prosperous business filed for exploitation to third-
party telecom players such as service and content providers,
application developers, integrators, and so forth.

In this article, a personal-to-nomadic networking case
is presented. Academic PN (AcPN) is a generic case that
aims to describe several situations of daily communica-
tion activities within a university campus or an extended
academic environment through the support of the neces-
sary technological background in terms of communication
technologies. The concept is straightforward: a number of
mobile users with different characteristics and communica-
tionrequirements ranging from typical students to instructors
and lecturers, researchers and professors, as well as third
parties (e.g., visitors, campus staff), are met, work, interact,
communicate, educate, and are being educated within such
an environment. This implies the presence of a ubiquitous
wireless personal networking environment having nomadic
characteristics. Several interesting scenarios and use cases
are analyzed, along with a number of proposed candidate
mobile technology solutions per usage case.

Thearticle is organized as follows: first, a general descrip-
tion of the academic case is presented identifying examples
of typical communication activities within an academic

environment; the technical requirements necessary for a
successful deployment of personal area network (PAN)/PN
technologies within the academic environment are also
listed. Next, specific deployment scenarios are presented,
followed by a business analysis. The article closes with a
concluding section.

ACADEMIC CASE DESCRIPTION

The AcPN case describes several situations of daily com-
munication activities, taking place within a typical university
campus environment. Members of the academic community,
such as students, make use of personal networking concepts
and related technologies to acquire and maintain constant
connectivity among them or with local or remote networks,
and utilize offered services—applications discovered at
their point of presence. In this fashion, they may exchange
files on the move, interact with each other in different ways
(e.g., messaging, audio/videoconference), connecttoahome
desktop PC to download amissingfile, or configure remotely
a project installation located in a lab.

The AcPN case aims to support a number of communica-
tion activities known in an academic environment. Typical
examples of such activities include:

. entering the campus, and making inquiries for local
information (maps, buildings, etc.);

. monitoring information updates (announcements,
urgent notices, deadlines, events);

. meeting with a colleague/friend/other student mates,

exchanging data with others (docs, mp3, video clips,
etc.), work management, and so on;

. seeking a friend/colleagues somewhere on campus;

. communicating with a professor/tutor/technical su-
pervisor;

. reporting project results to colleagues and real-time
discussion;

Copyright © 2007, Idea Group Inc., distributing in print or electronic forms without written permission of IGI is prohibited.
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. borrowing/returning a book from/to the local li-
brary;

. performing remote home/office network setup (upon
returning home);

. monitoring and controlling a lab experiment/project
installation; and

. responding to emergency situations within the campus

area (fire drill, medical assistance, etc).

The objective of developing the AcPN case is to pro-
vide the academic users with an easy way to perform their
everyday work as efficiently as possible—in the least time
and with the least cost. The academic entity concept-model
used here is very general and includes all different types
of academics existing in a typical university environment.
These are undergraduates/postgraduates/PhD students, tu-
tors/lecturers/professors, research associates, and third-party
entities such as visitors and permanent/temporary staff.
The campus infrastructure is supposed to support as many
communication technologies as possible to the academic
entities roaming on campus, in order to provide a variety
of services, featuring flexibility in constructing different
networking configurations. These technologies could range
from short-distance wireless protocols (Bluetooth, infrared)
to large-scale networking solutions such as WLAN or GSM/
GPRS and 3G/UMTS.

In any case, academic users can benefit from PN con-
cepts such as P-PAN, PAN/PN, W-PAN, and so forth in
order to acquire access to other networks or services. Each
user is equipped with a number of wireless communicating
devices such as mobile phones, PDAs, laptops, headsets,
and mobile storage devices, featuring GSM/GPRS/UMTS
Bluetooth and WiFi technologies. These devices can detect
and interact with each other in various ways, providing new
communication capabilities and fields for different network-
ing configurations.

Forexample, a student is able to form his own personally
attached network or private PAN (P-PAN) by interconnecting
his wearable short-range devices (e.g., headset, mp3 player,
mobile hard disc, PDA) via Bluetooth or infrared protocol.
On a larger scale, the user can also connect to a local net-
work of short-range devices (other users’ devices or local
wireless printer) becoming part of the existing personal area
network, and interact with users in his or her close vicinity
who belong to the same network. The student may use his
or her mobile device as a GSM/GPRS or UMTS terminal
to extend his or her current P-PAN and PAN configuration
in order to connect to his or her home DSL network to
download an important file from the remote desktop PC.
In this case, the student establishes a personal network that
can be further used for numerous other remote actions. In
the same way, the ubiquitous campus network provider can
interconnect all PANs within the campus area and form a
“personal”-like network: the campus PN.

Similarly, any other academic user can form one or more
PNs dependent on the following parameters:

. the number of interconnecting devices,

. the inherent characteristics of used wireless technolo-
gies,

. the connection capabilities per technology in terms of
bandwidth and QoS, and

. the requirements imposed by each service used on a
particular PN.

Finally, administration of the campus PN is a very impor-
tant issue for the successful management of attached users
in terms of resources and security and successful service
provision. Different security levels can be used, according to
the trust policy followed when a foreign user (e.g., visitor) is
accepted locally in a PAN or globally in the campus PN.

PN CONCEPT IN ACADEMIC CASE

PNs inour case comprise potentially all of a person’s devices
capable to detect and connect each other in the real or virtual
vicinity. Connection is performed via any known and appli-
cable wireless access technology (Bluetooth, infrared, WiFi,
MAGNET low/high data rate, WLAN/GSM/GPRS/UMTS,
and so on). PN establishment requires an extension of the
present and locally detected PAN by the person’s attached
network (set of person’s devices) called private PAN. The
physical architecture of the networks and devices (for the
AcPN case) has already been mentioned, while all interac-
tions among them is illustrated in the Figure 1.

PNs are configured in an ad hoc fashion, establishing any
possible peer-to-peer (P2P) connection among users belong-
ing to the same local PAN and other remote PANs or PNs as
well, in order to support a person’s private and professional
applications. Such applications may be installed and executed
onauser’s personal device, butalso on foreign devices in the
same way. PNs consist of communicating clusters of personal
digital devices, possibly shared with others and connected
through different communication technologies remaining
reachable and accessible via at least a PAN/PN. Obviously,
PANs have a limited geographical coverage, while PNs
have unrestricted geographical span, incorporating devices
into the personal environment, regardless of their physical
or geographical location. In order to extend their access
range, they need the support of typical infrastructure-based
and ad-hoc mobile networks.

Strict security policies determine PNs’performance. Any
visiting (foreign to the local PAN) mobile user bearing his
or her own P-PAN may acquire trust and become a member
of the locally detected PAN, as long as another member of
the same PAN can guarantee his or her proper behavior in
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Figure 1. Academic PN concept topology and interactions

Office Cluster

Table 1. Devices used in AcPN case

Laboratory
P-PAN Home PAN | Office PAN | Campus PN
PAN /PN

Desktop PC - \ N v N

Laptop Optional | Optional Optional Optional N

PDA N v (Optional) \ (Optional) \ (Optional) N (Optional)

Mobile Phone v Optional Optional v v

MP3 Player v v Optional Optional

Wireless Headset N - - - N

Printer - v \/ - v

Scanner - v \ - N

Mobile Hard Drive | - \ (Optional) | v (Optional) | - v

Camera - v \ - N

DVD R/Player - v - - y

Wall Screen - \ \ - v

Sensor Tx/Rx - - - - N
this network. In this way, the new user can become trusted . Desktop PC and Laptop: High processing power,
and behave as any other existing user in the PAN. Similar unlimited power supply, high storage capacity, graphi-
mechanisms exist for AAA functionalities in other clusters cal UL, support of 802.11/Ethernet/Bluctooth, HDR,
and PN domains as well. Internet connectivity (TCP/IP, UDP, etc.), database

Alistofimportantdevices for the use cases listed formerly software, and so forth.

is summarized in Table 1. J PDA: Low processing power, unlimited power sup-

ply, high storage capacity, graphical Ul, HDR/LDR,
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support 802.11/Ethernet/Bluetooth/56K, support of
TCP/IP, security software integrated, low weight, and
so forth.

. High-Featured Mobile Phone Device: Low process-
ing power, low power consumption, moderate storage
space, support of wireless protocols (Bluetooth/GSM/
CDMA), IrDA support, cellular connectivity (GSM/
GPRS/UMTS), WiFi/WLAN connectivity, portability,
synchronization with other devices.

. Printer: Support of various wireless technologies
(Bluetooth, IrDA, etc), wired networking, and so
forth.

. MP3 Player: Weak power supply, moderate storage
capacity, support of basic wireless access technologies
(Bluetooth/WiFi), HDR/LDR, large battery power
consumption, low recharging time, handy Ul and
control, high sound quality, and so forth.

J Wireless Headset: Support of basic wireless access
technologies (Bluetooth, IrDA), LDR, and so forth.
. Wireless Sensors: Low power consumption, wireless

interconnectivity (Bluetooth, IrDA, etc.), LDR, large
operation life flexible functionality, light weight device,
low volume, remotely controllable, and so forth.

It should be noted that currently, there is ongoing work
on specifying devices that support new protocols (especially
in the wireless physical layer), and the expansion of the use
cases to current networking technologies is also still under
development.

SCENARIOS AND USE CASES

The scenario generation procedure has been based on the
obtained results from an end user workshop held at the
NTUA campus. The workshop participants were academic
people coming from different knowledge backgrounds and
professions (undergraduates/MSc students, PhD candidates/
research associates, tutors, lecturers, professors, and visi-
tors). During the workshop all participants had the chance
to exchange thoughts and express their own needs regarding
communication solutions and services they wish or expect
to have within a typical campus area environment.

Login to the Ubiquitous
Campus PN Network

This is a fundamental case for the AcPN, since it presents
the most important thing an AcPN user must do if he wants
toutilize services and applications available in the university
domain (single campus or a set of campuses belonging to
the same organization).

According to this case, the AcPN user must login to the
campus network via his mobile device mainly in two cases:

4

whenever he reaches the real campus area physically (e.g.,
by car, by bus, or by foot) via a locally detected campus PAN
or remotely via a PN which he has previously established
dynamically with the campus PN. The AcPN could be a
registered user to the campus network (e.g., student, lecturer,
researcher, or permanent staff) or a foreign (third-party) user
(e.g., visitor) who should follow a registration procedure
before attaching to the local network. The login procedure
is required for the AcPN case in order to maintain a certain
level of security, which is higher for locally connected us-
ers in contrast to remotely connected ones. After successful
login, the AcPN users can immediately be informed by the
campus PN administrator for urgent messages from their
colleagues, reminders, scheduled power outages, and other
important messages of general importance.

Information Update and
Real-Time P2P Interaction

In this use case, an AcPN member, after logging into the
campus PN network, wishes to have access to any avail-
able local services and applications according to his or her
educational activity (e.g., student, researcher). At the same
time, he or she can be informed about course announce-
ments, important notices (e.g., deadline extensions, change
of lecture classrooms, etc.) from the student office or from
any other local online source related to his or her studies.
Furthermore, using a mobile device he or she may directly
connect to a course database to download important files
such as handouts, past papers, presentations, or any other
material in electronic form. In P2P fashion, the student may
have the chance to see on his or her device who is currently
roaming into the campus area from among his contact people
(friends, colleagues, tutors, etc.) and to interact with them
in various ways. He may also publish hello messages every-
where he wants to, arrange a meeting (physical or not) on
the fly, be informed by other people who also “see” him on
their devices, exchange files with friends (mp3s, pictures,
video clips), send an important file to a colleague or to his
or her technical supervisor, setup an audio/video conference,
and so forth.

Using a Trusted PAN to
Connect to Other Networks

In this scenario, a mobile user who is not a member in the
campus PN currently lies within the campus and wishes to
get an Internet connection or to acquire access to the local
network for several reasons (e.g., utilize local services, get
library access, view local events, etc.). This useris considered
a foreign user, since he does not belong to the campus PN or
to any other local PAN, as privileged campus PN members
do. Obviously, the foreign user is considered by the campus
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network as a third party-user or a visitor and in some way
has to be accepted by the campus PN administrator into
the ubiquitous local network. This can be done directly or
indirectly. In the direct way, the user can be connected to
a locally detected PAN at its point of presence if another
registered user of the same PAN can guarantee his or her
proper and safe behavior. In other words, the foreign user
may be attached to any PAN and consequently to the campus
PN if another user of the same PAN can verify him or her
as a trusted entity and provide him or her with access rights
characterized by the basic required security level. In case
the foreign user violates the invitation policy agreement,
he or she may be warned or even banned by any other PAN
user reporting the event to the campus PN administrator.
Then the user who signed his or her trustworthiness may
lose credits on his or her membership to the campus PN, or
his or her authorization provision to other users in the future
may be suspended for some period. Following the indirect
way, the foreign user may use the local wide area network
(e.g., WLAN) to ask for a temporary registration from the
campus PN administrator. For example he or she may use
a credit card to register to the ubiquitous campus PN net-
work; buy connection time duration; service access rights,
bandwidth, and QoS; and so on. In this way, the registered
foreign user may be accepted by any other PAN anywhere
in the campus, gaining access to the allowed local services
in general. This type of user cannot access individual depart-
ment resources and services (e.g., engineering department
database, ftp software, etc.) but only allowed services for
third-party users (e.g., library access, local knowledge base
intranets, projects, etc.).

Remote Laboratory
Monitoring and Control

This is the case where a remote monitoring and controlling
of a procedure taking place in a location is required using
PAN/PN technologies. Particularly, a group of scientists
(students, researchers, professors, etc.) is performing a lab
experiment that is long lasting, and the overall progress and
results need to be monitored continuously on a 24-hour basis.
Furthermore, it is required that according to the collected
ongoingresults, some experiment parameters may be changed
dynamically (locally or remotely). The scientific group must
have continuous communication using their mobile devices
independent of their point of presence, in order to discuss
the change of parameters whenever needed to do so. In this
case we consider that there is no physical presence by any
member to the lab location and the procedure runs remotely
using PAN/PN.

The experiment consists of a number of wireless sen-
sors attached on the examined sample under test, forming a
P-PAN which sends reports to a report collector. The report
collector enriches the raw report signals and forwards them

to the central processing device (high processing power
desktop PC) where the experiment software is running. The
central processing device sends formatted reports to a local
database for data warehousing purposes, while reporting
results to the scientific group using the lab PAN as well.
Each member of the scientific group has been attached to
the lab PAN forming individual PNs and also maintains a
direct online connection with the other members for results
discussion. Depending on the results, if a parameter change
is decided, the user responsible for the experiment sends
the required commands to the command executor device,
which runs an external application controlling the interac-
tion functionality with the sample under test. The change
is verified and archived wirelessly into the database, again
using the lab PAN, while a report is sent back to the group
about its successful command execution.

Future Library Loaning and Reservation

This scenario presents a proposed loaning and reservation
system for academic libraries in the future. In this case, the
reservation and loaning of a book title may be performed
based on the well-known Web service (via the library Web
site) and the campus PN infrastructure. The campus PN
consists of all PAN/PN clusters in different departments (or
offices/labs, etc.) or smaller departmental libraries and the
on-campus users equipped with mobile devices.

According to this scenario, a requestor for a book is an
on-campus entity (normal/MSc/PhD student, research fel-
low), who is using his or her mobile device and the campus
networking infrastructure to get access to the local online
library database. The requestor should also be a registered
member of the campus PN with a stored profile in the uni-
versity database already logged in. This profile entry auto-
matically enables a number of useful privileges according
to the AcPN user type (user profession) that allows him or
her to access specific applications and services.

An example use scenario is the following: a requestor
gets informed by the library service on his mobile that a
requested book is currently loaned and has been delayed to
return (i.e., for a day). He is also notified about the priority
in the request queue (if any exists) for that title. After that,
the system generates an urgent message and forwards it to
the loaner of the book using the campus PN. The system,
using a tracing mechanism regarding the user status-loca-
tion, is aware that the loaner is currently active and able
to receive notifications via the campus PN, so it prefers to
notify the user in this way. The loaner must provide as soon
as possible a new book returning date to the library system
if he does not want his membership to be blacklisted or in
the worst case banned from the campus PN database. Hence,
the loaner provides as the new returning date a specific time
during the same day. The system forwards the new return-
ing date to the requestor and provides a validity period for
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his request. After that period, his request is no longer valid
and a next requestor (on the queue) gets the right to reserve
that book. When finally the book returns to the library desk,
the system via the campus PN notifies the active requestor
about the book availability and his validity period to come
and collect it. The requestor may provide himself as the
collecting person or another registered PN user.

Remote Course Exam
Participation and Distant Learning

Finally, using this case, a student currently away from the
campus area for several reasons (urgent reasons, recupera-
tion in hospital, etc.) has the option to participate remotely
in her course exams using the PN technology. At her current
location, she as to scan for a local PAN to attach or to search
for another local wireless Internet connection means (e.g.,
WLAN, UMTS, WiF1i). Then she must setup a PN with the
campus network, logon to the campus PN using her student
account, and connect to the local examinations server who
has privately published an exams-related session link for such
cases. Then after authorizing and authenticate herself, she
must download the support software for this online session
or any other auxiliary utility supplied by the exam center
administrator, install it properly, and directly connect to the
exam server before the actual start time of the exams. It is
supposed that she has already applied for a remote exam
participation by sending an e-mail to the exam administrator,
and on reply she has received all the relevant details—infor-
mation of that session according to the course requirements
(e.g., multiple-choice form), connection bandwidth, QoS,
and personal mobile device capabilities (e.g., large viewable
display, keyboard, memory, etc). The student using this exam
PN session participates remotely in the same way she would
if she was present in the real exam center location for the
required time period of the exam. It is required that she has
aninterruptible connection with the campus PN network and
particularly with the exam center local server. The student
provides her answers to the exam paper questions by tick-
ing the appropriate box in each online XML Web interface,
presses the “SEND” button to proceed to the next ques-
tion, and so on. Each provided answer cannot be changed
or undone since it has already been sent to the server and
saved to the database system. If any problem occurs (e.g.,
connection is lost or service application fails), the session
state is continuously monitored by the exam administrator
and resumed when the problem is solved. At the end, the
session is closed and a message informs the student that the
application has already completed successfully. The service
will later inform the student of her achieved results.

In the same way any possible distant learning activity
can be supported using similar PN setups and configurations
as long as the remote users can create any possible type of

PN with the distant network of interest where a relevant
service can run reliably.

BUSINESS PROSPECTS

Many players in mobile business may find PN technology to
be a prosperous field to extend the market in many dimen-
sions, ranging from high data rate connectivity solutions to
advanced services and Web-based applications. The value
chain of the mobile market can be dynamically expanded
including more than one network and service providers,
integrators, service and application developers, or even
small-to-medium network operators.

The AcPN case exploits PN concepts in a very efficient
way, allowing the use of well-known wireless technolo-
gies and common networking configurations of the present
and the future to be used and easily applied. Target users
are people actively involved in educational activities who
present high expectations from communication technologies
such as increased bandwidth, connection flexibility (among
different technologies), use of a wide range of services and
applications, more personalized devices, large mobile storage
capability, interoperability, friendly user-device interface,
and so forth.

Based on the collected results from the AcPN end user
workshop held in Athens, Greece, a number of important
requirements have been identified. These requirements have
led to several conclusions regarding the new players in the
value chain and the business aspects of PAN/PN concepts
within the academic environment. The most important
conclusions are:

. Regarding Network Infrastructure: The network in-
frastructure should include the normal mobile networks
(GSM/GPRS/UMTY), as well as additional networking
infrastructure suchas WLAN/WiFionasingle or multi-
operator environment and the ubiquitous campus PN
operator. The campus PN infrastructure must include
networking configurations among all campus PANs
(different departments, labs, offices) and possibly other
PNs (other campuses of the same organization).

. Regarding Security: The campus PN operator is re-
sponsible for network security in the supported connec-
tions of the wired/wireless domain, user login/logout
functionality, mobility support within the campus (or
campuses of the same university), and other required
PAN/PN operations. If the particular university oper-
ates more than one campus, then a university PN is
required to interconnect the different campus PNs and
support the previous on a higher administrative level,
securing of course the communication between the
PNss.



Academic Activities Based on Personal Networks Deployment

. Regarding Service Aggregators: In this case, the
role of service aggregation and provision to the AcPN
users is performed primarily by the campus PN opera-
tor and partially by third-party service operators who
may have agreements with the campus operator. Any
service provided to the campus PN is expected to be
controlled and maintained by the unique campus PN
operator, which plays the twofold role of the service
aggregator and the provider. Other services can be
provided on the campus by typical mobile operators
through the use of voice, e-mail, SMS, or MMS, but
PN services and relevant interconnections must be real-
ized via the campus PN network or service operator.

. Regarding Terminal Equipment: This require-
ment takes into account all the different vendors and
manufacturers who provide the terminal devices to the
end users. The fact that any AcPN user is supposed
to be equipped with his or her own P-PAN requires a
number of different featured portable devices coming
from different vendors to be used. This is feasible as
long as the PAN-proposed standards are supported. (It
should be noted that for the air interface, the MAGNET
LDR/HDR standard has been proposed.)

. Regarding End Users: These can be divided into two
types. The first one includes all the normal students
(undergraduates, postgraduates, etc.) who wish to
use typical (low QoS) applications and services (Web
browsing, chat, e-mail, voice, SMS, MMS, etc.) within
the campus PN at a low cost. The second user type
includes any otheracademic person or third party (visi-
tors, temporary staff) who wish to have (and are willing
to pay for) a higher bandwidth wireless connection or
access to QoS demanding services such as (real-time)
audio/videoconference, streaming applications, and so
on. Such users could be professors, tutors, researchers,
associates, or general university employees who use
telecom technology to communicate with their work
contacts for several reasons.

CONCLUSION

The academic case is very promising for the future deploy-
ment of PN technologies for many important reasons. First
ofall, it attempts to combine and reuse efficiently almost any
wireless access technologies of the present with proposed
ones for the future in many scalable configurations accord-
ing to the case. Secondly, it provides the option to choose
which type of PN could better serve its purposes in terms
of connection bandwidth and cost. The user may choose
the most efficient way (in terms of cost) to construct his or
her own PN; for example, he or she may prefer a relatively
cheap WLAN to connect to his or her office rather than a
UMTS. Finally, since the use of PN technology might not

be possible in some cases without the existence of PAN or
P-PAN, the definition of clusters eases the PAN or P-PAN
formation as a set of preferable devices, but not all.
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KEY TERMS

Academic PN (AcPN): Use case descriptive name for a
PN exploitation into a typical academic environment.

Cluster: A network of personal devices and nodes lo-
cated within a limited geographical area (such as a house
or a car) which are connected to each other by one or more
network technologies and characterized by a common trust
relationship between each other.

Context: The information that characterizes a person,
place, or object. In thatregard, there exist user, environment,
and network context. The context information is used to
enable context-aware service discovery.

Foreign Device: A device that is not personal and cannot
be part of the PN. The device can be either trusted, having
an ephemeral trust relationship with another device in the
PN, or not trusted at all.

Private Personal Area Network (P-PAN): A dynamic
collection of personal nodes and devices around a person.

Personal Area Network (PAN): A network that consists
of a set of mobile and wirelessly communicating devices
that are geographically close to a person but which may
not belong to him.

Personal Device: A device related to a given user or
person with a pre-established trust attribute. These devices
are typically owned by the user. However, any device ex-
hibiting the trust attribute can be considered as a personal
device. The same remarks as those for the personal nodes
definition hold for devices.
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Personal Network (PN): Network including the P-
PAN and a dynamic collection of remote personal nodes
and devices in clusters that are connected to each other via
interconnecting structures.
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INTRODUCTION

The increasing affordability of devices, advantages asso-
ciated with a device always being handy while not being
dependent on its location, and being able to tap into a wealth
of information/services has brought a new paradigm to
mobile users. Indeed, the mobile Web promises the vision
of universality: access (virtually) anywhere, at any time, on
any device, and to anybody.

However, with these vistas comes the realization that the
users of the mobile applications and their context vary in
many different ways: personal preferences, cognitive/neuro-
logical and physiological ability, age, cultural background,
and variations in computing environment (device, platform,
user agent) deployed. These pose a challenge to the ubiquity
of mobile applications and could present obstacles to their
proliferation.

This article is organized as follows. We first provide the
motivation and background necessary for later discussion.
Thisis followed by introduction of a framework within which
accessibility of mobile applications can be systematically
addressed and thereby improved. This framework is based
on the notions from semiotics and quality engineering, and
aims to be practical. Next, challenges and directions for
future research are outlined. Finally, concluding remarks
are given.

BACKGROUND

The issue of accessibility is not new. However, the mobile
Web with its potential flexibility on both the client-side and
the server-side presents new challenges towards it.

Figure 1 illustrates the dynamics within which the issue
of accessibility of a mobile application arises.

We define a mobile application as a domain-specific ap-
plication that provides services and means for interactivity
in the mobile Web. For example, education, entertainment,
or news syndication are some of the possible domains. The
issue of accessibility is intimately related to the user and
user context that includes client-side computing environ-
ment. To that regard, we define accessibility in context of a
mobile application as access to the mobile Web by everyone,
regardless of their human or environment properties. A
consumer (user) is a person that uses a mobile application.
A producer (provider) is a person or an organization that
creates a mobile application.

The Consumer Perspective
of Mobile Accessibility

The accessibility concerns of a consumer are of two types,
namely human and environment properties, which we now
discuss briefly.

Human Properties

Human properties are issues relating to the differences in
properties among people. One major class of these properties
isrelated to aperson’s ability, and often the degree of absence
of such properties is termed as a disability. We will use the
term “disability” and “impairment” synonymously.

The statistics vary, butaccording to estimates of the United
Nations, about 10% of the world’s population is considered
disabled. The number of people with some form of disability
that do have access to the Internet is in the millions.

Figure 1. The interrelationships between a consumer, a producer, accessibility, and a mobile application
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Table 1. A semiotic framework for accessibility of mobile applications

Semiotic . . Means for Accessibility Assurance | Decision
Level Quality Attributes and Evaluation Support
Accessibility [T4;E]  Training in Primary and Second-
Pragmatic Comprehensibility, Interoperability, Performance, iry NOtitlon ..
- A e “Expert” Knowledge (Principles,
Readability, Reliability, Robustness [T3;E] A
Guidelines, Patterns) Feasibility
Semantic Completeness and Validity [T2;1] * Inspections
e Testing
. Correctness (Primary Notation) and Style * Metrics
Syntactic (Secondary Notation) [T1;I] * Tools

There are several types of disabilities that a producer
of a mobile application needs to be concerned with. These
can include visual (e.g., low visual acuity, blindness, color
blindness), neurological (e.g., epilepsy), auditory (e.g., low
hearing functionality, deafness), speech (e.g., difficulties in
speaking), physical (e.g., problems using an input device),
cognitive (e.g., difficulties of comprehending complex texts
and complex structures), cultural/regional (e.g., differ-
ences in the use of idioms, metaphors leading to linguistic
problems).

Environment Properties

Environment properties are issues relating to different situa-
tions in which people find themselves, either temporarily or
permanently. These situations could be related to their con-
nectivity, the location they are in, or the device/platform/user
agent they are using. For example, a user using a computer
in a vehicle shares many of the issues that some people have
permanently due to a disability in hand motorics. Or, for ex-
ample, a user may be accessing the same information using
a personal digital assistant (PDA) or a cellular phone.

The Producer Perspective
of Mobile Accessibility

The motivation for accessibility for a business is to reach
as many users as possible and in doing so reduce concerns
over customer alienation.

It is the producer of the mobile application that needs
to adjust to the user context (and address the issue of ac-
cessibility), not the other way around. It is not reasonable
for a producer to expect that the consumer environment
will be conducive to anything that is delivered to him/her.
In certain cases, when a consumer has a certain disability,
such adaptation is not even possible.

If the success of a mobile application is measured by
the access to its services, then improving accessibility is
critical for the producers. Still, any steps that are taken by
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a producer related to a mobile application have associated
costs and trade-offs, and the same applies to improvements
towards accessibility.

Initiatives for Improving Accessibility
in Mobile Contexts

There are currently only a few efforts in systematically
addressing accessibility issues pertaining to mobile ap-
plications.

There are guidelines available foraddressing accessibility
(Chisholm, Vanderheiden, & Jacobs, 1999; Ahonen, 2003)
in general and language-specific techniques (Chisholm et
al., 2000) in particular.

ADDRESSING THE ACCESSIBILITY
OF MOBILE APPLICATIONS

To systematically address the accessibility of mobile ap-
plications, we take the following steps:

1. View accessibility as a qualitative aspect and address
it indirectly via quantitative means.

2. Select a theoretical basis for communication of in-
formation (semiotics), and place accessibility in its
setting.

3. Address semiotic quality in a practical manner.

Based on this, we propose a framework for accessibility
of mobile applications (see Table 1). The external attributes
(denoted by E) are extrinsic to the mobile application and
are directly the consumer’s concern, while internal attributes
(denoted by I) are intrinsic to the mobile application and
are directly the producer’s concern. Since not all attributes
corresponding to a semiotic level are on the same echelon,
the different tiers are denoted by “Tn.”

We now describe each component of the framework in
detail.
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Semiotic Levels

The first column of Table 1 addresses semiotic levels. Semi-
otics (Stamper, 1992) is concerned with the use of symbols
to convey knowledge.

From a semiotics perspective, a representation such as
a mobile resource can be viewed on six interrelated levels:
physical, empirical, syntactic, semantic, pragmatic, and
social, each depending on the previous one in that order.
The physical and empirical levels are concerned with the
physical representation of signs in hardware and commu-
nication properties of signs, and are not of direct concern
here. The syntactic level is responsible for the formal or
structural relations between signs. The semantic level is
responsible for the relationship of signs to what they stand
for. The pragmatic level is responsible for the relation of
signs to interpreters. The social level is responsible for the
manifestation of social interaction with respect to signs, and
is not of direct concern here.

We note that none of the layers in Table 1 is sufficient
in itself for addressing accessibility and intimately depends
on other layers. For example, it is readily possible to cre-
ate a document in XHTML Basic, a markup language for
small information appliances such as mobile devices, that
is syntactically correct but is semantically non-valid. This,
for instance, would be the case when the elements are
(mis)used to create certain user-agent-specific presentation
effects. Now, even if a mobile resource is syntactically and
semantically acceptable, it could be rendered in such a way
that it is unreadable (and therefore violates an attribute at the
pragmatic level). For example, this could be the case by the
use of very small fonts for some text, or the colors chosen
for background and text foreground being so close that the
characters are hard to discern.

Quality Attributes

The second column of Table 1 draws the relationship between
semiotic levels and corresponding quality attributes. We
contend that the quality attributes we mention are necessary
but make no claim of their sufficiency.

The internal quality attributes for syntactic and seman-
tic levels are inspired by Lindland, Sindre, and Selvberg
(1994). At the semantic level, we are only concerned with
the conformance of the mobile application to the domain it
represents (that is, semantic correctness or completeness)
and at the syntactic level the interest is in conformance with,
with respect to the languages used to produce the mobile
application (that is, syntactic correctness).

Accessibility belongs to the pragmatic level and de-
pends on the layers beneath it. It in turn depends upon the
other external quality attributes, namely comprehensibility,
interoperability, performance, readability, reliability, and

robustness, which are also at the pragmatic level. Since these
are perceived as necessary conditions, violations of any of
these lead to a deterioration of accessibility.

Means for Accessibility
Assurance and Evaluation

The third column of Table 1 lists the direct and indirect (and
not necessarily mutually exclusive) means for assuring and
evaluating accessibility:

. Training in Primary and Secondary Notation: The
knowledge of the primary notation of all technologies
(languages) is necessary for guaranteeing conformance
to tier T1. The Cognitive Dimensions of Notations
(CDs) (Green, 1989) are a generic framework for
describing the utility of information artifacts by taking
the system environment and the user characteristics into
consideration. Our main interest here is in the CD of
secondary notation. This CD is about appropriate use
(that is, style) of primary notation in order to assist in
interpreting semantics. It uses the notions of redundant
recoding and escape from formalism along with spatial
layout and perceptual cues to clarify information or
to give hints to the stakeholder, both of which aid the
tiers T2 and T3. Redundant Recoding is the ability to
express information in a representation in more than
one way, each of which simplifies different cognitive
tasks. It can be introduced in a textual mobile resource
by making effective use of orthography, typography,
and white space. Escape from Formalism is the ability
to intersperse natural language text with formalism.
Mobile resources could be complemented via natural
language annotations (metadata) to make the intent
or decision rationale of the author explicit, or to aid
understanding of stakeholders that do not have the
necessary technical knowledge. Incidentally, many
of the language-specific techniques for accessibility
(Chisholm et al., 2000) are in agreement with this
CD.

. “Expert” Body of Knowledge: The three types
of knowledge that we are interested are principles,
guidelines, and patterns. Following the basic principles
(Ghezzi, Jazayeri, & Mandrioli, 2003; Bertini, Catarci,
Kimani, & Dix, 2005) underlying a mobile applica-
tion enables a provider to improve quality attributes
related to tiers T1-T3 of the framework. However,
principles tend to be abstract in nature which can lead
to multiple interpretations in their use and not mandate
conformance. The guidelines encourage the use of
conventions and good practice, and could serve as a
checklist with respect to which an application could
be heuristically or otherwise evaluated. The guidelines
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available for addressing accessibility (Chisholmetal.,
1999; Ahonen, 2003) when tailored to mobile contexts
can be used as means for both assurance and evalua-
tion of accessibility of mobile applications. However,
guidelines tend to be more useful for those with an
expert knowledge than for a novice to whom they
may seem rather general to be of much practical use.
The problems in using tools to automatically check
for accessibility have been outlined in Abascal, Arrue,
Fajardo, Garay, and Tomas (2004). Patterns (Alexander,
1979) arereusable entities of knowledge and experience
aggregated by experts over years of “best practices”
in solving recurring problems in a domain including
mobile applications (Roth, 2002; Van Duyne, Landay,
& Hong, 2003). They are relatively more structured
compared to guidelines and, if represented adequately,
provide better opportunities for sharing and reuse.
There is, however, an associated cost of learning and
adapting patterns to new contexts.

Inspections: Inspections (Wiegers, 2002) are a rigor-
ous form of auditing based upon peer review that can
address quality concerns for tiers T1, T2, and most
of T3, and help improve the accessibility of mobile
applications. Inspections could, for example, use the
guidelines and decide what information is and is not
considered “comprehensible” by consumers at-large,
or whether the choice of labels in a navigation system
enhances or reduces readability. Still, inspections, be-
ing a means of static verification, cannot completely
assess interoperability, performance, reliability, or
robustness. Furthermore, inspections do involve an
initial cost overhead from training each participant
in the structured review process, and the logistics of
checklists, forms, and reports.

Testing: Some form of testing is usually an integral part
of most development models of mobile applications
(Nguyen, Johnson, & Hackett, 2003). However, due
to its very nature, testing addresses quality concerns
only at of some of the tiers (T1, subset of T2, subset
of T3). Interoperability, performance, reliability, and
robustness would intimately depend on testing. Un-
like inspections, tool support is imperative for testing.
Therefore, testing complements but does not replace
inspections.

Metrics: In a resource-constrained environment of
mobile devices, efficient use of time and space is
critical. Metrics (Fenton & Pfleeger, 1997) provide a
quantitative means for making qualitative judgments
about quality concerns at technical levels. There is
currently limited support for metrics for mobile ap-
plications in general and for their accessibility (Arrue,
Vigo, & Abascal, 2005) in particular. Any dedicated
effort of deploying metrics for accessibility measure-
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ment would inevitably require tool support, which at
present is lacking.

. Tools: Tools that have help improve quality concerns at
all tiers. For example, tools can help report violations
of accessibility guidelines, or find non-conformance
to markup or scripting language syntax. However, at
times tools cannot address some of the stylistic issues
(such as an “optimal” distance between two text frag-
ments that will improve readability) or semantic issues
(like semantic correctness of a resource included in
a mobile application). Therefore, the use of tools as
means for automatic accessibility evaluation should
be kept in perspective.

Decision Support

A systematic approach to a mobile application must take a
variety of constraints into account: organizational constraints
(personnel, infrastructure, schedule, budget, and so on) and
forces (market value, competitors, and so on).

A producer would need to, for example, take into con-
sideration the cost of an authoring tool vs. the accessibility
support it provides; since complete accessibility testing is
virtually impossible, determine a stopping criteria that can
be attained within the time constraints before the application
is delivered; and so on.

Indeed, the last column of Table 1 acknowledges that
withrespect to any assurance and/or evaluation, and includes
feasibility as an all-encompassing consideration on the lay-
ers to make the framework practical. There are well-known
techniques such as analytical hierarchy process (AHP) and
quality function deployment (QFD) for carrying out feasibil-
ity analysis, and further discussion of this aspect is beyond
the scope of this article.

FUTURE TRENDS

Much of the development of mobile applications is car-
ried out on the desktop. The tools in the form of software
development toolkits (SDK) and simulators such as Nokia
Mobile Internet Toolkit, Openwave Phone Simulator, and
NetFront Mobile Content Viewer assist in that regard.
However, explicit support for accessibility in these tools is
currently lacking.

The techniques for accessibility for mobile technologies
such as XHTML Basic/XHTML Mobile Profile (markup of
information) and CSS Mobile Profile (presentation of infor-
mation) would be of interest. This is especially an imperative
considering that the widely used traditional representation
languages such as Compact HTML (cHTML), an initiative
of the NTT DoCoMo, and the Wireless Markup Language
(WML), an initiative of the Open Mobile Alliance (OMA),
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have evolved towards XHTML Basic or its extensions such
as XHTML Mobile Profile.

Identification of appropriate CDs, and an evaluation of
the aforementioned languages for presentation or representa-
tion of information in a mobile context with respect to them,
would also be of interest.

As mobile applications increase in size and complexity,
a systematic approach to developing them arises. Indeed,
accessibility needs to be a part of the entire lifecycle of
a mobile application—that is, in the typical workflows of
planning, modeling, requirements, design, implementation,
and verification and validation. To that regard, integrating
accessibility into “lightweight” process methodologies such
as Extreme Programming (XP) (Beck & Andres, 2005) that
isadapted for a systematic development of small-to-medium
scale mobile applications would be useful. A similar argu-
ment can be made for the “heavyweight” case, for example,
by instantiating the Unified Process (UP) (Jacobson, Booch,
& Rumbaugh, 1999) for medium-to-large scale mobile ap-
plications.

Finally, a natural extension of the issue of accessibility is
to the next generation of mobile applications, namely mobile
applications on the semantic Web (Hendler, Lassila, & Bern-
ers-Lee, 2001). The mobile applications for the Semantic
Web present unique accessibility issues such as inadequacy
of current searching techniques (Church, Smyth, & Keane,
2006) and a promising avenue for potential research.

CONCLUSION

This article takes the view that accessibility is not only a
technical concern, it is also a social right. In that context, the
issues of credibility and legality are particularly relevant as
both are at a higher echelon (social level) than accessibility
within the semiotic framework.

Credibility is considered to be synonymous to (and
therefore interchangeable with) believability (Hovland, Janis,
& Kelley, 1953). Indeed, improvement of accessibility is
necessary for a demonstration of expertise, which is one of
the dimensions (Fogg, 2003) of establishment of credibility
of the producer with the consumer.

Accessibility is now a legal requirement for public
information systems of governments in Canada, the U.S.,
Australia, and the European Union. The producers need to
be aware of the possibility that, as mobile access becomes
pervasive in society, the legal extent could expand to mobile
applications.

As is well known in engineering contexts, preventative
measures such as addressing the problem early are often
better than curative measures at late stages when they may
just be prohibitively expensive or simply infeasible. If ac-
cessibility is to be considered as a first-class concern by the

producer, it needs to be more than just an afterthought; it
needs to be integral to mobile Web engineering.
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KEY TERMS

Cognitive Dimensions of Notations: A generic frame-
work for describing the utility of information artifacts by
taking the system environment and the user characteristics
into consideration.

Delivery Context: A set of attributes that characterizes
the capabilities of the access mechanism, the preferences
of the user, and other aspects of the context into which a
resource is to be delivered.

Mobile Accessibility: Access to the Web by everyone,
regardless of their human or environment properties.

Mobile Resource: Amobile network data object that can
be identified by a URI. Such a resource may be available in
multiple representations.

Mobile Web Engineering: A discipline concerned with
the establishment and use of sound scientific, engineering,
and management principles, and disciplined and systematic
approaches to the successful development, deployment, and
maintenance of high-quality mobile Web applications.

Quality: The totality of features and characteristics of a
product or a service that bear on its ability to satisfy stated
or implied needs.

Semantic Web: An extension of the current Web that
adds technological infrastructure for better knowledge rep-
resentation, interpretation, and reasoning.

Semiotics: The field of study of signs and their repre-
sentations.
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INTRODUCTION

One of the applications of m-commerce is mobile authoriza-
tion, that is, rights distribution to mobile users by sending
authorization data (a token) to the mobile devices. For ex-
ample, a supermarket can distribute personalized discount
coupon tokens to its customers via SMS. The token can be
a symbol string that the customers will present while paying
for the goods at the cash desk. The example can be elabo-
rated further—using location information from the mobile
operator, the coupons can only be sent to, for example, those
customers who are in close vicinity of the mall on Saturday
(this will of course require customers to allow disclosing
their location).

In the example above, the token is used through its
manual presentation. However, most interesting is the case
when the service is released automatically, without a need
for a human operator validating the token and releasing a
service to the customer; for example, a vending machine
at the automatic gas station must work automatically to be
commercially viable.

To succeed, this approach requires a convenient and
uniform way of delivering authorization information to the
point of service—it is obvious that an average user will only
have enough patience for very simple operations. And this
presents a problem.

There are basically only three available local (i.e., short-
range) wireless interfaces (LWI): WLAN, IR, and Bluetooth,
which do not cover the whole range of mobile devices.
WLAN has not gained popularity yet, while IR is gradually
disappearing. Bluetooth is the most frequently used of them,
but still it is not available in all phones.

For every particular device it is possible to send a token
outusing some combination of LWIand presentation technol-
ogy, but there is no common and easy-to-use combination.
This is a threshold for the development of services.

Taking a deeper look at the mobile devices, we can find
one more non-standard simplex LWI, which is present in all
devices—acoustical, where the transmitter is a phone ringer.
Token presentation through acoustic interface along with
general solution of token delivery via SIM Toolkittechnology

(see 3GPP TS, 1999) was presented by Khashchanskiy and
Kustov (2001). However, mobile operators have not taken
SIM Toolkit into any serious use, and the only alternative
way of delivering sound tokens into the phone-ringing tone
customization technology was not available for a broad
range of devices at the time the aforementioned paper was
published.

Quite unexpectedly, recent development of mobile phone
technologies gives a chance for sound tokens to become a
better solution for the aforementioned problem, compared
with other LWI. Namely, it can be stated that every contem-
porary mobile device supports either remote customization
of ringing tones, or MMS, and in the majority of cases, even
both, thus facilitating sound token receiving over the air.

Most phone models can playback a received token with
only a few button-clicks. Thus, a sound token-based solu-
tion meets the set criteria better than any other LWI. Token
delivery works the same way for virtually all phones, and
token presentation is simple.

In this article we study the sound token solution practical
implementation in detail. First, we select optimal modulation,
encoding, and recognition algorithm, and we estimate data
rate. Then we present results of experimental verification.

ACOUSTIC DATA CHANNEL

We consider the channel being as follows. The transmitter
is a handset ringer; information is encoded as a sequence
of sine wave pulses, each with specified frequency and
amplitude.

Multimedia message sounds and most ringing tones are
delivered as sequences of events in MIDI (musical instrument
digital interface) format. A basic pair of MIDI events (note
on and note off) defines amplitude, frequency, duration of
a note, and the instrument that plays this note. MIDI events
can be used to produce information-bearing sound pulses
with specified frequency and amplitude.

Widely used support of polyphonic MIDI sequences
allows playback of several notes simultaneously. Nonethe-
less, this has been proved worthless because in order to get

Copyright © 2007, Idea Group Inc., distributing in print or electronic forms without written permission of IGI is prohibited.
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Figure 1. Frequency response measured with test MIDI sequence in hold-max mode
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distinguished, these notes have to belong to different non-
overlapping frequency ranges. Then the bit rate that can be
achieved would be the same as if wider frequency range was
allocated for a single note.

The receiver is a microphone; its analog sound signal is
digitized and information is decoded from the digital signal
by recognition algorithm, based on fast fourier transform
(FFT) technique. FFT is, in our opinion, a reasonable trade-
off between efficiency and simplicity.

We investigated acoustics properties of mobile devices.
After preliminary comparison of a few mobile phone models,
we found that ringer quality is of approximately the same
level. All handsets have a high level of harmonic distortions
and poor frequency response. The results shown in Figures 1
and 2 are obtained for a mid-class mobile phone SonyErics-
son T630 and are close to average.

MIDI-based sound synthesis technology applies limita-
tions on pulse magnitude, frequency, and duration. At the
same time, ringer frequency response is not linear and the
level of harmonic distortions is very high. Figure 1 shows
frequency response measured with a sweeping tone or, to
be precise, a tone leaping from one musical note to another.
To obtain this, the phone played a MIDI sequence of non-
overlapping in-time notes that covered a frequency range
from 263 to 4200 Hz (gray area).

The frequency response varies over a 40 dB range,
reaching its maximum for frequencies from approximately
2.5 to 4 kHz. Moreover, spectral components stretch up to
11 KHz, which is caused by harmonic distortions. This is
illustrated also by Figure 2.

Horizontal axis is time; overall duration of the test se-
quenceis 15 seconds. Vertical axis is sound frequency, which
is in range from 0 to 11025 Hz. Brightness is proportional
to sound relative spectral density; its dynamic range is 60
dB, from black to white.
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We also found that frequency of the same note may
differ in different handsets. Nevertheless, the ratio of note
frequencies (musical intervals) remains correct, otherwise
melodies would sound wrong.

For a simplex channel with such poor parameters, as
reliable a data encoding method as possible is to be used.
Frequency shift keying (FSK) is known as the most reli-
able method which finds its application in channels with
poor signal-to-noise ratio (SNR) and non-linear frequency
response.

It is not possible to negotiate transfer rate or clock fre-
quency, as it is usually done in modem protocols because
acoustic channel is simplex. To make the channel as adaptive
as possible, we have chosen to use differential FSK (DFSK),
as it requires no predefined clock frequency. Instead, fre-
quency leaps from one pulse to another provide the channel
clocking. The difference between frequencies of consecutive
pulses determines the encoded value.

Once encoding scheme is selected, letus estimate possible
transfer rate before we can find the balance between data

Figure 2. A spectrogram of the test MIDI sequence
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transfer rate and channel reliability. Suppose the transmitter
generates a sequence of pulses of duration t, which follow
without gaps with repetition frequency f. If each frequency
leap between two consequent pulses carries NV bits of infor-
mation, the overall bit rate p is obviously:

p=N-f. (M

In DFSK, for each frequency leap to carry /Vbits, we must
be able to choose pulse frequencies fromaset of 2V +Ivalues.
If a pulse frequency can have n values, we will have

p=[log,(n-1)] * f, 2

where by /] we denote integer part. It follows from (1, 2), that
to increase p, we must increase pulse repetition frequency f
and the amount of possible values for pulse carrier frequencies
n. However, if the recognition is based on spectral analysis,
we cannot increase n# and findependently. Let us show it.
Assume for simplicity that pulse frequency can have any
value within frequency range F Then the number of avail-
able values of coding frequencies will be

n = [log (F/Af - 1)], 3)

where Afis the minimal shift of pulse frequency between two
consecutive pulses. Maximum # is achieved with maximum
F and minimum Af. Both parameters have their own bound-
aries. Bandwidth is limited by the ringer capabilities, and
frequency shift is dependant on pulse repetition frequency
f, due to the fundamental rule of spectral analysis (Marple,
1987), which defines frequency resolution df'to be in reverse
proportionality to observation time 7

5f=1/T. “)

How can (4) be understood in our case of a sequence
of pulses? Having converted the signal into frequency do-
main, we will get the sequence of spectra. As information
is encoded in the frequency pulses, we must determine the
pulse frequency for every spectrum. This can only be done
with certain accuracy df called frequency resolution. The
longer time 7T we observe the signal, the better frequency
resolution is. So for given pulse duration t, equation (4)
sets the lower limit for frequency difference Af between
two consecutive pulses:

Af=1/1=f. (5)

This means, that if we increase pulse repetition rate f,
then we have to correspondingly increase frequency sepa-
ration Af for the consecutive pulses; otherwise the spectral
analysis-based recognizing device will not principally be
able to detect signal.

Let us now try to estimate the data rate for the system
we studied earlier. Figures 1 and 2 show that harmonic
distortions are very high, and second and third harmonics
often have higher magnitudes than the main tone. Conse-
quently, the coding frequencies must belong to the same
octave. Their frequency separation should be no less than
defined by (5).

An octave contains 12 semitones, so possible frequency
values f;are defined by the following formula:

f,=f, 272, i=0...11. (6)

The minimum spacing between consecutive notes is for
i=1; maximum for i=11.

In our case, we decided to use the fourth octave—as
the closest to the peak area of phone ringer frequency re-
sponse—in order to maximize SNR and thus make recognition
easier. For it, f;= 2093 Hz, and minimum spacing between
notes is 125 Hz. Taking the maximum amount of N =3 (9
coding frequencies), we can estimate transfer rate as:

P =3 125 =375 bps. @)
Recognition Algorithm (Demodulation)

The following algorithm was developed to decode informa-
tion transferred through audio channel. Analog audio signal
from the microphone is digitized with sampling frequency
Fs satisfying Nyquist theorem (Marple, 1987). A signal
of duration 75 is then represented as a sequence of Ts/Fs
samples. FFT is performed on a sliding vector of M signal

samples, where M is a power of 2.

. First, sequence of instant power spectra is obtained from
the signal using discrete Fourier transform with sliding
window (vector) of M samples. To get consecutive
spectraoverlapped by 50%, the time shiftbetween them
was taken M/2Fs. Overlapping is needed to eliminate
the probability of missing the proper position of a
sliding window corresponding to the pulse existence
interval, when the pulse duration is not much longer
than analysis time significantly (at least twice).

. Second, the synchronization sound is found as sine wave
with a constant, but not known in advance frequency,
and a certain minimum duration.

. Third, the spectrum composed of maximum values over
the spectra sequence (so-called hold-max spectrum) is
used to find the pulse carrier frequencies. This step relies
on the assumption that used frequency range does not
exceed one octave. In other words, the highest frequency
is less than twice the value of the lowest one.

. Forth, time cross-sections of spectra sequence at found
carrier frequencies are used to recognize moments of
sound pulse appearances.
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. The last step is reconstruction of encoded bit sequence
having the time-ordered set of frequency leaps.

Such an algorithm does not need feedback and can
work with unknown carrier frequencies in unknown but
limited frequency range. Recognizing the beginning of the
transmission is critical for the correct work, so we added
“synchronization header” in the beginning of the signal. The
length of this header is constant, so the throughput of the
system will rise with the message length.

Recognizer Parameters

Here we explain how the parameters of analyzer (Fs, M) are
defined from that of signal (f; Af). After FFT, we have M/2
of complex samples in frequency domain, corresponding to
frequency range from 0 to Fs/2. So for this particular case,
frequency resolution obviously equals the difference between
the consecutive samples in the frequency domain; namely,

df=Fs/M. 7
According to (4), minimum required time of analysis is
T=M/Fs. ®)

It is obvious, that T must not exceed burst duration t.
Combining (8) and (5), we get:

M/Fs<1/f 9)

On the other hand, frequency resolution df must not
exceed spacing Af between carrier frequencies:

Fs/M < Af (10)
Combining (9) and (10), we will finally get:
f<Fs/M<Af (11)

which shows that values of analyzer parameters may be
restricted when (5) is close to the equation. This imposes
requirements on the sound recognition algorithm to work
reliably nearby the “critical points,” where the recognition
becomes principally impossible.

EXPERIMENTAL RESULTS

We implemented a prototype of acoustic data channel with
the mobile phone SonyEricsson T630, whose characteristics
are seen in Figures 1 and 2.

For encoding, we developed software that encoded
symbol strings in ASCII to melody played by an electric
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Figure 3. Encoded “helloworld”; note the leading synchroni-
zation header. Overall duration is approximately 2 seconds.

organ. The instrument was chosen from 127 instruments
available in MIDI format, because its sound is the closest
to the sine wave pulses model we used in calculations. It is
maintained at approximately the same level over the whole
note duration.

The recognizer consisted of a Sony ECM-MS907 studio
microphone for signal recording, and a conventional PC with
a sound card was used for signal analysis. FFT processing
was done by our own software.

In the beginning of our experiments, we used the param-
eters described in the theoretical section. Later we found
that at the highest possible transfer rate, data recognition
is not reliable. So we gradually increased pulse duration
until recognition became reliable. Eventually we selected
the following modulation parameters: n=5 (each frequency
leap carries two data bits), notes were evenly distributed
over the octave (C, D#, F, G, A in musical notation, and they
correspond to frequencies 2093, 2489,2794,3136,and 3520
Hz), and pulse duration was 46 ms.

Figure 3 shows a spectrogram of recognizable signal
from the microphone.

Horizontal axis is time, and overall signal duration is 2
seconds. Vertical axis is frequency, and one can see the leaps
between consecutive pulses. Brightness is proportional to
the signal intensity.

This example signal carries 88 bits of information (astring
“hello world,” coded as 11 ASCII characters), which makes
the data transfer rate approximately 40 bps. Overhead from
the synchronization header is ca. 25%; for longer messages
the average transfer rate would be higher.

DISCUSSION

We have managed to implement a reliable data channel from
the phone; the advantage of the proposed recognition algo-
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rithm is that it can work in the same way for every mobile
device, independent on acoustic properties of different brands
and models, although encoding frequencies are different.

The channel is principally one way: the handset cannot
receive any feedback that can be used, for example, for error
correction. Nevertheless, developed recognition algorithm
provided good reliability. For a handset placed 30 cm from
the microphone, in a room environment, recognition was
100% reliable. This condition corresponds to the output of
the average phone in a “normal” room environment.

Ensuring reliability does not seem to be a very difficult
task. First of all, SNR can be improved by increasing the
number of receiving microphones. On the other hand, in
practical systems simple shielding is very easy to imple-
ment. And finally, even one error in recognition is not fatal:
the user can always have another try. A recognizing device
can easily identify cases of unsuccessful recognition and
indicate the former case for the user to retry.

The recognition system can be implemented on any PC
equipped with a sound card. The algorithm is so simple that
the system can also be implemented as an embedded solution
based on digital signal processors. Microphone requirements
are not critical either: both the frequency response and SNR
of entry level microphones are much better than those of
mobile device ringers. This means that cheap stand-alone
recognizers can be implemented and deployed at the points
of service.

It is interesting to note that other devices capable of
playing MIDI sequences (e.g., PDAs) can be used as well
as mobile phones.

Measured transfer rate (40 bps) was considerably less
than the estimation, obtained in our simple model—375 bps.
We think that the reason for this was slow pulse decay rate
in combination with non-linear frequency response. Ampli-
tude of the note with frequency close to a local frequency
response maximum might remain higher than amplitude
of the consecutive note through the whole duration of the
latter. Thus, the weaker sound of the second note might be
not recognized.

However, we consider even suchrelatively slow transmis-
sion still suitable for the purposes of mobile authorization
applications, because authorization data is usually small and
its transmission time is not critical.

Our example (Figure 3) seems to be a quite practical
situation—transmitting 11-symbol password during 2s is
definitely not too long for a user. Typing the same token
on the vending machine keyboard would easily take twice
as long.

The acoustic presentation method might be an attractive
feature for teenagers (e.g., mobile cinema tickets being one
conceivable application).
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KEY TERMS

Fast Fourier Transform (FFT): An optimized form of
the algorithm that calculates a complex spectrum of digitized
signals. It is most widely used to obtain a so-called power
spectrum as a square of a complex spectrum module. Power
spectrum represents energy distribution along frequency
axis.

Frequency Resolution: The minimum difference in fre-
quencies which can be distinguished in a signal spectrum.

Frequency Response: For a device, circuit, or system,
the ratio between output and input signal spectra.

Frequency Shift Keying (FSK): The digital modulation
scheme thatassigns fixed frequencies to certain bitsequences.
Differential FSK (DFSK) uses frequency differences to
encode bit sequences.

Harmonic Distortions: Alteration of the original signal
shape caused by the appearance of higher harmonics of input
signal at the output.

IR: Short-range infrared communication channel.

Musical Instrument Digital Interface (MIDI): A
standard communications protocol that transfers musical
notes between electronic musical instruments as sequences
of events, like ‘Note On’, ‘Note Off’, and many others.

Sampling Frequency: The rate at which analogue signal
is digitized by an analogue-to-digital converter (ADC) in
order to convert the signal into numeric format that can be
stored and processed by a computer.
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INTRODUCTION

As communications technology is being developed, users’
demand for multimedia services raises. Meanwhile, the
Internet has enjoyed tremendous growth in recent years.
Consequently, there is a great interest in using the IP-based
networks to provide multimedia services. One of the most
important areas in which the issues are being debated is the
development of standards for the universal mobile telecom-
munications system (UMTS). UMTS constitutes the third
generation of cellular wireless networks which aims to
provide high-speed data access along with real-time voice
calls. Wireless data is one of the major boosters of wireless
communications and one of the main motivations of the
next-generation standards.

Bandwidth is a valuable and limited resource for UMTS
and every wireless network in general. Therefore, it is of
extreme importance to exploit this resource in the most
efficient way. Consequently, when a user experiences a
streaming video, there should be enough bandwidth avail-
able at any time for any other application that the mobile
user mightneed. Inaddition, when two differentapplications
run together, the network should guarantee that there is no
possibility for any of the above-mentioned applications to
prevail against the other by taking all the available channel
bandwidth. Since Internet applications adopt mainly TCP as
the transport protocol, while streaming applications mainly
use RTP, the network should guarantee that RTP does not
prevail against the TCP traffic. This means that there should
be enough bandwidth available in the wireless channel for
the Internet applications to run properly.

BACKGROUND

Chen and Zachor (2004) propose a widely accepted rate
control method in wired networks which is the equation-
based rate control, also known as TFRC (TCP-friendly rate
control). In this approach the authors use multiple TFRC

connections as an end-to-end rate control solution for wire-
less streaming video. Another approach is presented by Fu
and Liew (2003). As they mention, TCP Reno treats the
occurrence of packet losses as a manifestation of network
congestion. This assumption may not apply to networks with
wireless channels, in which packet losses are often induced
by noise, link error, or reasons other than network congestion.
Equivalently, TCP Vegas uses queuing delay as a measure of
congestion (Choe & Low, 2003). Thus, Fu and Liew (2003)
propose an enhancement of TCP Reno and TCP Vegas for
the wireless networks, namely TCP Veno.

Chen, Low, and Doyle (2005) present two algorithms that
formulate resource allocation in wireless networks. These
procedures constitute a preliminary step towards a systematic
approach tojointly design TCP congestion control algorithms,
not only to improve performance, but more importantly, to
make interaction more transparent. Additionally, Xu, Tian,
and Ansari (2005) study the performance characteristics of
TCPNew Reno, TCPSACK, TCP Veno, and TCP Westwood
under the wireless network conditions and they propose a
new TCP scheme, called TCP New Jersey, which is capable
of distinguishing wireless packet losses from congestion.

Recent work provides an overview of MPEG-4 video
transmission over wireless networks (Zhao, Kok, & Ahmad,
2004). A critical issue is how we can ensure the QoS of
video-based applications to be maintained at an acceptable
level. Another point to consider is the unreliability of the
network, especially of the wireless channels, because we
observe packet losses resulting in a reduction of the video
quality. The results demonstrate that the video quality can
be substantially improved by preserving the high-priority
video data during the transmission.

THE TCP-FRIENDLY RATE
CONTROL PROTOCOL

TFRCisnotactually a fully specified end to-end transmission
protocol, buta congestion control mechanism thatis designed

Copyright © 2007, Idea Group Inc., distributing in print or electronic forms without written permission of IGI is prohibited.
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Figure 1. Typical scenario for streaming video over UMTS
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to operate fairly along with TCP traffic. Generally TFRC
should be deployed with some existing transport protocol
such as UDP or RTP in order to present its useful properties
(Floyd, Handley, Padhye, & Widmer, 2000). The main idea
behind TFRC is to provide a smooth transmission rate for
streaming applications. The other properties of TFRC include
slow response to congestion and the opportunity of not ag-
gressively trying to make up with all available bandwidth.
Consequently, in case of a single packet loss, TFRC does
not halve its transmission rate like TCP, while on the other
hand it does not respond rapidly to the changes in available
network bandwidth. TFRC has also been designed to behave
fairly when competing for the available bandwidth with
concurrent TCP flows that comprise the majority of flows
in today’s networks. A widely popular model for TFRC is
described by the following equation (Floyd & Fall, 1999):

kS

T:RTT\/; )

T represents the sending rate, S is the packet size, RTT is
the end-to-end round trip time, p is the end-to-end packet loss
rate, and k is a constant factor between 0.7 and 1.3 (Mahdavi
& Floyd, 1997) depending on the particular derivation of
equation (1).

The equation describes TFRC’s sending rate as a func-
tion of the measured packet loss rate, round-trip time, and
used packet size. More specifically, a potential congestion in
the nodes of the path will cause an increment in the packet
loss rate and in the round trip time according to the current
packet size. Given this fluctuation, it is easy to determine the
new transmission rate so as to avoid congestion and packet
losses. Generally, TFRC’s congestion control consists of the
following mechanisms:

1. The receiver measures the packet loss event rate and
feeds this information back to the sender.

2. The sender uses these feedback messages to calculate
the round-trip-time (R7T) of the packets.

3. The loss event rate and the RTT are then fed into the
TRFC rate calculation equation (described later in
more detail) in order to find out the correct data send-
ing rate.

ANALYSIS OF THE TFRC
MECHANISM FOR UMTS

The typical scenario for streaming video over UMTS is
shown in Figure 1, where the server is denoted by Nodel
andthereceiverby UEL. The addressed scenario comprises a
UMTS radio cell covered by a Node B connected toan RNC.
The model consists of a UE connected to DCH, as shown in
Figure 1. In this case, the DCH is used for the transmission
of the data over the air. DCH is a bi-directional channel and
is reserved only for a single user. The common channels are
the forward access channel (FACH) in the downlink and the
random access channel (RACH) in the uplink.

The wireless link is assumed to have available bandwidth
B, and packet loss rate p , caused by wireless channel er-
ror. This implies that the maximum throughput that could
be achieved in the wireless link is B, (1 —p,). There could
also be packet loss caused by congestion at wired nodes
denotedbyp, . = (nodename: GGSN, SGSN, RNC, Node
B). The end-to-end packet loss rate observed by the receiver
is denoted as p. The streaming rate is denoted by 7. This
means that the streaming throughput is 7 (7 - p). Under the
above assumptions we characterize the wireless channel
as underutilized if 7 (1 - p) < B,,(I —p,). Given the above
described scenario, the following are assumed:

1. The wireless link is the long-term bottleneck. This
means that there is no congestion due to streaming
traffic to the nodes GGSN, SGSN, and RNC.

2. Thereisno congestion at Node B due to the streaming
application, if and only if the wireless bandwidth is
underutilized—that is, 7' (1 - p) < B, (I — p,). This
also implies that no queuing delay is caused at Node
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B and hence, the round trip time for a given route has
the minimum value (i.e., RTT, ). Thus, this assump-
tion can be restated as follows: for a given route, RTT
=RTT  ifandonlyif 7 (1-p) <B, (I —-p,). Thisin
turn implies that if 7' (7 - p) > B, (1 —p,) then RTT >
RTT,,.

3. The packet loss rate caused by wireless channel error
(p,,) is random and varies from 0 to 0.16.

4. The backward route is error-free and congestion-

free.

The communication between the sender and the receiver
is based on RTP/RTCP sessions; and the sender, denoted
by Node 1 (Figure 1), uses the RTP protocol to transmit
the video stream. The client, denoted by UEI1 (Figure 1),
uses the RTCP protocol in order to exchange control mes-
sages. The mobile user in recurrent time space sends RTCP
reports to the media server. These reports contain informa-
tion about the current conditions of the wireless link during
the transmission of the multimedia data between the server
and the mobile user. The feedback information contains the
following parameters:

. Packet Loss Rate: The receiver calculates the packet
loss rate during the reception of sender data, based on
RTP packets sequence numbers.

. Timestamp of Every Packet Arrived at the Mobile
User: This parameter is used by the server for the RTT
calculation of every packet.

The media server extracts the feedback information from
the RTCPreport and passes it through an appropriate filter. The
use of filter is essential for the operation of the mechanism in
order to avoid wrong estimations of the network conditions.
On the sender side, the media server using the feedback
information estimates the appropriate rate of the streaming
video so as to avoid network congestion. The appropriate
transmission rate of the video sequence is calculated from
equation (1), and the media server is responsible for adjust-
ing the sending rate with the calculated value. Obviously,
the media server does not have the opportunity to transmit
the video in all the calculated sending rates. However, it
provides a small variety of them and has to approximate the
calculated value choosing the sending rate from the provided
transmission rates.

This extends the functionality of the whole congestion
control mechanism. More specifically, the sender does not
have to change the transmission rate every time it calcu-
lates a new one with a slight difference from the previous
value. Consequently, it changes the transmission rate of
the multimedia data to one of the available sending rates
of the media server as has already been mentioned. In this
approach, the number of the changes in the sending rate is
small and the mobile user does not deal with a continually
different transmission rate.
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As mentioned above, it is essential to keep a history of
the previous calculated values for the transmission rate.
Having this information, the media server can estimate the
smoothed transmission rate, using the m most recent values of
the calculated sending rate from the following equation:

m
> T
Smoothed i=1

D 2)

The value m, used in calculating the transmission rate,
determines TFRC’s speed in responding to changes in the
level of congestion (Handley, Floyd, Padhye, & Widmer,
2003). The weights w, are appropriately chosen so that the
most recent calculated sending rates receive the same high
weights, while the weights gradually decrease to 0 for older
calculated values.

Equivalently to the calculation of the transmission rate, the
mobile user (client) measures the packet loss rate p, based on
the RTP packets sequence numbers. This information is sent
to the media server via the RTCP reports. In order to prevent
a single spurious packet loss having an excessive effect on
the packet loss estimation, the server smoothes the values
of packet loss rate using the filter of the following equation,
which computes the weighted average of the m most recent
loss rate values (Vicisiano, Rizzo, & Crowcroft, 1998).

m Smoothed

Smoothed __ i=1 ! pl,m+l—1

1 m
2™ 3)

The value of p;"*"“! is then used by equation (1) for

the estimation of the transmission rate of the multimedia
data. The weights w are chosen as in the transmission rate
estimation.

FUTURE TRENDS

The most prominent enhancement of the adaptive real-time
applications is the use of multicast transmission of the
multimedia data. The multicast transmission of multimedia
data has to accommodate clients with heterogeneous data
reception capabilities. To accommodate heterogeneity, the
server may transmit one multicast stream and determine the
transmission rate that satisfies most of the clients (Byers et
al., 2000). Additionally, Vickers, Albuquerque, and Suda
(1998) present different approaches where the server trans-
mits multiple multicast streams with different transmission
rates allocating the client at these streams, as well as using
layered encoding and transmitting each layer to a different



Adaptive Transmission of Multimedia Data over UMTS

multicast stream. An interesting survey of techniques for
multicast multimedia data over the Internet is presented in
Li, Ammar, and Paul (1999).

Single multicast stream approaches have the disadvan-
tage that clients with a low-bandwidth link will always get
a high-bandwidth stream if most of the other members are
connected via a high-bandwidth link, and the same is true the
other way around. This problem can be overcome with the
use of a multi-stream multicast approach. Single multicast
stream approaches have the advantages of easy encoder and
decoder implementation and simple protocol operation, due
to the fact that during the single multicast stream approach,
there is no need for synchronization of clients’ actions (as
the multiple multicast streams and layered encoding ap-
proaches require).

The subject of adaptive multicast of multimedia data over
networks with the use of one multicast stream has engaged
researchers all over the world. During the adaptive multi-
cast transmission of multimedia data in a single multicast
stream, the server must select the transmission rate that
satisfies most the clients with the current network conditions.
Totally, three approaches can be found in the literature for
the implementation of the adaptation protocol in a single
stream multicast mechanism: equation based (Rizzo, 2000;
Widmer & Handley, 2001), network feedback based (Byers
et al., 2000), or a combination of the above two approaches
(Sisalem & Wolisz, 2000).

CONCLUSION

An analysis of the TCP friendly rate control mechanism for
UMTS has been presented. The TFRC mechanism gives the
opportunity to estimate the appropriate transmission rate of
the video data for avoiding congestion in the network. The
three goals of this rate control could be stated as follows. First,
the streaming rate does not cause any network instability (i.e.,
congestion collapse). Second, TFRC is assumed to be TCP
Friendly, which means that any application that transmits
data over a network presents friendly behavior towards the
other flows that coexist in the network and especially towards
the TCP flows that comprise the majority of flows in today’s
networks. Third, it leads to the optimal performance—that
is, it results in the highest possible throughput and lowest
possible packet loss rate. Furthermore, an overview of video
transmission over UMTS using real-time protocols such as
RTP/RTCP has been presented.
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KEY TERMS

Adaptive Real-Time Application: An application
that has the capability to transmit multimedia data over
heterogeneous networks and adapt media transmission to
network changes.
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Delay Jitter: The mean deviation (smoothed absolute
value) of the difference in packet spacing at the receiver
compared to the sender for a pair of packets.

Frame Rate: The rate of the frames, which are encoded
by video encoder.

Multimedia Data: Data that consist of various media
types like text, audio, video, and animation.

Packet Loss Rate: The fraction of the total transmitted
packets that did not arrive at the receiver.

RTP/RTCP: Protocol used for the transmission of mul-
timedia data. The RTP performs the actual transmission, and
the RTCP is the control and monitoring transmission.
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INTRODUCTION

Mobile access has opened new vistas for various sectors of
society including businesses. The ability that anyone using
(virtually) any device could be reached anytime and any-
where presents a tremendous commercial potential. Indeed,
the number of mobile applications has seen a tremendous
growth in the last few years.

In retrospect, the fact that almost anyone can set up a
mobile application claiming to offer products and services
raises the question of credibility from a consumer’s viewpoint.
The obligation of establishing credibility is essential for an
organization’s reputation (Gibson, 2002) and for building
consumers’ trust (Kamthan, 1999). If not addressed, there is
a potential for lost consumer confidence, thus significantly
reducing the advantages and opportunities the mobile Web
as a medium offers. If a mobile application is not seen as
credible, we face the inevitable consequence of a product,
however functionally superior it might be, rendered socially
isolated.

The rest of the article is organized as follows. We first
provide the motivational background necessary for later
discussion. This is followed by introduction of a framework
within which different types of credibility in the context
of mobile applications can be systematically addressed
and thereby improved. Next, challenges and directions for
future research are outlined. Finally, concluding remarks
are given.

BACKGROUND

In this section, we present the fundamental concepts un-
derlying credibility, and present the motivation and related
work for addressing credibility within the context of mobile
applications.

Basic Credibility Concepts

For the purposes of this article, we will consider credibility
to be synonymous to (and therefore interchangeable with)
believability (Hovland, Janis, & Kelley, 1953). We follow the
terminology of Fogg and Tseng (1999), and view credibility

and trust as being slightly different. Since trust indicates a
positive belief about a person, object, or process, we do not
consider credibility and trust to be synonymous.

It has been pointed out in various studies (Fogg, 2003;
Metzger, 2005) that credibility consists of two primary
dimensions, namely frustworthiness and expertise of the
source of some information. Trustworthiness is defined by
the terms such as well-intentioned, truthful, unbiased, and
so on. The trustworthiness dimension of credibility captures
the perceived goodness or morality of the source. Expertise
is defined by terms such as knowledgeable, experienced,
competent, and so on. The expertise dimension of cred-
ibility captures the perceived knowledge and skill of the
source. Together, they suggest that “highly credible” mobile
applications will be perceived to have high levels of both
trustworthiness and expertise.

We note that trustworthiness and expertise are at such
a high level of abstraction that direct treatment of any of
them is difficult. Therefore, in order to improve credibility,
we need to find quantifiable attributes that can improve each
of these dimensions.

A Classification of Credibility

The following taxonomy helps associating the concept of
credibility with a specific user class in context of a mobile
application. A user could consider a mobile application to be
credible based upon direct interaction with the application
(active credibility), or consider it to be credible in absence
ofany direct interaction but based on certain pre-determined
notions (passive credibility). Based on the classification
of credibility in computer use (Fogg & Tseng, 1999) and
adapting them to the domain of mobile applications, we can
decompose these further.

There can be two types of active credibility: (1) surface
credibility, which describes how much the user believes
the mobile application is based on simple inspection; and
(2) experienced credibility, which describes how much the
user believes the mobile application is based on first-hand
experience in the past.

There canbe two types of passive credibility: (1) presumed
credibility, which describes how much the user believes the
mobile application because of general assumptions that the
user holds; and (2) reputed credibility, which describes how
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much the user believes the mobile application because of a
reference from a third party.

Finally, credibility is not absolute with respect to users
and with respect to the application itself (Metzger, Flanagin,
Eyal, Lemus, & McCann, 2003). Also, credibility can be
associated with a whole mobile application or a part of a
mobile application. For example, a user may question the
credibility of information on a specific product displayed
in a mobile application. We contend that for a mobile ap-
plication to be labeled non-credible, there must exist at least
a part of it that is labeled non-credible based on the above
classification by at least one user.

The Origins and Significance of the
Problem of Mobile Credibility

The credibility of mobile applications deserves special at-
tention for the following reasons:

. Delivery Context: Mobile applications are different
from the desktop or Web environments (Paavilainen,
2002) where context-awareness (Sadeh, Chan, Van,
Kwon, & Takizawa, 2003) is a unique challenge.
The delivery context in a changing environment of
mobile markup languages, variations in user agents,
and constrained capabilities of mobile devices presents
unique challenges towards active credibility.

. Legal Context: Since the stakeholders of a mobile
application need not be co-located (different jurisdic-
tions in the same country or in different countries),
the laws that govern the provider and the user may
be different. Also, the possibilities of fraud such as
computer domain name impersonation (commonly
known as “pharming”) or user identity theft (commonly
known as “phishing”) with little legal repercussions
for the perpetrators is relatively high in a networked
environment. These possibilities can impact negatively
on presumed credibility.

. User Context: Users may deploy mobile devices with
varying configurations, and in the event of problems
with a mobile service, may first question the provider
rather than the device that they own. In order for
providers of mobile portals to deliver user-specific
information and services, they need to know details
abouttheuser (such as profile information, location, and
so on). This creates the classical dichotomy between
personalization and privacy, and striking a balance
between the two is a constant struggle for businesses
(Kasanoff, 2002). The benefits of respecting one can
adversely affect the other, thereby impacting their cred-
ibility in the view of their customers. Furthermore, the
absence of a human component from non-proximity
or “facelessness” of the provider can shake customer
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confidence and create negative perceptions in a time
of crisis such as denial of service or user agent crash.
These instances can lead to a negative passive cred-
ibility.

Initiatives for Improving
Mobile Credibility

There have been initiatives to address the credibility of Web
applications such as a user survey to identify the character-
istics that users consider necessary for a Web application to
be credible (Fogg et al., 2001) and a set of guidelines (Fogg,
2003) for addressing surface, experienced, presumed, and
reputed credibility of Web applications.

However, these efforts are limited by one or more of
the following issues. The approach towards ensuring and/or
evaluating credibility is not systematic, the proposed means
for ensuring credibility is singular (only guidelines), and the
issue of feasibility of the means is not addressed. Moreover,
these guidelines are not specific to mobility, are not priori-
tized and the possibility that they can contradict each other
is not considered, can be open to broad interpretation, and
are stated at such a high level that they may be difficult to
realize by a novice user.

ADDRESSING THE CREDIBILITY OF
MOBILE APPLICATIONS

In this section, we consider approaches for understanding
and improving active credibility of mobile applications.

A Framework for Addressing Active
Credibility of Mobile Applications

To systematically address the active credibility of mobile
applications, we take the following steps:

1. View credibility as a qualitative aspect and address it
indirectly via quantitative means.

2. Seclectatheoretical basis for communication of informa-
tion (semiotics), and place credibility in its setting.

3. Address semiotic quality in a practical manner.

Based on this and using the primary dimensions that affect
credibility, we propose a framework for active credibility
of mobile applications (see Table 1). The external attributes
(denoted by E) are extrinsic to the software product and are
directly a user’s concern, while internal attributes (denoted
by I) are intrinsic to the software product and are directly an
engineer’s concern. Since not all attributes corresponding to
a semiotic level are at the same echelon, the different tiers
are denoted by “Tn.”
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Table 1. A semiotic framework for active credibility of mobile applications

Semiotic . . Means for Credibility Decision
Quality Attributes .
Level Assurance and Evaluation Support
Credibility
Social Aesthetics, Legality, Privacy, Security, ®  “Expert” Knowledge
(Provider) Transparency [T5;E] (Principles, Guidelines,
Accessibility, Usability [T4E] Patterns)
. ®  Inspections Feasibility
Pragmatic | Interoperability, Portability, Reliability, .
bust T3:E] e Testing
Robustness [T3; . Metrics
Semantic Completeness and Validity [T2;1] e  Tools
Syntactic Correctness [T1;1]

We now describe each of the components of the frame-
work in detail.

Semiotic Levels

The first column of Table 1 addresses semiotic levels. Semi-
otics (Stamper, 1992) is concerned with the use of symbols
to convey knowledge.

From a semiotics perspective, a representation can be
viewed on six interrelated levels: physical, empirical, syn-
tactic, semantic, pragmatic, and social, each depending on
the previous one in that order. The physical and empirical
levels are concerned with the physical representation of signs
in hardware and communication properties of signs, and are
not of direct concern here. The syntactic level is responsible
for the formal or structural relations between signs. The
semantic level is responsible for the relationship of signs
to what they stand for. The pragmatic level is responsible
for the relation of signs to interpreters. The social level is
responsible for the manifestation of social interaction with
respect to signs.

Quality Attributes

The second column of Table 1 draws the relationship between
semiotic levels and corresponding quality attributes.
Credibility belongs to the social level and depends on
the layers beneath it. The external quality attributes legality,
privacy, security, and (provider) transparency also at the
social level depend upon the external quality attributes ac-
cessibility and usability at the pragmatic level, which in turn
depend upon the external quality attributes interoperability,
performance, portability, reliability, and robustness also at
the pragmatic level. (Wenote here thatalthough accessibility
and usability do overlap in their design and implementation,
they are not identical in their goals for their user groups.)

We discuss in some detail only the entries in the social
level. Aesthetics is close to human senses and perception, and
plays a crucial role in making a mobile application “salient”
to its customers beyond simply the functionality it offers. It
is critical that the mobile application be legal (e.g., is legal
in the jurisdiction it operates and all components it makes
use of are legal); takes steps to respect a user’s privacy (e.g.,
does not use or share user-supplied information outside the
permitted realm); and be secure (e.g., in situations where
financial transactions are made). The provider must take
all steps to be transparent with respect to the user (e.g., not
include misleading information such as the features of prod-
ucts or services offered, clearly label promotional content,
make policies regarding returning/exchanging products
open, and so on).

The internal quality attributes for syntactic and semantic
levels are inspired by Lindland, Sindre, and Selvberg (1994)
and Fenton and Pfleeger (1997). At the semantic level, we
are only concerned with the conformance of the mobile
application to the domain(s) it represents (that is, semantic
correctness or completeness) and vice versa (that is, semantic
validity). At the syntactic level the interest is in conformance
with respect to the languages used to produce the mobile
application (that is, syntactic correctness).

The definitions of each of these attributes can vary in the
literature, and therefore it is important that they be adopted
and followed consistently. For example, the definition of
usability varies significantly across ISO/IEC Standard 9126
and ISO Standard 9241 with respect to the perspective taken
in their formulation.

Means for Credibility
Assurance and Evaluation

The third column of Table 1 lists (in no particular order, by

no means complete, and not necessarily mutually exclusive)
the means for assuring and evaluating active credibility.
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“Expert” Body of Knowledge: The three types of
knowledge that we are interested in are principles,
guidelines, and patterns. Following the basic principles
(Ghezzi, Jazayeri, & Mandrioli, 2003) underlying
a mobile application enables a provider to improve
quality attributes related to (T 1-T3) of the framework.
The guidelines encourage the use of conventions and
good practice, and could also serve as a checklist with
respect to which an application could be heuristically
or otherwise evaluated. There are guidelines available
foraddressingaccessibility (Chisholm, Vanderheiden,
& Jacobs, 1999; Ahonen, 2003), security (McGraw &
Felten, 1998), and usability (Bertini, Catarci, Kimani,
& Dix, 2005) of mobile applications. However, guide-
lines tend to be more useful for those with an expert
knowledge than for a novice to whom they may seem
rather general to be of much practical use. Patterns
are reusable entities of knowledge and experience
aggregated by experts over years of “best practices”
in solving recurring problems in a domain including
that in mobile applications (Roth, 2001, 2002). They
are relatively more structured compared to guidelines
and provide better opportunities for sharing and reuse.
Thereis, however, alack of patterns that clearly address
quality concerns in mobile applications. Also, there is
a cost of adaptation of patterns to new contexts.
Inspections: Inspections (Wiegers, 2002) are a rigor-
ous form of auditing based upon peer review that can
address quality concerns at both technical and social
levels (T1-T5), and help improve the credibility of
mobile applications. Inspections could, for example,
decide what information is and is not considered “pro-
motional,” help improve the labels used to provide cues
to a user (say, in a navigation system), and assess the
readability of documents. Still, inspections do involve
an initial cost overhead from training each participant
in the structured review process, and the logistics of
checklists, forms, and reports.

Testing: Some form of testing is usually an integral
part of most development models of mobile applica-
tions (Nguyen, Johnson, & Hackett, 2003). There are
test suites and test harnesses for many ofthe languages
commonly used for representation of information in
mobile applications. However, due to its very nature,
testing addresses quality concerns of only some of
the technical and social levels (T1, subset of T2, T3,
T4, subset of T5). Therefore, testing complements but
does notreplace inspections. Accessibility or usability
testing that requires hiring real users, infrastructure
with video monitoring, and subsequent analysis of data
can prove to be prohibitive for small-to-medium-size
enterprises.

Metrics: In a resource-constrained environment of
mobile devices, efficient use of time and space is
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critical. Metrics (Fenton & Pfleeger, 1997) provide a
quantitative means for making qualitative judgments
aboutquality concerns attechnical levels. Forexample,
metrics foradocument or image size can help compare
and make a choice between two designs, or metrics for
structural complexity could help determine the number
of steps required in navigation, which in turn could
be used to estimate user effort. However, well-tested
metrics for mobile applications are currently lacking.
We also note that a dedicated use of metrics on a large
scale usually requires tool support.

. Tools: Tools that have help improve quality concerns
at technical and social levels. For example, tools can
help engineers detect security breaches, report viola-
tions of accessibility or usability guidelines, find non-
conformance to markup or scripting language syntax,
suggest image sizes favorable to the small devices, or
detect broken links. However, at times, tools cannot
address some of the technical quality concerns (like
complete semantic correctness of the application with
respect to the application domain), as well as certain
social quality concerns (like provider intent or user
bias). Therefore, the use of tools as means for auto-
matic quality assurance or evaluation should be kept
in perspective.

Decision Support

Amobileapplication project must take a variety of constraints
into account: organizational constraints of time and resources
(personnel, infrastructure, budget, and so on) and external
forces (market value, competitors, and so on). These compel
providers to make quality-related decisions that, apart from
being sensitive to credibility, must also be feasible.

For example, the provider of a mobile application should
carry out intensive accessibility and usability evaluations,
but ultimately that application must be delivered on a timely
basis. Also, the impossibility of complete testing is well
known.

Indeed, the last column of Table 1 acknowledges that
withrespect to any assurance and/or evaluation, and includes
feasibility as an all-encompassing consideration on the lay-
ers to make the framework practical. There are well-known
techniques such as analytical hierarchy process (AHP) and
quality function deployment (QFD) for carrying out feasibil-
ity analysis, and further discussion of this aspect is beyond
the scope of this article.

Limitations of Addressing Credibility

We note here that credibility, as is reflected by its primary
dimensions, is a socio-cognitive concern that is not always
amenable to a purely technological treatment. However, by
decomposing it into quantifiable elements and approaching
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them in a systematic and feasible manner, we can make
improvements towards its establishment.

We assert that the quality attributes we mention in prag-
matic and social levels are necessary but make no claim of
their sufficiency. Indeed, as we move from bottom to top,
the framework gets less technically oriented and more hu-
man oriented. Therefore, finding sufficient conditions for
establishing credibility is likely to be an open question, and it
may be virtually impossible to provide complete guarantees
for credibility.

FUTURE TRENDS

In the previous section, we discussed active credibility; the
issue of passive credibility poses special challenges and is
a potential area of future research. We now briefly look at
the case of reputed credibility.

In case of Web applications, there have been two notable
initiatives in the direction of addressing reputed credibility,
namely WebTrust and TRUSTe. In response to the concerns
related to for business-to-consumer electronic commerce and
to increase consumer confidence, the American Institute of
Certified Public Accountants (AICPA) and Canadian Institute
of Chartered Accountants (CICA) have developed WebTrust
Principles and Criteria and the related WebTrust seal of assur-
ance. Independent and objective certified public accountant
or chartered accountants, who are licensed by the AICPA or
CICA, can provide assurance services to evaluate and test
whether a particular Web application meets these principles
and criteria. The TRUSTe program enables companies to de-
velop privacy statements that reflect the information gathering
and dissemination practices of their Web application. The
program is equipped with the TRUSTe “trustmark” seal that
takes users directly to a provider’s privacy statement. The
trustmark is awarded only to those that adhere to TRUSTe’s
established privacy principles and agree to comply with ongo-
ing TRUSTe oversight and resolution process. Admittedly,
not in the realm of pure academia, having similar quality
assurance and evaluation programs for mobile applications,
and perhaps even the use of ISO 9001:2000 as a basis for a
certification, would be of interest.

A natural extension of the preceding discussion on
credibility could be in the context of the next generation of
mobile applications such as semantic mobile applications
(Alesso & Smith, 2002) and mobile Web services (Salmre,
2005). For example, ontological representation of informa-
tion can present certain human-centric challenges (Kamthan
& Pai, 2006) that need to be overcome for it to be a credible
knowledge base.

Finally, viewing a mobile application as an information
system, it would of interest to draw connections between
credibility and ethics (Johnson, 1997; Tavani, 2004).

CONCLUSION

Although there have been significant advances towards
enabling the technological infrastructure (Coyle, 2001) for
mobile access in the past decade, there is much to be done
in addressing the social challenges. Addressing credibility
of mobile applications in a systematic manner is one step
in that direction.

The organizations that value credibility of their mobile
applications need to take two aspects into consideration: (1)
take a systematic approach to the development of the mobile
applications, and (2) consider credibility as a first-class con-
cern throughout the process. The former need to particularly
include support for modeling a user’s environment (context,
task, and device) (Gandon & Sadeh, 2004) and mobile user
interface engineering. The latter implies that credibility is
viewed as a mandatory non-functional requirement during
the analysis phase and treated as a central design concern
in the synthesis phase.

Inauser-centric approach to engineering, mobile applica-
tions belong to an ecosystem that includes both the people
and the product. If the success of a mobile application is
measured by use of its services, then establishing credibility
with the users is critical for the providers. By making efforts
towards improving the criteria that directly or indirectly
affect credibility, the providers can meet user expectations
and change the user perceptions in their favor.
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KEY TERMS

Delivery Context: A set of attributes that characterizes
the capabilities of the access mechanism, the preferences
of the user, and other aspects of the context into which a
resource is to be delivered.

Mobile Web Engineering: A discipline concerned with
the establishment and use of sound scientific, engineering,
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and management principles, and disciplined and systematic
approaches to the successful development, deployment, and
maintenance of high-quality mobile Web applications.

Personalization: A strategy that enables delivery that is
customized to the user and user’s environment.

Quality: The totality of features and characteristics of a
product or a service that bear on its ability to satisfy stated
or implied needs.

Semantic Web: An extension of the current Web that
adds technological infrastructure for better knowledge rep-
resentation, interpretation, and reasoning.

Semiotics: The field of study of signs and their repre-
sentations.

User Profile: A information container describing user
needs, goals, and preferences.
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INTRODUCTION

Mobile commerce (or in short, m-commerce) is currently
at the stage where e-commerce was a decade ago. Many of
the concerns consumers had regarding e-commerce (such
as security, confidentiality, and reliability) are now directed
towards m-commerce. To complicate the matter further, the
lack of a standardized technology has made m-commerce
grow in multiple directions in different parts of the world.
Thus, the popularity of m-commerce-based services varies
by country, by culture, and by individual user. For example,
in Europe the most popular application is SMS (short
message service) or text messaging, in Japan interactive
games and picture exchange via NTT DoCoMo i-mode,
and in North America e-mail via interactive pagers (such as
RIM BlackBerry) and wireless application protocol-based
(WAP-based) wireless data portals providing news, stock
quotes, and weather information. It is safe to predict that
these applications will take on different forms as the tech-
nologies mature, devices become more capable in form and
functionality, and service providers become more innovative
in their business models.

It is true that m-commerce has witnessed spectacular
growth across the globe. It is also encouraging that several
factors are expected to accelerate the pace of adoption of
m-commerce. Notable among these drivers is convergence
in the voice/data industry, leaping improvements in related
technology and standards, adoptive technology culture in
many parts of the world, and governmental and regulatory
initiatives.

Despite the undisputed promise of m-commerce, there
are several barriers that are slowing the pace of adoption of
m-commerce. The major barriers include: (a) lack of good
business models to generate revenues, (b) perception of lack
of'security, (c) short productlifecycle due to rapidly changing
technology, (d) non-convergence of standards, (¢) usability
of devices, (f) limitation of bandwidth, and (g) cost.

Many of the aforesaid were common to e-commerce also
at its introduction and growth stage. We strongly believe
it is worthwhile to investigate how e-commerce has been
able to overcome these barriers so that we can incorporate
some of the successful strategies to m-commerce. In our
study, we will first compare and contrast e-commerce and

of M—Commerce

m-commerce with respect to a set of common criteria such
as: (1) hardware requirement, (2) software requirement, (3)
connection or access, and (4) content. In the process, we
will identify the principal barriers to the development of
m-commerce as outlined in the above list.

The Growth in E-Commerce

Electronic commerce or e-commerce is the mode of com-
merce wherein the communication and transactions related to
marketing, distributing, billing, communicating, and payment
related to exchange of goods or services is conducted through
the Internet, communication networks, and computers. Since
the Department of Defense opened up the Internet for the
public to access in 1991, there has been exponential growth
in the number of Web sites, users on the Web, commerce
through the Web, and now change of lifestyle through the
Web (Pew, 2006).

The chronology of events shows that as the Internet be-
came easier and cheaper to use, and as the applications (such
as e-mail and Web interaction) became necessary or useful to
have, the rate of adoption of the Internet accelerated. In fact,
the rate of adoption of the Internet surpassed all projections
that were made based on the traditional technology adop-
tion rates that were documented for electricity, automobile,
radio, telephone, and television (Pew, 2006). Unfortunately,
the over-enthusiastic media hyped up the growth rate to an
unsustainable level, leading to unprecedented growth of
investment in the Internet technologies and followed by a
melt-down in the stock market. This shattered the confidence
in Internet technologies in the investment market. Although
there was a significant deceleration in I'T investment, e-com-
merce has rebounded to a large extent since the dot.com
bust. It has been growing at about 30% compound rate per
year (Pew, 2000).

In the last 10 years, the adoption of e-commerce has
been extensively studied both by academicians as well as
practitioners. During this period e-commerce and the scope
of its definition also went through various iterations. For
example, people may not buy a car on the Internet, but it
is documented that 65% of car buyers have done extensive
research on the Web about the car they eventually buy. Is this
e-commerce? Should we restrict the e-commerce definition
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to financial exchange for goods or services? We have various
such examples in the marketplace where extensive research
about the product or service is conducted on the Internet,
but the final purchase is made in the physical environment.
Hence, although the number of consumer financial transac-
tions has not grown to the level industry projected initially,
there has been a significantly high rate of adoption of the
activities supporting e-commerce.

In addition, there has been a very high rate of adoption
of business-to-business (B2B) commerce both in terms of
financial and supporting transactions. In this article, we
are interested in business-to-consumer (B2C) commerce.
Hence, the comparison and contrast is made between e-
commerce and m-commerce. All our discussion henceforth
will be on B2C commerce using desktop and/or mobile
technologies.

The Growth Potential of M-Commerce

Mobile commerce is the model of commerce that performs
transactions using a wireless device and data connection that
result in the transfer of value in exchange for information,
services, or goods. Mobile commerce is facilitated generally
by mobile phones and newly developed handheld devices.
It includes services such as banking, payment, ticketing,
and other related services (DEVX, 2006; Kini & Thana-
rithiporn, 2005).

Currently, most m-commerce activity is performed us-
ing mobile phones or handsets. This type of commerce is
common in Asian countries led by Japan and South Korea.
Industry observers are expecting that the United States will
catchup soon, with mobile phones replacing existing devices
such as ExxonMobil’s Speedpass (eMarketer, 2005; Kini &
Thanarithiporn, 2005).

Although the U.S. is lagging behind many countries in
Asia and Europe in m-commerce, a UK-based research firm
projects North American m-commerce users to total 12 mil-
lion by 2009, with two-thirds of them using the devices to
buy external items such as tickets and goods, and a third of
them using it to make smaller transactions through vending
machines (eMarketer, 2005). The firm also notes that there is
a large potential number of the 95 million current American
teens who are already making purchases on the Web that
will adopt m-commerce. However, the study also remarks
that generating widespread user interest in m-commerce and
addressing security fears of mobile payment technologies
and m-commerce services are critical in achieving a high
level of adoption (eMarketer, 2005).

While the Asia Pacific Research Group (APRG, 2006)
projected in 2002 that global m-commerce would reach
USS$10 billion 2005, Juniper Research currently projects
that the global mobile commerce market, comprising mobile
entertainment downloads, ticket purchases, and point-of-sale
(POS) transactions, will grow to $88 billion by 2009, largely

on the strength of micro-payments (e.g., vending machine
type purchases). See eMarketer (2005) for more details.

Today, a large percentage of mobile phone users use
mobile phones to download ring tones and play games;
hence content-based m-commerce is expected to make
up a small percentage of m-commerce. One recent study,
however, projects that in the future mobile phone users will
move up the value chain from purchases that are used and
enjoyed on the mobile phone to external items such as tickets,
snacks, public transportation, newspapers, and magazines
(eMarketer, 2005).

Diffusion Models of
Technology Adoption

There are many models that have been formulated and studied
withregard to technology adoption, acceptance, diffusion, and
continued adoption. These theories identify factors that are
necessary to support different levels of adoption of informa-
tionand communication technologies (ICTs). Notable among
these models are the innovation-diffusion theory (Roger,
1995), technology acceptance model (or TAM) based on the
theory of reasoned action (Davis, 1989; Fishbein & Ajzen,
1975), extended TAM2 model that incorporates social fac-
tors (Venkatesh & Davis, 2000), technology adoption model
based on the theory of planned behavior (Ajzen & Fishbein,
1980), post acceptance model based on marketing and ad-
vertising concepts (Bhattacherjee, 2001), and SERVQUAL
(Parasuraman, Berry, & Zeithaml, 1988) for service quality.
These models have been extensively used to predict and
evaluate online retail shopping and continued acceptance of
ICTs. In addition, varieties of integrated models have been
developed to measure the success of information systems,
ICT, and Internet adoption and diffusion. Currently, many
of these models are being tested in the context of mobile
technology (primarily mobile phone services).

The integration models mentioned above have been
empirically tested in the e-commerce area. The models
have been authenticated and proven to be extremely useful
in predicting behavior of users of ICT and e-commerce. In
the case of m-commerce, the results have been slightly in-
consistent. Primarily these inconsistencies have been found
because of the differing market maturity levels or the usage
pattern of mobile devices. For example, in a South Korean
study where mobile phones have been in use for quite some
time, the results of testing an integrative m-commerce adop-
tion model yielded different results for actual use than in a
similar study conducted in Thailand where mobiles devices
were introduced much later in the market. South Koreans
were not influenced much by advertising, unlike Thai people
in the initial adoption phase of m-commerce. Conversely,
Thai people were not influenced by word-of-mouth to the
extent South Koreans were influenced in the initial adop-
tion (Thanarithiporn, 2005). According to Thanarithiporn
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(2005), this is due to the fact South Koreans are at a more
advanced level of adoption for ICTs. Furthermore, Thana-
rithiporn (2005) found that, unlike in South Korea where
content availability had no influence in the continued use
of mobile phones, it had a strong influence in Thailand on
mobile usage rate. Also, in both countries self-efficacy had
no influence one way or the other in the initial adoption of
the mobile phone.

Key Factors that Affect the Adoption
and Diffusion of E-Commerce and
M-Commerce

As expected, many factors influence the rate of adoption
and diffusion of technological innovations. We reviewed the
extant literature, as outlined above, to identify those factors.
In particular, we were interested in a set of factors that have
significant influence in the adoption and diffusion of both
e-commerce and m-commerce. These include: (a) hardware
requirement, (b) software requirement, (c) connection or
accessibility, and (d) content. In the following paragraphs,
we will outline how these factors have influenced the de-
velopment of e-commerce, and are currently influencing the
adoption and diffusion of m-commerce.

Hardware Requirement

E-Commerce

Computer users were used to the QWERTY keyboard (of
typewriters), thus they easily adapted to the standardized
desktop of the first personal computers (PCs) in the 1980s.
The development of graphical user interface (GUI), mice,
and various other multimedia-related accessories has made
PCs and variations thereof easy to use. With the introduc-
tion of open architecture, the adoption and diffusion of PCs
proliferated. The introduction of the Internet to the common
public, and the introduction of the GUI browser immediately
thereafter, allowed PC users to quickly adopt the Web brows-
ers and demand applications in a hurry. The limitation of
hardware at the user level was only restricted by the inherent
rendering capability of a model based on the processors,
configuration, and accessories that supported them. Since the
Web and e-commerce server technologies that serve Internet
documents or Web pages are also based on open architecture,
limitations were similar to that of desktops.

M-Commerce

The hardware used for mobile devices are complex. The evo-
lution of the hardware technology used in mobile devices is
diverse because of the diversity in fundamental architecture.
These architectures are based on diverse technology stan-
dards such as TDMA, CDMA, GPRS, GSM, CDMA/2000,
WCDMA, and i-mode. In addition, these architectures have
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gone through multiple generations of technology such as 1G
(first generation—analogtechnology); 2G (second generation
—digital technology, including 2.5G and 2.75G); and 3G, to
meet the demands of customers in terms of bandwidth speed,
network capabilities, application base, and corresponding
price structures. The lack of uniform global standards and
varied sizes and user interfaces to operate the devices has
further disrupted the smoother adoption process. While the
U.S. still suffers from a lack of uniform standard, Europe
is moving towards uniformity through some variation of
TDMA technology, and China is modifying CDMA tech-
nology to develop its own standard. Other countries are
currently working towards a uniform standard based on a
variation of base TDMA or CDMA technology (Keen &
Mackintosh, 2001).

The innovation in the changing standards, devices, ap-
plications, and cultural temperament have constantly main-
tained a turbulent environment in the adoption and diffusion
of commerce through mobile devices. For example, if the
device is WAP-enabled, then Web services can be delivered
using standardized WML, CHTML, or J2ME development
tools. But the WAP enabling has not given scale advantages
because hardware standards have not converged, at least
not in the U.S. where consumers use a multitude of devices
such as Palm, different Web-enabled phones, and different
pocket phones.

Software Requirement

E-Commerce

The standardization and open architecture of PCs, along
with the high degree of penetration of PCs in the office and
home environment, allowed for standardization of client
devices. This allowed for the development of text browsers,
and subsequently the development of the graphical interface
through Web browsers. Apples, PCs, and other UNIX-based
workstations were able to use the device-independent Web
browsers, thus leading to rapid adoption and expansion in
the usage of Web browsers. The low price of earlier brows-
ers such as Mosaic and Netscape, and the distribution of
Internet Explorer with the Windows Operating System by
Microsoft allowed the diffusion of the browsing capability
in almost every client in the market.

Standardized browser software and interface, along with
market dominant operating systems such as the Windows
family of desktop operating systems and server platforms,
facilitated the exponential growth of Internet users and ap-
plications. The availability, integration, and interoperability
of application development tools, and the reliance on open
systems conceptand architecture, fueled further changes in the
interactivity of the Web and indirectly boosted the commerce
onthe Web. The development of hardware-independent Java
(by Sun Microsystems) and similarly featured tools allowed
growth in the interactivity of the Web and application inte-
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gration both at the front end and backend of the Web. The
interoperability of Web applications to communicate with
a wide variety of organizational systems initiated a concern
for security of the data while in transit and storage. In the
early stages of e-commerce, major credit card companies
did not trust the methodologies that were used, although
they allowed the transactions. Beginning in 1999, they
started protecting the online customers just as they protected
off-line customers (namely, a customer is only responsible
for $50 if she reports the card stolen within 24 hours). The
technology companies and financial service organizations
collaboratively created and standardized methodologies
for online secure transactions, and originated the concept
of third-party certification of authority. This certification
practice further strengthened the security of online com-
merce and established a strong basis for consumers to trust
and online commerce to grow.

M-Commerce

Software for mobile technologies is dependent on the
technology standard used and type of applications suitable
for the mobile device. In most nations, like in the U.S.,
the use of mobile devices started with the use of analog
cellular phones. These required proprietary software and
proprietary networks. The digitization of handheld devices
started with personal digital assistants (PDAs) for personal
information management. The transformation of the PDA as
a digital communication tool was made possible by private
networks, operating systems, and applications developed by
companies such as Palm. However, as Microsoft’s Windows
CE (Compact Edition) and BlackBerry started offering e-
mail, information management tools, and Web surfing using
micro-browsers, the growth in the use of handheld devices
for Web applications started growing. The handheld industry
responded with a variety of applications and made WAP a
standard for applications development.

Concurrently, the telecom industry brought out digital
phones and devices that could offer voice, personal informa-
tionmanagement (PIM), and data applications. However, until
now, operating systems, servers, and Web applications are not
standardized in the handheld market. The diversity of server
software and client operating systems, and the availability
of applications have not made these devices interoperable.
In addition, with each player offering its own network and
original content or converted content (i.e., content originally
developed for the desktop computers), the interest in com-
merce using mobile devices has not been too enthusiastic.
Furthermore, the lack of common security standards has
made mobile commerce adoption very slow.

Connection or Access

E-Commerce

In the United States, where telephone wire lines have been in
existence for over 100 years, it was natural for the telecom
companies to focus on offering Internet connectivity through
the existing telephone network. In the early stages of pubic
offering of the Internet, it was easy for people to adopt the
Internet using their modem from a private network. As the
Internet evolved into the World Wide Web, and innovation
brought faster modems to the market, more Internet service
providers (ISPs) started providing ramps to the Internet.
When the Windows98 Operating System with its integrated
Internet Explorer was introduced to the marketplace, the
Internet adoption was growing in triple digits per year. The
major infrastructural components were already in place. The
telecom sector invested heavily into building the bandwidth
and router network to meet the insatiable demand for Web
surfing. Worldwide Internet adoption and use was growing
exponentially. The ICT industry responded with innovative
technologies, software and services using standardized
PCs, modems, support for (Internet protocol suite) TCP/IP
protocol of Internet, and highly competitive pricing. The e-
tail industry subsequently started growing rapidly, and the
financial service industry introduced innovative products and
services while collaboratively designing secure electronic
payment mechanisms with ICT industry players.

The drop in pricing, availability of bandwidth, security,
and quality of products and services bolstered the commerce
activity on the Internet until the ‘dot.com bust’ of May 2000.
Although the bust slowed the growth rate of e-commerce,
in reality e-commerce continuously grew despite the bust.
Support for e-commerce from the U.S. government to fuel
the e-commerce growth through moratorium on taxes by two
administrations considerably helped the diffusion of e-com-
merce. The concern about the security in e-commerce shown
by laggards was eased by a variety of security and encryp-
tion tools, and the creation of the certification of authority
concept by strong security services offered by companies
such as Verisign, TRUSTe, and others.

Lately, the demand for highly competitive broadband
service availability, and the availability and delivery of
media-rich content, has brought media and entertainment
industry to the Web with greater force. These technological
advances in the e-commerce sector have received increased
attention, thus ensuring a strong global growth rate in e-
commerce.

M-Commerce

In the mobile arena, customers may have been using ana-
log cellular phones (1G) for a long of time. During the era
of analog cellular phones, the common mobile commerce
activity was the downloading of ring tones. This type of
commerce activity is still quite prevalent in developing na-
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tions. In addition to this type of commerce, other types of
commerce conducted using these devices are the same as
the ones that can be performed using a standard desk phone,
such as ordering tickets for an event, ordering catalog items,
and similar tasks.

With the introduction of digital devices (2G), mobile
phones quite suddenly have become the lifeline for many
transactions, such as e-mail, voicemail, and text messaging.
With 2.5G, 2.75G, and now with 3G devices, more varied
and complex applications such as photo transfers, interactive
games, and videos have become the norm. The capabilities
of these devices are determined by technical ability of the
devices and the support of terrestrial tower structures by
the vendors offering these services. In addition, the content
availability and their desirability by the customers also
determine the adoption of such services. The technology,
standards, and competition have left U.S. vendors in the
distance in rolling out new technology and services. While
Asia’s (South Korea, Japan, and China) mobile penetra-
tion growth is three times that of the United States, Europe
is closely behind Asia, with England (87%) and Finland
(75%) achieving very high penetration rates (Shim, 2005).
In the U.S., the major players in the telecom industry are
collaborating to achieve the 3G-standard Universal Mobile
Telecommunication System (UMTS) to provide penetration
and support rollout of new technology and services. Several
countries including South Korea were planning to offer a
more advanced technology called the Digital multimedia
broadband (DMB) or wire broadband (WiBro) by the end of
2006 (Shim, 2005). According to Shim (2005), it will take
a while to obtain DMB cellular phone services in the U.S.,
since technical standards and logistical barriers will have
to be overcome first.

The private networks built by the wireless service pro-
viders through the customized devices will determine the
access and speed available in the future in the United States.
The investment in the network, along with the rollout of new
technology and methods used to price the services, will be
strong factors in building the capacity. Government policies
are also vital in this respect. According to Shim (2005),
the government commitment and push for IT strategy and
long-term goals are among the most important factors to
advance a country’s cellular mobile business, particularly
for less-developed countries.

Content

E-Commerce

Identifying the most preferred method for delivery of any
content has always been a thorny issue. In electronic com-
merce, the complete digital conversion of all media into
technology mandated by the FCC by 2008 would be much
ecasier (FCC, 2006). Voice, as well as radio and television
signals, will be broadcast digitally. The Internet has built
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capacity to deliver rich media content at high speed using
the fiber network in the U.S. The convergence of devices
such as TV monitors and PC monitors has already brought
down the prices for such devices due to scale effects. The
stumbling blocks to achieve a greater level of broadband
adoption (from the current 53% in the U.S.) are pricing and
quality of content (Pew, 2006). In e-commerce, content can
be provided by anyone using standardized development tools
and can be served on the standardized server software since
most desktops can handle all the content delivered through
the Web. The diffusion of such innovations is constrained
by the pricing and the investment made by consumers at the
client level. The industry has converged in standardizing
hardware, software, and protocols. Globally as well as in the
U.S., there is a clear trend to make the technology affordable
throughout the world through the open systems concept.
This has helped tremendously, especially in developing
countries, in the adoption and diffusion of the Internet and
generalized applications.

M-Commerce

In mobile commerce, the content such as data, text, audio,
video, and video streaming can be delivered through the
devices provided by service providers through their net-
work infrastructure. As the service providers rollout new
network technologies with greater capabilities to adapt to
the new generation of hardware and software technologies,
consumers can expect more media-rich content. Any content
that is available in the e-commerce world will be specially
modified for mobile delivery using specific development
tools for WAP-enabled devices such as WML, CHTML,
and J2ME.

Depending on the type of device, the content will have to
be delivered in device-specific configuration—for example,
the content has to be delivered differently to a PocketPC,
WAP-enabled mobile phone, and WAP-enabled PDAs. This
type of dynamic configuration in the content delivery requires
investment from service providers and/or value-added in-
termediaries. The special intermediaries provide enormous
value-added services in converting the e-commerce content
for different mobile devices and become consolidators of
content and applications and essentially become data portals
for mobile devices. The diversity of devices available in
the market will require a significant amount of investments
in the U.S. to offer it nationwide, unless it focuses only on
high-population density regions to maximize returns.

CONCLUSION

Based on the foregoing discussion, we can say that the intro-
duction ofe-commerce has been comparatively smoother than
m-commerce. The development of the hardware capability
(from PC to GUI to other multimedia-related accessories
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such as printers, camera, etc.), the software capability (such
as browsers, open operating systems, payment schemes,
secure systems, etc.), better accessibility (such as phone
lines, cables, etc.), and more varied content (such as voice,
radio, and television signals) ensured a fast adoption and
diffusion of e-commerce throughout the world.

It is true that m-commerce also enjoys many advantages
similar to e-commerce. For example, the mobile phone—the
principal mode of m-commerce—is witnessing a spectacular
growth throughout the world. Unfortunately, unlike e-com-
merce, m-commerce does not enjoy an open architecture that
can accommodate varied standards in hardware, software,
connection technology, and the content. Several countries
(such as Japan and South Korea) are further ahead of the
U.S. in solving this issue of incompatible technologies. It is
heartening to see a sincere effort in many countries, includ-
ing the U.S., to achieve convergence in technologies so that
m-commerce is able to grow true to its full potential.
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INTRODUCTION

The Internet has undoubtedly introduced a significant wave
of changes. The increased electronic transmission capacity
and technology further paves a superhighway towards unre-
stricted communication networks (Chircu & Kauffman, 2000;
Cowles, Kiecker, & Little,2002). Itis estimated that by 2007,
the total number of Internet users in the world will be over
1.4 billion and the percentage of wireless users is projected
to take up about 57% of the vast number (Magura, 2003).
Most people anticipate that the next-generation commerce
will emerge from traditional commerce to PC-based e-com-
merce, and eventually to mobile commerce (Ellis-Chadwick,
McHardy, & Wiesnhofer, 2000, Miller, 2002, Watson, Pitt,
Berthon, & Zinkhan, 2002).

Mobile commerce (m-commerce) is an extension, rather
than a complete replacement, of PC-based electronic com-
merce. [tallows users to interact with other users or businesses
inawireless mode, anytime and anywhere (Balasubramanian,
Peterson, & Jarvenpaa,2002; Samuelsson & Dholakia, 2003).
It is very likely that PC-based e-commerce will still prevail
for a relatively long period of time in spite of the trend that
more and more people will choose to adopt m-commerce
for their purchases (Miller, 2002).

The focus of our article is on the consumers’ adoption
of m-commerce devices (MCDs), which are equipment and
technologies that facilitate users to make use of m-commerce.
MCDs include mobile phones, personal digital assistants
(PDA), portable computer notebooks, Bluetooth, WAP, and
other facilities that can have access to the wireless networks.
We expect that the heading towards a world of mobile
networks and wireless devices, which will present a new
perspective of time and space, is definitely on its way.

Several basic questions about m-commerce devices will
beaddressed in this article. First, why should consumers adopt
MCDs? What will be the influencing factors for consider-
ation? Are these MCDs easy to use and proven to be useful?
Second, how do the MCDs compare with the devices for
other types of commerce, such as e-commerce or traditional
mail order? Consumers will only adopt MCDs when there
are some potential significant advantages when comparing
to old devices for other types of commerce. There is still a

lack of comprehensive framework within which the adoption
of MCDs can be evaluated. Traditional viewpoints regarding
this issue, especially those that are based on technology ac-
ceptance models, will need to be revisited and revised when
consumers are considering such an adoption.

Inthis article, we propose a framework for identifying the
various influencing factors of the adoption of MCD, as well
as the antecedents of these influencing factors. Because of
the need of the standardization of the application, interface,
and inter-connectivity of all hardware and software relevant
to the adoption and usage of MCDs, our proposed frame-
work will have some global implications (Zwass, 1996).
Our conceptual framework can, therefore, make significant
contributions to a more in-depth understanding in the spread
and acceptability of m-commerce through knowing why and
how relevant MCDs are adopted.

While using technology acceptance models (TAMs)
as our primary reference, we also incorporate the im-
portant implications of an options model into our basic
framework of analyzing consumers’ adoption of MCDs.
Based on our theoretical framework, we identify four in-
fluencing factors—merits, maturity, maneuverability, and
mentality—which we consider to be relevant to the deci-
sion of consumers in adopting MCDs. We also identify two
generic antecedents of these influencing factors—mobility
and matching. We plan to investigate the extent of influence
ofthese influencing factors and their antecedents, which will
affect consumers’ adoption decisions of MCDs. Figure 1 is
a graphical representation of our conceptual model of the
adoption of MCDs by consumers.

INFLUENCING FACTORS BASED ON
TECHNOLOGY ACCEPTANCE MODEL

The technology acceptance model is an information systems
theory that models how users come to accept and use a new
technology, with reference to two major considerations,
perceived usefulness and perceived ease of use (Venkatesh
& Davis, 2000). The former is about the degree to which
a person believes that using a particular system will make

Copyright © 2007, Idea Group Inc., distributing in print or electronic forms without written permission of IGI is prohibited.
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Figure 1. A conceptual model of the adoption of m-commerce devices
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his or her life easier, for instance, by enhancing his or her
job performance or reducing the workload, while the lat-
ter is the degree to which a person believes that it is not
difficult to actually use a particular system (Venkatesh &
Davis, 2000).

Withreference to TAM, we consider whether the adoption
of MCDs will bring advantages to consumers. We identify
two Ms, maneuverability and mentality, for relating the ac-
ceptability of MCDs to users.

The first influencing factor, maneuverability, is related
to the perceived usefulness in the adoption of MCDs and
the degree to which a person can make the best use of such
MCDs. Consumers will tend to adopt devices that are user
friendly and do not require some intensive training of adop-
tion (Prasanna et al., 1994).

The second influencing factor, mentality, is concerned
with the match between the new technology and consum-
ers’ own mindsets, as well as the appropriate recognition
of their peer groups (Bessen, 1999; Venkatesh & Davis,
2000). General acceptance by the consumers, especially
by their peer groups, will be very important to consumers

when they consider using MCDs for matching the devices
of other people.

INFLUENCING FACTORS BASED ON
OPTIONS MODEL

While mainstream literature on the adoption of new tech-
nologies is primarily based on the technology acceptance
model, we consider that, in the context of m-commerce, we
also need to think about some other aspects.

The options model demonstrates that a new technology
with a moderate expected improvement in performance
can experience substantial delays in adoption and price
distortions even in a competitive market (Bessen, 1999;
Sheasley, 2000). Rather than adopting a new technology
that demonstrates only marginal improvement, consumers
have the option of not adopting until the new technology,
in terms of performance, is substantially better than the old
technology. Consumers contemplating the adoption of a
new technology are, of course, aware of the possibility of
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Figure 2. A diagrammatic representation of the role of the four influencing factors of MCDs

Options Model:
Comparing

existing MCD

Technology
Acceptance
Model:
future and

Focus on the
existing MCD

1L gt

Maturity

Maneuverability Matching

Merits

Old device for

traditional commerce

sequential improvement. They consider not only the current
technical level of the new technology, but also their expecta-
tions of possible upgrades and changes in the future of the
new technology (Sheasley, 2000).

With regards to the options model, we consider the
comparison between MCDs and devices for other types of
commerce, and in particular, the comparative advantages
of MCDs to consumers. Based on the options model, we
identify two Ms, merits and maturity, in relation to the
comparison.

We identify the third influencing factor, merits, which
is about the degree to which a buyer believes that the MCD
can provide significantimprovement in the purchase process.
Handheld mobile devices, such as PDAs and other enhanced
alphanumeric communicators, have supplemented mobile
telephones, thus expanding the range of MCDs available for
m-commerce transactions. With the abilities to be connected
to digital communication networks, MCDs are considered
to be in possession of important comparative advantage of
mobility.

The fourth influencing factor, maturity, is the possibility
that the technology of the MCD is mature enough so that
there will not be any possible significant improvements at a
later stage. While academic researchers and business prac-
titioners recognize that the electronic market will penetrate
and replace a traditional type of commerce, there are still
some reservations that will likely cause the early adopters
of new technologies some problems in terms of the obso-
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lescence of devices (Samuelsson & Dholakia, 2003). Most
consumers will prefer adopting MCDs with more mature
technologies so that there is no need for a high level of
subsequent upgrading of devices.

In essence, the option model focuses on the comparison
between existing and old MCDs, while TAM places empha-
sis on the generic attributes and utility of MCDs. Figure 2
shows the inter-relationship among the four influencing
factors. Based on the four factors that we have identified,
we propose the followings:

Proposition 1: Maneuverability, mentality, merits, and ma-
turity are the influencing factors when consumers consider
adopting MCDs for purchases.

GENERIC ATTRIBUTES OF MCD

In addition to the identification of the influencing factors of
the adoption of MCDs, we also consider their antecedents,
which are related to the very basic and essential character-
istics of MCDs.

We start our analysis by considering two generic at-
tributes of MCDs, mobility and matching. Mobility is the
most fundamental aspect of m-commerce because the name
m-commerce arises from the mobile nature of the wireless
environment that supports mobile electronic transactions
(Coursaris, Hassanein, & Head, 2003). Mobile wireless de-
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vices, such as mobile phones, PDAs, and portable computer
notebooks, can have the ability to help users gain access to
the Internet. Based on these wireless devices, m-commerce
is a natural extension of e-commerce but can provide some
additional advantages of mobility for consumers. Mobility
is a major prerequisite for the adoption of MCDs. It is an
antecedent ofthe influencing factors of the adoption of MCDs
because people will consider adopting a wireless connection
because it can allow significant improvement compared with
traditional device (i.e., merits), and is perceived to be useful
and convenient (i.e., maneuverability).

Matching describes the need for the standardized and
common interface of MCDs (Coursaris et al., 2003). The
unique characteristic of m-commerce very often requires
both ends of this new type of commerce to have a common
interface. M-commerce applications have the challenging
task of discovering services in a dynamically changing en-
vironment. Effective mechanisms need to be in place for the
interface between various types of MCDs. Matching is an
important antecedent of the influencing factors of consum-
ers’ adoption of MCDs because the need for standardization
(i.e., matching) is important for m-commerce technology,
which allows for the connection of MCDs with the wireless
networks and the connections among different MCDs. This
standardized interface (i.e., matching) also reflects that the
MCD is mature (i.c., maturity). Moreover, the standardized
interface (matching) will also help to promote the universal
acceptance of MCDs by people (i.e., mentality). Based on
these arguments, we develop the second proposition:

Proposition 2: The generic attributes of m-commerce, mo-
bility and matching, are the antecedents of the influencing
factors when consumers adopt MCDs for purchases.

RESEARCH IMPLICATIONS

Based on our conceptual framework, we identify the various
influencing factors (i.e., 4 Ms) which can affect consumers’
decisions about the adoption of MCDs in their purchases. It
is possible to collect data on whether consumers will consider
the adoption of MCDs, and at the same time, researchers
can also investigate the reasons why they adopt or do not
adopt MCDs, in terms of timing, opportunities, changing
trends, and applications.

In our conceptual framework, the dependent variable is
the intention of consumers to adopt MCDs. We identify four
Ms as the primary influencing factors of the adoption of new
technologies in m-commerce (maneuverability, mentality,
merits, and maturity). These are independent variables in
our framework. We also identify the antecedents of these
influencing factors, mobility and matching.

First, maneuverability will be measured by the usability
of the MCD. Mentality can be evaluated by the perceived

peer groups’ acceptance of MCDs. Merits can be measured
by the comparative advantages of the MCD in relation to
the old devices for other types of commerce. Maturity can
be assessed by the perception that the relevant MCD can
or cannot be upgraded. The first antecedent, mobility, can
be measured by the extent of access to wireless networks.
Matching can be measured by the degree that MCDs can be
compatible with each other.

In addition to the primary independent variables, we
suggest measuring some important control or moderating
variables, such as price, and completing a demographic
profile such as sex, age, and education levels, as well as
occupations and incomes of consumers.

CONCLUSION AND IMPLICATIONS

In our proposed model, we are exploring new insights and
new adoption behavior in the ubiquitous world of m-com-
merce, which we believe is not yet fully understood by most
marketers and scholars (Stevens & McElhill, 2000; Struss,
El-Ansary, & Frost, 2003). Our proposed model will be of
interest to academics in the IT field, who may be keen to
know how they can perform further relevant research in
m-commerce.

Our proposed framework represents a theory-driven
examination of the adoption of MCDs by consumers in their
purchase processes. The powerful tool of m-commerce can
allow for faster and easier response to market demand, and
at the same time consumers can obtain relevant information
as well as purchasing goods and services at any time and
anywhere as they prefer.

It is expected that our proposed framework can provide
important guidelines for pointing the way towards some
relevant research on the significance of the adoption of
MCDs. Our conceptual framework contributes to literature
by ascertaining the most significant independent variables
from among all those key variables that we have identified
based on our literature review, which can determine which
and how new technologies are likely to be adopted in m-
commerce.
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KEY TERMS

Maneuverability: The perceived usefulness in the adop-
tion of MCDs and the degree to which a person can make the
best use of such MCDs; one of the influencing factors when
consumers consider adopting MCDs for purchases.

Matching: The need for the standardized and common
interface of MCDs.

Maturity: The possibility that the technology of the
MCD is mature enough so that there will not be any pos-
sible significant improvements at a later stage; one of the
influencing factors when consumers consider adopting
MCDs for purchases.

MCD: M-commerce device.

Mentality: The match between the new technology and
consumers’own mindsets, as well as the appropriate recogni-
tion of their peer groups; one of the influencing factors when
consumers consider adopting MCDs for purchases.

Merits: The degree to which a buyer believes that MCDs
can provide significantimprovement in the purchase process;
one of the influencing factors when consumers consider
adopting MCDs for purchases.

Options Model: A model that proposes that consumers
have the option of not adopting until the new technology,
in terms of performance, is substantially better than the old
technology, and as a result of such options, a new technology
with a moderate expected improvement in performance can
experience substantial delays in adoption and price distor-
tions even in a competitive market.

Technology Acceptance Model (TAM): An information
systems theory that models how users come to acceptand use
anew technology, with reference to two major considerations,
perceived usefulness and perceived ease of use.
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INTRODUCTION

New mobile architectures allow for stable networked links
from almost everywhere, and more and more people make
use of information resources for work and business purposes
on mobile systems. Although technological improvements
in the standardization processes proceed rapidly, many
challenges, mostly aimed at the deployment of value-added
services on mobile platforms, are still unsolved. In particu-
lar the evolution of wireless-enabled handheld devices and
their capillary diffusion have increased the need for more
sophisticated service discovery protocols (SDPs).

Here we present an approach, which improves Blue-
tooth SDP, to provide m-commerce resources to the users
within a piconet, extending the basic service discovery with
semantic capabilities. In particular we exploit and enhance
the SDP in order to identify generic resources rather than
only services.

Wehave integrated a “semantic layer” within the applica-
tion level of the standard Bluetooth stack in order to enable
a simple interchange of semantically annotated information
between a mobile client performing a query and a server
exposing available resources.

We adopt a simple piconet configuration where a stable
networked zone server, equipped with a Bluetooth interface,
collects requests from mobile clients and hosts a semantic
facilitator to match requests with available resources. Both
requests and resources are expressed as semantically an-
notated descriptions, so that a semantic distance can be
computed as part of the ranking function, to choose the most
promising resources for a given request.

STATE OF THE ART

Usually, resource discovery protocols involve a requester,
a lookup or directory server and finally a resource provider.
Most common SDPs, as service location protocol (SLP),
Jini, UPnP (Universal Plug aNd Play), Salutation or UDDI
(universal description discovery and integration), include
registration and lookup of resources as well as matching
mechanisms (Barbeau, 2000).

All these systems generally work in a similar manner.
Basically a client issues a query to a directory server or to
a specific resource provider. The request may explicitly
contain a resource name with one or more attributes. The
lookup server—or directly the resource provider—attempts
to match the query pattern with resource descriptions stored
in its database, then it replies to the client with discovered
resources identification and location (Liu, Zhang, Li, Zhu,
& Zhang, 2002).

These discovery architectures are based on some com-
mon assumptions about network infrastructure under the
application layer in the protocol stack. In particular, current
SDPs usually require a continuous and robust network con-
nectivity, which may not be the case in wireless contexts, and
especially in the ad-hoc ones. In fact in such environments,
network consistence varies continuously and temporary
disconnections occur frequently, so bringing to a substantial
decrease traditional SDP performances (Chakraborty, Perich,
Avancha, & Joshi, 2001).

Actually, there are several issues that restrain the expan-
sion of advanced wireless applications, among them, the
variability of scenarios. An ad-hoc environment is based
on short-range, low power technologies like Bluetooth

Copyright © 2007, Idea Group Inc., distributing in print or electronic forms without written permission of IGI is prohibited.
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(Bluetooth, 1999), which grant the peer-to-peer interaction
among hosts. In such a mobile infrastructure there could be
one or more devices providing and using resources but, as
a MANET is a very unpredictable environment, a flexible
resource search system is needed to overcome difficulties due
to the host mobility. Furthermore, existing mobile resource
discovery methods use simple string-matching, which is
largely inefficient in advanced scenarios as the ones related
to electronic commerce. In fact, in these cases there is the
need to submit articulate requests to the system to obtain
adequate responses (Chakraborty & Chen, 2000).

With specific reference to the SDP in the Bluetooth stack,
itis based on a 128-bit universally unique identifier (UUID);
each numeric ID is associated to a single service class. In
other words, Bluetooth SDP is code-based and consequently
it can handle only exact matches. Yet, if we want to search
and retrieve resources whose description cannot be classi-
fied within a rigid schema (e.g., the description of goods in
a shopping mall), a more powerful discovery architecture
is needed (Avancha, Joshi, & Finin, 2002). SDP should be
able to cope with non-exact matches (Chakraborty & Chen,
2000), and to provide a ranked list of discovered resources,
computing a distance between each retrieved resource and
the request after a matchmaking process.

To achieve these goals, we exploit both theoretical ap-
proach and technologies of semantic Web vision and adapt
them to small ad-hoc networks based on the Bluetooth
technology (Ruta, DiNoia, Di Sciascio, Donini, & Piscitelli,
2005).

In a semantic-enabled Web—what is known as the
semantic Web vision—each available resource should be
annotated using RDF (RDF Primer, 2004), with respect to
an OWL ontology (Antoniou & van Harmelen, 2003). There
is a close relation between the OWL-DL subset of OWL and
description logics (DLs) (Baader, Calvanese, McGuinness,
Nardi, & Patel-Schneider, 2002) semantics, which allows the
use of DLs-based reasoners in order to infer new information
from the one available in the annotation itself.

In the rest of the article we will refer to DIG (Bechhofer,
2003) instead of OWL-DL because it is less verbose and
more compact: a good characteristic in an ad-hoc scenario.
DIG can be seen as a syntactic variant of OWL-DL.

THE PROPOSED APPROACH

In what follows we outline our framework and we sketch the
rationale behind it. We adopt a mobile commerce context
as reference scenario.

In our mobile environment, a user contacts via Bluetooth
azone resource provider (from now on kotspot) and submits
her semantically annotated request in DIG formalism. We
assume the zone server—which classifies resource contents
by means of an OWL ontology—has previously identified
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shopping malls willing to promote their goods and it has
already collected semantically annotated descriptions of
goods. Each resource in the m-marketplace owns an URI
and exposes its OWL description.

The hotspot is endowed with a MatchMaker [in our
system we adapt the MAMAS-tng reasoner (Di Noia, Di
Sciascio, Donini, & Mongiello, 2004)], which carries out
the matchmaking process between each compatible offered
resource and the requested one measuring a “semantic dis-
tance.” The provided result is a list of discovered resources
matching the user demand, ranked according to their degree
of correspondence to the demand itself.

By integrating a semantic layer within the OSI Bluetooth
stack at service discovery level, the management of both
syntactic and semantic discovery of resources becomes
possible. Hence, the Bluetooth standard is enriched by
new functionalities, which allow to maintain a backward
compatibility (handheld device connectivity), but also to
add the support to matchmaking of semantically annotated
resources. Toimplement matchmaking and ontology support
features, we have introduced a semantic service discovery
functionality into the stack, slightly modifying the existing
Bluetooth discovery protocol.

Recall that SDP uses a simple request/response method
for data exchange between SDP client and SDP server
(Gryazin, 2002). We associated unused classes of 128-bit
UUIDs in the original Bluetooth standard to mark each spe-
cific ontology and we call this identifier OUUID (ontology
universally unique identifier). In this way, we can perform a
preliminary exclusion of supply descriptions that do not refer
to the same ontology of the request (Chakraborty, Perich,
Avancha, & Joshi, 2001). With OUUID matching we do not
identify a single service, but directly the context of resources
we are looking for, which can be seen as a class of similar
services. Each resource semantically annotated is stored
within the hotspot as resource record. A 32-bit identifier is
uniquely associated to a semantic resource record within the
hotspot, which we call SemanticResourceRecordHandle.
Each resource record contains general information about
a single semantic enabled resource and it entirely consists
of a list of resource attributes. In addition to the OUUID
attribute, there are ResourceName, ResourceDescription,
and a variable number of ResourceUtilityAttr i attributes
(in our current implementation 2 of them). ResourceName
is a text string containing a human-readable name for the
resource, the second one is atext string including the resource
description expressed in DIG formalism and the last ones are
numeric values used according to specific applications. In
general, they can be associated to context-aware attributes
of a resource (Lee & Helal, 2003), as for example its price
or the physical distance it has from the hotspot (expressed
in metres or in terms of needed time to get to the resource).
We use them as parameters of the overall utility function
that computes matchmaking results.
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Table 1. List of PDU IDs with corresponding descriptions

PDU ID Description

0x00 Reserved

0x01 SDP_ErrorResponse

0x02 SDP_ServiceSearchRequest

0x03 SDP_ServiceSearchResponse

0x04 SDP_ServiceAttributeRequest

0x05 SDP_ServiceAttributeResponse

0x06 SDP_ServiceSearchAttributeRequest
0x07 SDP_ServiceSearchAttributeResponse
0x08 SDP_OntologySearchRequest

0x09 SDP_OntologySearchResponse

0x04 SDP_SemanticServiceSearchRequest
0x0B SDP_SemanticServiceSearchResponse
0x0C-OxFF | Reserved

In particular, to allow the representation and the iden-
tification of a semantic resource description we introduced
in the data representation of the original Bluetooth standard
two new data element type descriptor: OUUID and DIG text
string. The first one is associated to the type descriptor value
9 whereas to the second one corresponds the type descriptor
value 10 (both reserved in the original standard). We will
associate 1, 2, 4 byte as valid size for the first one and 5, 6,
7 for the DIG text string.

Since the communication is referred to the peer layers of
the protocol stack, each transaction is represented by one re-
quest Protocol Data Unit (PDU) and another PDU asresponse.
If the SDP request needs more than a single PDU (this case
is frequent enough if we use semantic service discovery) the
SDP server generates a partial response and the SDP client
waits for the next part of the complete answer.

By adding two SDP features SDP_OntologySearch
(request and response) and SDP_SemanticServiceSearch
(request and response) to the original standard (exploiting
not used PDU ID) we inserted together with the original
SDP capabilities further semantic-enabled resource search
functions (see Table 1).

The transaction between service requester and hotspot
starts after ad-hoc network creation. When a user becomes
a member of a MANET, she is able to ask for a specific ser-
vice/resource (by submitting a semantic-based description).
The generic steps, up to response providing, for a service
request are detailed in the following:

1. The user searches for a specific ontology identifier
by submitting one or more OUUID, she manages by
means of her client application

Table 2. SDP_OntologySearchRequest PDU parameters

PDUID | parameters
0508 - Onto(ogyASjearchPattern
- ContinuationState

Table 3. SDP_OntologySearchResponse PDU parameters

PDUID | parameters
- TotalOntologyCount

0x09 - OntologyRetrievedPattern
- ContinuationState

2. The hotspot selects OUUIDs matching each OUUID,,

and replies to the client

The user sends a service request (R) to the hotspot

4. The hotspot extracts descriptions of each resource
cached within the hotspot itself, which is classified
with the previously selected OUUID,,

5. The hotspot performs the matchmaking process be-
tween R and selected resources it shares. Taking into
account the matchmaking results, all the resources are
ranked with respect to R

6.  The hotspot replies to the user.

W

It is important to remark that basically all the previous
steps are based on the original SDP in Bluetooth. No modi-
fications are made to the original structure of transactions,
but simply we differently use the SDP framework. In what
follows we outline the structure of the SDP PDUs we added
within the original framework to allow semantic resource
discovery.

The first one is the SDP_OntologySearchRequest PDU.
Their parameters are shown in Table 2.

The OntologySearchPattern is a data element sequence
where each element in the sequence isaOUUID. The sequence
must contain at least 1 and at most 12 OUUIDs, as in the
original standard. The list of OUUIDs is an ontology search
pattern. The ContinuationState parameter maintains the same
purpose of the original Bluetooth (Bluetooth, 1999).

The SDP_OntologySearchResponse PDU is generated
by the previous PDU. Their parameters are reported in
Table 3.

The TotalOntologyCount is an integer containing the
number of ontology identifiers matching the requested
ontology pattern. Whereas the OntologyRetrievedPattern
is a data element sequence where each clement in the
sequence is a OUUID matching at least one sent with the
OntologySearchPattern. If no OUUID matches the pattern,
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Table 4. SDP_SemanticServiceSearchRequest PDU pa-
rameters

PDUID | parameters
- SemanticResourceDescription
- ContextAwareParam1

0x0A - ContextAwareParam?2

- MaximumResourceRecordCount
- ContinuationState

the TotalOntologyCountis setto 0 and the OntologyRetrieved-
Pattern contains only a specific OUUID able to allow the
browsing by the client of all the OUUIDs managed by the
hotspot (see the following ontology browsing mechanism
for further details). Hence the pattern sequence contains at
least 1 and at most 12 OUUIDs.

The SDP_SemanticServiceSearchRequest PDU follows
previous PDU. Their parameters are shown in Table 4.

The SemanticResourceDescription is a data element text
string in DIG formalism representing the resource we are
searching for; ContextAwareParaml and ContextAwarePa-
ram? are data element unsigned integers. In our case study,
which models an m-marketplace in an airport terminal, we
use them respectively to indicate a reference price for the
resource and the hour of the scheduled departure of the
flight. Since a generic client interacting with a hotspot is
in its range, using the above PDU parameter she can im-
pose—among others—a proximity criterion in the resource
discovery policy.

The SDP_SemanticServiceSearchResponse PDU is gen-
erated by the previous PDU. Their parameters are reported
in Table 5.

The SemanticResourceRecordHandleList includes a list
of resource record handles. Each of the handles in the list
refers to a resource record potentially matching the request.
Note that this list of service record handles does not contain
header fields, but only the 32-bit record handles. Hence, it
does not have the data element format. The list of handles
is arranged according to the relevance order of resources,
excluding resources not compatible with the request. The
other parameters maintain the same purpose of the original
Bluetooth (Bluetooth, 1999).

In all the previous cases, the error handling is managed
with the same mechanisms and techniques of Bluetooth
standard (Bluetooth, 1999).

Notice that each resource retrieval session starts after
settling between client and server the same ontology identi-
fier (OUUID).

Nevertheless if a client does not support any ontology
or if the supported ontology is not managed by the Zotspot,
it is desirable to discover what kind of merchandise class
(and then what OUUIDs) are handled by the zone server
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Table 5. SDP_SemanticServiceSearchResponse PDU pa-
rameters

PDUID | parameters

- TotalResourceRecordCount

- CurrentResourceRecordCount
0x0B

- SemanticResourceRecordHandleList
- ContinuationState

without any a priori information about resources. For this
purpose we use the service browsing feature (Bluetooth,
1999) in a slightly different fashion with respect to the origi-
nal Bluetooth standard, so calling this mechanism ontology
browsing. It is based on an attribute shared by all semantic
enabled resource classes, the BrowseSemanticGroupList
attribute which contains a list of OUUIDs. Each of them
represents the browse group a resource may be associated
with for browsing.

Browse groups are organized in a hierarchical fashion,
hence when a client desires to browse a hotspot merchandise
class, she can create an ontology search pattern containing
the OUUID that represents the root browse semantic group.
All resources that may be browsed at the top level are made
members of the root browse semantic group by having the
root browse group OUUID as a value within the BrowseSe-
manticGroupList attribute.

Generally a hotspot supports relatively few merchandise
classes, hence all of their resources will be placed in the root
browse group. However, the resources exposed by a provider
may be organised in a browse group hierarchy, by defining
additional browse groups below the root browse group.

Having determined the goods category and the corre-
sponding reference ontology, the client can also download
a DIG version of it from the hotspot as .jar file [such a file
extension—among other things—also allows a total com-
patibility with the Connected Limited Device Configuration
(CLDC) technology].

Also notice that since the proposed approach is fully
compliant with semantic Web technologies, the user ex-
ploits the same semantic enabled descriptions she may use
in other Semantic Web compliant systems (e.g., in the Web
site of a shopping mall). That is, there is no need for differ-
ent customized resource descriptions and modelling, if the
user employs different applications either on the Web or in
mobile systems. The syntax and formal semantics of the
descriptions is unique with respect to the reference ontology
and can be shared among different environments.

In e-commerce scenarios, the match between demand
and supply involves not only the description of the good but
also data-oriented properties. It would be quite strange to
have a commercial transaction without taking into account



Advanced Resource Discovery Protocol for Semantic-Enabled M-Commerce

price, quantity, and availability, among others. The demander
usually specifies how much she is willing to pay, how many
items she wants to buy, and the delivery date. Hence, the
overall match value depends not only on the distance between
the (semantic-enabled) description of the demand and of the
supply. It has to take into account the description distance
with the difference of (the one asked by the demander and
the other proposed by the seller), quantity, and delivery date.
The overall utility function combines all these values to give
a global value representing the match degree.

Alsonotice that, inm-commerce applications, inaddition
to “commercial” parameters also context-aware variables
should influence matching results. For example, in our air-
port case study, we consider the price difference but also the
physical distance between requester and seller to weigh the
match degree. The distance becomes an interesting value since
a user has a temporal deadline for shopping: the scheduled
hour of her flight. Hence, a resource might be chosen also
according to its proximity to the user.

We will express this distance in terms of time to elapse
for reaching the shop where a resource is, leaving from the
hotspot area. In such a manner the hotspot will exclude
resources not reachable by the user while she is waiting
for boarding and it will assign to resources unlikely reach-
able (farther) a weight smaller than one assigned to easily
reachable ones.

The above approach can be further extended to other
data-type properties.

The utility function we used depends on:

. p,, : price specified by the demander

. p,, - price specified by the supplier

. t, : time interval available to the client

t,,: time to reach the supplier and come back, leaving

from the hotspot area

. s_match: score computed during the semantic match-
making process, computed through rankPotential
(Di Noia, Di Sciascio, Donini, & Mongiello, 2004)

algorithm.
t,—1,
tanh-2_‘0
s _match B (+o)p,-»
u(s_match, pp, py.ty,ty) =—= + + b Fo
(s_ Pp>Postpsto) 5 3 6(1+0t)pD
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Notice that p, is weighted by a (1+a) factor. The idea
behind this weight is that, usually, the demander is willing
to pay up to some more than what she originally specified
on condition that she finds the requested item, or something
very similar. In the tests we carried out, we find a=0.1 and
B=10 are values in accordance with user preferences. These
values seem to be in some accordance with experience,
but they could be changed according to different specific
considerations.

RUNNING EXAMPLE

A simple example can clarify the rationale of our setting.
Here we will present a case study analogous to the one
presented in Avancha, Joshi, and Finin (2002), and we face
it by means of our approach.

Let us suppose a user is in a duty free area of an airport,
she is waiting for her flight to come back home and she is
equipped with a wireless-enabled PDA. She forgot to buy
a present for her beloved little nephew and now she wants
to purchase it from one of the airport gift stores.

In particular she is searching for a learning toy strictly
suitable for a kid (she dislikes a child toy or a baby toy)
and possibly the toy should not have any electric power
supply.

Clearly this request is too complex to be expressed by
means of standard UUID Bluetooth SDP mechanism. In
addition, non-exact matches between resource request and
offered ones is highly probable and the on/off matching
system provided by the original standard in this case could
be largely inefficient.

Hence both the semantic resource request and offered
ones can be expressed in a DIG statement exploiting DL
semantics and encapsulated in an SDP PDU.

The hotspot equipped with MAMAS reasoner collects
the request and initially selects supplies expressed by means
of the same ontology shared with the requester. Hence a
primary selection of suitable resources is performed. In ad-
dition, the matchmaker carries out the matchmaking process
between each offered resource in the m-marketplace and the
requested one measuring a “semantic distance” (Colucci, Di
Noia, Di Sciascio, Donini, & Mongiello, 2005). Finally the
matchmaking results are ranked and returned to the user.

A subset of the ontology used as a reference in the ex-
amplesisreported in Figure 1. For the sake of simplicity, only
the class hierarchy and disjoint relations are represented.

Let us suppose that after the hotspot selects supplies, its
knowledge base is populated with the following individuals
whose description is represented using DL formalism:

. Alice_in_wonderland. Price 20$. 5 min from the
hotspot:
book M Vhas_genre.fantasy

. Barbie car. Price 80$. 10 min from the hotspot:
car 1 Vsuggested_for.girl M Yhas_power_supply.battery

. classic_guitar. Price 90$. 17 min from the hotspot:
musical_instrument 1 Vsuitable_for.kid M (£ 0 has_power_
supply)

. shape_order. Price 40$. 15 min from the hotspot:

educational_tool 1 Vsuitable_for.child 1 Vstimulates_to_learn.
shape_and_color

. Playstation. Price 1608. 28 min from the hotspot:
video_game 1 Vhas_power_supply.DC
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Figure 1. The simple toy store ontology used as reference in the example

disciplire

. Winnie_the_pooh. Price 308. 15 min from the hot-
spot.
teddy_bear 1 Vsuitable_for.baby

On the other hand, the request D submitted to the system
by the user can be formalized in DL syntax as follows:

learning_toy M Vsuggested_for.boy M Vsuitable_for.kid 1 (£ 0
has_power_supply)

In addition she imposes a reference price of 2003
(p,=200) as well as the scheduled departure time as within

30 minutes (t,=30).

In Table 6 matchmaking results are presented. The second
column shows whether each retrieved resource is compatible
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or not with request D and, in case, the rankPotential com-
puted result. In the fourth column, matchmaking results are
also expressed in a relative form between 0 and 1 to allow a
more immediate semantic comparison among requests and
different resources and to put in a direct correspondence
various rank values.

Finally in the last column results of the overall utility
function application are shown.

Notice that the semantic distance of the individual clas-
sic_guitar from D is the smaller one; then the system will
recommend to the user this resource first. Hence the ranked
list returned by the hotspot is a strict indication for the user
aboutbestavailable resources in the airport duty free piconet
inorder of relevance with respectto the request. Nevertheless

e
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Table 6. Matchmaking results

demand — supply compatibility (y/n) | score s_match u(*)
D - Alice_in_wonderland n -

D - Barbie_car y 7 0.364 0.609
D - classic_guitar y 3 0.727 0.748
D - shape_order n -

D - Playstation y 5 0.546 0.378
D - Winnie_the_pooh n -

auser can choose or not a resource according to her personal
preferences and her initial purposes.

After having selected the best resource, the server of the
chosen virtual shop will receive a connection request from the
user PDA with its connection parameters and in this manner
the transaction may start. The user can provide her credit
card credentials, so that when she reaches the store, her gift
will be already packed. This final part of the application is
not yet implemented, but it is trivially achievable exploiting
the above SDP infrastructure.

CONCLUSION AND FUTURE WORK

In this article we have presented an advanced semantic-en-
abled resource discovery protocol for m-commerce applica-
tions. The proposed approach aims to completely recycle
the basic functionalities of the original Bluetooth service
discovery protocol by simply adding semantic capabilities
to the classic SDP ones and without introducing any change
in the regular communication work of the standard. A match-
making algorithm is used to measure the semantic similarity
among demand and resource descriptions.

Future trends of the proposed framework aim to create a
more advanced DSS to help auserina generic m-marketplace.
Under investigation is the support to creation of P2P small
communities of mobile hosts where goods and resources
are advertised and opinions about shopping are exchanged
(Avancha, D’Souza, Perich, Joshi, & Yesha, 2003). If a user
decides to “open” her shopping trolley sharing information
she owns (purchased goods, discounts, opinion about specific
vendors or products) the system will insert her in a buyer
mobile community where she can exchange information
with other users.

Another future activity focuses on strict control of the
good advertising. In an m-marketplace, the system will
send to various potential buyers best proposals about their
interests.

We intend to implement a mechanism to advertise goods
or services in a more direct and personalized fashion. From
this point of view, an additional feature of the system is
oriented to the user profiling extraction and management
(Prestes, Carvalho, Paes, Lucena, & Endler, 2004; Ruta, Di
Noia, Di Sciascio, Donini, & Piscitelli, 2005; von Hessling,
Kleemann, & Sinner, 2004). Without imposing any explicit
profile submission to the user, the system could collect her
preferences by means of previously submitted requests (Ruta,
Di Noia, Di Sciascio, Donini, & Piscitelli, 2005); that is, by
means of the “history” of the user in the m-marketplace.
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KEY TERMS

Description Logics (DLs): A family oflogic formalisms
forknowledge representation. Basic syntax elements are con-
ceptnames, role names, and individuals. Intuitively, concepts
stand for sets of objects, and roles link objects in different
concepts. Individuals are used for special named elements
belonging to concepts. Basic elements can be combined
using constructors to form concept and role expressions,
and each DL has its own distinct set of constructors. DL-
based systems are equipped with reasoning services: logical
problems whose solution can make explicit knowledge that
was implicit in the assertions.

M-Marketplace: Virtual environment where demands
and supplies (submitted or offered by users equipped with
mobile devices) encounter each other.

Ontology: Anexplicitand formal description referred to
concepts of a specific domain (classes) and to relationships
among them (roles or properties).

Piconet: Bluetooth-based short-range wireless personal
areanetwork. A Bluetooth piconet can hostup to eight mobile
devices. More piconets form a scatternet.

Service Discovery Protocol (SDP): It identifies the
application layer of an OSI protocol stack and manages the
automatic detection of devices with joined services.

Semantically Annotated Resource: any kind of good,
tangible or intangible (e.g., a document, an image, a prod-
uct or a service) endowed of a description that refers to a
shared ontology.

Semantic Matchmaking: The process of search-
ing the space of possible matches between a request and
several resources to find those best matching the request,
according to given semantic criteria. It assumes that both
the request and the resources are annotated according to a
shared ontology.
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INTRODUCTION

We have entered the new millennium with two great inven-
tions, the Internet and mobile telecommunication, and a
remarkable trend of network evolution toward convergence
of these two achievements. It is an evident step to combine
the advantages ofthe Internet and the mobile communication
methods together in addition to converge the voice and data
into a common packet-based and heterogeneous network
infrastructure. To provide interworking, the future systems
have to be based on a universal and widespread network
protocol, such as Internet protocol (IP) which is capable of
connecting the various wired and wireless networks (Macker,
Park, & Corson, 2001).

However, the current version of IP has problems in mobile
wireless networks; the address range is limited, IPv4 is not
suitable to efficiently manage mobility, support real-time ser-
vices, security, and other enhanced features. The next version,
IPv6 fixes the problems and also adds many improvements
to IPv4, such as extended address space, routing, quality of
service, security (IPSec), network autoconfiguration and
integrated mobility support (Mobile IPv6).

Today’s IP communication is mainly based on unicast
(one-to-one) delivery mode. However it is not the only
method in use: other delivery possibilities, such as broadcast
(one-to-all), multicast (one-to-many) and anycast (one-to-
one-of-many) are available. Partridge, Mendez, and Milliken
(1993) proposed the host anycasting service for the first time
in RFC 1546. The basic idea behind the anycast network-
ing paradigm is to separate the service identifier from the
physical host, and enable the service to act as a logical entity
of the network. This idea of anycasting can be achieved in
different layers (e.g., network and application layers) and
they have both strengths and weaknesses as well. We focus
on network-layer anycasting in this article, where a node
sends a packet to an anycast address and the network will
deliver the packet to at least one, and preferably only one
of the competent hosts. This approach makes anycasting a
kind of group communication in that a group of hosts are
specified for a service represented by an anycast address and
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underlying routing algorithms are supposed to find out the
appropriate destination for an anycast destined packet.

OVERVIEW OF IPV6 ANYCASTING

RFC 1546 introduced an experimental anycast address for
[Pv4, butin this case the anycast addresses were distinguish-
able from unicast addresses. I[Pv6 adopted the paradigm of
anycasting as one of the basic and explicitly included services
of IP and introduced the new anycast address besides the
unicast and multicast addresses (Deering & Hinden, 1998).
IPv6 anycast addresses were designed to allow reaching a
single interface out of a group of interfaces. The destination
node receiving the sent packets is the “nearest” node. The
distance is dependent on the metric of the underlying rout-
ing protocol. In case of IPv6, an anycast address is defined
as a unicast address assigned to more than one interface,
so anycast addresses can not be distinguished from unicast
addresses: they both share the same address space. There-
fore the beginning part of any IPv6 anycast address is the
network prefix. The longest P prefix identifies the topological
region in which all interfaces are belonging to that anycast
address reside. In the region identified by P, each member
of the anycast membership must be handled as a separate
entry of the routing system. Based on the length of P, IPv6
anycast can be categorized into two types: subnet anycast
and global anycast. Hashimoto, Ata, Kitamura, and Murata
(2005) summarized all that issues and defined the main
terminology of IPv6 anycasting (Figure 1).

Hinden and Deering (2003) declared some restrictions
concerning the further usage of the anycast addressing
paradigm. The main purpose for setting these limitations
was to keep the usage of anycast addresses under control
until enough experience has been gathered in order to fit this
new scheme to the existing structure of the Internet. These
restrictions are now being eased that research could find
appropriate solution for them (Abley, 2005). The biggest
concern that had to be dealt with was routing since anycast
packets (packets with an anycast address in the destination
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Figure 1. IPv6 anycast terminology basics
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field) might be forwarded to domains with different pre-
fixes, as anycast receivers might be distributed all over the
Internet. As a result a scalable and stable routing solution
for anycasting is necessary.

Routing Protocols for IPv6 Anycasting

The current IPv6 standards do not define the anycast routing
protocol, although the routing is one of the most important
elements of network-layer anycasting. There is a quite small
amount of literature about practical IPv6 anycasting. Park and
Macker (1999) proposed and evaluated anycast extensions
of link-state routing algorithm and distance-vector routing
algorithm. Xuan, Jia,, Zhao, and Zhu (2000) proposed and
compared several routing algorithms for anycast. Eunsoo
Shim (2004) proposed an application load sensitive anycast
routing method (ALSAR) and analyzed the existing routing
algorithms in his PhD thesis. Doi, Ata, Kitamura, and Murata
(2004) summarized the problems and possible solutions
regarding the current specifications for IPv6 anycasting
and proposed an anycast routing architecture based on seed
nodes, gradual deployment and the similarities to multicast-
ing. Based on their work, Matsunaga, Ata, Kitamura,and
Murata (2005) designed and implemented three I[Pv6 anycast
routing protocols (AOSPF—anycast open shortest path
first, ARIP—anycast routing information protocol and PIA-
SM—yprotocol independent anycast - sparse mode) based on
existing multicast protocols.

Therecentstudies are focusing on subnet anycast routing
protocols since they offer various possibilities for research
while global anycast routing still faces scalability problems
to be solved. The recently introduced anycast routing pro-
tocols all share a common ground as they are all based on
multicast routing protocols because of the similarities of the
two addressing schemes.
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Unfortunately it does not fit the scope of this document to
introduce each anycast routing protocol one-by-one although
it is important to present the main idea that lies beneath all
these protocols. The principal task to be performed is to
discover all the anycast capable routers and nodes in the
network: this can happen by flooding (as in case of AOSPF)
or discovery methods (e.g., PIA-SM). The next, and maybe
the most important step, is to maintain an up-to-date anycast
routing table so all possible receivers could be reached in case
of need. The easiest way to keep the routing entries up-to-
date is to maintain a so-called Anycast Group Membership
(Figure 1) where the anycast hosts can sign in or out when
joining or leaving a certain anycast group designated by its
anycast address.

APPLICATIONS OF ANYCASTING

Since the introduction of IPv6 anycast only a few applications
have emerged using these addresses. It is mainly because
the flexibility of the anycasting paradigm has not yet been
widespread in the public. An excellent survey of the IPv6
anycast characteristics and applications was made by Weber
and Cheng, 2004; Doi, Ata, Kitamura, and Murata, 2004;
Matsunaga, Ata, Kitamura, and Murata (2005), where the
authors describe many advantages and possible applications
of anycasting. These applications can be classified into the
following main types.

Main Application Schemas

The most popularly known application of anycast technology
is helping the communicating nodes in selection of service
providing servers. In the server selection approach the client
host can choose one of many functionally identical servers.
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The anycast server location and selection method could be
a simple and transparent technique since the same address
can be used from anywhere in the network, and the anycast
routing would automatically choose the best destination
for the client.

Anycast addresses can also be useful in discovering and
locating services. In case of service discovery, the clients
just need to know only one address: they can communicate
with an optimal (e.g., minimum delay) host selected from
the anycast group and easily discover the closest provider.
This is especially beneficial in case of dynamically and
frequently changing environments such as mobile ad-hoc
systems. Services based on this characteristic can be ac-
quired easily and optimally by the mobile clients through
network-layer anycasting.

Application Scenarios

The mostimportant advantage of network-layer anycasting is
its ability to provide a simple mechanism where the anycast
initiator (Figure 1) can receive a specific service without
exact information about the server nodes and networks.
Moreover the whole procedure is totally transparent: the
clients do not need to know whether the server’s address is
unicast or anycast, because anycast addresses are syntacti-
cally indistinguishable from unicast addresses. Only servers
have additional knowledge about their explicitly configured
anycast addresses. The main application schemas and the
application scenarios below are demonstrating the possibili-
ties of the anycasting communication paradigm.

With the help of IPv6 anycasting local information ser-
vices (e.g., emergency calls) can be given by getting each
node to communicate with the appropriate server to the node’s
actual location. This kind of application is very useful in a
mobile environment where nodes move from one network
to another while resorting a given service.

By assigning a well-known anycastaddress to widespread
applications, we can achieve host auto-configuration. The
clients can use these services without knowing the appropri-
ate unicast address of the server. The clients can utilize these
applications everywhere only by specifying the service’s
well-known anycast address. For example, DNS resolvers
no longer have to be configured with the unicast IP addresses
for every host in every network if a standardized anycast
address is built in the hardware or software, end users can
get the service without configuration.

Improving the system reliability is another good example
of IPv6 anycasting. Anycast communication grants multiple
numbers of hosts with the same address and by increasing
the number of hosts load balancing, service redundancy and
DoS attack avoidance can be achieved based on the routing
mechanism where anycast requests are fairly forwarded.

In a widely distributed environment (like a peer-to-peer
architecture) services can construct a logical topology above

the physical network. This logical topology can be based
on anycast addresses. When a client wants to participate, it
specifies the anycast address of the logical level in order to
join in the logical network. In such a way, one of the par-
ticipating nodes will become the gate of the logical network
determined by the underlying anycast routing protocol.

As we can see, there are some real promising application
scenarios of IPv6 anycasting. However there is only one
standardized anycast application these days, called dynamic
home agent address discovery. In Mobile IPv6 the home
agents (HA) have an anycast address, since the HA may
change while the mobile terminal is not attached to its home
network. Therefore a mobile node should use the anycast
address of the home agents to reach one HA out of the set
of home agents on its home link.

EMERGING APPLICATION:
ANYCAST-BASED MICROMOBILITY

In Mobile IPv6 every mobile node (MN) is identified by
its home address (HA), totally independently of where it is
located in the network. When a MN is away from its home
network (HN), it gets a new care-of-address (CoA). The
IPv6 packets sent to the mobile node’s HA will be routed
to the mobile node’s new CoA (Johnson, Perkins, & Arkko,
2004). Although Mobile IPv6 is capable of handling global
mobility of users, it has shortcomings in supporting low
latency and packet loss—required by real time multimedia
services—during handover. To improve handover perfor-
mance, the movement of a mobile node inside a subnet has
to be dealt locally, by hiding intra-domain movements. As
a result, the number of signaling messages reduced and
the handover performance improved. Inside such a local
subnet—called micromobility domain—the terminal re-
ceives a temporal IP address, which is valid throughout the
subnet, and can be used a temporal CoA for the HA while
the mobile terminal is located in the micromobility domain.
Inside the micromobility domain, micromobility protocols
are responsible for the proper routing of packets intended to
the mobile hosts (Saha, Mukherjee, Misra, & Chakraborty,
2004). Leaving the micromobility domain, Mobile IPv6
provides global mobility management.

We have developed a new type of anycast application
based on the main characteristics and the new research
achievements of IPv6 anycasting in order to provide mi-
cromobility support in a standard IPv6 environment. In our
proposed scheme, anycast addresses are used to identify
mobile IPv6 hosts entering a micromobility domain while
the underlying anycast routing protocol is used to maintain
the anycastaddress routing information exchange. Asaresult
the care-of-address obtained if the mobile terminal moves
into a micromobility area is an anycast address. According
to our proposal an anycast address identifies a single mobile
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Figure 2. Entering a foreign micromobility domain
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node. Therefore IP packets sent to the CoA of the mobile
terminal have no chance to reach another “nearest” mobile
node, since in this sense anycast addresses identifying
mobile nodes are unique. The mobile node with a unique
anycast care-of-address matches the correspondent anycast
responder (CAR) in anycasting terminology. Also it has to
be noted that in case of anycast address-based mobility there
is no need for a peer unicast address since the CoA obtained
is unique. The reason why unique anycast address is used
instead of unicast address is the fact that anycast addresses
are valid in the whole micromobility domain. Therefore the
same anycast address can not be assigned to a second mobile
node in a given micromobility domain.

The mobile node with a unique anycast address forms
a virtual group. The members of this virtual group are the
possible positions of the mobile node in the micromobil-
ity domain (that equals the validity area of the anycast
address defined by the anycast P prefix) and the “nearest”
mobile equipment is at the actual position of the mobile
node. Therefore the mobile node remains reachable at any
time (Figure 2). The purpose of using anycast address as
an identifier for mobile nodes is that routing and handover
management can be simplified with the help of changing the
routing metrics. With the proper selection of the P prefix,
the size of the virtual anycast group (VAG) can be adjusted
casily. The virtual anycast group equals anycast group mem-
bership (AGM), while the virtual copies of the mobile node
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match the anycast responders. The operation of the anycast
addressing-based mobility has to be investigated in case of
different scenarios.

In the first scenario the mobile terminal leaves its cur-
rent domain (e.g., its home network) and enters (1) another
local administrative mobility domain (a new micromobil-
ity domain), as seen in Figure 2. In such case the mobile
node first of all obtains (2)—with the help of [Pv6 address
autoconfiguration method—a unique anycast address that
is valid in the whole area due to the properly set P prefix of
the anycast address. As a result, the source address can be a
unique anycast address since the source of a packet can be
identified unequivocally. After getting the unique anycast
care-of-address, the mobile node has to build the binding
towards its home agent; therefore a binding procedure (3)
is started by sending a binding update message. Next the
mobile terminal has to initiate its membership in the virtual
anycast group (VAG) of the new micromobility domain by
having its anycast CoA (4). On receiving an anycast group
membership report message the anycast access-router starts
to propagate the new routing information by creating special
routing information messages and sending it towards its
adjacent routers. Based upon the underlying anycast routing
protocol, each router in the new micromobility domain will
get an entry in their routing table on how to reach the mobile
terminal. Since each routing entry has a timeout period, thus
the mobile node should send the membership report mes-
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Figure 3. Moving in a given micromobility domain
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sage periodically to maintain its routing entry. The updating
time of the routing entry should be defined according to the
refresh interval of the routing entries.

Inthe second scenario (Figure 3), the mobile node moves
in a given micromobility area (1). At the new wireless point
ofattachment the mobile terminal has to notify the new access
router about its new location. This updating process can be
done, for example, with the help of data packets of an active
communication. In this case the new access router notices
that packets with the anycast address in the source address
field are being sent over one of its interfaces (2) (the access
router checks the direction where it receives the anycast-
sourced packets). According to the anycast routing protocol
the access router has an entry in its routing table regarding
this source anycast address. Therefore the router modifies
the entry regarding the anycast address of the mobile node
so that the new entry forwards the packets towards their
new destination (the interface from which it has received
the packet with the anycast address in the source address
field), the actual location of the mobile terminal. The ac-
cess router also has to initiate anycast routing information
exchange (3).

Ourapproach gives aunique viewpoint on applications of
IPv6 anycasting: introduces a new solution for micromobil-
ity management based on the [IPv6 anycast addresses. The
proposed method fits to the Mobile IPv6 standard and works
efficiently inmicromobility environment, while reducing the
volume of control messages during the mobile operation and
resulting in more seamless handover. The procedure can be
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realized without new protocol stacks, because the method
is based only on the built-in features of IPv6 standard. The
anycast-based micromobility can work on any mobility-sup-
porting IPv6 system.

FUTURE TRENDS

In this article we have tried to give you an overview of the
main issues that are being tackled by the ongoing research.
The focus of the recent research is to construct an anycast
routing protocol that is capable of handling large amounts of
anycasthosts with reasonably low overhead generated by the
routing system. At the moment there are multiple candidate
protocols that could fulfill all the requirements set for the
anycast routing protocol, while the standardization of these
protocols is on the way.

It is also important to take a look on the trends that can
be found among the applications. One can easily see that
various applications could benefit from the properties of
anycast addressing, therefore more and more applications
emerge for exploit these possibilities.

Firstofall, itshould be highlighted that application of the
anycast addressing scheme is closely related to introduction
of IPv6 into today’s network, therefore until the usage of
IPv6 gets more widespread, the scope of anycasting is also
limited. In accordance with the present trends the vision for
the anycasting looks bright, since as soon as there will be
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standardized routing protocols more and more application
will be able to use the advanced services of the anycast
addressing. In our view micromobility management could
be one of the driving applications using anycast addresses.

CONCLUSION

Our aim in this article was to present an overview of the
usage of anycast addressing paradigm and also show a pos-
sible new usage of the anycast address introduced in IPv6.
The proposed anycast-based micromobility scheme is fairly
simple: the mobile node after joining a foreign network
obtains a unique anycast care-of-address that is valid until
the mobile terminal stays inside the micromobility area, no
matter if the mobile node moves around. Our method uses
the services of anycast routing protocols that are capable of
routing the traffic towards the “nearest” node from the set
of nodes having the same anycast address. Currently none
of the existing anycast routing protocols have been widely
adopted, due to the lack of standardization.
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INTRODUCTION

Pervasive computing (PvC) environments should support
the continuity of users’ daily tasks across dynamic changes
of operative contexts. Pervasive or ubiquitous computing
implies computation becoming part of the environment.
Many different protocols and operating systems, as well
as a variety of heterogeneous computing devices, are inter-
related to allow accessing information anywhere, anytime
in a secure manner (Weiser, 1991; Singh, Puradkar, & Lee,
2005; Ranganathan & Campbell, 2003).

According to the initial considerations by Weiser (1991),
aPvCenvironment should provide the feeling of an enhanced
natural human environment, which makes the computers
themselves vanish into the background. Such a disappearance
should be fundamentally a consequence not of technology but
ofhuman psychology, since whenever people learn something
sufficiently well, they cease to be aware of it.

This means that the user’s relationship to computation
changes to an implicit human-computer interaction. Instead
of thinking in terms of doing explicit tasks “on the com-
puter”—creating documents, sending e-mail, and so on—on
PvC environments individuals may behave as they normally
do: moving around, using objects, seeing and talking to each
other. The environment is in charge of facilitating these ac-
tions, and individuals may come to expect certain services
which allow the feeling of “continuity” on their daily tasks
(Wang & Garlan, 2000).

Users should be allowed to change their computational
tasks between different operative contexts, and this could
imply the use of many mobile devices that help moving
around into the environment. As a result, the underlying
resources to run the required applications may change from
wide memory space, disk capacity, and computational power,
to lower magnitudes. Such situations could make a required
service or application inappropriate in the new context, with
alikely necessity of supplying a proper adjustment. However,
users should not perceive the surrounding environment as
something that constraints their working/living activities.
There should be a continuous provision of proper services
or applications. Hence the environment must be provided
with a mechanism for dynamic applications suitability
(Flores & Polo, 20006).

PERVASIVE COMPUTING
ENVIRONMENTS

In the field of PvC there is still a misuse of some related
concepts, since often PvC is used interchangeably with
ubiquitous computing and mobile computing. However,
nowadays consistent definitions are identified in the literature
as follows (Singh et al., 2005).

Mobile computing is about elevating computing services
and making them available on mobile devices using the
wireless infrastructure. It focuses on reducing the size of the
devices so that they can be carried anywhere or by providing
access to computing capacity through high-speed networks.
However, there are some limitations. The computing model
does not change considerably as we move, since the devices
cannot seamlessly and flexibly obtain information about
the context in which the computing takes place and adjust
it accordingly. The only way to accommodate the needs
and possibilities of changing environments is to have users
manually control and configure the applications while they
move—a task most users do not want to perform.

PvC deals with acquiring context knowledge from the
environment and dynamically building computing models
dependent on context. That is, providing dynamic, proac-
tive, and context-aware services to the user. It is invisible
to human users and yet provides useful computing services
(Singh et al., 2005). Three main aspects must be properly
understood (Banavar & Bernstein, 2002). First is the way
people view mobile computing devices and use them within
their environments to perform tasks. A device is a portal into
anapplication/data space, notarepository of custom software
managed by the user. Second is the way applications are
created and deployed to enable such tasks to be performed.
An application is a means by which a user performs a task,
not a piece of software that is written to exploit a device’s
capabilities. And third is the environment and how it is en-
hanced by the emergence and ubiquity of new information
and functionality. The computing environment is the user’s
information-enhanced physical surroundings, not a virtual
space that exists to store and run software.

Ubiquitous computing uses the advances in mobile com-
puting and PvC to present a global computing environment
where seamless and invisible access to computing resources
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Figure 1. Vision of an enhanced physical environment by
ubiquitous computing

is provided to the user. It aims to provide PvC environments
to a human user as s’he moves from one location to another.
Thus, it is created by sharing knowledge and information
between PvC environments (Singh et al., 2005). Figure 1
shows the vision a user may have of a physical environment
that is enhanced by ubiquitous computing.

Some approaches for PvC are concerned with intercon-
necting protocols from different hardware artifacts and devic-
es, or solving problems of intermittent network connections
and fluctuation on bandwidth. Therefore, their applications
are quite general or low level, yet mainly related to com-
munication tools which still requires a big effort for a user
to accomplish a working task. Other approaches are focused
on solving problems of prohibited access to information or
even to a closed or restricted environment. If we consider
that the environment is populated with an enormous amount
of users, each intending accesses to different hardware and
software resources, the security concerns increase propor-
tionally (Kallio, Niemeld, & Latvakoski, 2004).

Applications Suitability on PvC Environments

On the other side, there are approaches particularly con-
cerned with providing higher level services more related to
users tasks, in order to help them reduce the working effort
(Roman, Ziebart, & Campbell, 2003; Becker & Schicle,
2003; Chakraborty, Joshi, Yesha, & Finin, 2006; Gaia Proj-
ect, 2006; Aura Project, 2006). Most of them have been
conceptualized with some sort of self-adjusted applications
or by applications relying on basic services provided by the
underlying platform (e.g., CORBA).

No matter how users need a transparent delivery of
functionality, so they could have a sense of continued pres-
ence of the environment. Therefore, any unavailability of
a required service implies that a user understand that the
underlying environment cannot provide all that is needed,
thus destroying the aspiration of transparency.

SUITABILITY FOR PERVASIVE
APPLICATIONS

Functionality on a PvC environment is usually shaped as
a set of aggregated components that are distributed among
different computing devices. On changes of availability of a
givendevice, the involved component behavior still needs to
beaccessible in the appropriate form according to the updated
technical situation. This generally makes users be involved on
adependency with the underlying environment and increases
the complexity of its internal mechanisms (Iribarne, Troya,
& Vallecillo, 2003; Warboys et al., 2005).

Applications composed of dynamically replaceable
components imply the need of an appropriate integration
process according to component-based software develop-
ment (CBSD) (Cechich, Piattini, & Vallecillo, 2003; Flores,
Augusto, Polo, & Varea, 2004). For this, an application model
may provide the specification of a required functionality in
the form of the aggregation of component models, as can be
seen in Figure 2. A component model provides a definition to

Figure 2. Connection of models and components to integrate an application
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instantiate a component and its composition aspects through
standard interactions and unambiguous interfaces (Cechich
et al., 2003; Iribarne et al., 2003; Warboys et al., 2005). In
order to assure the adequacy of a given component with re-
spect to an application model, there is a need to evaluate its
componentmodel. Hence we present an assessment procedure
which can be applied both on a development stage and also
at runtime. The latter becomes necessary when the current
technical situation makes unsuitable a given component
demanding that a surrogate be provided.

The assessment procedure compares functional aspects
from components against the specification provided by the
application model, which is component oriented. Besides
analyzing component services at a syntactic level, its behav-
ior is also inspected, thus embracing semantic aspects. The
latter is done by abstracting out the black box functionality
hidden on components in the form of assertions, and also
exposing its likely interactions by means of the protocol
of use, which describes the expected order of use for its
services (Flores & Polo, 2005)—also called choreography
(Iribarne et al., 2003).

So far we have been experimenting with the addition of
metadata for comparing behavioral aspects from components.
Metadata has been used in several approaches as a technique
to easy verification procedures (Cechichetal.,2003; Cechich
& Polo, 2005; Orso et al., 2001). By adding meta-methods
we may then retrieve detailed information concerning as-
sertions and the protocol of use, which somehow implies a
component adaptation, particularly referred to as the instru-
mentation mechanism (Flores & Polo, 2005).

The assessment procedure is described by means of a set
of conditions which must be satisfied according to certain
thresholds. Different techniques are applied to achieve the
required evaluations. Compatibility on both assertions and
the usage protocol is carried out by generating Abstract
Syntax Trees and applying some updated algorithms, which
were originally developed to detect similar pieces of code

Figure 3. PvC environment for a museum

(clones) on existing programs. Such compatibility analysis
is based on the following consideration. Post-conditions
(for example) on services from two similar components
necessarily should relate to a similar structure and semantic.
Hence, they could be thought of as one being a clone of the
other (Flores & Polo, 2005).

Allsuchtechniques applied on our assessment procedure
allow the accomplishment ofa consistent mechanismto assure
a fair component integration. As PvC environments imply
many challenges, the whole integration process is based on
considering all aspects concerning reliability.

We may make use of a simple example to illustrate the
way a functionality is composed from distributed disparate
components and understand how the assessment procedure
may help to assure the suitability of a certain involved
component.

Suppose we represent a PvC environment for a museum,
which includes a tour guide application for proposing dif-
ferent paths according to the user’s dynamic choices. When
the user enters the museum, s/he may carry a computing
device (a PDA or a smart phone), and an automatic detec-
tion is done in order to identify and connect the device to
the environment. As the user walks by each art piece (e.g.,
painting or sculpture), descriptions and information of
particular interest to the user are displayed on the PDA or
spoken through the phone. Figure 3 shows a likely scenario
of the presented case study.

Arelated application could allow creating an album with
images of some art pieces the user has visited. To obtain the
images the user will probably have to pay a fee, for example,
when s/he intends to leave the museum. The album organizer
application—maybe downloaded into a user’s notebook
recognized by the environment—may allow creating a sort
of document with images and some notes written by the user.
Notes could be stored on separated text files and bind to the
document by means of hypertext links. Thus every time the
user needs to write or edit a note, a proper editor is provided.
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Figure 4. Distributed components for the album organizer application
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The user may also be allowed to print a selection of pages
of the document, or even send the created album by e-mail
in case s/he does not have a device to carry those files.

Ifwe focus on the album organizer application, we might
analyze the potential required components. There could be
an album organizer component to represent the main logic
of the application. This component could have an ad-hoc
sophisticated album visual editor or it could be a Web-style
editorinwhich is additionally required a generic Web browser.
The visual editor also depends on the actual used device. In
order to make notes, different components could be used as a
simple sort of Notepad, or other replacements like WordPad
or similar applications according to the underlying software
platform. For sending e-mail, applications like Outlook or
Eudora could be used, and to provide a printer service, dif-
ferent kinds of printers and ad hoc wireless sensors should
be available. Another component is concerned with the
database for images and descriptions of art pieces. Figure 4
shows a diagram with the likely comprised components and
devices for the album organizer application.

Suppose a user needs to write a note by using a notebook
which runs a Linux platform. One available text editor is
KEdit. The environment then evaluates this component so
to ensure it is appropriate to fulfill the task. Following can
be seen the interfaces of both the KEdit component and the
required component model named TextEditor. In order to
assure the compatibility with the surrogate, the assessment
procedure is applied to analyze if the degree of similarity
raises a proper level.

Since implementation alternatives are fairly important,
we have properly explored some of them. For example both
Microsoft .NET and Enterprise Java Beans allow the addi-
tion of metadata to components. Information about compo-
nents—their structure and the state of their corresponding
instances—can be retrieved at runtime by using reflection
on both environments as well. Particularly .NET includes
the possibility of adding attributes, which is a special class
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intended to provide additional information about some design
element as a class, a module, a method, a field, and so on
(Flores & Polo, 2005).

Hence, we have implemented on the .Net technology the
current state of our approach (Flores & Polo, 2006). Though
simple, this prototype gives us rewarding data on possibilities
to make our proposals concrete. All the applied techniques
are selected according to our goal of achieving consistent
mechanisms to assure a fair component integration. As we
proceed with our work, reliability is mainly considered, since
we focus the whole integration process for those challenging
systems as PvC environments.

FUTURE TRENDS

Ourwork continues by completing the coverage of functional
aspects for components, describing the components replace-
ment mechanism and then focusing on the non-functional
aspects, particularly on quality of service. For this we are
analyzing the use and extending the schemas from Iribarne et
al. (2003) which provide a consistent format for specifications
of components by means of XML. The approach covers all
ofthe aspects from components: functional, non-functional,
and commercial.

As some authors have pointed out (Chen, Finin, & Joshi,
2005; Ranganathan & Campbell, 2003), temporal aspects
could also be helpful to achieve a more accurate component
integration process. This may give the chance to analyze
whether a component can fit the requirements when time
conditions are also included in the set of updated requirements
upon a change on the user’s context of operation.

Selection of appropriate methods, techniques, and lan-
guages must be accurately accomplished upon the concern
of a reliable mechanism. This is the emphasis of our next
development in this area.
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KEY TERMS

Component-Based Software Development (CBSD): A
development paradigm where software systems are developed
from the assembly or integration of software components.

Component Model: A specification that describes how
to instantiate or build a software component, and gives
guidelines for its binding to other software components by
means of standard interactions or communication patterns
and unambiguous interfaces.

Mobile Computing: Small wireless devices that can be
carried anywhere, allowing a computing capacity through
wireless networks. Also known as nomadic computing.

Pervasive Computing (PvC): Enhancement of the
physical surroundings by providing and adapting mobile
computing according to the user’s needs. Also known as
ambient intelligent.

Software Component: Aunitofindependent deployment
thatis ready “off-the-shelf” (OTS), from a commercial source
(COTS) or reused from another system (in-house or legacy
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systems). It is usually self-contained, enclosing a collection
of cooperating and tightly cohesive objects, thus providing
a significant aggregate of functionality. It is used “as it is
found” rather than being modified, may possibly execute
independently, and can be integrated with other components
to achieve a required bigger system functionality.

Ubiquitous Computing: Provides PvC environments to
a human user as s’he moves from one location to another.
It allows sharing knowledge and information between PvC
environments. Also known as Global Computing.

Wireless Device: A small computer that is reduced in
size and in computing power, can be carried everywhere,
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Applications Suitability on PvC Environments

and provides voice, data, games, and video applications.
The most familiar is the mobile or cell phone, then Palm
Pilot and its handheld descendent, the PDA (personal digital
assistant), a great evolution because of its large amount of
new applications. Laptop or notebook and tablet PCs are
also well-known wireless devices.

Wireless Network: Offers mobility and elimination of
unsightly cables, by the use of radio waves and/or microwaves
to maintain communication channels between computers. It
is an alternative to wired networking, which relies on copper
and/or fiber optic cabling between network devices. Popular
wireless local area networking (WLAN) products conform
to the 802.11 “Wi-Fi” standards.
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A Bio-Inspired Approach for the Next
Generation of Cellular Systems

Mostafa El-Said
Grand Valley State University, USA

INTRODUCTION

In the current 3G systems and the upcoming 4G wireless
systems, missing neighbor pilot refers to the condition of
receiving a high-level pilot signal from a Base Station (BS)
that is not listed in the mobile receiver’s neighbor list (LCC
International, 2004; Agilent Technologies, 2005). This pilot
signal interferes with the existing ongoing call, causing the
call to be possibly dropped and increasing the handoff call
dropping probability. Figure 1 describes the missing pilot
scenario where BS1 provides the highest pilot signal com-
pared to BS1 and BS2’s signals. Unfortunately, this pilot is
not listed in the mobile user’s active list.

The horizontal and vertical handoff algorithms are based
on continuous measurements made by the user equipment
(UE) on the Primary Scrambling Code of the Common Pilot
Channel (CPICH). In 3G systems, UE attempts to measure
the quality of all received CPICH pilots using the Ec/lo and
picks a dominant one from a cellular system (Chiung & Wu,
2001; El-Said, Kumar, & Elmaghraby, 2003). The UE inter-
acts with any of the available radio access networks based on
its memorization to the neighboring BSs. As the UE moves
throughout the network, the serving BS must constantly
update it with neighbor lists, which tell the UE which CPICH
pilots it should be measuring for handoff purposes. In 4G
systems, CPICH pilots would be generated from any wire-

Figure 1. Missing pilot scenario
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less system including the 3G systems (Bhashyam, Sayeed,
& Aazhang, 2000). Due to the complex heterogeneity of the
4G radio access network environment, the UE is expected to
suffer from various carrier interoperability problems. Among
these problems, the missing neighbor pilot is considered to
be the most dangerous one that faces the 4G industry.

The wireless industry responded to this problem by using
an inefficient traditional solution relying on using antenna
downtilt such as given in Figure 2. This solution requires
shifting the antenna’s radiation pattern using a mechanical
adjustment, which is very expensive for the cellular carrier.
In addition, this solution is permanent and is not adaptive
to the cellular network status (Agilent Technologies, 2005;
Metawave, 2005).

Therefore, a self-managing solution approach is neces-
sary to solve this critical problem. Whisnant, Kalbarczyk,
and Iyer (2003) introduced a system model for dynamically
reconfiguring application software. Their model relies on
considering the application’s static structure and run-time
behaviors to construct a workable version of reconfiguration
software application. Self-managing applications are hard to
test and validate because they increase systems complexity
(Clancy,2002). The ability to reconfigure a software applica-
tion requires the ability to deploy a dynamically hardware
infrastructure in systems in general and in cellular systems
in particular (Jann, Browning, & Burugula, 2003).

Copyright © 2007, Idea Group Inc., distributing in print or electronic forms without written permission of IGI is prohibited.
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Figure 2. Missing pilot solution: Antenna downtilt

Konstantinou, Florissi, and Yemini (2002) presented an
architecture called NESTOR to replace the current network
management systems with another automated and software-
controlled approach. The proposed system s inherently arule-
based management system that controls change propagation
across model objects. Vincent and May (2005) presented a
decentralized service discovery approach in mobile ad hoc
networks. The proposed mechanism relies on distributing
information about available services to the network neigh-
borhood nodes using the analogy of an electrostatic field.
Service requests are issued by any neighbor node and routed
to the neighbor with the highest potential.

The autonomic computing system is a concept focused
on adaptation to different situations caused by multiple
systems or devices. The IBM Corporation recently initiated
a public trail of its Autonomic Toolkit, which consists of
multiple tools that can be used to create the framework of an
autonomic management system. In this article, an autonomic
engine system setting at the cellular base station nodes is
developed to detect the missing neighbor (Ganek & Corbi,
2003; Haas, Droz, & Stiller, 2003; Melcher & Mitchell,
2004). The autonomic engine receives continuous feedback
and performs adjustments to the cell system’s neighboring
set by requiring the UE to provide signal measurements to
the serving BS tower (Long, 2001).

In this article, I decided to use this toolkit to build an
autonomic rule-based solution to detect the existence of any
missing pilot. The major advantage of using the IBM auto-
nomic toolkit is providing a common system infrastructure
for processing and classifying the RF data from multiple
sources regardless of its original sources. This is a significant
step towards creating a transparent autonomic high-speed
physical layer in 4G systems.
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PROPOSED SOLUTION

The proposed AMS relies on designing an autonomic high-
speed physical layer in the smart UE and the BS node. At
the UE side, continuous CPICH pilot measurements will be
recorded and forwarded to the serving BS node via its radio
interface. Atthe BSnode, ascalable self-managing autonomic
engine is developed using IBM’s autonomic computing
toolkit to facilitate the mobile handset’s vertical/horizontal
handover such as shown in Figure 3. The proposed engine is
cable of interfacing the UE handset with different wireless
technologies and detects the missing pilot if it is existed.

The autonomic engine relies on a generic log adapter
(GLA), which is used to handle any raw measurements log
file data and covert it into a standard format that can be un-
derstood by the autonomic manager. Without GLA, separate
log adapters would have be coded for any system that the
autonomic manager interfaced with. The BS node will then
lump all of the raw data logs together and forward them to
the Generic Log Adapter for data classification and restruc-
turing to the common base event format. Once the GLA has
parsed a record in real time to common base event format,
the autonomic manager will see the record and process it
and take any action necessary by notifying the BS node to
make adjustments to avoid the missing pilot and enhance
the UE devices’ quality of service.

PERFORMANCE MEASUREMENTS AND
KEY FINDINGS

To test the applicability of the proposed solution, we decided
touse the system’s response time, AS’s service rate for callers
experiencing missing pilot problem, and the performance
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Figure 3. Autonomic base station architecture
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Table 1. Summary of the system performance analysis
Log File Size in System Response Processing Rate by the Base
(# Records) Time in (Sec) Station in (Records/Sec)
Trial Experiment 1 985 145 6.793103448
Trial Experiment 2 338 95 3.557894737
Trial Experiment 3 281 67 4.194029851
Trial Experiment 4 149 33 4.515151515

Average Processing Rate by the Base

4. 44,
Station in (Records/Sec) 765044888
Base Station Service Rate For callers
experiencing missing pilot problem 53
(Records/Sec)
Performance Gain 1.112266542

gain as performance metrics. Also, we developed a Java class DESIGN REQUIREMENTS FOR
to simulate the output of a UE in a heterogencous RF access 3G SYSTEMS

network. Table 1 summarizes the simulation results for four
simulation experiments with different log files size.

The results shown in Table 1 comply with the design
requirements for the current 3G system. This is illustrated
in the following simple example.

. The 3G cell tower’s coverage area is divided into three
sectors, with each sector having (8 traffic channel *
40 call/channel = 320 voice traffic per sector) and (2
control channels * 40 callers/channels = 80 control
traffic per sector).

. The overlapped area between towers (handoff zone)
occupies 1/3 of the sector size and serves (1/3 of 320
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=106 callers (new callers and/or exciting ones)). [f we
consider having the UE report its status to the tower
every 5 seconds, we could potentially generate 21.2
records in 1 second.

. It is practical to assume that 25% of the 21.2 reports/
second accounts for those callers that may suffer from
the missing pilot problem—that is, the tower’s service
rate for missing neighbor pilot callers is 21.2/4 =5.3
records/second. This is the threshold level used by the
tower to accommodate those callers suffering from the
missing pilot problem.

ANALYSIS OF THE RESULTS

. Response time is the time taken by the BS to process,
parse the incoming log file and detect the missing
neighbor pilot. It is equal to (145, 95, 67, and 33) for
the four experiment trials. All values are in seconds.

. Processing rate by the base station is defined as the total
number of incoming records divided by the response
time in (records/second). It is equal to (6.7, 3.5, 4.1,
and 4.5) for the four experiment trials.

. The UE reports a missing pilot problem with an aver-
age rate of 4.7 records/second.

. The base station’s service rate for callers experiencing
the missing pilot problem = 5.3 records/second.

. The performance gain is defined as:

Base Station Service Rate For callers experiencing missing pilot problem in (Records/S ec)
Average Processing Rate by the Base Station in (Records/S ec)

=5.3/47=1.1

. Here it is obvious that the service rate (5.3 records/
second) is greater than the UE’s reporting rate to the
base station node (4.7 records/second). Therefore, the
above results prove that the proposed solution does
not overload the processing capabilities of the BS
nodes and can be scaled up to handle a large volume
of data.

FUTURE TRENDS

An effective solution for the interoperability issues in 4G
wireless systems mustrely on an adaptive and self-managing
network infrastructure. Therefore, the proposed approach in
this article can be scaled to maintain continuous user con-
nectivity, better quality of service, improved robustness, and
higher cost-effectiveness for network deployment.
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CONCLUSION

Inthisarticle, we have developed an autonomic engine system
setting at the cellular base station (BS) nodes to detect the
missing neighbor. The autonomic engine receives continu-
ous feedback and performs adjustments to the cell system’s
neighboring set by requiring the user equipment (UE) to
provide signal measurements to the serving BS tower. The
obtained results show that the proposed solution is able to
detect the missing pilot problem in any heterogeneous RF
environment.
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KEY TERMS

Adaptive Algorithm: Can “learn” and change its be-
havior by comparing the results of'its actions with the goals
that it is designed to achieve.

Autonomic Computing: An approach to self-managed
computing systems with a minimum of human interference.
Theterm derives from the body’s autonomic nervous system,
which controls key functions without conscious awareness
or involvement.

Candidate Set: Depicts those base stations that are in
transition into or out of the active set, depending on their
power level compared to the threshold level.

Missing Neighbor Pilot: The condition of receiving a
high-level pilot signal from a base station (BS) that is not
listed in the mobile receiver’s neighbor list.

Neighbor Set: Represents the nearby serving base sta-
tions to a mobile receiver. The mobile receiver downloads
an updated neighbor list from the current serving base sta-
tion. Each base station or base station sector has a unique
neighbor list.

Policy-Based Management: A method of managing
system behavior or resources by setting “policies” (often in
the form of “if-then” rules) that the system interprets.

Virtual Active Set: Includes those base stations (BSs)
that are engaged in a live communication link with the mo-
bile user; they generally do not exceed three base stations
at a time.
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INTRODUCTION

In the near future, mobile computing will benefit from more
directinterfacing between a computer and its human operator,
aiming at easing the control while keeping the human more
free for other tasks related to displacement.

Among the technologies enabling such improvement,
a special place will be held by brain computer interfacing
(BCI), recently listed among the 10 emerging technologies
that will change the world by the MIT Technology Review
on January 19, 2004.

The intention to perform a task may be in fact directly
detected from analyzing brain waves: an example of such
capability has been for instance already shown trough artificial
neural networks in Babiloni et al. (2000), thus allowing the
switch of a bit of information in order to start building the
control of a direct interaction with the computer.

BACKGROUND

Our interaction with the world is mediated through sen-
sory-motor systems, allowing us both to acquire informa-
tion from our surroundings and manipulate what is useful
at our reach. Human-computer interaction ergonomically
takes into account the psycho-physiological properties of
such interaction to make our interactions with computers
increasingly easy. Computers are in fact nowadays smaller
and smaller without significant loss of power needed for
everyday use, like writing an article like this one on a train
going to a meeting, while checking e-mail and talking (via
voice) to colleagues and friends.

Now, the center of processing outside information and
producing intention to act consequently is well known to be
our brain. The capability to directly wire neurons on elec-
tronic circuits is not (yet?) within our reach, while interesting
experiments of compatibility and communication capabilities
are indeed promising at least in vitro. At the other extreme,
it is not hard to measure non-invasively the electromagnetic
field produced by brain function by positioning small elec-
trodes over the skull, as in the standard clinical procedure
of electroencephalography.

Obviously, taking from outside a far-field outside measure
is quite different than directly measuring the firing of every
single motor neuron of interest: a sort of summing of all the

brain activity will be captured at different percentages. None-
theless, it is well known that among such a messy amount
of signal, when repeating a task it is not hard to enhance the
very signal related to task, while reducing—yvia synchronized
averaging—the overwhelming contribution of all the other
neurons not related to the task of interest. On this premise,
Deecke, Grozinger, and Kornhuber (1976) have been able to
study the so-called event-related brain potential, naming the
onset of a neural activation preceding the task, in addition
to the neural responses to the task itself.

Statistical pattern recognition and classification has been
shown to improve such event-related detection by Gevins,
Morgan, Bressler, Doyle, and Cutillo (1986).

A method to detect such preparatory potential on a single
event basis (and then not needing to average hundreds of
repetitions, as said before) was developed and applied some
20 years ago by Cerutti, Chiarenza, Liberati, Mascellani,
and Pavesi (1988). One extension of the same parametric
identification approach is that developed by del Millan et
al. (2001) at the European Union Joint Research Center of
Ispra, Italy, while a Bayesian inference approach has been
complementary proposed by Roberts and Penny (2000).

BRAIN COMPUTER INTERFACING

Autoregressive with exogenous input parametric identifica-
tion (Cerutti et al., 1988) is able to increase by some 20 dB
the worst signal-to-noise ratio of the event-related potential
with respect to the overwhelming background brain activ-
ity. Moreover, it provides a reduced set of parameters that
can be used as features to perform post-processing, should
it be needed.

A more sophisticated, though more computing-demand-
ing, time variant approach based on an optimal so-called
Kalman filer has been developed by Liberati, Bertolini, and
Colombo (1991a). The joint performance of more than one
task has also been shown to evoke more specific brain potential
(Liberati, Bedarida, Brandazza, & Cerutti, 1991b).

Multivariable joint analysis of covariance (Gevins et
al., 1989), as well as of total and partial coherence among
brain field recordings at different locations (Liberati, Cursi,
Locatelli, Comi, & Cerutti, 1997), has also improved the
capability of discriminating the single potential related to a
particular task (Liberati, 1991a).

Copyright © 2007, Idea Group Inc., distributing in print or electronic forms without written permission of IGI is prohibited.
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Artificial neural networks (Liberati, 1991b; Pfurtscheller,
Flotzinger, Mohl, & Peltoranta, 1992; Babiloni et al., 2000)
offered the first approach to the problem of so-called artificial
intelligence, whose other methods of either soft computing,
like the fuzzy sets made popular by Lofthi Zadeh, and the
rule extraction like the one proposed by Muselli and Liberati
(2002), are keen to be important post-processing tools for
extracting real commands from the identified parameters.

In particular, the rule extraction approach proposed
by Muselli and Liberati (2000) has the nice properties of
processing the huge amount of data in a very fast quadratic
time (and even in terms of binary operations), yielding both
pruning of the redundant variables for discrimination (like
not necessary recording points or time windows) and an
understandable set of rules relating the residual variable
of interest: this is thus quite useful in learning the BCI
approach.

When the space of the feature is then confined to the few
really salient, the Piece-Wise Affine identification recently
developed (Ferrari-Trecate, Muselli, Liberati, & Morari,
2003) and also applied in a similar context for instance to
hormone pulse or sleep apnea detection (Ferrari-Trecate
& Liberati, 2002), is keen to be a good tool to help refine
the detection of such mental decision on the basis of the
multivariate parametric identification of a multiple set
of dynamic biometric signals. Here the idea is to cluster
recorded data or features obtained by the described pre-
processing in such a way to identify automatically both
approximate linear relations among them in each region
of interest and the boundaries of such regions themselves,
thus allowing quite precise identification of the time of the
searched switching.

FUTURE TRENDS

Integration of more easily recorded signals is even more
promising for automatic processing of the intention of
interacting with the computer, both in a context of more
assisted performance in everyday life, as well as in helping
to vicariate lost functions because of handicaps.

CONCLUSION

The task is challenging, though at a first glance it would even
appear not so complex: it wants to discriminate at least a
bit of information (like opening and closing a switch), and
then sequentially, it would be possible to compose a word
of any length.

The point is that every single bit of intention should be
identified with the highestaccuracy, in orderto avoid too many
redundancies, demanding time while offering safety.
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KEY TERMS

Artificial Neural Networks: Non-linear black box input-
output relationships built on a regular structure of simple
elements, loosely inspired to the natural neural system, even
in learning by example.
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Bayesian Statistics: Named after its developer, Bayes,
it takes into account conditional probabilities in order to
describe variable relationships.

Brain Computer Interfacing: Ability, even if only
partial, of outside controlling by detecting intention through
brain wave analysis.

Event-Related Potential: Electro-magnetic brain activ-
ity related to a specific event: it may be evoked from the
outside, or self-ongoing.

Fuzzy Logic: Set theory mainly developed and made
popular by Lofthi Zadeh at the University of California at
Berkeley where belonging of elements is not crisply attributed
to only one disjoint subset.

Parametric Identification: Black box mathematical
modeling of an input-output relationship via simple, even
linear equations depending on a few parameters, whose
values do identify the system dynamics.

Piecewise Affine Identification: Linearization of anon-
linear function, automatically partitioning data in subsets
whose switching identifies state commuting in a hybrid
dynamic-logical process.

Rule Induction: Inference from data of ““if. . .then.. .else”
rules describing the logical relationships among data.
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INTRODUCTION

The growing popularity of powerful mobile devices, such as
modern cellular phones, smart phones, and PDAs, is enabling
pervasive computing (Weiser, 1991) as the new paradigm
for creating and interacting with computational systems.
Pervasive computing is characterized by the interaction of
mobile devices withembedded devices dispersed across smart
spaces, and with other mobile devices on behalfofusers. The
interaction between user devices and smart spaces occurs
primarily through services advertised on those environments.
For instance, airports may offer a notification service, where
the system registers the user flight at the check-in and keeps
the user informed, for example, by means of messages, about
flight schedule or any other relevant information.

In the context of smart spaces, service-oriented comput-
ing (Papazoglou & Georgakopoulos, 2003), in short SOC,
stands out as the effective choice for advertising services to
mobile devices (Zhu, Mutka, & Ni,2005; Bellur & Narendra,
2005). SOC is a computing paradigm that has in services
the essential elements for building applications. SOC is de-
signed and deployed through service-oriented architectures
(SOAs) and their applications. SOAs address the flexibility
for dynamic binding of services, which applications need to
locate and execute a given operation in a pervasive comput-
ing environment. This feature is especially important due to
the dynamics of smart spaces, where resources may exist
anywhere and applications running on mobile clients must
be able to find out and use them at runtime.

In this article, we discuss several issues on bridging mo-
bile devices and service-oriented computing in the context
of smart spaces. Since smart spaces make extensive use of
services for interacting with personal mobile devices, they
become the ideal scenario for discussing the issues for this
integration. A brief introduction on SOC and SOA is also

presented, as well as the main architectural approaches for
creating SOC environments aimed at the use of resource-
constrained mobile devices.

BACKGROUND

SOC is a distributed computing paradigm whose building
blocks are distributed services. Services are self-contained
software modules performing only pre-defined sets of
tasks. SOC is implemented through the deployment of any
software infrastructure that obeys its key features. Such
features include loose coupling, implementation neutrality,
and granularity, among others (Huhns & Singh, 2005). In
this context, SOAs are software architectures complying
with SOC features.

According to the basic model of SOA, service provid-
ers advertise service interfaces. Through such interfaces,
providers hide from service clients the complexity behind
using different and complex kinds of resources, such as
databanks, specialized hardware (e.g., sensor networks), or
even combinations of other services. Service providers an-
nounce their services in service registries. Clients can then
query these registries about needed services. If the registry
knows some provider of the required service, a reference
for that provider is returned to the client, which uses this
reference for contacting the service provider. Therefore,
services must be described and published using some ma-
chine-understandable notation.

Different technologies may be used for conceiving
SOAs such as grid services, Web services, and Jini, which
follow the SOC concepts. Each SOA technology defines its
own standard machineries for (1) service description, (2)
message format, (3) message exchange protocol, and (4)
service location.

Copyright © 2007, Idea Group Inc., distributing in print or electronic forms without written permission of IGI is prohibited.
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In the context of pervasive computing, services are the
essential elements of smart spaces. Services are used for
interacting with mobile devices and therefore delivering
personalized services for people. Owning to the great benefits
that arise with the SOC paradigm, such as interoperability,
dynamic service discovery, and reusability, there is a strong
and increasing interest in making mobile devices capable of
providing and consuming services over wireless networks
(Chen, Zhang, & Zhou, 2005; Kalasapur, Kumar, & Shirazi,
2006; Kilanioti, Sotiropoulou, & Hadjiefthymiades, 2005).
The dynamic discovery and invocation of services are es-
sential to mobile applications, where the user context may
change dynamically, making different kinds of services, or
service implementations, adequate at different moments
and places.

However, bridging mobile devices and SOAs requires
analysis of some designissues, along with the fixing of diverse
problems related to using resources and protocols primarily
aimed at wired use, as discussed in the next sections.

INTEGRATING MOBILE
DEVICES AND SOAS

Devices may assume three different roles in a SOA: service
provider, service consumer, or service registry. In what fol-
lows, we examine the most representative high-level scenarios
of how mobile devices work in each situation.

Consuming Services

The idea is to make available, in a wired infrastructure, a
set of services that can be discovered and used by mobile
devices. In this context, different designs can be adopted for
bridging mobile devices and service providers. Two major
architectural configurations can be derived and adapted to
different contexts (Duda, Aleksy, & Butter, 2005): direct
communication and proxy aided communication. In Figure
1 we illustrate the use of direct communication.

Figure 1. Direct communication between mobile client and
SOA infrastructure
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In this approach, applications running at the devices
directly contactservice registries and service providers. This
approach assumes the usage of fat clients with considerable
processing, storage, and networking capabilities. This is
necessary because mobile clients need to run applications
coupled with SOA-defined protocols, which may not be
suited for usage by resource-constrained devices.

However, most portable devices are rather resource-con-
strained devices. Thus, considering running onmobile devices
applications with significant requirements of processing and
memory footprint reduces the range of possible client de-
vices. This issue leads us to the next approach, proxy-aided
communication, illustrated in Figure 2.

In this architectural variation, a proxy is introduced be-
tween the mobile device and the SOA infrastructure, playing
the role of mobile device proxy in the wired network. This
proxy interacts via SOA-defined protocols with registries
and service providers, and may perform a series of content
adaptations, returning to mobile devices results using light-
weight protocols and data formats.

This approach has several advantages over the previous
one. The proxy may act as a cache, storing data of previous
service invocations as well as any client relevant informa-
tion, such as bookmarks and profiles. Proxies may also help
client devices by transforming complex data into lightweight
formats that could be rapidly delivered through wireless
channels and processed by resource-constrained devices.

Advertising Services

Inageneral way, mobile devices have two choices foradvertis-
ing services (Loureiro etal., 2006): the push-based approach
and the pull-based approach. In the first one, illustrated in
Figure 3, service providers periodically send the descriptions
of the services to be advertised directly to potential clients,
even if they are not interested in such services (1). Clients
update local registries with information about available
services (2), and if some service is needed, clients query
their own registries about available providers (3).

In the pull-based approach, clients only receive the de-
scription of services when they require a service discovery.
This process can be performed in two ways, either through
centralized or distributed registries. In the former, illustrated
in Figure 4, service descriptions are published in central
servers (1), which maintain entries about available services
(2). Clients then query this centralized registry in order to
discover the services they need (3).

In the distributed registry approach, illustrated in Figure
5, the advertisement is performed in a registry contained in
each provider (1). Therefore, once a client needs to discover
a service, it will have to query all the available hosts in the
environment (2) until discovering some service provider for
the needed service (3).
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Figure 2. Proxy intermediating communication between mobile client and SOA
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Figure 4. Pull-based approach with centralized registry
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ISSUES ON INTEGRATING MOBILE
DEVICES AND SOAs

Regardless of using mobile devices for either consuming or
advertising services in SOAs, both mobility and the limita-
tions of these devices are raised as the major issues for this
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integration. Designing and deploying effective services aimed
at mobile devices requires careful analysis of diverse issues
related to this kind of service provisioning.

Next, we depictseveral issues that arise when dealing with
mobiledevicesin SOAs. Thislistis notexhaustive, butrather
representative of the dimension of parameters that should be
balanced when designing services for mobile use.
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Figure 5. Pull-based approach with distributed registries
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Suitability of Protocols
and Data Formats

SOAs are primarily targeted at wired infrastructures.
Conversely, small mobile devices are known by their well-
documented limitations. Thus, protocols and formats used
in conventional SOAs may be inadequate for use with re-
source-constrained wireless devices (Pilioura, Tsalgatidou,
& Hadjiefthymiades, 2002; Kilanioti et al., 2005).

Forinstance, UDDIand SOAPare, respectively, standard
protocols for service discovery and messaging in Web ser-
vices-based SOAs. When using UDDI for service discovery,
multiple costly network round trips are needed. In the same
manner, SOAP messages are too large and require consid-
erable memory footprint and CPU power for being parsed.
Hence, these two protocols impact directly in the autonomy
of battery-enabled devices.

Disconnected and Connected Services

In the scope of smart spaces, where disconnections are the
norm rather than the exception, we can identify two kinds
of services (Chen et at., 2005): disconnected and connected
services. The first ones execute by caching the inputs of users
in the local device. Once network connectivity is detected,
the service performs some sort of synchronization. Services
for messaging (e.g., e-mail and instant messages) and field
research (e.g., gathering of data related to the selling of a
specific productin different supermarkets) are some examples
of services that can be implemented as disconnected ones.
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Connected services, on the other hand, are those that can
only execute when network connectivity is available in the
device. Some examples of connected services include price
checking, ordering, and shipment tracking. Note, however,
that these services could certainly be implemented as dis-
connected services, although their users will generally need
the information when demanded, neither before nor later.
Therefore, there is no precise categorization of what kind
of services would be connected or disconnected, as this
decision is made by the system designer.

User Interface

User interfaces of small portable devices are rather limited in
terms of screen size/resolution and input devices, normally
touch screens or small built-in keyboards. This characteris-
tic favors services that require low interaction to complete
transactions (Pilioura et al., 2002). Services requiring many
steps of data input, such as long forms, tend to: stress users,
due to the use of non-comfortable input devices; reduce
device autonomy, due to the extra time for typing data; and
increase the cost of data transfer, due to larger amounts of
data being transferred.

A possible alternative for reducing data typing by clients
is the use of context-aware services (Patterson, Muntz, &
Pancake, 2003). Context-aware services may reduce data
input operations of mobile devices by inferring, or gather-
ing through sensors, information about a user’s current state
and needs.
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Frequent Temporary Disconnections

Temporary disconnections between mobile device and
service provider are common due to user mobility. Thus,
both client applications and service implementations must
consider the design of mechanisms for dealing with frequent
disconnections.

Different kinds of services require distinct solutions for
dealing with disconnections. For instance, e-business ap-
plications need machineries for controlling state of transac-
tions and data synchronization between mobile devices and
service providers (Sairamesh, Goh, Stanoi, Padmanabhan, &
Li, 2004). Conversely, streaming service requires seamless
reestablishment and transference of sessions between access
points as the user moves (Cui, Nahrstedt, & Xu, 2004).

Security and Privacy

Normally, mobile devices are not shared among different
users. Enterprises may benefit from this characteristic for
authenticating employees, for instance. That is, the system
knows the user and his/her access and execution rights
based on profiles stored in his/her mobile devices. However,
in commercial applications targeted at a large number of
unknown users, this generates a need of anonymity and pri-
vacy of consumers. This authentication process could cause
problems, for example in case of device thefts, because the
device is authenticated and not the user (Tatli, Stegemann,
& Lucks, 2005).

Security also has special relevance when coping with
wireless networks (Grosche & Knospe, 2002). When using
wireless interfaces for information exchange, mobile devices
allow any device in range, equipped with the same wireless
technology, to receive the transferred data. At application
layer, service providers must protect themselves from opening
the system to untrusted clients, while clients must protect
themselves from exchanging personal information with ser-
vice providers that can use user data for purposes different
than the ones implicit in the service definition.

Device Heterogeneity and
Content Adaptation

Modern mobile devices are quite different in terms of display
sizes, resolutions, and color capabilities. This requires ser-
vices to offer data suitable for the display of different sorts
of devices. Mobile devices also differ in terms of processing
capabilities and wireless technologies, which makes harder
the task of releasing adequate data and helper applications
to quite different devices.

Therefore, platform-neutral data formats stand out as the
ideal choice for serving heterogeneous sets of client devices.
Another possible approach consists of using on-demand data

adaptation. Service providers may store only one kind of
best-suited data format and transform the data, for example,
using a computational grid (Hingne, Joshi, Finin, Kargupta,
& Houstis, 2003), when necessary to transfer the data to
client devices. Moreover, dynamic changes of conditions
may also require dynamic content adaptation in order to
maintain pre-defined QoS threshold values. For instance,
users watching streamed video may prefer to dynamically
reduce video quality due to temporary network congestion,
therefore adapting video data, and to maintain a continuous
playback instead of maintaining quality and experiencing
constant playback freezing (Cui et al., 2004).

Consuming Services

As discussed before, system architects can choose between
two major approaches for accessing services of SOAs from
mobile devices: direct communication and proxy-aided
communication. The two approaches have some features
and limitations that should be addressed in order to deploy
functional services. Direct communication suffers from the
limitations of mobile devices and relates to other discussions
presented in this article, such as adequacy of protocols and
data formats for mobile devices and user interface.

If, on the one hand, proxy-aided communication seems
to be the solution for problems of the previous approach,
on the other hand it also brings its own issues. Probably the
most noted is that proxies are single points of failures.

Furthermore, some challenges related to wired SOAs
are also applicable to both approaches discussed. Service
discovery and execution need to be automated to bring trans-
parency and pervasiveness to the service usage. Moreover,
especially in the context of smart spaces, services need to
be personalized according to the current user profile, needs,
and context. Achieving this goal may require describing the
semantics of services, as well as modeling and capturing the
context of the user (Chen, Finin, & Joshi, 2003).

Advertising Services

A number of issues and technical challenges are associated
with this scenario. The push-based approach tends to con-
sume a lot of bandwidth of wireless links according to the
number of devices in range, which implies a bigger burden
over mobile devices.

Using centralized registries creates a single point of
failure. If the registry becomes unreachable, it will not be
possible to advertise and discover services. In the same
manner, the discovery process is the main problem with
the approach of distributed registries, as it needs to be well
designed in order to allow clients to query all the hosts in
the environment.

Regardless of using centralized or distributed registries,
another issue rises with mobility of service providers. When
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service providers move between access points, anew address
is obtained. This changing of address makes service provid-
ers inaccessible by clients that query the registry where it
published its services. Mechanisms for updating the registry
references must be provided in order for services to continue
to be offered to their requestors.

FUTURE TRENDS

The broad list of issues presented in this article gives sug-
gestions about future directions for integrating SOC and
mobile devices. Each item depicted in the previous section
is already an area of intensive research. Despite this, both
SOC and mobile computing still lack really functional and
mature solutions for the problems presented.

In particular, the fields of context-aware services and
security stand out as present and future hot research fields.
Besides, the evolution itself of mobile devices towards in-
struments with improved processing and networking power,
as well as better user interfaces, will reduce the complexity
of diverse challenges presented in this article.

CONCLUSION

In this article we have discussed several issues related to the
integration of mobile devices and SOC. We have presented
the most representative architectural designs for integrat-
ing mobile devices to SOAs, both as service providers and
service consumers.

While providing means for effective integration of mobile
devicesand service providers, SOC has been leveraging fields
such as mobile commerce and pervasive computing. None-
theless, several issues remain open, requiring extra efforts
for designing and deploying truly functional services.
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KEY TERMS

Grid Service: A kind of Web service. Grid services
extend the notion of Web services through the adding of
concepts such as statefull services.

Jini: Java-based technology for implementing SOAs.
Jini provides an infrastructure for delivering services in a
network

Mobile Device: Any low-sized portable device used to
interact with other mobile devices and resources from smart
spaces. Examples of mobile devices are cellular phones,
smart phones, PDAs, notebooks, and tablet PCs.

Proxy: A network entity that acts on behalf of another
entity. Aproxy’srole varies since datarelays to the provision of
value-added services, such as on-demand data adaptation.

Streaming Service: One of a number of services that
transmit some sort of real-time data flow. Examples of
streaming services include audio streaming or digital video
broadcast (DVB).

Web Service: Popular technology for implementing
SOAs built over Web technologies, such as XML, SOAP,
and HTTP.
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INTRODUCTION

Lately, we have seen the use of a number of new technolo-
gies (such as Javascript, XML, and RSS) used to show how
Web content can be delivered to users without a traditional
browser application (e.g., Microsoft Explorer). In parallel,
a growing number of PC applications, whose main job
previously was to manage local resources, now are adding
Internet connectivity to enhance theirrole and use (e.g., while
iTunes started as a media player for playing and manag-
ing compressed audio files, it now includes Web access to
download and purchase music, video, podcasts, television
shows, and movies).

While most attempts at providing Internet access on
mobile devices (whether wireless phones or personal digital
assistants) have sought to bring the traditional browser, or a
mobile version of the browser, to these smaller devices, they
have been far from successful (and a far cry from the richer
experience provided by browsers on the PC using standard
input and control devices of keyboards and a mouse). Next,
we will highlight a number of recent trends to show how
these physical and use-case constraints can be significantly
diminished.

BACKGROUND

Mobile telephony and mobile computing continue to display
unprecedented growth worldwide. Zee News (2005) reports
that in some parts of the world, such as India, mobile phones
are now more popular than traditional landline phones. Since
2000, many developed countries have spent large amounts
of money on the installation and deployment of wireless
communication infrastructure (Kunz & Gaddah, 2005). And
this growth trend is not confined to the mobile phone handset
market. It is also being experienced across other mobile
devices. In fact, in 2004 more mobile phones shipped than
both automobiles and personal computers (PCs) combined,
making them the fastestadopted consumer product ofall time
(Clarke & Flaherty, 2005). Further, Wiberg (2005) points
out that this increase in mobile device usage spans across
business and non-business usage. Therefore, this growth is

not simply due to increased consumer demand; businesses
are continually seeing new value in equipping employees
with mobile computing and communication devices.

There has also been steady growth in the use of the
Internet, as well as in the nature of Internet usage. The size
of the Internet, measured in terms of the number of users,
is more than 800 million users (Global Reach, 2004). While
the majority of the users are English, other languages are
experiencing significant growth in the number of users, and
this growth is expected to continue, given the large numbers
of non-English-speaking populations.

Some of the drivers for the increase in Internet usage
include the growth in Web-enabled applications and the avail-
ability of high-speed, always-on Internet (Bink, 2004).

Kunzand Gaddah (2005) identify two broad technological
developments that are converging to enable mobile computing
(the use of the Internet through mobile devices). The first of
these technological developments is the accessibility to the
Internet regardless of location, as evidenced by the growth
in wireless Aotspots. Now users can connect to the Internet
from various locations and access Internet content without
being connected to a physical local area network (LAN)
connection or other type of landline connection.

The second technological development is the drive to
reduce the size of computer hardware (Kunz & Gaddah,
2005). This size reduction increases the portability of these
devices, leading to the mobile nature of the devices as well
as the desire to connect these devices to the Internet.

Unfortunately, being able to provide Internet access
to mobile devices has not ensured a quality Web experi-
ence. The next section will profile the current mobile Web
experience.

USER EXPERIENCE OF WEB
ON MOBILE DEVICES

The Web Browser on a PC

Let us start with the typical experience of the Web. The
most common way to navigate the Internet is through the

Copyright © 2007, Idea Group Inc., distributing in print or electronic forms without written permission of IGI is prohibited.
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use of a browser, a software application that allows the user
to locate and display Web pages (Webopedia, 2006). On
the personal computer (PC), there are a variety of browsers
available, including Microsoft Internet Explorer, Mozilla
Firefox, Opera, Netscape, Apple Safari, and Konqueror
(Wikipedia, 2006a).

A cross-section of definitions from the Web outlines the
basic functionality of these browsers (http://www.google.
com/search?hl=en&lr=&q=define%3 A+web-+browser&bt
nG=Secarch); the Web browser is a graphical interface (i.e.,
icons, buttons, menu options) that:

. interprets HTML files (resources, services) from Web
servers, and formats them into Web pages; and

. provides the ability to both view and interact with Web
content (including download and upload of media
content).

Yet most modern browsers also include additional
functionality, assisting with the management of the tool’s
functionality and the content to which they provide access.
This functionality includes:

. Bookmarking: The ability to save and manage Web
addresses.

. Cookies and Form-Filling: The ability ofthe browser
to pre-fill form fields (e.g., address or contact infor-
mation), or provide the Web server with identifying
information in order to customize the content received
from the server.

. Searching: The ability to conduct a Web or local file
search.

. History: The automatic cataloging of previously visited
Web sites.

. Display Modification: The ability to customize the
way Web content is displayed (e.g., size of text, types
of media files that can be viewed, etc.)

It is also important to note that in the typical use ofa Web
browser, the user searches for information on the Web, often
starting with a broad search and successively narrowing that
search to meet his or her information goal (i.e., to go from
the general to the specific).

The Web Browser on a Mobile Device

For mobile devices, such as cell phones or personal digital
assistants (PDAs), the Web browser application is often
referred to as a microbrowser (also minibrowser and mobile
browser; see Wikipedia, 2006b). The difference between afull
browser and the microbrowser is that the code in the micro-
browser application has been optimized to accommodate the
smaller screens, memory, and bandwidth limitations of mobile
devices. In addition, the Web servers often communicate

with these microbrowsers using variations on the standard
HTML (hypertext markup language), again to accommodate
the screen, memory, and bandwidth restrictions.

Internet usage on mobile devices poses a number of
challenges that are different than those found on a traditional
computing device such as a PC (Becker, 2005). As mentioned
previously, the computing power (processor and memory
configuration), the transmission bandwidth, and screen size
on the mobile device are really just a fraction of what us-
ers have available to them on a PC. More importantly, the
limitations in screen size and physical interface often require
users to restrict the activities they might otherwise seek to
accomplish on the Web.

The physical restrictions (that being the telephone
keypad and four-way scroll and navigation keys) can be
quite significant. On a PC, we have a full-sized QWERTY
keyboard and mouse interface for entering searches and
addresses, or navigating Web pages. On the mobile device,
in particular the cell phone, these physical input and control
devicesarereplaced with akeypad designed for dialing phone
numbers (not entering text strings), and horizontal/vertical
navigation keys that significantly slow simple scrolling and
selection of content.! In user studies, Chen, Xie, Ma, and
Zhang (2005) report that users, when browsing the Web on
a phone, handheld computer, or personal digital assistant,
spend the majority of their time scrolling the screen to locate
and select the content of interest.

Despite these real challenges, Nugent (2005) expects that
the need for mobile Web browsing will increase, and people
will want these devices to stay small, weigh less, cost less,
run cooler and longer on one charge, but continue to do more
than today’s devices. Lawton (2001) believes that meeting
these needs will require faster wireless connections, larger
displays, as well as new usage paradigms and/or content that
fits these smaller devices.

This is the environment mobile users are operating in
today. A user can either struggle with a small screen and
content that does not fit within that screen, or lug around a
larger device that has an adequately sized screen but more
limited connectivity options.

Technology and Service Barriers

There are a number of technological hurdles that need to be
overcome for widespread adoption of mobile Internet usage.
Chan and Fang (2005) identify a number of technological
barriers, which range from connectivity and bandwidth is-
sues to the lack of standards and broad use of proprietary
tools and languages. Kuniavsky (2006) also notes the nu-
merous and often complex relationships that exist between
the multiple service, application, and technology providers
currently needed to deliver mobile computing to the user,
and how none of these players is wholly responsible for the
resulting user experience.
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Identification of the challenges associated with mobile
Internet usage is only part of the problem. After the issues
have been identified, developing solutions to deal with the
problems is the next step in the process. Many manufactur-
ers are presently making moves to deal with some of these
identified issues. One common move is to increase the screen
size of the mobile device. One example of this trend is the
Sony Ericsson P800 SmartPhone, which has increased the
size of its display area while attempting to maintain the
overall size of the device itself. Another more recent example
is the Sony Ericsson P910i, with its larger screen, miniature
QWERTY keyboard, and pen-based interface.

Another designapproach to deal with limited screen space
is to focus on the content rather than the size of the screen,
as is attempted with standards such as WAP, WML, HDML,
as well as services such as i-mode (Chen et al., 2005).

What is needed, though, is the development of Web con-
tent and mobile applications that can be viewed, navigated,
and controlled from small devices (Nayak, 2005), because,
at this time, consumers find the small screen display and
small buttons on these devices difficult to use. Chan and
Fang (2005) believe that these technologies need to mature,
and until that time, the mobile Internet will be geared toward
applications requiring limited bandwidth, short exchange
of data and text, and simple functionality. Therefore, using
smaller mobile devices to perform tasks similar to those
carried out on a traditional computing platform poses chal-
lenges for users and manufacturers alike.

FUTURE TRENDS

Interestingly, there are a number of new technologies
and trends that might suggest an evolution of the mobile
computing Web experience. This evolution comes from a
number of different places. In this section of the article, a
few specific trends are highlighted in order to demonstrate
this potential.

Web-Enabled Desktop Clients

Inrecent years, we are seeing more and more desktop clients
(or applications) reaching beyond the processes of the PC
and the content on the local drive to networked and Internet
resources and content. Apple’s iTunes media player was first
released as a desktop application for playing music files from
one’s hard drive. Since that first release, it has grown to not
only allow streaming of music libraries over networks, but
now has a built-in Web browser tied to one of the most suc-
cessful online music stores today.

There are additional examples of traditional desktop
clients that have added Web connectivity to their functional
specifications; these include desktop applications with built-
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in version checking; address book applications that commu-
nicate with LDAP servers; Google desktop™, providing the
ability to search and find information not only on your local
drives, but also on e-mail and Web servers; and cataloguing
programs that match your own library of CDs, books, or
DVDs with online databases such as Internet Movie Database
(imd.com) or Amazon.com. I suspect this trend is only just
beginning, and we will continue to see additional examples
as software companies add both Internet connectivity and
imbedded browsers into desktop applications in order to add
new and unique value for users.

Webtop Clients

At the same time, there are also some exciting examples of
Web applications (or services) that only require a standard
Web browser. Web services have been around since the be-
ginning of the Web, but what differentiates these newer Web
applications is their attention to usability and responsiveness,
resulting in a Webtop client that responds and behaves in
ways similar to a desktop client. For example, Flickr.com
allows individuals to upload photos from their cameras and
hard drives to the Flickr Web servers. Then, in desktop-cli-
ent fashion, they allow us to arrange the order with simple
drag-and-drop, or name, edit, and tag photo labels by directly
clicking on the titles within the Web browser.

Other examples include the Web services of Google,
MyYahoo, and MyMSN, as well as the excellent services
from 37signals.com (Basecamp, Backpack, Writeboard,
Ta-Da List, and the growing number of services built us-
ing the Ruby on Rails development environment). In all
these examples, the responsiveness of these Web clients is
quite impressive, mimicking the behavior of their desktop
counterparts.

The Changing Mental
Model of Web Access

These examples of desktop and Webtop clients demonstrate
a blurring of the lines between Web browsing or surfing and
running local applications. I believe this is a good thing,
since it suggests that Web connectivity is not limited to
what is accomplished and viewed through a browser. And
for mobile devices, this lack of distinction should also be a
good thing—allowing users to think about Internet content
separate from traditional browsers. This could also suggest
that users might adapt their user model of expecting Internet
content (especially on small devices) to be only through an
Internet browser.

Seeing the Internet on mobile devices as separate from
a browser is only one (significant) step in producing a bet-
ter user experience. It is also important to recognize the
other constraints that limit a quality Internet experience
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on these small devices: the constrained visual and physical
interface.

Reproducing Web sites onto small screens, at best, re-
quires the ability to visualize content beyond the screen, and,
at worst, produces a frustrating, unacceptable experience.

SOLVING THE VISUAL LIMITS
OF MOBILE DEVICES

Avariety oftechnologies (XML, ATOM, Javascript, WebKit)
have been used of late to create a number of useful Web
services. One of the most common is RSS feeds, where the
user can subscribe to the content found on a Web server.
The current implementation of RSS satisfies two user goals:
to filter Web content to only those topics of interest, and to
provide real-time notification of updates to the Web site.
Therefore, RSS provides atechnology to allow users to browse
the Web in a more focused manner, providing personalized
views of self-selected content.

Another example of viewing self-selected Web content
is found with Yahoo’s Konfabulator (also known as the Ya-
hoo! Widget Engine—see http://widgets.yahoo.com). This
desktop client is a real-time Javascript compiler that can
execute small Javascript files (called widgets) to accomplish
whatever task they have been programmed to accomplish.
The result is a small, windowless, (and in the case of scripts
that communicate with Web servers) browser-less view of
live Web content. Figure 1 shows an example using the
Weather widget, which displays live weather conditions
and the five-day forecast for a particular location configured
by the user. Additional Web information is available with
mouse-over or clicks on the widget.

The latest operating system from Apple (known as Tiger
or 10.4) has also added similar functionality for displaying

Figure 1. The Weather widget, using Yahoo s Widget Engine,
showing current and forecasted weather for Palo Alto,
California

self-selected Web content. More appropriately named, these
Dashboard™ widgets organize and/or present Web content
in a way that is easy to read. Presently, thousands of widgets
are available for download, whether from Yahoo’s Web site
or Apple.com (as of January 2006, there were more than
4,000 widgets available for download). What is interesting
about widgets is the fact that most are designed to present
their Web content in a fairly constrained visual space, sepa-
rate from large resource requirements or visual real estate
needs. In other words, these widgets provide what could be
a perfect example of self-selected, rich Internet content for
small screens.

Another interesting example comes from some software
developers in Japan. They have demonstrated the ability to
create a Dashboard™ widget of a full Web browser, only
miniaturized to dimensions that could easily work on a
standard PDA-size screen (see http://hmdt-web.net/shiira/
mini/en). Therefore, with a high-quality display such as
that found on today’s mobile devices and iPods, it is quite
easy to imagine using this miniaturized view of Web pages
to surf the Web, especially on Web sites where the format
and layout is familiar.

Now we turn to the problem of the physical (input and
control) interface on mobile devices. If you have this view
of a miniaturized Web page, how do you move around and
select the buttons and links on the page? Using a four-way
scroll key might work for the limited content in most Widgets,
but is a very poor substitute for a keyboard and mouse when
browsing a full (though miniaturized) Web page.

Solving the Physical
Interface of Mobile Devices

A keyboard and mouse is not just the standard input and
control device for Web surfing, but provides arich interaction
for control and text input. A telephone keypad and four-way
scroll key does not even come close to that user experience,
therefore making the Web experience on mobile devices
very constrained indeed.

Yet we have an excellent example of one specific mobile
devicethat has, over the past four years, shown that navigation
oflarge hierarchies of data can be very quickly accomplished
with only a finger or thumb. The iPod music player provides
both a simple and extremely intuitive interface for moving
through and selecting from vast playlists, photos, folders, and
files—usingthe scroll wheel or click wheel® design. The click
wheel interface is currently only available on Apple’s iPod
music and video players, but there has been much discus-
sion of the possibility of this interface being used on other
small devices, such as cell phones or PDAs (see Shortflip,
2006; Baig, 2005). After experiencing how easy it is to use
an iPod to navigate and select music, photos, or videos, it
is not difficult to imagine the same physical interface being
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used to select phone numbers from an address book, and
even select and navigate content on a Web page.

More recently, there has been discussion of some pat-
ents filed at the U.S. Patent Office site (see http://tinyurl.
com/8zxuv). The patent application document demonstrates
a device where the whole front is a display screen, and the
control interface comes from a touch-activated, touch-sen-
sitive click wheel that is available from the visual display
wherever the user touches the screen. Therefore, the com-
bination of a large screen, with a touch-activated telephone
keypad and/or click wheel, provides a compelling possibility
for a high-fidelity Web experience on a mobile device.

CONCLUSION

In this article, we have argued that today’s mobile devices
provide a poor user experience when presenting Internet
and Web content. These devices have two major physical
constraints: a visual display that is too small to present the
typical browser-based view of the Web, and a physical inter-
face (telephone keypad and four-way scroll key with center
select) that is not easily adapted to text entry or interface
control. Users, therefore, are unable to reproduce the familiar
encyclopedic browsing of Web content on these miniature
visual and physical interfaces.

At the same time, a number of new trends has been
highlighted, demonstrating the possibility of producing a
much stronger and more compelling user experience of the
Web on small mobile devices.
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KEY TERMS

Atom: One of a number of Web formats that supports
user subscription to online content.

Click Wheel: The physical interface on Apple’s iPod for
moving through the directories and selecting items.

HDML: Handheld Device Markup Language.

i-mode: A popular wireless Internet service initially
available only in Japan.

Javascript: Scripting programming language.
LDAP: Lightweight directory access protocol.

Podcast: The distribution of audio or video content over
the Web using Atom or RSS.

RSS: Rich site summary or really simple syndication.

Ruby on Rails: An new open-source Web application
framework.

WAP: Wireless application protocol.

WebKit: Application framework for Apple’s Safari
Web browser.

WML: Wireless Markup Language.
XML: eXtensible Markup Language.

ENDNOTES

! It is true that some PDAs and cell phones are using
miniature QWERTY keyboards for an input device,
though the tiny size is only marginally better than the
keypad.

2 The click wheel interface allows the user to navigate a
vertical array of items or folders by rotating the wheel
either clockwise or counterclockwise. Selecting anitem
in the list or moving deeper into the folder structures
can be accomplished with the center button or the four
buttons placed 90 degrees apart.
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INTRODUCTION

Nowadays peer-to-peer (P2P) and Web services are two of the
hottestresearch topics in computing. Roughly, they appear as
two extremes of distributed computing paradigm. Conceptu-
ally, P2P refers to a class of systems and applications that
employ distributed resources to perform a critical function
in a decentralized way. A P2P distributed system typically
consists of a large number of nodes (e.g., PCs connected to
the Internet) that can potentially be pooled together to share
their resources, information, and services. These nodes, tak-
ing the roles of both consumer and provider of data and/or
services, may join and depart the P2P network at any time,
resulting in a truly dynamic and ad-hoc environment. Apart
from improving scalability by avoiding dependency on
centralized servers, the distributed nature of such a design
can eliminate the need for costly infrastructure by enabling
direct communication among clients, along with enabling
resource aggregation, thus providing promising opportuni-
ties for novel applications to be developed (Ooi, Tan, Lu,
& Zhou, 2002).

On the other hand, Web services technologies provide a
language-neutral and platform-independent programming
model that can accelerate application integration inside
and outside the enterprise (Gottschalk, Graham, Kreger,
& Snell, 2002). It is convenient to construct flexible and
loosely coupled business systems by application integration
under a Web services framework. Considering Web services
are easily applied as wrapping technology around existing
applications and information technology assets, new solu-
tions can be deployed quickly and recomposed to address
new opportunities. With the acceleration of Web services
adoption, the pool of services will grow, fostering develop-
ment of more dynamic models of just-in-time application
and business integration over the Internet.

However, current proposals for Web services infrastruc-
tures are mainly based on centralized approaches such as
UDDI: a central repository is used to store services descrip-
tions, which will be queried to discover or, in a later stage,
compose services. Such centralized architecture is prone

to introducing single points of failure and hotspots in the
network, and exposing vulnerability to malicious attacks.
Furthermore, making full use of Web services capabilities
using a centralized system does not scale gracefully to a large
number of services and users. This difficulty is severe by
the evolving trend to ubiquitous computing in which more
and more devices and entities become services, and service
networks become extremely dynamic due to constantly ar-
riving and leaving service providers.

We explore the techniques of building Web services sys-
tems ina P2P environment. By fitting Web services into a P2P
environment, we aim to add more flexibility and autonomy
to Web services systems, and alleviate to some degree the
inherent limitations of these centralized systems. As a case
study, we present our project BP-Services. BP-Services is
an experimental Web services platform built on BestPeer
(http://xenal.ddns.comp.nus.edu.sg/p2p/—a generic P2P
infrastructure designed and implemented collaboratively by
the National University of Singapore and Fudan University
of China (Ng, Ooi, & Tan, 2002).

FITTING WEB SERVICES INTO
A P2P FRAMEWORK

A Web service can be seen as an interface that describes a
collection of operations that are network accessible through
standardized XML messaging (Gottschalk etal.,2002). Web
services consist of three roles and three operations: the roles
are providers, requesters, and registrars of services, and the
operations are publish, find, and bind. The service providers
are responsible for creating Web services and corresponding
service definitions, and then publishing the services with a
service registry based on UDDI specification. The service
requesters first find the services requested via the UDDI
interface, and the UDDI registry provides the requesters
with WSDL service descriptions and URLs pointing to
these services themselves. With the information obtained,
the requesters can then bind directly with the services and
invoke them.

Copyright © 2007, Idea Group Inc., distributing in print or electronic forms without written permission of IGI is prohibited.
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Figure 1. Network topology of BestPeer

LIGLO
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Over the last few years, many P2P systems have been
developed and deployed for different purposes and with
different technologies, such as Napster (http://www.
napster.com/), Gnutella (http://gnutella.wego.com/), and
Freenet (http:/freenet.sourceforge.com/), to name a few.
The architecture of these systems can be categorized into
three groups mainly based on their network topologies:
centralized P2P, pure P2P, and hybrid P2P systems (Yang &
Garcia-Molina, 2001). In a centralized P2P network, there
is a central server responsible for maintaining indexes on
the metadata for all the peers in the network. Pure P2P is
simply P2P systems with fully autonomous peers—that is,
all nodes are equal, no functionality is centralized, and the
communication between peers is also symmetric. Hybrid
P2P is a kind of tradeoff between centralized P2P and pure
P2P, which is structured hierarchically with a supernode
layer and a normal peers layer.

Fitting Web services into P2P framework is to adapt
Web services to P2P environment, which results in the so-
called P2P Web services, or simply P2P services. Here P2P
service is different from the ordinary Web services at least
in three aspects. First, typically a peer in P2P services takes
all three roles of services provider, consumer, and registrar,
whereas in ordinary Web services, a node can typically
be a producer and/or a consumer, but not a registrar at the
same time. Second, generally speaking, servers in ordinary
Web services systems are well-known hosts, with static IP
addresses and on the outside of a firewall. However, this is
not usually the case in the P2P world. A services node may
join or depart the P2P services network at any time. Third,
the preferred method of finding Web services in the ordinary
architecture is currently through a central repository known
as a UDDI operator. Nevertheless, P2P services systems
have no central server to hold UDDI registry; each peer
node manages its own UDDI registry locally. So, new and
efficient mechanisms for services discovery in P2P services
environment are required.

Corresponding to the architecture of P2P systems, there
may also be three schemes for building P2P services applica-
tions: centralized P2P services, pure P2P services, and hybrid
P2P services. For centralized P2P services, there is a central
server in P2P services systems. However, the central server
is not used as a central UDDI registry server; instead it is
used for storing metadata of services to facilitate services
discovery, which includes business names, services types,
URLs, and so forth. In pure P2P services systems, services
UDDI registry is distributed on every services node, so there
is no need for services publication of the ordinary sense, and
UDDI registry maintenance is also simplified because all
services information is published and maintained locally.
And in hybrid P2P services systems, the supernodes will be
used for storing services metadata. It is useful for services
discovery to cluster services nodes based on metadata, and
then register the nodes in the same cluster under the same
supernode.

BP-SERVICES: BESTPEER-BASED
WEB SERVICES

As mentioned, the BP-Services project aims to develop an
experimental P2P-based Web services platform as a test-bed
for further P2P and Web services research.

BestPeer (Ng et al., 2002) is a generic P2P system with
anarchitecture more pure P2P than hybrid P2P. The BestPeer
system consists of two types of nodes: a large number of
normal computers (i.e., peers), and arelatively fewer number
of Location-Independent Global names Lookup (LIGLO)
servers. Every peer in the system runs the BestPeer software,
and will be able to communicate and share resources with
any other peers. There are two types of data in each peer:
private data and public (or sharable) data. For a certain peer,
only its public data can be accessed by and shared with other
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Figure 2. The internals of a BP-Services peer node
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peers. Figure 1 shows the network topology of BestPeer. In
the top layer are LIGLO servers, and in the bottom layer
are normal peers.

The Architecture of BP-Services

In BP-Services, except for the LIGLO servers adhering to
BestPeer, each peer node takes both the roles of a services
provider and a services consumer, as well as a services
registrar. That is to say, there is no central UDDI registry in
BP-Services; all services and their definitions are distributed
over the peer nodes. Figure 2 illustrates the internals of a BP-
Services peer node. There are essentially seven components
that are loosely integrated.

The first component, also the most important component,
is the Services Manager that facilitates services discovery,
services composition, and services deploying. Correspond-
ing to its functionalities, the services manager consists of
three sub-components: the services discovery engine, the
services composer, and the services deployer. The services
discovery engine is responsible for the publication and loca-
tion of services. The services composer provides facilities
for defining new composite services from existing services,
and editing existing services (local). The services deployer
facilitates the binding and invocation of requested services,
as well as coordination of composite services.
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The second componentis the Web Services Agent System,
or simply WSAgent. The WSAgent provides the environ-
ment for mobile agents to operate on. Each BP-Services
node has a master agent that manages the services discovery
and services description retrieval. In particular, it will clone
and dispatch worker agents to neighboring nodes, receive
results, and present to the user. It also monitors the statistics
and manages the network reconfiguration policies.

The third component is a Cache Manager, which is used
for caching the results of services discovery and retrieval.
Furthermore, by collaboration among the cache managers, a
P2P cache subsystem can be formed under the BP-Services
framework so that all peers can share the caching results
among themselves.

The fourth component is the User Interface, which consists
of several interface modules, corresponding to services dis-
covery and retrieval, services composition, and deploying.

The other three components are Services Indexes, Local
UDDI Registry, and Local Services Repository respectively.
The services repository keeps the services provided locally.
Local UDDI registry holds the description (or publication)
information of local services. And services indexes are sim-
ply inverted lists of services keywords extracted from the
description information of local services, mainly business
names and service types. Extracting and keeping services
keywords speeds up services discovery.
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Neighbor Nodes Finding in BP-Services

In BP-Services, given a participant node, its neighbor nodes
are defined as those nodes that can provide as many services
as possible similar to that in the given node. Here we use the
information retrieval method to find neighbor nodes.

We can treat each node in BP-Services as a document,
whose content is the services description information (UDDI
registry) contained in that node. Thus we can cluster the
nodes in BP-Services by using documents clustering methods
(Baesa-Yates & Ribeiro-Neto, 1999). Roughly speaking,
nodes in the same cluster may provide more similar services
than those from different clusters. However, traditional docu-
ments clustering methods are based on a global data view,
which is not realistic because it is not easy, if not impossible,
to gather data of all nodes in a dynamic P2P network. In
BP-Services, we adopt a simple local clustering strategy.
We use a Boolean model to represent a peer services node,
for the Boolean model is easier to evaluate than the vector
space model (VSM), and it is difficult to set the document
vector space without deterministic global data view in a
P2P environment.

Given a peer services node p, there exists a set of key-
words extracted from the services description document of
p- We denote the set of keywords K, and treat it equal to
the node p itself. For two services nodes p and ¢, suppose
their keyword sets are K and K the similarity of the two
nodes are defined as follows. Here, || indicates the cardi-
nality of a set.

|K,"K, |

sim(K ,,K ) = .
T K, VUK, (1

As in BestPeer, when a services node would like to be-
come a participant of BP-Services, then it first registers with
a LIGLO server, and the LIGLO server will issue the node
with a global and unique identifier (i.e., BPID, BestPeerID),
and meanwhile the LIGLO server will also send the node a
list of peer nodes that have already registered in the network
(i.e., the initial direct peers of the node). We term the links
between these initial direct peers and the new participant
node the initial links of the node.

After joining the network, the node (say p) can begin to
find its neighbors by the following steps: (1) Through the
ping-pong messages, it contacts the set of peers within a
certain number (say k) of hops away from it. Let denote the
set of peers as Peer(p, k)={q,.,q,,...q,}, and get these peers’
keywords sets {K [i=1~n}. (2) Calculate the similarity of p
and each peer in Peer(p, ky—thatis, {sim(p, q,)| i=1~n}. (3)
Suppose q is the peer in Peer(p, k) that has largest similarity
with p, then take ¢ as p’s neighbor node, and connect p and g
by a direct link, which is termed neighbor link of p and q.

Through the process of neighbor finding, the peers that
share services tend to be connected together by neighbor
links, and consequently form clusters of services peers.
Considering the dynamism of the P2P system, the peers
should update their neighbors regularly.

Services Discovery in BP-Services

Services discovery is the key process of P2P services. Be-
cause P2P services” UDDI registries are distributed on the
peer nodes, it is inefficient to search the targeted services by
traversing all peers one by one. Note that service discovery
in P2P is different from P2P information retrieval. In service
discovery, once aservice that satisfies the requester’s require-
ments is found, the discovery process can be stopped. It is
not necessary to find a lot of similar services for a certain
requester’s specific service requirements.

In BP-Services, once a requester submits his or her
service requirement, say a service query Q, the following
process will be launched:

1. Extracting keywords from Q, the service search pro-
cess is equal to carrying out keywords matching in
information retrieval.

2. First, search at the local peer. The searching task is
doneby using the local services indexes as in traditional
IR. If there are services matching the query, then go
to (3); otherwise, go to (4).

3. Return the matched services’ descriptions to the user,
and the user browses the services descriptions to see
whether there are services (s)he wants. If there is at
least one service (s)he wants, then the process of service
discovery is over; otherwise, go to (5).

4.  Select randomly an initial link of the local peer, then
clone a working agent and dispatch it with the service
query to the peer at the other end of the selected initial
link. At that remote peer, do the searching as at the
local peer.

5. Clone a working agent and dispatch it with the service
query to the local peer’s neighbor. At the neighbor
peer, do the searching as at the local peer.

6. At the remote peer, once there are services matching
the query, then return the matching services’ descrip-
tions to the user, who decides whether the returned
results contain the target service. If the target service
is found, then the search task is over and the working
agent would return the source peer or be destroyed atthe
remote peer. If no target service is found, the working
agent has to continue the search target until the target
service is found or the working agent’s TTL is 0.

Note in the above process, when the working agent gets

to a peer along a neighbor link, its TTL will not decrease;
only walking along initial link, its TTL will decrease.
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RELATED WORK

Recently, combining P2P and Web services is gaining im-
portance both in industry and academia. From the industry,
two ambitious projects were launched, Sun Microsystems’
JXTA (Li, 2001) and Microsoft’s .net, more recently Hail-
storm. Both JXTA and Hailstorm are trying to provide a
general, language/environment-independent P2P services
environment by putting forward a set of protocols for com-
munication among peers.

From research institutions, Hoschek (2002) proposed a
unified peer-to-peer database framework for scalable service
discovery; Schlosser Sinteck, Decker, and Nejdl (2002)
put forward a scalable and ontology-based infrastructure
for semantic Web services; Sheng, Benatallah, Dumas, and
Mak (2002) developed a platform for rapid composition of
Web services in peer-to-peer environment; and Abiteboul,
Benjelloun, Manolescu, Milo, and Weber (2002) designed
a kind of active XML document to integrate peer-to-peer
data and Web services.

Unlike the projects above, BP-Services is based on the
BestPeer platform. We use an information retrieval method
for services discovery, which is quite different from other
P2P services projects. BP-Services is easy to implement
because, except for the ordinary Web services protocols, it
does not need any additional and complex protocols.

CONCLUSION

To overcome the limitations of Web services systems caused
by their centralized architecture, we explore the techniques
of building Web services applications under a P2P environ-
ment. The ongoing project, BP-Services, is presented as
a case study to demonstrate our approach. BP-Services is
an experimental Web services platform developed on the
propriety BestPeer infrastructure. Future work will focus
on developing some concrete applications on BP-Services
put on a campus network as a test-bed for future research
on P2P and Web services. And semantic Web service will
also be considered in BP-Services in the future.
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KEY TERMS

Centralized P2P: In a centralized P2P network, there is
a central server responsible for maintaining indexes on the
metadata for all the peers in the network.

Hybrid P2P: A kind of tradeoff between centralized
P2P and pure P2P, which is structured hierarchically with a
supernode layer and a normal peers layer.

Peer-to-Peer (P2P): A class of systems and applications
thatemploy distributed resources to perform a critical function
in a decentralized way. A P2P distributed system typically
consists of a large number of nodes that can share resources,
information, and services, taking the roles of both consumer
and provider, and may join or depart the network at any time,
resulting in a truly dynamic and ad-hoc environment.

Pure P2P: A P2P system with fully autonomous
peers—that is, all nodes are equal, no functionality is
centralized, and the communication between peers is also
symmetric.

Service Discovery: Anoperation of finding Web services.
After Web services are created and published in Web services
registries such as UDDI, the service users or consumers need
to search Web services manually or automatically. The imple-
mentation of UDDI servers should provide simple search
APIs or Web-based GUI to help find Web services.

Universal Description, Discovery and Integration
(UDDI): The protocol for Web service publishing. It should
enable applications to look up Web services information in
order to determine whether to use them.

Web Service: Can be seen as an interface that describes
acollection of operations that are network accessible through
standardized XML messaging. Software applications writ-
ten in various programming languages and running on
various platforms can use Web services to exchange data
over computer networks due to the interoperability of using
open standards.

Web Services Description Language (WSDL): An
XML language for describing Web services.

eXtensible Markup Language (XML): A meta-lan-
guage written in SGML that allows one to design a markup
language, used to allow for the easy interchange of docu-
ments on | is misd Wide Web.
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INTRODUCTION

A major development in the enabling technologies for mo-
bile computing and commerce is the evolution of wireless
communications standards from the IEEE 802 series on local
and metropolitan area networks. The rapid market growth
and successful applications of 802.11, WiFi, is likely to be
followed by similar commercial profitability of the emerging
standards, 802.16e, WIMAX, and 802.20, WiMobile, both
for network operators and users. This article describes the
capabilities of these three standards and provides a compara-
tive evaluation of features that impact their applicability to
mobile computing and commerce. In particular, comparisons
include the range, data rate in Mbps and ground speed in
Km/h plus the availability of quality of service for voice and
multimedia applications.

802.11 WiFi

WiFi (IEEE, 1999a, 1999b, 1999¢c, 2003) was originally
designed as a wireless equivalent of the wired local area
network standard IEEE802.3, Ethernet. In fact there are
many differences between the two technologies, but the
packet formats are sufficiently similar that WiFi packets can
easily be converted to and from Ethernet packets. Access
points can therefore be connected using Ethernet and can
communicate with end stations using WiFi.

WiFi can transport both real-time communications such
as voice and video plus non-real time communications such
as Web browsing, by providing quality of service, QoS, using
802.11e (IEEE, 2005). There are 2 QoS options. One provides
four priority levels allowing real-time traffic to be transmit-
ted ahead of non-real-time traffic, but with no guarantee as
to the exact delay experienced by the real-time traffic. The
other allows the user to request a specific amount of delay,
for example, 10 msecs., which may then be guaranteed by
the access point. This is suited to delay sensitive applications
such as telephony and audio/video streaming.

WiFi has a limited range of up to 100 metres, depend-
ing on the number of walls and other obstacles that could
absorb or reflect the signal. It therefore requires only low
powered transmitters, and hence meets the requirements of
operating in unlicensed radio spectrum at 2.4 and 5 GHz in

North America and other unlicensed bands as available in
other countries.

WiFi is deployed in residences, enterprises and public
areas such as airports and restaurants, which contain many
obstacles such as furniture and walls, so that a direct line of
sight between end-station and access point is notalways pos-
sible, and certainly cannot be guaranteed when end stations
are mobile. For this reason the technology is designed so
that the receiver can accept multipath signals that have been
reflected and/or diffracted between transmitter and receiver
as shown in Figure 1(a). WiFi uses two technologies that
operate well in this multipath environment: DSSS, Direct
Sequence Spread Spectrum, which is used in 802.11b, and
OFDM, Orthogonal Frequency Division Multiplexing, which
is used in 802.11a and g (Gast, 2002). A key distinguishing
factor between these alternatives, which is important to
users, is spectral efficiency, that is, the data rate that can
be achieved given the limited amount of wireless spectrum
available in the unlicensed bands. DSSS as implemented in
802.11b uses 22 MHz wireless channels and achieves 11
Mbps, that is, a spectral efficiency of 11/22 = 0.5. OFDM
achieves a higher spectral efficiency and is therefore making
moreeffective use of the available wireless spectrum. 802.11g
has 22 MHz channels and delivers 54 Mbps, for a spectral
efficiency 0f 54/22=2.5 and 802.11a delivers 54 Mbps in 20
MHz channels, with a spectral efficiency of 54/20 =2.7. A
recentdevelopmentin WiFiis 802.11n (IEEE, 2006a), which
uses OFDM in combination with Multilnput, MultiOutput,
MIMO, antennas as shown in Figure 1(b). MIMO allows
the spectral efficiency to be increased further by exploiting
the multipath environment to send several streams of data
between the multiple antennas at the transmitter and receiver.
At the time of writing the details of 802.11n are not final-
ized, but a 4x4 MIMO system (with 4 transmit and 4 receive
antennas) will probably generate about 500 Mbps in a 40
MHz channel, that is, a spectral efficiency of 500/40 =12.5.
802.11n is suited to streaming high definition video and can
also support a large number of users per access point.

The data rates in WiFi are shared among all users of a
channel, however some users can obtain higher data rates than
others. Network operators may choose to police the data rate
ofindividual users and possibly charge more for higher rates,
or they may let users compete so that their data rates vary
dynamically according to their needs and the priority levels

Copyright © 2007, Idea Group Inc., distributing in print or electronic forms without written permission of IGI is prohibited.
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Figure 1. (a) Receiver recovers a single signal from multiple incoming signals; (b) MIMO receiver recovers multiple signals

using multiple antennas
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oftheirtraffic. This provides considerable flexibility allowing
many users to spend much of their time with low data rate
applications such as VoIP, e-mail and Web browsing, with
occasional high data rate bursts for audio/video downloads
and data-intensive mesh computing applications.

Many deployments of WiFi use multiple access points
to achieve greater coverage than the range of a single access
point. When the coverage of multiple access points overlaps
they should use different radio channels so as not to interfere
with each other, as shown in Figure 2. For instance, in the
North American 2.4 GHz band there is 79 MHz of spectrum
available and the channels 0f802.11band gare 22 MHz wide.
It is therefore possible to fit 3 non-overlapping channels into
the available 79 MHz, which are known as channels 1, 6 and
11. Other intermediate channels are possible, but overlap
with channels 1, 6 and 11. In Figure 2, the top three access
points are shown connected by Ethernet implying that they
are under the control of a single network operator, such as an
airport. As an end-station moves among these access points
the connection is handed off from one access point to another
using 802.11r (IEEE, 2006b), while maintaining an existing
TCP/IP session. Movement can be up to automobile speeds
using 802.11p (IEEE, 2006¢). Standard technology, 802.21
(IEEE, 20064d), is also available to handoff a TCP/IP session
when a mobile end-station moves from an access point of
one network operator to that of another, and this requires a
business agreement between the two operators.

802.11 networks can therefore span extensive areas
by interconnecting multiple access points, and city-wide
WiFi networks are available in, for example, Philadelphia
in the U.S., Adelaide in Australia, Fredericton in Canada

()

and Pune in India. The broad coverage possible in this way
greatly expands the usefulness of WiFi for mobile comput-
ing and electronic commerce. Enterprise users can set up
secure virtual private networks from laptops to databases
and maintain those connections while moving from desk to
conference room to taxi to airport. A VoIP call over WiFi
can start in a restaurant, continue in a taxi and after arriving
at a residence.

The features of WiFi, IEEE 802.11, that are of particular
importance for mobile computing and commerce are:

. Broad coverage achieved by handing off calls between
access points, using 802.11rand 802.21, in cities where
there are sufficient access points.

. Multimedia capability achieved by QoS, 802.11e.

. Flexibility in data rates achieved by allowing the total
datarate of an access point to be shared in dynamically
changing proportions among all users.

. Low cost achieved by using unlicensed spectrum, low
power transmitters and mass produced equipment.

The downside to WiFi, IEEE 802.11, is limited coverage in
cities that do not have extensive access point deployment.

802.16E WIMAX

802.16E (IEEE, 2006¢) has a greater range than 802.11,
typically 2-4 km and operates between base stations and
subscriber stations. The initial IEEE standard 802.16 is
for fixed applications, which compete with DSL and cable
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modems. Mobile applications including handoff capability
among base stations, which we deal with here, are provided
by 802.16E, and are based on similar but incompatible
technology.

In 802.16E, WiMAX, mobility is limited to automobile
speeds, up to about 100 Km/h so that it has limited use in
high speed trains and aircraft. WiMAX uses the terminology
“subscriber” stations, implying that customers are paying for
a public service. Since the geographic range extends well
into public areas, this is certainly one application. Another
mobile application is a private campus network in which a
central base station serves a business park or university cam-
pus. Initial deployment of WiMAX uses licensed spectrum,
although low power applications in unlicensed spectrum are
also specified in the standard.

WiMAX has sophisticated QoS capabilities, which allow
customers to reserve capacity on the network including a
reserved data rate plus quality of service. The data rate is
specified by aminimum reserved traffic rate, MRTR, on which
quality of service is guaranteed (Figure 3). The customer is
allowed to send at a higher rate, up to a maximum sustain-
able traffic rate, MSTR, without necessarily receiving QoS,
and above that rate, traffic will be policed by the network
operator, that is, it may be discarded. The QoS parameters
that can be specified by the customer are latency and jitter,
plus a priority level, which is used by the base station to
distinguish among service flows that have the same latency
and jitter requirements. The combination of latency and
jitter can be used to distinguish among service flows, and
further detail on the performance of WiMAX is given by
Ghosh et al. (2005).
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Combinations of QoS parameters and data rates make
WiMAX highly suited to mobile computing and commerce.
Each subscriber can set up multiple service flows, for ex-
ample, for Web browsing during a multimedia conference,
and use data rates that are quite different from those of
other customers. The service provider can charge based on
a combination of data rate and QoS.

WiMAX isbased on OFDM, thus achieving a high spectral
efficiency. There are a number of options within 802.16E
for the channel widths and modulation techniques, resulting
in a corresponding range of data rates and spectral efficien-
cies. It is important to recognize that the spectral efficiency
depends on the distance between the base station and the
subscriber station (Figure 4). As the signal degrades with
distance it is not possible to encode so many bps within each
Hzand 802.16E assigns encodings that take this into account.
Closer to the base station the data rate is therefore higher.
The exact distance depends on the operating environment

Figure 3. WiMAX traffic rate guarantees
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Figure 4. Spectral efficiency and maximum data rates for
WiMAX
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Spectral Efficiency = 1.5
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since 802.16E uses multipath signals involving reflections
and diffractions. The data rates shown in Figure 4 are the
maximum achievable with the highest channel bandwidth
allowed according to the standard—20 MHz—and can vary
not only with distance but also according to how much
forward error correction is used.

The features of 802.16E that are of particular importance
for mobile computing and commerce are:

. Good range, enabling city-wide coverage with a rea-
sonable number of base stations.

. Multimedia capability achieved by QoS, and guaran-
teed data rates.

. Flexibility in data rates achieved by allowing the total
data rate of a base station to be shared in dynamically
changing proportions among all users.

The downside to 802.16E is the cost of licensed spec-
trum.

802.20 WIMOBILE

At the time of writing, (1Q06), the specification of 802.20,
(IEEE, 2006, 1), is under development, so that less detail is
available than for 802.11 and 802.16¢. The key features of
802.20 are:

. It operates in licensed spectrum below 3.5 GHz.

. It is designed from the start for an all-IP environment
and interfaces to IP DiffServ QoS service classes,
(Grossman, 2002) which provide for prioritization of
users’ traffic.

. It interfaces to “Mobile IP” (Montenegro, 2001) as
part of its mobility capability. Mobility includes not
just automobile speed, but also high speed trains at up
to 250 Km/h.

. It uses OFDM with MIMO antennas to achieve a very
high spectral efficiency, so that large numbers of users
can share access to a single base station.

COMPARATIVE EVALUATION

Mobile computing and commerce involves communicating
from mobile devices for a variety of purposes including: data
transfer for processing intensive applications and for Web
browsing; voice and multimedia calls between human users;

Table 1. Comparative evaluation of technologies for mobile computing and commerce

802.11, WiFi

802.16e, WIMAX

802.20, WiMobile

Range 100 metres

2-4 Km

2-4 Km

Hot spots. Some city-wide de-

Designed for city-wide deploy-

Designed for national deploy-

data rate and QoS guarantees

Coverage ployments. ment ment
Data Rate 11, 54, 500 Mbps flexibly shared Up to 90 Mbps flexibly shared > 1 Mbps per user
among all users among all users
QoS (a) Prioritization mechanism (b) Data rate and QoS guarantees Data rate guarantees and QoS

prioritization

Mobility Speed | 100 Km/h

100 Km/h

250 Km/h

Very low unit cost access points.
End-station interfaces built into
Cost phones, laptops, PDAs. Large

Unlicensed spectrum.

number of access points required.

Medium unit cost access points.
End-station interfaces built into
phones, laptops, PDAs.

Licensed or unlicensed spectrum.

Medium unit cost access
points. End-station interfaces
built into phones, laptops,
PDAs.

Licensed spectrum.
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downloading audio, video and multimedia from a server, (a)
streaming for real-time playout to human users and (b) file
transfer for subsequent access on the mobile device. Each
ofthese requires appropriate data rate and quality of service.
Cost is also an important factor, since subscription may be
required to a public network operator or an enterprise may
need to build its own wireless network. Employees using
mobile computing devices within a building require mobil-
ity only at pedestrian speeds. In public areas such as city
streets, automobile speeds are required and between cities
high speed trains may be used. The type of mobile com-
puting application determines which speed is appropriate.
Table 1 provides a comparison among the three technologies
described in this paper.

CONCLUSION

Mobile computing and commerce users have a wide range
of emerging wireless communication technologies avail-
able: WiFi, WIMAX and WiMobile. Each of them offers
high data rates and spectral efficiencies, and will therefore
likely be available at low cost. They are the major enabling
telecommunication technologies for mobile computing and
are likely to be deployed in public areas and private campuses
for in-building and outdoor use. WiFi is already extensively
deployed and WiMAX is being deployed in Korea in 2006
and can be expected in many other countries in 2007. The
WiMobile standard has not yet been specified (as of the
time of writing 1Q06) and commercial equipment can be
expected after WIMAX.
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KEY TERMS

Direct Sequence Spread Spectrum (DSS): A transmis-
sion technique in which data bits are multiplied by a higher
frequency code sequence, so that the data are spread over
a wide range of frequencies. If some of these frequencies
fade, the data can be recovered from the data on the other
frequencies together with a forward error correction code.

Mobile IP: An Internet standard that allows a mobile
user to move from one point of attachment to the network
to another while maintaining an existing TCP/IP session.
Incoming packet to the user are forwarded to the new point
of attachment.

Multipath: Aradio environment in which signals between
transmitter and receiver take several different spatial paths
due to reflections and diffractions.

Orthogonal Frequency Division Multiplexing
(OFDM): A transmission technique in which data bits are
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transmitted on different frequencies. The data transmitted on
one frequency can be distinguished from those on other fre-
quencies since each frequency is orthogonal to the others.

Quality of Service (QoS): Features related to a com-
munication, such as delay, variability of delay, bit error
rate and packet loss rate. Additional parameters may also
be included, for example, peak data rate, average data rate,
percentage of time that the service is available, mean time
to repair faults and how the customer is compensated if QoS
guarantees are not met by a service provider.

WiFi: Acommercial implementation ofthe IEEE 802.11
standard in which the equipment has been certified by the
WiFi Alliance, an industry consortium.

WIiMAX: A commercial implementation of the IEEE
802.16 standard in which the equipment has been certified
by the WIMAX Forum, an industry consortium.

WiMobile: Another name for the IEEE 802.20 standard
which is in course of development at the time of writing

(1Q06).
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INTRODUCTION

With the appearance of advanced and mature wireless and
mobile technologies, more and more people are embracing
mobile “things” as part of their everyday lives. New busi-
ness opportunities are emerging with the birth of a new type
of commerce known as mobile commerce or m-commerce.
M-commerce is an extension to electronic commerce (e-
commerce) with new capabilities. As a result, marketing
activities in m-commerce are different from traditional
commerce and e-commerce. This chapter will discuss mar-
keting strategies for m-commerce. First we will give some
background knowledge about m-commerce. Then we will
discuss the pull, push, and viral models in m-marketing.
The third part will be the discussion about the future devel-
opments in mobile marketing. The last part will provide a
summary of this article.

BACKGROUND

Popularity of Mobile Services

Fromtheresearch done by Gartner Dataquest (Business Week,
2005), there will be more than 1.4 billion mobile service
subscribers in the Asia-Pacific region by 2009. Research
analysts of Gartner Dataquest also estimated that China
will have over 500,000 subscribers, and more than 39% of
the people will use mobile phones at that time. In India, the
penetration rate of mobile phones is expected to increase
from 7% in 2005 to 28% in 2008. The Yankee Group has
also reported a growing trend of mobile service revenues
from 2003 to 2009. Although the revenue generated by tra-
ditional text-based messaging service will not change much,
revenue from multimedia messaging services will rise to a
great extent. Other applications of mobile services, such as
m-commerce-based services and mobile enterprise services,
will continue to flourish. One thing that is very important
in driving Asia-Pacific mobile service revenue is mobile
entertainment services. Revenue from mobile entertainment
services will make up almost half of the total revenues from
all kinds of mobile data services from now on. Not only in
the region of Asia-Pacific, but mobile services will increase

in popularity in other parts of the world as well. In the United
States, it is expected that the market for m-commerce will
reach US$25 billion in 2006.

The Development of
Mobile Technologies

Two terms are frequently used when people talk about mobile
information transmission techniques: the second-generation
(2G) and the third-generation (3G) wireless systems. These
two terms actually refer to two generations of mobile telecom-
munication systems. Three basic 2G technologies are time
division multiple access (TDMA), global system for mobile
(GSM), and code division multiple access (CDMA). Among
these three, GSM is the most widely accepted technology.
There is also the two-and-a-half generation (2.5G) technol-
ogy of mobile telecommunication, such as general packet
radio service (GPRS). 2.5G is considered to be a transitional
generation of technology between 2G and 3G. They have
not replaced 2G systems. They are mostly used to provide
additional value-added services to 2G systems. The future
of mobile telecommunication network is believed to be 3G.
Some standards in 3G include W-CDMA, TD-SCDMA,
CDMA 2000 EV-DO, and CDMA EV-DV. The advance-
ment in mobile telecommunication technology will bring
in higher speed of data transmission.. The speed of GSM
was only 9.6 kilobits per second (kbps), while the speed of
GPRS can reach from 56 to114 kbps. It is believed that the
speed of 3G will be as fast as 2 Megabits per second (mbps).
The acceptance of 3G in this world began in Japan. NTT
DoCoMo introduced its 3G services in 2001. Korea soon
followed the example of Japan. In 2003, the Hutchison Group
launched 3G commercially in Italy and the UK, and branded
its services as ‘3’. ‘3’ was later introduced in Hong Kong,
China in 2004. Mainland China is also planning to imple-
ment 3G systems. Some prototypes or experimental networks
have been set up in the Guangdong province. It is expected
that 3G networks will be put into commercial use in 2007
using the TD-SCDMA standard that has been indigenously
developed in China. Mobile information transmission can
also be done using other technical solutions such as wireless
local area network (WLAN) and Bluetooth. The interested
reader may refer to Holma and Toskala (2002) for a fuller
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description of 3G systems, and to Halonen, Romero, and
Melero (2003) for details of 2G and 2.5G systems.

The most popular mobile devices currently in use include
mobile phones, wireless-enabled personal digital assistants
(PDAs), and wireless-enabled laptops (Tarasewich, Nick-
erson, & Warkentin, 2002). Smartphones are also gaining
favor from customers. Mobile phones are the most pervasive
mobile devices. Basically, mobile phones can make phone
calls, and can send and receive short text messages. More
advanced mobile phones have color screens so that they can
send or receive multimedia messages, or have integrated
GPRS modules so that they can connect to the Internet for
datatransmission. PDAs are pocket-size or palm-size devices
which do limited personal data processing such as recording
of telephone numbers, appointments, and notes on the go.
Wireless-enabled PDAs have integrated Wi-Fi (wireless
fidelity)—which is the connection standard for W-LAN or
Bluetooth—which helps them access the Internet. Some
PDAs can be extended with GPRS or GSM modules so that
they can work as a mobile phone. PDAs nowadays usually
have larger screens than that of mobile phones and with
higher resolution. They are often equipped with powerful
CPUs and large storage components so that they can handle
multimedia tasks easily. Smartphones are the combination
of mobile phones and PDAs. Smartphones have more com-
plete phoning function than PDAs, while PDAs have more
powerful data processing abilities. However, the boundary
between smartphones and PDAs are actually becoming more
and more fuzzy.

The Need for Mobile Marketing

The rapid penetration rate of mobile devices, the huge
amounts of investment from industries, and the advancement
of mobile technologies, all make it feasible to do marketing
via mobile devices. Mobile commerce refers to a category
of business applications that derive their profit from busi-
ness opportunities created by mobile technologies. Mobile
marketing, as a branch of m-commerce (Choon, Hyung, &
Kim, 2004; Varshney & Vetter, 2002), refers to any marketing
activities conducted via mobile technologies. Usually m-
commerce is regarded as a subset of e-commerce (Coursaris
& Hassanein, 2002; Kwon & Sadeh, 2004). That is true, but
due to the characteristics of mobile technologies, mobile
marketing is different from other e-commerce activities.
The first difference is caused by mobile technologies’ abil-
ity to reach people anywhere and anytime; therefore mobile
marketing can take the advantage of contextual information
(Zhang, 2003). Dey and Abowd (2001) defined context as
“any information that characterizes a situation related to the
interaction between users, applications, and the surrounding
environment.” Time, location, and network conditions are
three of the key elements of context. The second difference
is caused by the characteristics of mobile devices. Mobile

devices have limited display abilities. The screens are usu-
ally small, and some of the devices cannot display color
pictures or animations. On the other hand, mobile devices
have various kinds of screen shapes, sizes, and resolutions.
Thus, delivering appropriate content to specific devices is very
important. Mobile devices also have limited input abilities,
and this makes it difficult for customers to respond. Mobile
marketing shares something in common with e-commerce
activities. An important aspect of e-commerce is to deliver
personalized products/services to customers. Mobile market-
ing inherits this feature. Mobile marketing also inherits some
ofthe problems from e-commerce, especially the problem of
spamming. Personalization in mobile marketing is to con-
duct marketing campaigns which can meet the customer’s
needs by providing authorized, timely, location-sensitive,
and device-adaptive advertising and promotion information
(Scharl, Dickinger, & Murphy, 2005).

MOBILE MARKETING

Benefits of Mobile Marketing

There are two main approaches to advertise and promote
products in industry—mass marketing and direct marketing.
The former uses mass media to broadcast product-related
information to customers without discrimination, whereas
the latter is quite different in this regard. Mobile marketing
takes a direct marketing approach. Using mobile marketing,
marketers can reach customers directly and immediately.
Similarly, customers can also respond to marketers rapidly.
This benefit makes the interaction between marketers and
customers easy and frequent. Compared to direct marketing
using mail or catalogs, mobile marketing is comparatively cost
effective and quick. Compared to telephone direct market-
ing, mobile marketing can be less interruptive. Compared to
e-mail direct marketing, mobile marketing can reach people
anytime and anywhere, and does not require customers to
sit in front of a computer. Therefore, to some extent, mobile
marketing can be a replacement for other types of marketing
channels such as mail, telephone, or e-mail. Advertisement or
promotion information sent via the Internet can be sent via a
mobile device. Mobile marketing can enhance marketing by
adding new abilities like time-sensitive and location-sensi-
tive information. On the other hand, mobile commerce can
generate new customers’ data, like mobile telecommunication
usage data and mobile Internet surfing data. Mobile market-
ing is the first choice for conducting marketing activities for
m-commerce applications. However, due to limited size of
screens of mobile devices, only brief information can be
provided in mobile marketing solicitations, while e-mail
or mail marketing can provide very detailed information.
On the other hand telephone marketing requires the good
communication skill of telesales. Once telemarketers have
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acquired this skill, the interaction between marketers and
customers is quicker and more effective. It is not clear
if mobile marketing is as effective or as popular as mass
marketing agents like television and newspaper, but it can
be said that it is indeed a powerful medium that is likely to
gain in popularity in the future.

Models for Mobile Marketing

Mobile marketing usually follows one of the three kinds of
models—push, pull (Haig, 2002; Zhang, 2003), and viral
(Ahonen, 2002; Ahonen, Kasper, & Melkko, 2004; Haig,
2002), as illustrated in Figure 1.

Push Model

The push model sends marketing information to customers
without the request of the customer. If the push model is
used, besides knowing the targeted customers’ interests,
understanding the context of customers at the time the
marketing activities are to be carried out is very critical.
The timing in sending mobile information should also be
appropriate. The content delivered to customers should
also be displayable on their mobile devices. Permissions
from customers are necessary before any solicitations can
be sent. In the push model, marketers like to make it easier
for customers to respond because of the poor input ability
of mobile devices. G2000, a Hong Kong clothing chain,
launched a mobile marketing campaign in November
2004. Mobile coupons in the format of SMS were sent to
the mobile phones of selected customers. Customers could
then use these coupons stored in their mobile phones when
purchasing items in designated G2000 stores in order to get
discounts. The campaign was considered to be a success
because a number of customers responded to this program
and used mobile coupons at G2000 stores.

Figure 1. Push, pull and viral models for mobile market-
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Pull Model

In the pull model, the marketer waits for the customer to
send a request for a solicitation. The marketer prepares the
marketing information in a format that is displayable in all
possible mobile devices and scalable for various connec-
tion speeds. The significance of the pull model is that the
information from customers is very useful for understanding
customers’ preferences, such as the preferred marketing time
and interests. Mobile marketing following a pull model can
be conducted in many ways. One possible approach is to let
the customers select and download coupons to their mobile
devices. Mobile service providers can build a Web site us-
ing a mobile Internet protocol such as wireless application
protocol (WAP), and place various text-based coupons on
this Web site. Customers can use their GPRS-enabled phone
to browse the Web site and download coupons they like in
the format of SMS. Each coupon will have a unique identity
number. When the coupon is redeemed, related information,
such as the phone number of the customer who downloaded
the coupon and the time it was redeemed, is recorded. This
kind of information is later used to analyze the behaviors
of customers and build a profile for the customer. China
Mobile, a mobile telecommunication operator in China, had
established such a Web site for customers in Xiamen (a city
located in southeast China) in 2005. The customers of China
Mobile could download coupons displayed on this Web site
onto their mobile phones using text messaging.

Viral Model

The phrase viral marketing was created by Steve Jurvetson
in 1997 to describe the burgeoning use of Hotmail (Jurvetson
& Draper, 1997). The principle of the viral model is based
on the fact that customers forward information about prod-
ucts/services to other customers. The viral model enlarges
the effect of other marketing activities while it costs the
marketers very little in monetary terms. The viral model
enables customer-to-customer communication. Like the
pull model, the format of information that is delivered by
viral model should be displayable in different devices and
scalable for different connection speeds. Actually mobile
marketing has the ability to be viral inherently because it is
quite easy for people to forward mobile advertising or promo-
tion information to their friends. However, viral marketing
information has to be interesting and attractive enough to
make the customers willing to forward it to other people. For
example, “reply to this message in order to win $5000” may
be a very attractive viral marketing message. Usually, viral
marketing begins with push marketing activities to custom-
ers. According to Linner (2003), when the movie “2 Fast 2
Furious” was running in movie theatres, marketers tried to
create a viral promotion using a mobile marketing strategy.
Fans were asked to send SMS to enter a certain film-related
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competition. Besides inviting fans on every major phone
network through advertisements on television, newspapers,
and also through posters, a special code was designed and a
low fee was offered to customers in order to encourage them
to forward promotion information to their friends. Exciting
gifts were offered as prizes in this competition (such as a
replica of the vehicle, the EvO VII, that was used in the
movie) to spur the enthusiasm of customers.

These three models of direct marketing can be compli-
mentary to each other. Push-based mobile marketing can
be used to stimulate pull-based marketing activities. For
example, book marketers can send a short introduction to
customers via SMS with a remark at the end saying “for
more details, please reply to XXXXX.” Once a customer
responds to this by replying using SMS, more promotion or
advertising information on this book can be sent to him. All
three models—push, pull, and viral—can even be integrated
together in a mobile marketing campaign. An example of an
integrated mobile marketing approach was adopted by Fox
Txt Club for the movie “phone booth” (Linner, 2003). At the
beginning of the marketing campaign, members of the Fox
Txt Club were sent invitations via SMS to a preview. The aim
of'this was to pull customers to the campaign. A competition
that invited people to send SMS about questions pertaining
to various details in the film was set up. The forwarding
of SMS about the movie and the competition among club
members and their friends, together with other media such as
entertainment and event listings magazines and city-center
posters, made the marketing campaign viral. The details of
those who responded were recorded by Fox Txt Club, and
this helped in building the database of customers for future
release promotions. This could be used for push marketing
for another movie in the future.

Strategies for Mobile Marketing

The most fundamental task for marketing activities fol-
lowing the push model is to send advertising or promotion
information about products or services that the targeted
customers once bought. This is the most direct and easy way
to decide what is to be offered to customers in a solicitation.
However, just marketing products already existing in cus-
tomers’ transaction records is not enough for marketers. It is
necessary for marketers to explore the needs of customers.
Two of the most commonly used marketing strategies are
cross-selling and up-selling. Cross-selling is the practice of
suggesting similar products or services to a customer who is
considering buying something, such as showing a list of ring
tones on a mobile Internet Web page that are similar to the
one a customer has downloaded. Up-selling is the practice
of suggesting higher priced, better versions of products or
services to a customer who is considering a purchase, such
as a mobile phone plan with higher fees and additional
features. Two approaches can be used to find opportunities

for up-selling or cross-selling. One is to find products or
services that are similar to the ones a customer has bought.
The other is to find people who have characteristics that are
similar to a targeted customer. Products or services those
people have bought and the targeted customer has not can
be recommended to the target customers.

Pull-based marketing is relatively passive compared to
push-based marketing. Usually in pull marketing, customers
are responsible for searching for useful advertising or pro-
motion information. The marketers’ responsibility is to help
customers find what they want more efficiently. Therefore,
knowing what customers may request is very important in
pull marketing. Instead of sending related information to cus-
tomers like push marketing, marketers doing pull marketing
can make information about products or services available
on their mobile Internet Web site or ordinary Internet Web
site. In viral marketing, marketers stand in a more passive
position than even in pull marketing. However, for both pull
and push marketing, some push activities should be carried
out to start the marketing.

Whatever model one may use when carrying out mobile
marketing activities, one issue must always be kept in mind
and that is the necessity of obtaining explicit permission from
customers (Bayne, 2002). Mobile technology makes connec-
tions so direct that it can interfere with customers’ privacy
very easily. Therefore, sending advertising or promotion
information to people will cause trouble if permissions are
not sought before solicitations or customers’ wishes about
not receiving a solicitation are not respected.

Understanding Customers
in Mobile Marketing

All ofthe three models require good understanding of custom-
ers’ needs. Marketing information that is not well designed
will be regarded as spam by customers. Once a customer
identifies some information from a company as spam, he
or she will pay very little attention to or simply discard any
information from that company. If a customer cannot find
useful information on the Web site a company provides, it
may be ok for the first time, a pity for the second time, but for
the third time it will mean business lost forever. If informa-
tion sent to customers is not interesting, customers may not
want to forward them to their friends. All these situations
may lead to failure of a marketing campaign. To avoid these
situations, marketers need to understand customers well
enough in orderto send personalized marketing information.
Customer profiling is a necessary approach to understand
customers better. Customer profiling aims to find factors
that can characterize customers. These factors are found
by comparing customers to each other in order to discover
similarities and differences among customers. Customer
profiling encompasses two tasks—customer clustering and
customer behavior pattern recognition. Customer clustering
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aims to classify customers into different groups. Customers
within the same group are said to be more similar to each
other thanto customers in different groups. Marketers cluster
customers using various data. Traditionally, customers are
clustered according to their geographic locations, demo-
graphic characteristics, and the industries they are working
for. They can also be clustered based on information about
their purchasing history, such as what they bought, when
they bought, and how much they spent. With the appear-
ance of mobile services and m-commerce, usage data of
new customer data services can also be used for clustering.
For example, messaging services that customers subscribed
to, GPRS surfing and download records, the type of mobile
devices the customers use, and monthly mobile phone usage
including use of IDD and roaming can yield many interesting
information about the customers.

Aside from these hard facts, marketers may also want
to infer some soft knowledge about customers’ behaviors
as well. To recognize customer behavior the marketers must
discover relationships between hard facts. For example,
customers that download ring tones of game music may
download games-related screensavers later on. Since mobile
technologies can enable context-sensitive marketing activi-
ties, marketers should gather knowledge about customers’
location preferences and time preferences. For example,
when does a customer usually go shopping and which place
does he/she visit on the shopping trips? Marketers can find
this kind of soft knowledge from various mobile network
usage data. Again, collecting information on location and
time requires permission from customers. Based on customer
profiling, more sophisticated personalized advertising or
promotion information can be sent to customers.

FUTURE TRENDS

Mobile technologies will advance further in the future. New
technologies will enable new kinds of marketing activities.
For example, the implementation of fourth-generation (4G)
wireless systems will make the bandwidth much larger than
that in current networks. On the other hand, the mobile de-
vice will have larger screens with higher resolutions. These
two factors together will make interactive audio and even
interactive video marketing possible. Generally speaking, the
limitation of current mobile technologies will be weakened
or removed in the future. As a result, more emphasis may
be put on time- and location-related marketing, as well as
on better understanding customers’ interests. The principle
is not only to know what customers want, but also to know
when and where they may have a certain kind of need. Data
mining techniques can be used in the future to find customer
behavior patterns with time and location factors. Data mining
techniques have been used widely in direct marketing for
targeting customers (Ling & Li, 1998). There are also data
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mining techniques for clustering customers such as self-
organizing-map (SOM—Kohonen, 1995) and techniques
for discovering customer behavior such as association rules
mining (Agrawal & Srikant, 1994). In the future, the avail-
ability of huge amounts of data about customers will compel
marketers to adopt strong data mining tools to delve deep
into customers’ nature.

CONCLUSION

Equipped with advanced mobile technologies, more sophis-
ticated marketing activities can be conducted now and in the
future. In this article, we have discussed the benefits of mobile
marketing, the role of mobile marketing in m-commerce,
and the models used in mobile marketing. Although mobile
marketing is powerful, it cannot replace other methods of
marketing and should only be used as a powerful comple-
ment to traditional marketing. Mobile marketing should be
integrated into the whole marketing strategy of a firm so that
it can work seamlessly with other marketing approaches.
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KEY TERMS

Bluetooth: Used mostly to connect personal devices
wirelessly like PDAs, mobile phones, laptops, PCs, printers,
and digital cameras.

Code Division Multiple Access (CDMA): Akind of2G
technology that allows users to share a channel by encod-
ing data with channel-specified code and by making use of
the constructive interference properties of the transmission
medium.

Enhanced Data rates for GSM Evolution (EDGE):
A kind of 2.5G technology. A new modulation scheme is
implemented in EDGE to enable transmission speed of up
to 384 kbps within the existing GSM network.

General Packet Radio Service (GPRS): Belongs to the
family of 2.5G. GPRS is the first implementation of packet
switching technology within GSM. The speed of GPRS can
reach up to 115 Kbps.

Global System for Mobile (GSM) Communications:
One of the 2G wireless mobile network technologies and
the most widely used today. It can now operate in the 900
MHz, 1,800 MHz, and 1,900 MHz bands.

3G: The third generation of mobile telecommunication
technologies. 3G refers to the next generation of mobile
networks which operate at frequencies as high as 2.1 GHz, or
even higher. The transmission speeds of 3G mobile wireless
networks are believed to be able to reach up to 2 Mbps.

Time Division Multiple Access (TDMA): Divides each
network channel into different time slots in order to allow
several users to share the channel.

Time Division Synchronous Code Division Multiple
Access (TD-SCDMA): A 3G mobile telecommunications
standard developed in China.

2G: The second generation of mobile telecommunica-
tion technologies. It refers to mobile wireless networks and
services that use digital technology. 2G wireless networks
support data services.

2.5G: The second-and-a-half generation of mobile tele-
communication technologies. 2.5G wireless system is built
on top of a 2G network. 2.5G networks have the ability to
conduct packet switching in addition to circuit switching.
2.5G supports higher transmission speeds compared to 2G
systems.

W-CDMA: Developed by NTT DoCoMo as the air in-
terface for its 3G network called FOMA. It is now accepted
as a part of the IMT-2000 family of 3G standards.

Wireless Local Area Network (WLAN): Connects us-
ers wirelessly instead of using cables. WLAN is not a kind
of mobile telecommunication technology. The coverage of
WLAN may vary from a single meeting room to an entire
building of a company.
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INTRODUCTION

The rapid development, as well as recent advances in wire-
less network technologies, has led to the development of the
concept of mobile computing. A mobile computing environ-
ment enables mobile users to query databases from their
mobile devices over the wireless communication channels
(Cai & Tan, 1999). The potential market for mobile com-
puting applications is projected to increase over time by the
currently increasingly mobile world, which enables a user to
satisfy their needs by having the ability to access information
anywhere, anytime. However, the typical nature of a mobile
environment includes low bandwidth and low reliability of
wireless channels, which causes frequent disconnection to
the mobile users. Often, mobile devices are associated with
low memory storage and low power computation and with
a limited power supply (Myers & Beigl, 2003). Thus, for
mobile computing to be widely deployed, it is important to
cope with the current limitation of power conservation and
low bandwidth of the wireless channel. These two issues
create a great challenge for fellow researchers in the area
of mobile computing.

By introducing data caching into the mobile environ-
ment, it is believed to be a very useful and effective method
in conserving bandwidth and power consumptions. This is
because, when the data item is cached, the mobile user can
avoid requests for the same data if the data are valid. And
this would lead to reduced transmissions, which implies
better utilization of the nature of the wireless channel of
limited bandwidth. The cached data are able to support
disconnected or intermitted connected operations as well. In
addition, this also leads to cost reduction if the billing is per
KB data transfer (Lai, Tari, & Bertok, 2003). Caching has
emerged as a fundamental technique especially in distributed
systems, as it not only helps reduce communication costs
butalso offloads shared database servers. Generally, caching
in a mobile environment is complicated by the fact that the
caches need to be kept consistent at all time.

In this article, we describe the use of caching that allows
coping with the characteristics of the mobile environment.
We concentrate particularly on cache invalidation strategy,
which is basically a type of caching strategy that is used to
ensure that the data items that are cached in the mobile cli-
ent are consistent in comparison to the ones that are stored
on the server.

BACKGROUND

Caching at the mobile client helps in relieving the low
bandwidth constraints imposed in the mobile environment
(Kara & Edwards, 2003). Without the ability to cache data,
there will be increased communication in the remote servers
for data and this eventually leads to increased cost and, with
the nature of an environment that is vulnerable to frequent
disconnection, may also lead to higher costs (Leong & Si,
1997). However, the frequent disconnection and the mo-
bility of clients complicate the issue of keeping the cache
consistent with those that are stored in the servers (Chand,
Joshi, & Misra, 2004).

Thus, when caching is used, ensuring data consistency
is an important issue that needs considerable attention at all
times (Lao, Tari, & Bertok, 2003). This is because the data
that has been cached may have been outdated and no longer
valid in comparison to the data from the corresponding serv-
ers or broadcast channel.

Figure 1 showsanillustration ofa typical mobile environ-
ment that consists of mobile clients and servers, which are
also know as mobile host (MH) and mobile support system
(MSS) respectively. The mobile clients and servers com-
municate via a wireless channel within a certain coverage,
known ascell (Chand, Joshi, & Misra, 2003; Cai & Tan, 1999).
There are two approaches for sending a query in a mobile
environment, which are: (a) The mobile clients are free to
request data directly from the server via the wireless channel
and the server will process and pass the desired data items
back and (b) the mobile clients can tune into the broadcast
channel to obtain the desired data items and download it to
his/her mobile device. This can be illustrated in Figure la
and Figure 1b respectively. The assumption is that updates
are only able to occur at the server side and mobile clients
can only have a read only feature.

CACHE INVALIDATION

Due to the important issue in the mobile environment, which
is the ability to maintain data consistency, cache invalida-
tion strategy is of utmost significance to ensure that the data
items cached in the mobile client are consistent with those
that are stored on the server. In order to ensure that data that
are about to be used is consistent, a client must validate its
cache prior to using any data from it.

Copyright © 2007, Idea Group Inc., distributing in print or electronic forms without written permission of IGI is prohibited.
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Figure 1. Mobile environment architecture
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There are several distinctive and significant benefits that
cache invalidation brings to amobile computing environment.
If cache data are not validated to check for consistency, it
will become useless and out-of-date. However, if one can
utilize the cache data then the benefits it may bring include
energy savings—that is, by reducing the amount of data
transfer—and in return result in cost savings.

Using Cache Invalidation in
a Mobile Environment

This can be done by using the broadcasting concept in com-
municating cache validation information to mobile clients.
The server broadcasts the cache information, which is known
ascacheinvalidationreport (IR), periodically on the air to help
clients validate their cache to ensure they are still consistent
and can be used. It appears that the broadcast mechanism
is more appropriate for the mobile environment due to its
characteristic of salability, which allows it to broadcast
data to an arbitrary number of clients who can listen to the
broadcast channel anytime (Lai, Tari, & Bertok, 2003). By
using the broadcasting approach, whereby the server peri-
odically broadcasts the IR to indicate the change data items,
it eliminates the need to query directly to the server for a
validation cache copies. The mobile clients would be able
to listen to the broadcast channel on the IR and use them to
validate their local cache respectively (Cao, 2002).
Although cache invalidation strategy is important in a
mobile environment, it will be vulnerable to disconnection

and the mobility of the clients. One of the main reasons that
cause mobile clients frequent disconnection is the limited
battery power, and that is why mobile clients often disconnect
to conserve battery power. [t may appearto be very expensive
at times to validate the cache for clients that experience fre-
quent disconnection, especially with narrow wireless links.
Other drawbacks would include long query latency, which
is associated with the need of the mobile client to listen to
the channel for the next IR first before he is able to conclude
whether the cache is valid or not before answering a query.
Another major drawback is the unnecessary data items in
the IR that the server keeps. This refers to data items that are
not cached by any mobile clients. This is thereby wasting a
significant amount of wireless bandwidth.

Example 1: A mobile client in a shopping complex denoted
as C1 in Figure 2 wanted to know which store to visit by
obtaining a store directory. The client has previously visited
this store and already has a copy of the result in his cache.
In order to answer a query, the client will listen to the IR
that are broadcasted and use it for validation against its local
cache to see if it is valid or not. If there is a valid cached
copy that can be used in answering the query, which is get-
ting the store directories, then the result will be returned
immediately. Otherwise, if the store directories have changed
and now contain new shops, then the invalid caches have to
be refreshed via sending a query to the server (Elmagarmid
et al., 2003). The server would keep track of the recently
updated data and broadcast the up-to-date IR every now and
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Figure 2. Using cache invalidation in a mobile environment
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then for the clients to tune in. This can be done cither by
sending arequest directly to the server (pull-based system) or
tune into the broadcast channel (push-based system). Figure
2 illustrates an example of a push-based system.

In summary, effective cache invalidation strategies must
be developed to ensure consistency between cached data in
the mobile environment and the original data that are stored
on the server (Hu & Lee, 1998).

Designing Cache Invalidation Strategies

It is important to produce an effective cache invalidation
strategy to maintain a high level of consistency between
cached data in the mobile devices with those that are stored
on the server. In general, there are three possible basic ways
in designing the invalidation strategies that described as
follows (Hu & Lee, 1998).

Assuming the server is stateful, whereby it knows which
data are cached and by which particular mobile clients.
Whenever there are changes in the data item in the server,
the server would send a message to those clients, which has
cached that particular item that has been updated or changed.
In this way, the server would be required to locate the mobile
clients. However, there is a major limitation in this method,
thatis, particularly in cases of disconnection. This is because
mobile clients that are disconnected cannot be contacted by
the server and thus its cache would have turned into invalid
upon reconnection. Another aspect is if the mobile client
moves to a new location, it will have to notify the server of
the relocation. And all these issues, such as disconnection
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and mobility, have to be taken into account because it incurs
costs from sending the messages to and from the server via
the uplink and downlink messages.

The second possible way is to have the mobile client query
the server directly in order to verify the validity of the cache
data prior to using it. This appears to be straightforward and
easy, but one has to bear in mind that this method would
generate a lot of uplink traffic in the network.

In contrast to stateful method, another way that can be
taken into account in designing the invalidation is using a
stateless method. This method is in direct opposite from
the first possible way, which is the stateful method. In this
method, the server is not aware of the state of the client’s
cache and the client location and disconnected status. The
server would not care about all these but just periodically
broadcasts an IR containing the data items that have been
updated or changed in comparison to its previous state. Thus
the server just keeps track of which item is recently updated
and broadcasts them inan IR. Then only the client determines
whether its cache is valid or not by validating it against the
IRs that are broadcasted on the wireless channel.

Another challenging issue that involves determining an
efficient invalidation strategy is to optimize the organization
of the IR. Commonly, a large-sized report provides more
information and appears to be more effective. But publish-
ing a large report also brings drawbacks, such as implying
a long latency for mobile clients to listen to the report due
to the low bandwidth wireless channel. There have been
several methods proposed in addressing the report optimi-
zation issue in other works, such as using the dual report
scheme and bit sequence scheme (Tan, Cai, & Ooi, 2001;
Elmagarmid et al., 2003).
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Figure 3. Architecture of location dependent query processing

User move from iiati n A towargds Location B
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Location-Dependent Cache Invalidation

Due to the fact that mobile users in a typical mobile envi-
ronment move around frequently by changing location has
opened up a new challenge of answering queries that is
dependent on the current geographical coordinates of the
users (Barbara, 1999; Waluyo, Srinivasan, & Taniar, 2005).
This is known as location dependent queries (Kottkamp &
Zukunft, 1998). In this location dependent query, the server
would produce answers to a query based on the location of
the mobile client issuing the query. Thus, a different loca-
tion may sometimes yield a different result even though the
query is taken from a similar source.

Figure 3 depicts an illustration of a location dependent
query processing. This shows that when the mobile client
is in Location 4, the query would return a set of results and
when the mobile client moves towards a new Location B,
another set of results will be returned. However there are
cases of results overlapping between nearby locations. An
example of a location dependent query can be: “Find the
nearest restaurants from where I am standing now.” This
is an example of static object whereby restaurants are not
moving. An example of a dynamic object would be: “What
is the nearest taxi that will pass by me” (Lee et al., 2002).

With the frequent movement of mobile users, very often
the mobile clients would query the same server to obtain
results, or with the frequent movement of mobile users from
location to location, very often the mobile clients would
suffer from scarce bandwidth and frequent disconnection,
especially when suddenly moved towards a secluded area
(Jayaputera & Taniar, 2005). Hence, is essential to have data
caching that can cope with cases of frequent disconnections.
And often data may have become invalid after a certain point
of time, especially in the area of location dependent.

Example 2: A mobile user who is in Location 4, cached
the results of the nearby vegetarian restaurants in Location
A. As he moves to Location B, he would like another list of

nearby vegetarian restaurants. The user is sending a query
to the same source, but the results returned are different
due to location dependent data. And because there are data
previously cached, this data—which is the result obtained
when he is in Location 4—would become invalid since he
has now moves to Location B.

Hence, location dependent cache invalidation serves
the purpose of maintaining the validity of the cached data
when the mobile client moves from one location to another
location (Zheng, Xu, & Lee, 2002). The emergence of this
location dependent cache invalidation is due to mobile client’s
movement and thus the data value for a data item is actually
dependent on the geographical location. Hence, traditional
caching that does not consider geographical location is inef-
ficient for location dependent data.

There are both advantages and disadvantages of location
dependent cache invalidation. The major benefit that the at-
tached invalidation information provided is that it provides a
way for the client to be able to check for validity of cached
data in respect to a certain location. These are necessary,
especially in cases of when the mobile client wishes to issue
the same query later when he/she moves to a new location.
Another situation for the importance in checking the validity
of the cached data is that because mobile clients keep on
moving evenrightafter they submita query, they would have
arrived to a new location when the results are returned. This
may occur if there is a long delay in accessing data. Thus,
if this two situations occur, then it is significant to validate
the cached data because it may have become invalid (Zheng,
Xu, & Lee, 2002).

FUTURE TRENDS
There have been several researches done in the area of

exploring cache invalidation in a mobile environment. The
usage of cache invalidation has obviously provoked extensive
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complicated issues. There are still many limitations of the
nature of the mobile environment as well as mobility of the
users that generate a lot of attention from research in find-
ing a good cache strategy that can cope well with frequent
disconnection and low power consumption.

In the future, it is critical to build an analytical model to
get a better understanding of how cache invalidation works
and how well it can cope in the mobile environment. Devel-
oping caching strategies that support cache invalidation for
a multiple channel environment is also desirable, whereby
a mixture of broadcast and point-to-point channels are be-
ing used. Including a dynamic clustering is also beneficial
in order to allow the server to group data items together as
their update changes. Besides these, further investigation
on other cache replacement policies, as well as granularities
issues, is also beneficial.

Due to the non-stop moving clients, further research on
adapting cache invalidation into location dependent data
is favorable. Another possible issue that could open up for
future work may involve minimizing the waiting time for the
mobile client in acquiring the IR, since the mobile client has
to obtain an IR prior to their cache being validated. Thus, it
is essential to be able to reduce waiting time. Another aspect
is due to wireless channels that are often error prone due to
their instability, bandwidth, and so on. Thereby, having tech-
niques to handle errors in a mobile environment is definitely
helpful. Lastbutnot least, having further study on integrating
several different strategies to obtain a more optimal solution
in coping with mobile environment is advantageous.

CONCLUSION

Although there is a significant increase in the popularity of
mobile computing, there are still several limitations that are
inherent, be it the mobile device itself or the environment
itself. These include limited battery power, storage, com-
munication cost, and bandwidth problems. All these have
become present challenges for researchers to address.

In this article, we have described the pros and cons of
adopting cache invalidation in a mobile environment. We
include adapting cache invalidation strategy in both location
and non-location dependent queries. Discussion regarding
the issue in designing cache invalidation is also provided in
apreliminary stage. This article serves as a valuable starting
point for those who wish to gain some introductory knowledge
about the usefulness of cache invalidation.
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KEY TERMS

Caching: Techniques of temporarily storing frequently
accessed data designed to reduce network transfers and
therefore increase speed of download

CacheInvalidation Strategy: Atype of caching strategy
that is used to ensure that the data items that are cached in
the mobile client are consistent in comparison to the ones
that are stored on the server.

Caching Management Strategy: A strategy that relates
to how client manipulates the data that has been cached in
an efficient and effective way by maintaining the data items
in a client’s local storage.

Invalidation Report (IR): An informative report in
which the changed data items are indicated; it is used for
mobile clients to validate against their cache data to check
if it is still valid or not.

Location-Dependent Cache Invalidation: maintain-
ing the validity of the cached data when the mobile client
changes locations.

Mobile Environment: Refersto a set of database servers,
which may or may not be collaborative with one another,
that disseminate data via wireless channels to multiple
mobile users.

Pull-Based Environment: Also knownasan ondemand
system, which relates to techniques that enable the server to
process request that are sent from mobile users.

Push-Based Environment: Also known as a broadcast
system where the server would broadcast a set of data to
the air for a population of mobile users to tune in for their
required data.
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INTRODUCTION

The Australian and New Zealand Standard on Risk Manage-
ment, AS/NZS 4360:2004 (Cooper, 2004), states that risk
identification is the heart of risk management. Hence risk
should be identified according to the context of the transac-
tion in order to analyze and manage it better. Risk analysis is
the science of evaluating risks resulting from past, current,
anticipated, or future activities. The use of these evaluations
includes providing information for determining regulatory
actions to limit risk, and for educating the public concerning
particular risk issues. Risk analysis is an interdisciplinary
science that relies on laboratory studies, collection, and
exposure of data and computer modeling.

Chan, Lee, Dillon, and Chang (2002) state that the advent
of the Internet and its development has simplified the way
transactions are carried out. It currently provides the user with
numerous facilities which facilitate transaction process. This
process evolved into what became known as e-commerce
transactions. There are two types of architectures through
which e-commerce transactions can be conducted. They are:
(a) client-server business architecture, and (b) peer-to-peer
business architecture.

In almost all cases, the amount of risk involved in a
transaction is important to be understood or analyzed before
a transaction is begun. This also applies to the transactions
in the field of e-commerce and peer-to-peer business. In
this article we will emphasize transactions carried out in
the peer-to-peer business architecture style, as our aim is
to analyze risk in such transactions carried out in a service-
oriented environment.

Peer-to-peer (P2P) architecture is so called because each
node has equivalent responsibilities (Leuf, 2002). This is
a type of network in which each workstation or peer has
equivalent capabilities and responsibilities. This differs
from client/server architecture, in which some computers or

central servers are dedicated to serving others. As mentioned
by Oram (2001), the main difference between these two
architectures is that in peer-to-peer architecture, the control
is transferred back to the clients from the servers, and it is
the responsibility of the clients to complete the transaction.
Some of the characteristics of peer-to-peer or decentralized
transactions are:

1. There is no server in this type of transaction between
peers.
2. Peers interact with each other directly, rather than

through a server, as compared to a centralized transac-
tion where the authenticity can be checked.

3. Peerscan forge or create multiple identities in a decen-
tralized transaction, and there isno way of checking the
identity claimed by the peer to be genuine or not.

The above properties clearly show that a decentralized
transaction carries more risks and hence merits more detailed
investigation. Similarly, in a service-oriented peer-to-peer
financial transaction, there is the possibility of the trusted
agent engaging in an untrustworthy manner and in other
negative behavior at the buyer’s expense, which would re-
sult in the loss of the buyer’s resources. This possibility of
failure and the degree of possible loss in the buyer’s resource
is termed as risk. Hence, risk analysis is an important factor
in deciding whether to proceed in an interaction or not, as
it helps to determine the likelihood of loss in the resources
involved in the transaction.

Risk analysis by the trusting agent before initiating an
interaction with a trusted agent can be done by:

. determining the possibility of failure of the interaction,
and
. determining the possible consequences of failure of

the interaction.

Copyright © 2007, Idea Group Inc., distributing in print or electronic forms without written permission of IGI is prohibited.



Figure 1. The riskiness scale and its associated levels
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The trusting agent can determine the possibility of failure
in interacting with a probable trusted agent either by:

a.  considering its previous interaction history with the
trusted agent, ifany, in the context of its future interac-
tion, or

b.  solicitingrecommendations for the trusted agent in the
particular context of its future interaction, if it does
not have any previous interaction history with it.

When the trusting agent solicits for recommendations
about a trusted agent for a particular context, then it should
consider replies from agents who have previous interaction
history with the trusted agent in that particular context.
The agents replying back with the recommendations are
called the recommending agents. But it is possible that each
recommending agent might give its recommendation in its
own way, and as a result of that, it will be difficult for the
trusting agent to interpret and understand what each element
of the recommendations mean. Hence, a standard format
for communicating recommendations is needed so that it
is easier for the trusting agent to understand and assimilate
them. Further, the trusting agent has to determine whether
the recommendation communicated by the recommending
agent is trustworthy or not before considering it.

In this article we propose a methodology by which the
trusting agent classifies the recommendation according to
its trustworthiness. We also define a standard format for
communicating recommendations, so that it is easier for the
trusting agent to interpret and understand them.

BACKGROUND

Securityisthe process of providing sheltered communication
between two communicating agents (Singh & Liu, 2003;

Chan et al., 2002). We define risk in a peer-to-peer service-
oriented environment transaction as the likelihood that the
transaction might not proceed as expected by the trusting
agentina given context and ata particular time once it begins
resulting in the loss of money and the resources involved
in it. The study of risk cannot be compared with the study
of security, because securing a transaction does not mean
that there will be no risk in personal damages and financial
losses. Risk is a combination of:

a.  the uncertainty of the outcome; and
b.  the cost of the outcome when it occurs, usually the
loss incurred.

Analyzing risk is important in e-commerce transactions,
because there is a whole body of literature based on rational
economics that argues that the decision to buy is based on the
risk-adjusted cost-benefit analysis (Greenland, 2004). Thus
it commands a central role in any discussion of e-commerce
that is related to a transaction. Risk plays a central role in
deciding whether to proceed with a transaction or not. It can
broadly be classified as an attribute of decision making that
reflects the variance of its possible outcomes.

Peer-to-peer architecture-type transactions are being
described as the next generation of the Internet (Orlowska,
2004). Architectures have been proposed by researchers (Qu
& Nejdl, 2004; Schmidt & Parashar, 2004; Schuler, Weber,
Schuldt, & Schek, 2004) for integrating Web services with
peer-to-peer communicating agents like Gnutella. However,
asdiscussed earlier, peer-to-peer-type transactions suffer from
some disadvantages, and risk associated in the transactions
is one of them. Hence, this disadvantage has to be overcome
so that they can be used effectively with whatever service
they are being integrated with.

Through the above discussion, itis evident thatrisk analy-
sis is necessary when a transaction is being conducted in a
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peer-to-peer architecture environment. As mentioned before,
risk analysis by the trusting agent can be done by determining
the possibility of failure and the possible consequences of
failure in interacting with a probable trusted agent. In order
for the trusting agent to determine and quantify the possibil-
ity of failure of an interaction, we define the term riskiness.
Riskiness is defined as the numerical value that is assigned
by the trusting agent to the trusted agent after the interaction,
which shows the level of possibility of failure of an interac-
tion on the riskiness scale. The numerical value corresponds
to a level on the riskiness scale, which gives an indication
to other agents about the level of possibility of failure in
interacting with aparticular trusted agent. The riskiness scale
as shown in Figure 1 depicts different levels of possibility
of failure that could be present in an interaction.

Theriskiness value to the trusted agent is assigned by the
trusting agent after assessing the level of un-commitment
in its actual behavior with respect to the promised commit-
ment. The promised commitment is the expected behavior
by which the trusted agent was supposed to behave in the
interaction. The expected behavior is defined by the trusting
agent according to its criteria, before starting its interaction
with the trusted agent. The actual behavior is the actual
commitment that the trusted agent showed or behaved in
the interaction. Criteria are defined as the set of factors or
bases that the trusting agent wants in the interaction and later
against which it determines the un-committed behavior of
the trusted agent in the interaction.

If the trusting agent has interacted previously with the
trusted agent in the same context as its future interaction,
then it can determine the possibility of failure in interacting
with it by analyzing the riskiness value that it assigned to
the trusted agent in their previous interaction. If a trusting
agent has not interacted previously with a trusted agent in
a particular context, then it can determine the possibility of
failure in their future interaction, by soliciting for its recom-
mendation from other agents who have dealt with the same
trusted agent previously in the same context as that of the
trusting agent’s future interaction. As mentioned earlier the
agents giving recommendations are called recommending
agents.

Butitwould be difficult for the trusting agent to assimilate
the data that it gets from the recommending agents and draw
a conclusion if each agent gives its recommendation in its
own format. It would rather be easier for the trusting agent
if the recommendations came in a standard set or format that
enables the trusting agent to ascertain the meaning of each
element in the recommendations.

But even in the same context, each recommending agent
might have different criteria in its interaction with the trusted
agent. Consequently the riskiness value that it recommends
forthe trusted agent depends on its assessment of un-commit-
ment in the trusted agent’s actual behavior with respect to its
expected behavior in those criteria. It would be baseless for
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the trusting agent to consider recommendations for a trusted
agent in criteria of assessment which are not similar to those
in its future interaction with that particular trusted agent.
Additionally it is highly unlikely that the recommendations
provided by the recommending agents would be completely
reliable or trustworthy. Some agents might be communicat-
ing un-trustworthy recommendations. The trusting agent
has to consider all these scenarios before it assimilates the
recommendations from the recommending agents to assess
the risk in dealing with a trusted agent.

In order to propose a solution to these issues, in the
next sections we will define a methodology by which the
trusting agent can classify the recommendations according
to its trustworthiness. We also define a standard format for
communicating recommendations so that the trusting agent
can ascertain the meaning of each element of the recommen-
dations before assimilating them, and consider only those
whose criteria are of interest to it in its future interaction.

CLASSIFYING THE
RECOMMENDATIONS AS
TRUSTWORTHY OR UN-TRUSTWORTHY

As stated earlier, it is possible that the recommendation
communicated by a recommending agent might not be
trustworthy. The recommending agent might be communi-
cating recommendations that the trusting agent finds to be
incorrect or misleading after its interaction with the trusted
agent. So the trusting agent has to determine whether the
recommendation is trustworthy or not before assimilating it.
To achieve that, we propose that each recommending agent
is assigned a riskiness value while giving recommendations
called riskiness of the recommending agent (RRP).

The riskiness value of the recommending agent is deter-
mined by the difference between:

. the riskiness value that the trusting agent found out
for the trusted agent after interacting with it, and
. the riskiness value that the recommending agent

recommend for the trusted agent to the trusting agent
when solicited for.

When the trusting agent broadcasts a query soliciting
for recommendations about a trusted agent in a particular
context, it will consider replies from those agents who have
interacted with that particular trusted agent previously in that
same context. Hence, whatever riskiness value the recom-
mending agents recommend to the trusting agent will be
greater than -1, as -1 on the riskiness scale represents the
riskiness value as Unknown Risk, which cannot be assigned
to any agent after an interaction. After an interaction a value
only within the range of (0, 5) on the riskiness scale can be
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assigned. So, the maximum range for the riskiness value of
the recommending agent (RRP) is between (-5, 5), since this
is the maximum possible range of difference between the
riskiness value that the trusting agent might determine for
the trusted agent after its interaction with it and the riski-
ness value recommended by the recommending agent for
the trusted agent to the trusting agent.

We adopt the approach mentioned by Chang, Dillon, and
Hussain (2006) which states that a recommending agent is
said to be communicating trustworthy recommendations if
itsriskiness value while giving recommendations (RRP)isin
the range of (-1, 1). A value within this range will state that
there is a difference of one level in the riskiness value that
the trusting agent found out after the interaction and what the
recommending agent suggested for the trusted agent. If the
riskiness value of the recommending agent is beyond those
levels, then it hints that the recommending agent is giving
recommendations that the trusting agent finds to vary a lot
after the interaction, and there is at least a difference of two
levels on the riskiness scale between what the trusting agent
found and what the recommending agent recommended. An
agent whose Riskiness value while giving recommendation
(RRP) is beyond the level of (-1, 1) is said to be an Un-trust-
worthy recommending agent. Chang et al. (2006) mention
that the trusting agent should only consider recommendations
from agents who are either Trustworthy or Unknown in giv-
ing recommendations and leave the recommendation from
agents who are Un-trustworthy in giving them. Hence the
recommendation from agents with riskiness values beyond
the levels of (-1, 1) will not be considered.

If the recommending agent gives more than one recom-
mendation in an interaction, then its riskiness value while
giving recommendation can be determined by taking the
average of the difference of each recommendation.

Hence riskiness of the recommending agent (RRP) =

1 N
N Zl: (Ti - Ri)

where Ti is the riskiness value found out by the trusting agent
after the interaction, Ri is the riskiness value recommended
by the recommending agent for the trusted agent, and

N is the number of recommendations given by a par-
ticular agent.

DEFINING A STANDARD FORMAT FOR
COMMUNICATING RECOMMENDATIONS

Whenever a trusting agent interacts with a trusted agent,
a risk relationship is formed between them. The risk rela-
tionship consists of a number of factors. These include the
trusting agent:

1. considering its previous experience with the trusted
agent in the context of its future interaction with it,
or soliciting recommendations for the trusted agent
in the context of its future interaction if they have not
interacted before;

2. determining the riskiness value of the trusted agent
according to its previous interactions or recommenda-
tions;

3. predicting the future riskiness value of the trusted
agent, within the time period of its interaction with
the trusted agent; or

4.  taking into consideration the cost of the interaction
and assigning a riskiness value to the trusted agent
after completing the interaction.

A risk relationship exists between a trusting agent and a
trusted agent only if they interact with each other. Between
a trusting agent and a trusted agent, there might exist one or
more risk relationships depending on the number of times
they interact with each other. For each interaction a new
risk relationship is formed. Hence, the trusting agent and
the trusted agent are in a ternary association (Eriksson &
Penker, 2000) with the risk relationship as shown in Figure
2. But the risk relationship exists only if the trusting agent
interacts with the trusted agent, and hence it is realized by
a transaction between them. The risk relationship in turn is
dependent on a number of factors. Figure 2 shows the risk
relationship and the factors on which it is dependent.

As mentioned earlier, the trusting agent will consider
recommendations from agents who have previous interac-
tion history with the particular trusted agent in question in
contextsimilarto that of its future interaction with the trusted
agent. Arecommending agent when solicited for recommen-
dation by a trusting agent for a particular trusted agent in a
particular context will give its recommendation depending
on its previous interaction with the particular trusted agent
in the particular context. In other terms, it gives the risk
relationship that it had formed with the trusted agent in that
particular interaction as its recommendation. We propose
that when any trusting agent solicits for recommendations
for a trusted agent, then the recommending agents should
give their replies in a standard format so that it is easier for
the trusting agent to interpret their recommendation. The
standard format is represented by a risk set.

The risk set is formed from the risk relationship that the
recommending agent had from the last time it interacted
with the particular trusted agent. Alternately, a risk set exists
between any two agents only if there is a risk relationship
between them, and hence it is dependent on the risk relation-
ship as shown in Figure 2.

Once the risk relationship between any two agents has
been established, then a risk set can be defined. The risk
set contains the same elements as that of the risk relation-
ship but in an ordered way. The order of appearance of the
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Figure 2. Risk relationship that exists between any two agents
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elements of the risk set is: {TP1, TP2, Context, CR, R’,
(Criteria, Commitment level), R, Cost, Start time, End time,
RRP}, where:
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TP1 denotes the trusting agent in the interaction. This
is also the recommending agent while communicating
recommendations.

TP2 denotes the trusted agent in the interaction.
Context represents the context of the interaction.
CRrepresents the ‘currentriskiness’ value of the trusted
agent before its interaction with the recommending
agent. This is achieved either by the previous inter-
action history between the recommending agent and
the trusted agent in the same context or by soliciting
recommendations for the trusted agent by the recom-
mending agent before its interaction,

R’ shows the predicted riskiness value of the trusted
agentas determined by the recommending agent within
the time slot of its interaction.

(Criteria, Commitment Level) shows the factors or
bases that the recommending agent used in its interac-

)
|
|
|
1

Criteria in the
Context

tion with the trusted agent to assign itariskiness value.
These criteria are necessary to mention while giving
recommendations, so that a trusting agent who asks
for recommendation knows the factors on which this
particular trusted agent has assigned the recommended
riskiness value and only considers those recommenda-
tions which are of interest to it according to its criteria.
Commitment level specifies whether the particular
criterion was fulfilled by the trusted agent or not. A
value of either 0 or 1 assigned here is based on its
commitment. A value of 0 signifies that the criterion
was not fulfilled by the trusted agent according to the
expected behavior, whereas a value of 1 signifies that
the criterion was fulfilled according to the expected
behavior.

. R is the riskiness value assigned by the recommend-
ing agent to the trusted agent after its interaction. As
discussed earlier, the riskiness value is determined after
the interaction by assessing the level of un-commitment
in the trusted agent’s actual behavior with respect to
the expected behavior.
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. Cost represents the cost of the interaction.

. Start Time is the time at which the recommending
agent started the interaction with the trusted agent.

. End Time is the time at which the interaction of the
recommending agent ended with the trusted agent.

. RRP s the riskiness value of the recommending agent

while giving recommendations. This value determines
whether the recommendation is trustworthy or not.

To highlight the advantages of communicating the
recommendations in a standard format by risk set and the
usefulness of its elements, let us consider a scenario in
which Bob wants to interact with a logistic company ‘LC’.
The context of its interaction with the logistic company is
to ‘transport its goods’ on April 15, 2006. Let us represent
the context as ‘Transport’. The goods are worth $1,500.
The criteria put up by Bob in its interaction with the logistic
company ‘LC’ are:

1. Packing the goods properly.

2. Pickup of the goods on time by the logistic com-
pany.

3. Delivering the goods to the correct address on time as
promised.

For explanation sake the criteria in the interaction are
represented by C1, C2, and C3 respectively. The trusting
agent Bob does not have any previous dealings with the lo-
gistic company ‘LC’, and in order to analyze the risk before
proceeding in a business transaction with it, Bob solicits for
recommendations from other agents who have previously
dealt with logistic company ‘LC’ in a context similar to that
in this interaction. The agents who had interacted previously
in the same context give their recommendations to Bob in
the form of a risk set, which relates to their previous interac-
tions with the trusted agent ‘LC’. Let us suppose that Bob
receives recommendations from agents ‘A’, ‘B’, ‘C’, and
‘D’ in the form of risk set.

The recommendation from agent ‘A’ is:

{Agent ‘A’, Logistic Company ‘LC’, Transport, 5, 5,
((C3,1)(C1,0),(C2,1)),5,%$5000, 15/07/2005,22/07/2005,
0.8}

Similarly, recommendation from agent ‘B’ is:

{Agent ‘B’, Logistic Company ‘LC’, Transport, 3, 3,
((C5, 1) (C6, 0)), 3, $1000, 1/02/2006, 22/02/2006, -1}

Recommendation from agent ‘C’ is:
{Agent ‘C’, Logistic Company ‘LC’, Transport, 2, 3,

((C1, 0) (€2, 0), (C3, 1)), 2, UNKNOWN, 01/04/20060,
03/04/2006, -2.5}

Recommendation from agent ‘D’ is:

{Agent ‘D’, Logistic Company ‘LC’, Transport, 4, 4,
((C1, 1) (C2, 1), (C3, 1)), 5, UNKNOWN, 07/04/2006,
10/04/2006, 0}

The properties to be followed while forming or repre-
senting the risk set are:

1. The elements should be represented in the same order
as defined above.

2. Each element of the risk set is mandatorally to be
defined except the element ‘cost’.

3. Each criteria and its commitment level should be
represented inside a single (%, )’ bracket, separated
by a comma, so as to differentiate it from the other
criteria and the elements of the risk set.

4.  Ifthe costis not represented, then it should be written
as UNKNOWN.

5. If the riskiness value of the recommending agent
(RRP) is not known, then it should be represented as
UNKNOWN.

6.  The elements of the risk set should be separated by a
comma °,’.

From the above recommendations it can be seen that:

. The recommendation from the recommending agent
‘A’ is trustworthy and exactly according to the crite-
ria of the trusting agent’s future interaction with the
trusted agent. But there is a huge gap in time between
the recommending agent’s interaction with the trusted
agent and the future interaction of the trusting agent
with the trusted agent.

. The recommendation from recommending agent ‘B’
is trustworthy, but the criteria of its recommendation
does not match with those of the trusting agent’s future
interaction with the trusted agent and so it is baseless
for it to consider this recommendation.

. The criteria of recommending agent ‘C’ is similar to
those of the trusting agent, but the riskiness value of
the recommending agent ‘C’ (RRP) is not within the
range of (-1,1). So it can be concluded that this is an
un-trustworthy recommendation and it will not be
considered by the trusting agent.

. The recommendation from recommending agent ‘D’
is trustworthy and in the criterions that the trusting
agent wants in its interaction.

Hence, as can be seen, the trusting agent, by making use
of the risk set, can interpret the meaning of each element
of the recommendation that would help it to understand the
recommendation better and assimilate it easily.
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The advantages of communicating the recommendations
in the form of a risk set are:

1. The recommendations come in a standard format and
it is easier for the trusting agent to understand them.

2. Evenifthe context of two interactions is the same, the
criteria might differ considerably, and the riskiness
value assigned to each interaction is in accordance
with its corresponding criteria. Therefore, while
giving recommendations, the recommending agent
must specify the criteria apart from the context of the
interaction. By doing so, the trusting agent who is
soliciting for recommendations might know the exact
criteria in which the trusted agent was assigned the
riskiness value recommended by the recommending
agent and consider only those recommendations that
are of interest to it. The risk set communicates the
criteria along with the recommendations and also
specifies the commitment level of the trusted agent
in those criteria.

3. Therisk set specifies the riskiness value of the trusted
agent as determined by recommending agent before
starting an interaction with it (CR), the predicted future
riskiness value ofthe trusted agent within the time space
of its interaction (R”), and the actual riskiness value
of the trusted agent determined by the recommending
agent (R) after its interaction with it depending on the
level of un-commitment in the actual behavior of the
trusted agent with respect to the expected behavior.

4.  Therisksetspecifies the time ofthe interaction between
the recommending agent and the trusted agent. As
defined in the literature, risk is dynamic and it keeps
on changing. It is not possible for an agent to have
the same impression of another agent that it had at a
given point of time. Hence, the trusting agent should
give more weight to those recommendations which
are near to the time slot of its interaction as compared
to the far recent ones while assimilating them. This is
achieved by using the proposed risk set, which speci-
fies the context along with the accessing criteria and
the riskiness values of the trusted agent according to
the time assigned, in an ordered way.

CONCLUSION

In this article we discussed the need to analyze risk that
could be associated in a peer-to-peer financial transaction.
Further we discussed how a trusting agent can assess the
possible risk beforehand that could be present in interacting
with a particular trusted agent. We proposed a methodology
of classifying the recommendations according to its trust-
worthiness. Further we discussed the risk relationship that
exists between a trusting agent and a trusted agent in the
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post-interaction phase, and ascertain the factors on which
the risk relationship is dependent. From that relationship we
defined the risk set, which is an ordered way of representing
the details of the transaction between the agents. This risk
set is utilized by the recommending agents while commu-
nicating recommendations to the trusting agents, so that it
can be interpreted and understood easily.
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KEY TERMS

Recommending Agent: An agent who gives its recom-
mendation about a trusted agent to a trusting agent, when
solicited for.

Risk Set: A standard format for giving recommendations
by the recommending agents.

Riskiness Scale: A scale that represents different levels
of risk that could be possible in an interaction.

Riskiness Value: A value that is assigned to the trusted
agent by the trusting agent after its interaction with it. This
value specifies a level of risk on the riskiness scale that the
trusted agent deserves according to the level of un-committed
behavior in its interaction with the trusting agent.

RRP: Stands for riskiness value of the recommending
agent. This value is used to determine if the recommend-
ing agent is communicating trustworthy recommendations
or not.

Trusted Agent: An agent with whom the trusting agent
deals with and reposes its faith in.

Trusting Agent: An agent who controls the resources and
interacts with another agent after reposing its faith in it.
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INTRODUCTION

The contribution of context information to content manage-
mentis of great importance. The increase of storage capacity
in mobile devices gives users the possibility to maintain large
amounts of content to their phones. As a result, this amount
of content is increasing at a high rate. Users are able to store
ahuge variety of content such as contacts, text messages, ring
tones, logos, calendar events, and textual notes. Furthermore,
the development of novel applications has created new types
of content, which include images, videos, MMS (multi-media
messaging), e-mail, music, play lists, audio clips, bookmarks,
news and weather, chat, niche information services, travel and
entertainment information, driving instructions, banking, and
shopping (Schilit & Theimer, 1994; Schilit, Adams, & Want,
1994; Brown, 1996; Brown, Bovey, & Chen, 1997).

The fact that users should be able to store the content
on their mobile phone and find the content they need without
much effort results in the requirement of managing the content
by organizing and annotating it. The purpose of information
management is to aid users by offering a safe and easy way of
retrieving the relevant content automatically, to minimize their
effort and maximize their benefit (Sorvari et al., 2004).

Theincreasing amount of stored content in mobile devices
and the limitations of physical mobile phone user interfaces
introduce a usability challenge in content management.
The physical mobile phone user interface will not change
considerably. The physical display sizes will not increase
since in the mobile devices the display already covers a large
part of the surface area. Text input speed will not change
much, as keyboard-based text input methods have been the
most efficient way to reduce slowness. While information is
necessary for many applications, the human brain is limited
in terms of how much information it can process at one time.
The problem of information management is more complex
in mobile environments (Campbell & Tarasewich, 2004).

One way to reduce information overload and enhance
content management is through the use of context metadata.

Context metadata is information that describes the context
in which a content item was created or received and can be
used to aid users in searching, retrieving, and organizing the
relevant content automatically. Context is any information
that can be used to characterize the situation of an entity. An
entity is a person, place, or object that is considered relevant
to the interaction between a user and an application, includ-
ing the user and the applications themselves (Dey, 2001).
Some types of context are the physical context, such as time,
location, and date; the social context, such as social group,
friends, work, and home; and the mental context, which in-
cludesusers’activities and feelings (Ryan, Pascoe, & Morse,
1997; Dey, Abowd, & Wood, 1998; Lucas, 2001).

By organizing and annotating the content, we develop
a new way of managing it, while content management fea-
tures are created to face efficiently the usability challenge.
Context metadata helps the user find the content he needs by
enabling single and multi-criteria searches (e.g., find pho-
tos taken in Paris last year), example-based searches (e.g.,
find all the video clips recorded in the same location as the
selected video clip), and automatic content organization for
efficient browsing (e.g., location-based content view, where
the content is arranged hierarchically based on the content
capture location and information about the hierarchical
relationships of different locations).

DATE, TIME, LOCATION,
AND PROXIMITY

While context can be characterized by a large number of
different types of attributes, the contribution of context at-
tributes to content management is of great importance. We
focus on a small number of attributes, which are considered
the most important in supporting content management and
also have the most practical implementations in real products,
suchas date, time, location, and proximity (nearby Bluetooth
devices). Bluetooth is a short-range wireless technology used

Copyright © 2007, Idea Group Inc., distributing in print or electronic forms without written permission of IGI is prohibited.



Content Personalization for Mobile Interfaces

to create personal area networks among user mobile devices
and with other nearby devices.

The first two attributes, date and time, are the most com-
mon in use in a wide range of applications. They are used to
organize both digital and analog content, and offer an easy
way of searching and retrieving the relevant content automati-
cally. Forexample, many cameras automatically add the date
and time to photographs. Furthermore, the location where
content is created is another useful attribute for searching
the content (e.g., home, workplace, summer cottage). Mobile
devices give users the possibility to create content in many
different locations. Users can associate the location with the
equivalent content in order to add an attribute to it that will
enable them to find it easier. Finally, proximity also plays an
important role in content management, as nearby Bluetooth
devices can provide information both in social and physi-
cal context. While each Bluetooth device can be uniquely
identified, information can be provided on nearby people by
identifying their mobile phones. An example for physical
context is the case of a Bluetooth-based hands-free car kit
that can be used to identify that the user is in a car.

USABILITY ISSUES AND PROBLEMS

The expansion of the dimension of context information in
order to include location, as well as proximity context, can
be of benefit to users while they are able to store, access,
and share with others their own location-based information
such as videos and photos, and feel the sense of community
growing among them (Kasinen, 2003; Cheverist, Smith,
Mitchell, Friday, & Davies, 2001). But when it comes to
proximity to be included in context information, the prob-
lem of privacy emerges. It appears that users are willing
to accept a loss of privacy when they take into account the
benefits of receiving useful information, but they would like
to control the release of private information (Ljungstrand,
2001; Ackerman, Darrel, & Weitzner, 2001).

While context metadata is attached to content, when
users share content, they have to decide if they share all the
metadata with the content or they filter out all or some part
of them. The cost for memory and transmission of meta-
data, as it is textual information, is not an important factor
to influence this decision. When the user receives location
and proximity information attached to content, he or she
may also find out where and with whom the creator of the
content was when the content was created. As a result, both
the location of the content creator and the location of nearby
people are shared along with the content information. If this
information is private, the sharing of it could be considered
as a privacy violation. This violation may be ‘multiplied’
if the first recipient forwards the content and the metadata
to other users.

However, users seem to be willing to share context meta-
data attached to content, as it would be convenient if context
metadata were automatically available with the content (so
that users do not have to add this information manually).
Furthermore, it would be very helpful for the recipient if the
received content was annotated with context metadata so
that the recipient does not have to annotate it manually and
be able to manage the content more easily. For example, in
the case of image and video content, the filtering of context
metadata such as location and people could be useless, since
these same items appearing in the image or video can be
identified visually from the image content itself.

But what is meaningful information to the end user?
It seems that users want meaningful information, but they
are not willing to put too much effort in creating it, unless
this information is expected to be very useful. In the case
of location, it would be difficult for users to type the name
of the place and other attributes manually, since it would
require their time and effort. Thus it would be important if
meaningful context metadata, which include the required
information, are automatically generated.

Proximity information also needs to be meaningful. Inthis
way, meaningfulness is important when attaching information
on nearby devices in the form of metadata. If the globally
unique Bluetooth device address and the real name of the
owner of the device could be connected, this functionality
would give meaningful information to the user.

Itis hard to determine which information is useful, while
what is useful information in one situation might be totally
useless in another. For example, when looking at photo
albums, what is thought to be useful information varies a
lot. When one is looking at family pictures taken recently,
it is needless to write down the names of the people, since
they were well known and discernable. But it is different
looking at family pictures taken many years ago: the same
people may not be that easily recognizable.

It appears that useful information depends on a user’s
location, what the information is used for, and in which time
span. In order to create meaningful information, users need
to put much effort into getting the data, organizing it, and
annotating it with context metadata. Ways to minimize their
effort and maximize their benefit should be developed.

CONCLUSION

The increasing amount of stored content in mobile devices
and the limitations of physical mobile phone user interfaces
introduce a usability challenge in content management. The
efficient management of large amounts of data requires
developing new ways of managing content. Stored data are
used by applications which should express information in a
sensible way, and offer users a simple and intuitive way of
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organizing, searching, and grouping this information. Inad-
equate design of user interface results in poor usability and
makes an otherwise good application useless. Therefore, itis
necessary to design and built context-aware applications.

Issues of usefulness and meaningfulness in utilizing
context metadata need to be further investigated. Useful-
ness depends on the type of metadata. As far as location and
proximity are concerned, it appears that the more time has
passed since the recording of the data, the more accurate the
information needs to be. Furthermore, in the case of location
information, the closer to one’s home or familiar places the
data refers to, the more detailed the information needs to
be. A main usability challenge is the creation of meaning-
ful context metadata automatically, without users having to
add this information manually. There exist many ways for
automatic recording of information about a user’s context,
but the generated information is not always meaningful.

Another field that requires further research is privacy. It
seems thatusers are willing to acceptaloss of privacy, provided
thatthe information they receive is useful and they have control
over the release of private information. Content management
provides users with a safe, easy-to-use, and automated way
of organizing and managing their mobile content, as well as
retrieving useful information efficiently.
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KEY TERMS

Bluetooth: A short-range wireless technology used to
create personal area networks among user devices and with
other nearby devices.

Content Management: Ways of organizing and an-
notating content in order to retrieve and search it more
efficiently.

Context: Any information that can be used to character-
ize the situation of an entity.

Context Metadata: Information that describes the con-
text in which a content item was created or received.

Entity: A person, place, or object that is considered
relevant to the interaction between a user and an application,
including the user and the applications themselves.

Location: The place where content is created by the
user.

Usability: The effectiveness, efficiency, and satisfaction
with which users can achieve tasks in the environment of
mobile devices.
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INTRODUCTION

The expansion of the Web is enormous and, more and more,
people everyday access its content trying to make their life
easier and their informational level complete. One can real-
ize that lately the advances in computers are such that many
appliances exist in order to offer to its users the chance to
access any type of information. The use of microcomput-
ers, such as PDAs, laptops, palmtops, mobile phones and
generally mobile devices, has lead to a situation where a
way had to be found in order to offer to the users the same
information as if they had a normal screen device. Almost
all the mobile devices offer “Web-ready” functionality, but
it seems that few of the Web sites are considering offering
to the mobile users the opportunity to access their pages
from the mobile devices.

On the one hand, the widespread use of mobile devices
introduces a new big market and many chances for research
and development. On the other hand, the use of small screen
devices introduces a basic constraint both to the constructors
of the devices and to the users: the small screen limitation.
This is making difficult for the users to establish a mental
model of the data, often leading to user disorientation and
frustration (Albers & Kim, 2000). Many other restrictions
have to be taken under consideration when using small
devices, especially the low resolution, the amount of the
memory, and the speed of the processor. Additionally, when
using such devices the users are often in places with distrac-
tions of noise, interruptions and movement of the handheld
device (Jameson et al., 1998).

Many companies exist in order to offer to the users of
small screen devices the opportunity to access Web pages
by doing syntactic translation (AvantoGo, DPWeb, Palm-
scape, and Eudora). Syntactic translation recodes the Web
content in a rote manner, usually tag-for-tag or following
some predefined templates or rules. This method seems to
be successful especially for the devices that have graphical

display. But, in order to achieve this, the Web pages are
scaled down and small devices like mobile phone (very small
screen and low resolution) are problematic. This happens
because cither the graphics are too small or the letters and
links cannot be explored.

Another major problem ofthe use of small screen devices
is that users often migrate from device to device during a
day and they demand to be able to work in the same way
whether they work on their personal computer or their mobile
phone. This is the main issue that is going to be analyzed
in this article: the way of migrating data from device to de-
vice without damaging the integrity of the data and without
distracting the user.

Migration is the process of taking data originally de-
signed for display on a large screen and transforming it to
be viewed on the small screen (Jameson et al., 1998). The
main techniques that exist and are used for data migration
are direct migration, data modification, data suppression
and data overview. The first one, direct migration, is a very
simple. The data are sent directly to the small screen device
and the user navigates to the data by scrolling horizontally
and vertically on the page. The second method is more
complicated and data is shortened and minimized in order
to be viewable in a small screen device. Data suppression
technique removes parts of the data and presents parts of
them and the latest technique is based on the focus and
context model (Spence, 2001).

All the aforementioned techniques are useful and any of
them can be used efficiently for different types of data. This
is a difficult part for the construction of the small screen
devices. The constructors of the devices cannot include
all the implementations of the techniques or, even if they
do, the user has to be asked which one to choose or try the
different implementations while viewing a source of data.
The differences between the aforementioned techniques are
focused on the quality of the information shown to the user
and the range of information that is shown. This means that
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in some techniques the quality of the information shown is
high but the amount of information shown is quite poor. One
can think that the quality of information is more important
while another can think that the amount of information is
more important. This is a question that cannot be answered
simply. What we can safely note is that the answer depends
on the type of data that we want to present to the users.
The rest of this article is structured as follows. In the next
section we present the efforts of some companies that offer
to the users of small screen devices the opportunity to access
Web pages by doing syntactic translation. The first method
of transforming information, its use, its advantages and
disadvantages are presented to the third section. The fourth
section presents the data modification technique and how it
is implemented, and the fifth section the data suppression
technique. The next section covers the issues concerning
data overview technique and the last section presents a sum-
marization and general overview of the techniques.

DIRECT MIGRATION TECHNIQUE

The most simple and most often used technique is the direct
migration technique. It is used mostly for Web pages and its
scope is to send to the users exactly the same data regardless
of the device in use. The users are free to interact with the
dataand they are actually responsible for making themselves
comfortable with the amount of data that they are presented.
We cannot say that it is a user-centric technique but it is very
easy to be implemented, very fast and does not require much
efforteither for machine or human. The main problem, which
is actually a failure of the technique, is that it produces data
that needs horizontal scrolling in order to be accessed and
that way the user is much distracted.

Some additional techniques are used together with the
data migration technique in order to reduce or remove the
horizontal scrolling problem. The additional technique is
mainly the wrapping technique, which removes the horizontal
scrolling by putting the extra data under the main page that
is shown to the small screen. The problem is not solved but
it becomes minor, because it does not lessen the amount of
data but transforms the horizontal scrolling to vertical.

Another additional technique requires duplicate creation
ofthe data. It is used very often for Web sites and the method
is creating two kinds of pages for the same data: one for
large screen devices and one for small screen. Surely, this
technique has major problems. One is that someone has to
create two totally different pages for the same content. The
other and more crucial problem is the size of the World
Wide Web and the fact that almost nobody has made any
effort to create two types of Web pages makes the technique
difficult to be applied.

Research has shown that the users react better when
they are confronting vertical scrolling rather than horizontal
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(Nielsen, 1999). However even vertical scrolling—generally
any kind of scrolling—affects negatively the completion of
any task (Albers & Kim, 2000; Dyson & Haselgrove, 2001;
Jonesetal., 1999). The above implies that this technique can
be suitable only for situations where the user just wants to
access and read some kind of information and the interaction
level between the user and the data remains low.

Summarizing, we can say that this technique is very suit-
able for short text, sequential text, lists and menus that can
be displayed within the width constraints of small screens
(the impact of migration). It is not recommended to be used
when the data include big tables and images (big, high reso-
lution) because these types of data add horizontal scrolling
that cannot be transformed.

DATA MODIFICATION

In this section we will analyze the second method for data
migration, which is the data modification technique. Its
main idea approaches the direct migration technique, but
the data modification technique has countered the problem
of big images and tables. When the data are to be presented
to a small device, the size of the images, tables and lists is
reduced and some parts of the text are summarized. In this
way the users can save in download time and device memory
(Mani, 2001).

The text summarization is the difficult part of the tech-
nique and it introduces a whole new theme for discussion.
Many approaches have been proposed (Buyukkokten et
al., 2000; Fukushima, 2001, Mani, 2001; Amitay & Paris,
2000). Some of them require a human expert to create the
summaries while some others are based on machines.

The data that is presented to the users is a reduced form
of'the actual data. The user has the option to scroll vertically
through the data that he comes up with. He can also select a
part of the reduced data in order to “open” in another page
of his small screen device the real text, which is hidden
behind. This procedure can be algorithmic. When data are
presented in this way to the user, then the procedure is to
read the summarized, reduced data, select a specific topic
that suits the user’s needs, read the whole data that is hidden
behind the summarized and then go back. The procedure
then starts from the beginning.

We can say that this technique is very similar to the afore-
mentioned direct migration technique but it goes one step
further. It is used mainly for Web browsing where the data
are already reduced and offer the user a style of navigation.
The summarization that is included, whether it is for images
(lower size, resolution) or text (summary), is very helpful
for the end-user as it lessens the scrolling either vertical or
horizontal. Actually this method does not have horizontal
scrolling at all except for some specific, very rare conditions
(very large images or tables).
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Summarizing, we can say that this technique is very
useful when users are determined of the information and
can easily understand what they are looking for, from a
summary of text or simple keywords. It cannot be useful
for very specialized texts with difficult and mannered termi-
nology. In general, the summaries have to be very specific
and represent accurately the meaning of the text. The main
problem of all the summarization techniques is that they do
not succeed very often and cannot replace numerical data
like financial information, weather information and dates. If
one can think that some users want their small screen devices
for accessing their bank accounts, watching the weather in
a place that they visit or finding the financial exchange then
this technique cannot be recommended.

DATA SUPPRESSION

As we are able to figure out from the name of this technique,
whatitactually does is to remove parts of the data that “seem”
to be unimportant. What is presented to the user is the basic
frame of the data. Displaying only skeleton information can
simplify navigation and may reduce disorientation (Spence,
2001).

The data is not removed randomly, but there exist several
techniques that help in this direction. Some methods for sup-
pressing data is to select only some of the keywords (that are
produce from text summarization), present only a specific
number of words from each sentence or Z-thru mapping that
imposes selective display (Spence, 2001).

This approach is very similar to the previous but it seems
to be more compact. Very few data is presented to the user
and most of the time there is no scrolling at all. The absence
of scrolling has advantages and disadvantages. When there
is no scrolling the user is not distracted from completing
his task, but no scrolling means that the data is extremely
reduced in order to fit the screen and it may be difficult for
a simple user to locate the information he/she wants.

Navigating through the data in this technique is like a
file system. The user has a list of words (like a folder) for
each amount of data and by selecting an element of the list
the information is expanded (files, subfolders) and shown to
the user. Every time the user is able to return to the starting
frame of data and start exploring from the beginning.

Like the previous, this technique has applications where
the users know the exact information that they are looking
for and they can figure it out from just a heading or a set
of keywords. Searching through this type of data is almost
impossible because the little amount of data that is presented
is often not representative of the data that it comes from.
However it is very useful for browsing through news portal
when just a title or part of the title is enough for the user to
understand the meaning of the whole article. It is used for

structured data, which include information hierarchically
structured. Sequential data with little or no structure could
be less compatible to manipulate into categories for sup-
pression (impact of migration).

DATA OVERVIEW

The last technique that is used for data migration is data
overview technique. In reverse to the aforementioned tech-
niques, which reduce parts of the data, this technique creates
an overview of the whole data and presents it to the users.
The whole data is minimized and the whole information
is presented to the user minimized in order to fit the small
screen of the device. It is based on the “focus and expand”
method. When the user points a specific set of data that is
contiguous thenitis expanded and shown biggerto the screen
in order to fit the screen and be readable.

The approach makes it easier for the users to access at
once a very large amount of data without losing or not seeing
any part of it and, in this way, the disorientation is lessened
(Spence, 2001; Storey et al., 1999). Some methods that are
used concerning the data overview technique are:

. Focus and context (Spence, 2001; Buyukkokten et al.,
2000; Bjork, 2000)

. Fisheye Techniques (Spence, 2001; Storey et al.,
1999)

. Zoom and pan (Good et al., 2002; Spence, 2001)

. Content lens (Dieberger et al., 2002)

In general, the technique seems to be problematic as
the user is presented with a large amount of data in a small
screen. The data is shrunk in order to fit the screen and may
be difficult for the user even to see it and figure out what
he is looking for. Movements while using a small screen
device could create further distortion, or could make it
difficult to discern what has been distorted (MacKay &
Watters, 2003).

The nature of this approach produces both positive and
negative points for the end-users. The point that the user is
presented the whole information can be both positive and
negative depending on the amount of data. However, it is
very useful for the users to have full observation of the in-
formation they are looking for. The navigation is easy and is
based at presenting in large the parts that are focused from
the user, but the user can focus only on a part of information
and he is not able to combine parts of data.

In general this method seems to be the best when the
information that is accessed by the user includes large im-
ages, big tables, maps, graphs and in general everything that
a “focus” method cannot distort but help.
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OVERVIEW OF THE TECHNIQUES

In the previous sections we have discussed and analyzed
the most common methods for data migration from large
screen displays to small screen. As we can obviously see,
each method has its advantages and disadvantages making
difficult the selection of only one of them in order to cope
with every type of data.

Direct migration cannot preserve scrolling and it is the
fastest and easiest way to present data that are for reading.
Its simplicity is its power but we can admit that is not user
friendly.

Data modification technique solves many problems of
the previous technique but still scrolling is an issue. At least
paging of the data is preserved and the user can see a large
part of the information in only one screen. The matter that
rises from this technique is the summarization of the informa-
tion, which may be distracting or not useful depending on
the type of information. It could be seen as a good method
for Web browsing.

Data suppression goes one step further than the previ-
ous technique by removing parts of data and summarizing
the rest. It is named as the best method for browsing news
portals where just the keywords of a news title can represent
successfully the whole article. It is very weak for textual
data and for searching, as it provides in a hierarchic manner
only some keywords and often distracts a user that does not
know exactly what he is looking for.

Data overview has a different angle of view than the three
previous methods. It is based on the idea “focus and expand”
and the philosophy is to present to the user all the information.
When the data include large images, big tables and graphs,
data overview is the best method for migrating data because it
does not lessen or break into many pages all this information,
which is by nature connected. On the contrary, when the user
wants toread atext orbrowse in abig portal then this technique
seems to be weak, as it provides to the user all the information
in one screen and the data are often unreadable.

Summarizing, all the techniques offer to the users the
opportunity to access any kind of information through their
small screen devices like they would do to big screen ones. It
is not fair to select one of them as the best one because each
one is created for coping with different types of information
and data. A device that could combine the implementation of
allthe aforementioned techniques could be a solution, but the
complexity of modern life would prevent us to permute to
the users the effort of data migration and thus make modern
life more complex.
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KEY TERMS

Content Transformation: The procedure that leads to
changes to content in order to make it interoperable.

Migration: Migration is the process of taking data origi-
nally designed for display on a large screen and transforming
it to be viewed on the small screen.

Small Screen Devices: Devices with small screen size
where it is difficult to access large-sized blocks of informa-
tion.

Syntactic Translation (of WWW Data): The recoding
of the Web content in a rote manner, usually tag-for-tag or
following some predefined templates or rules.
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INTRODUCTION

Even though a major part of the industrialized world works
with computers on a daily basis and operating computers
became much easier since the introduction of graphic inter-
faces, many users do not experience their computers as work
relief, but rather as an increased burden in their everyday
lives. One of the most important reasons for this attitude is
the unnatural mode of communication between user and
computer: the natural interpersonal communication takes
information from the communication situation (e.g., the
location of the interacting communicators, their personal
preferences, or their relationship with each other) implicitly
into account. On the other side, despite the development of
new interfaces—such as voice and character recognition,
which are much closer to interpersonal communication
than keyboard terminals—communication between user and
computer is still complex and characterized by little intuition.
This is where the objectives of the context-adaptive systems
come into play: it is the aim of context-adaptive systems
to implicitly collect information about the situation of a
system request (context) in order to enable more efficient
communication between user and computer.

Currently, the concept of context-awareness and con-
text-adaptation has attracted particular attention in the area
of mobile communication. This is largely due to the fact
that the obligatory requirement of the devices’ portability
leads to certain constraints of mobile devices. Small-sized
screens, low data processing capacity, and inconvenient
ways of navigation and data entry are some examples for
these constraints. To overcome these limitations is particu-
larly relevant in the area of multimedia Internet content and
therefore requires the communication to be as efficient as
possible. One possible option to reduce the resulting problem
of presentation and selection of content on mobile devices
is to automatically offer the user only those contents rel-
evant for the concrete situation of the service request. Such
services require that the computer can sense the particular
situation of the service request and autonomously respond
with appropriate actions.

AUTOMATED CONTEXT-AWARENESS

In order for real situations to be sensed automatically by
computing devices, the situations of these system requests
have to be computed as abstract, automatically understood
events, so-called contexts. A context is any information that
isused to characterize relevant situations of people, locations,
or objects that are important for the interaction between
application and user (Dey, 2001). A common classifica-
tion of context information traces back to Schilit, Adams,
and Want (1994). They distinguish between the technical
context of participating and available computing resources,
the social context of users that are involved in the system
interaction, and the physical context of the location of the
system interaction.

Computing context describes available network con-
nections and network bandwidth. Additionally, computing
context includes accessible peripherals such as printers,
screens, or additional terminals. For example, ifamultimedia
application knows the user’s available network bandwidth,
it is able to adapt a video stream to its capacity and ensures
streaming without jerks and with the highest possible reso-
lution. Furthermore, if the multimedia application is aware
of a high-resolution display close to the user, it can suggest
this device as an alternative screen for displaying the video
stream. To be able to identify each other, mobile computing
devices must have radio or infrared sensors. A computing
device equipped with radio or infrared sensors spans a distinct
logical space (a so-called “smart space’) within its sensor
coverage. If a device enters another device’s sensor space,
the device will identify itself and send its network address
or appropriate commands for application requests.

The social context contains information about the users
involved in the interaction. The user’s information, such as
identity, age, gender, and preferences, can be gathered either
explicitly from surveys or implicitly by observing the user’s
behavior. Surveying each user’s personal characteristics
and preferences is the most common form of gathering user
information. Most often, surveying user information is di-
rectly linked with service registration. Because the provider
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Figure 1. Components of an agent system
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has little means to control (usually voluntary) submitted
information, information from user surveys is often of poor
quality. Additionally, profiles that were gathered from a one-
time survey remain static over time. Therefore, apart from
voluntary authentication information on a specific Web site,
the user can be additionally identified on the basis of his or
her behavior. Every Web server has a protocol component
that logs every server activity and stores these logs chrono-
logically into different application-oriented protocol files.
Analyzing these server protocols, it can be determined what
requests for which resources have been completed during
a specific unique Web site visit. To link recorded requests
with an individual user, the IP address of the user’s device
or identification data stored as cookie on the user’s device
can be used.

Information about the physical context can be collected
from a multitude of data sources such as contact-, thermo-,
humidity-, acceleration-, torsion-, or photo-sensors, cameras,
and microphones. Sensors that are equipped with processors
notonly collect data but also pre-process this data. Addition-
ally, they can identify specific patterns such as fingerprints.
The user’s interaction location is of particular importance
for the perception of the physical interaction context. “Loca-
tion-based-services” are services that take the location of the
user into consideration. These services promise to have great
chances on the market (Lehner, 2003). The geographical
location of a user that is required for services of this kind
can either be determined by terminal-locating or by external
network-locating.

Terminal-locating is carried out by an especially designed
device that autonomously executes location measurements.
The global positioning system (GPS) operated by the U.S.
military is the best-known technology for self-locating.
Receiving positioning signals that are beamed down by
GPS satellites, a GPS device can accurately triangulate its
position for up to 10 meters. Techniques that can position a
location or object from a photo are more sophisticated than
the GPS system. Yet they strongly resemble human orienta-

tion. Using photo cameras, these methods can calculate the
angle and distance to a specific object (such as a building)
with the help of a stored three-dimensional model.

Network-locating fixes adevice’s position using network
information. The best-known method for network-locating
is the cell identity technique (or cell of origin technique).
This technique locates a mobile device within a cellular
radio network using the network’s cell-ID. Other network-
locating techniques fix a particular position based on time
differences of signals arriving at different base stations,
the angle of arrival, or attenuation of signals from different
base stations.

While Schilit et al. (1994) differentiated between three
forms of context, Dey (2001) adds the primary and secondary
contextto these categories (Conlan, Power, & Barrett, 2003).
The location, the type of device, the behavior of the user, and
the time of inquiry represent primary request contexts. On
the other hand, secondary request contexts are composed ofa
combination of primary context data. By taking the location
and other people in the vicinity into consideration to form
the secondary social context, the social situation of the user
can be determined; for example, the user might be in his of-
fice with his colleagues, or out with friends. Furthermore,
Chen and Kotz (2000) differentiate between the active and
the passive context. The active context determines a change
in behavior for the present application (e.g., by defining
sections of interest for an adaptive online newspaper). A
passive context shows the change in context conditions for
the system inquiry only as extra information for the user. For
example, a recommendation system can suggest a specific
purchase in an online shop, or the user can see his location
when using a navigation system.

CONTEXT-RELATED SYSTEM
ADAPTION

A system is considered context-adaptive if it uses context
information to offer its users relevant information or, rather,
services (Dey & Abowd, 2000). Generally speaking, a con-
text-adaptive system is characterized by a certain degree
of autonomy when fulfilling its tasks. Therefore, adaptive
systems are also referred to as agent systems (Russel &
Norvig, 2003). Agents are software systems that, with the
help of sensors, identify their environment as application-
related events and by using pre-defined rules that activate
respective events (see Figure 1). The actions that have been
triggered by the agent can refer to information or they can
contain control commands for other systems. The agent can
either perform the action directly and autonomously (active
context-awareness), or these actions are only a suggestion
to the user (passive context-awareness).

A context-adaptive application consists of software ob-
jectsthatare automatically requested when the system senses
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a certain event in the systems environment. If the applica-
tion identifies such a key event, it executes the respective
object, or rather, the relevant methods that are part of this
object. Usually, the adaptive application needs to combine
raw data from its sensory perception of its environment to
compute such a key event (e.g., GPS-coordinates, entries in
a Web-server’s logfile, or identified, closely related network
resources) since an individual piece of raw data is only able to
hint at the relevant situation. An adaptive traffic information
service, for instance, needs to compute information about
the current date and time (system clock), the user’s current
position (e.g., GPS), the user’s destination, and his or her
preferred routes and means of transportation (user profile).
In this context, we can distinguish different adaptation meth-
ods, depending on the type and extent of combined raw data
collected while computing such a key event.

Raw sensor data that closely related to the system
(such as time, temperature, or the device’s data process-
ing capacity)—whose values are, in accordance with the
closed-world-assumption, known ex ante—are usually
directly linked to the respective application-specific event.
Therefore, dynamic key-value-pairs are composed, whereby
the application-event contains the key and the sensor system
contributes the key value (Chen & Kotz, 2000).

With regard to raw sensor data that cannot be directly
linked to application events, such as user preferences or
information about the location, however, the process is
different. In this case, values from various sensor systems
need to be aggregated. For instance, a standardized locating
technique that is able to locate a user in closed rooms and
outside does not yet exist. In order to locate users accurately
inside and outside of buildings, data from different locat-
ing systems need to be combined. Since different locating
systems utilize different measures (e.g., distance, angular
separation, or geometrical position), these values need to be
translated into standardized measures first and then have to
be transferred into a joint data model (Hightower, Brumitt,
& Borriello, 2002). This process is commonly known as
“sensor fusion” (Chen, Li, & Kotz, 2004).

Adaptive systems that process contexts whose quality
rating is subject to a high level of changeability (e.g., auser’s
movement in a room or outside of a building) need a high
number of key values to be computed. Generally speaking, it
does not make much sense to compose one key-value-pair for
each ofthese values. Instead, artificial intelligence techniques,
such as artificial neural networks that have been developed to
process knowledge, can be utilized to compute these values.
An artificial neural network (ANN) is a system that consists
of'a multitude of identical, networked computing elements,
so-called neurons. ANNs are thus able to simultaneously
process extensive and changeable raw data in an efficient
manner (Van Laerhoven, Aidoo, & Lowette, 2001).
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EXAMPLES FOR CONTEXT-ADAPTIVE
MOBILE SERVICES

Scholars focusing on mobile systems were among the first to
publish research on adaptive systems. Olivetti and XEROX,
two ofthe leading producers of copying machines at that time,
were pioneers in this new research area of context-adaptive
computing. In the early 1990s, their research facilities intro-
duced the first prototypical adaptive systems. These early
applications include automatic call-forwarding systems that
are based on where in the office building the person who
receives the call is located (Want, Hopper, Falcao, & Gibbons,
1992; Wood, Richardson, Bennett, Harter, & Hopper, 1997),
browser software that can be adapted to specific locations
(Voelker & Bershad, 1994), as well as location-aware shop-
ping assistants (Asthana, Cravatts, & Krzyzanowski, 1994).
These groundbreaking applications are not so much derived
from data communication that is supported by mobile radio
technology, but from communication that is connected to
ubiquitous or, rather, pervasive computing. They primarily
use infrared or radio transponders (so-called active badges).
Special room sensors are able to detect users, who carry
these transponders with them at all times. In later years,
scholars developed various kinds of adaptive systems: these
new developments include tour guides (Bederson, 1995;
Long, Kooper, Abowd, & Atkeson, 1996; Davies, Cheverst,
Mitchell, & Friday, 1999), software assistants for conference
participants (Dey, Futakawa, Salber, & Abowd, 1999), and
field researchers (Pascoe, 1998).

In the late 1990s, researchers proposed adaptive service
concepts for commercial, content-related mobile radio ser-
vices. One of the first studies offered a solution to the problem
of content recipients’ partially bound attention: this study
developed an adaptive screen for GSM terminals which is
able to change the screen’s font and brightness in accordance
with the room conditions and the user’s activity. As areaction
to the deregulation of the cell-based user locating services in
GSM-networks for commercial purposes in 2001, scholars
proposed a number of other options for location-specific
mobile services (Lehner, 2004). These suggestions include
gas station search services that take locating and vehicle data
into consideration, and adaptive multimedia applications
for cars that are able to switch between different reception
options (e.g., GSM or DVB), depending on the specific recep-
tion quality (Herden, Rautenstrauch, Zwanziger, & Planck,
2004). In addition to these cell-based location services,
researchers have also discussed adaptive services based
on GPS (Diekmann & Gehrke, 2003). Furthermore, some
authors suggest individualizing concepts that are attuned
to the special features of mobile terminals. These concepts
would be able to adapt contents to individual preferences.
In this context, it has to be distinguished between those
individualization concepts that carry out the adaptation on
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the aggregation level (or rather, on a mobile porta—Smyth
& Cotter, 2003; Kaspar & Hagenhoff, 2004) and those that
aimat the individual service (Anderson, Domingos, & Weld,
2001). For the most part, scholars have discussed individu-
alization techniques that are based on explicit information
from users and on limited potentialities. Currently, however,
research is also trying to find ways to distribute contents to
a multitude of different types of mobile devices, a develop-
ment that has become necessary because of the growing
diversity of mobile devices that are equipped with varying
hardware and software. One way to achieve this is to use
markup transformations that are based on schematic libraries
for different devices and standards such as WML, XHTML,
und HTML. In order to identify a mobile device, various
standards that allow users and providers to exchange the
respective configuration during each data communication
process have been developed. The best-known standards
include the “Composite Capabilities/Preference Profiles”
(CC/PP), which was developed by W3C in 2004 or its earlier
implementation—the “User Agent Profile” (U-AProf)—by
the WAP Forum in 2003. After identifying the respective
device configuration, it is possible to adapt the syntax,
for example on the basis of the style sheet transformation
language, XSLT.

CONCLUSION

Most of the current examples of context-adaptive systems
represent isolated solutions that are based on a closed-world
assumption. At this point, these systems have little commer-
cial value. This lack of commercial relevance is basically
rooted in two main problems that have to be overcome in
the future. On the one hand, the development of adaptive
systems is very cost intensive. In addition, currently exist-
ing solutions are usually based on proprietary data models,
which keep them from interacting with different systems and
do not allow them to add additional contexts. On the other
hand, an adaptive system is dependent on a comparatively
large set of personal information that has to be gathered and
processed automatically. This causes user concerns about
possible abuses of personal data and intrusions of privacy.
So far, neither legal measures nor technical control instru-
ments have been able to eliminate users’ apprehensions of
permanent surveillance by a “big brother.”

REFERENCES

Anderson, C., Domingos, P., & Weld, D. (2001). Personaliz-
ing Web sites for mobile users. Retrieved May 31,2005, from
http://www.cs.washington.edu/ai/proteus/www10.pdf

Asthana, A., Cravatts, M., & Krzyzanowski, P. (1994). An
indoor wireless system for personalized shopping assistance.
Proceedings of the IEEE Workshop on Mobile Computing
Systems and Applications, Santa Cruz, CA, (pp. 69-74).

Bederson, B. (1995). Audio augmented reality: A proto-
type automated tour guide. Proceedings of the Conference

on Human Factors and Computing Systems, Denver, (pp.
210-211).

Chen, G., & Kotz, D. (2000). 4 survey of context-aware
mobile computing research. Dartmouth Computer Science
Technical Report TR2000-381. Retrieved October 31,
2005, from http://www.cs.dartmouth.edu/~dfk/papers/chen:
survey-tr.pdf

Chen, G., Li, M., & Kotz, D. (2004, August). Design and
implementation of a large-scale context fusion network.
Proceedings of the I*' Annual International Conference on
Mobile and Ubiquitous Systems: Networking and Services,
Boston.

Davies, N., Cheverst, K., Mitchell, K., & Friday, A. (1999).
Caches in the air: Disseminating tourist information in the
GUIDE system. Proceedings of the 2" IEEE Workshop
on Mobile Computing Systems and Applications, New
Orleans.

Dey, A., & Abowd, G. (2000, June). The context toolkit:
Aiding the development of context-aware applications.
Proceedings of the Workshop on Software Engineering for
Wearable and Pervasive Computing, Limerick, Ireland,
(pp. 434-441).

Dey, A. (2001). Understanding and using context. Personal
and Ubiquitous Computing Journal, 5(1), 4-7.

Dey, A., Futakawa, M., Salber, D., & Abowd, G. (1999).
The conference assistant: Combining context-awareness
with wearable computing. Proceedings of the 3" Interna-
tional Symposium on Wearable Computers (ISWC ’99), San
Francisco, (pp. 21-28).

Diekmann, T., & Gehrke, N. (2003). Ein framework zur
nutzung situationsabhédngiger dienste. In K. Dittrich, W.
Konig, A. Oberweis, K. Rannenberg, & W. Wahlster (Eds.),
Lecture notes in informatics, informatik 2003. Innovative
anwendungen (Vol. 1, pp. 217-221). Bonn: Gesellschaft
fuer Informatik.

Herden, S., Rautenstrauch, C., Zwanziger, A., & Planck, M.
(2004). Personal information guide. In K. Pousttchi & K.
Turowski (Eds.), Mobile Economy: Proceedings of the 4"
Workshop on Mobile Commerce, Augsburg, (pp. 86-102).

127




Hightower, J., Brumitt, B., & Borriello, G. (2002, June).
The location stack: A layered model for ubiquitous com-
puting. Proceedings of the 4" IEEE Workshop on Mobile
Computing Systems & Applications, Callicoon, New York,
(pp- 22-28).

Kaspar, C., & Hagenhoff, S. (2004). Individualization of
a mobile news service—a simple approach. In S. Jénsson
(Ed.), Proceedings of the 7" SAM/IFSAM World Congress,
Gothenburg.

Lehner, F. (2003). Mobile und drahtlose informationssysteme.
Berlin: Springer-Verlag.

Lehner, F. (2004). Lokalisierungstechniken und location
based services. WISU, 2, 211-219.

Long, S., Kooper, R., Abowd, G., & Atkeson, C. (1996).
Rapid prototyping of mobile context-aware applications:
The Cyberguide case study. Proceedings of the 2™ Annual
International Conference on Mobile Computing and Net-
working (pp. 97-107), White Plains, NY.

Pascoe, J. (1998). Adding generic contextual capabilities to
wearable computers. Proceedings of the 2™ International
Symposium on Wearable Computers, Pittsburgh, PA.

Russel, S., & Norvig, P. (2003). Artificial intelligence, a
modern approach. NJ: Pearson Education.

Schilit, B., Adams, N., & Want, R. (1994, December).
Proceedings of the IEEE Workshop on Mobile Computing
Systems and Applications, pp. 85-90.

Smyth, B., & Cotter, P. (2003). Intelligent navigation for
mobile Internet portals. Proceedings of the 18" Interna-
tional Joint Conference on Artificial Intelligence (IJCAI-03),
Acapulco.

Van Laerhoven, K., Aidoo, K., & Lowette, S. (2001). Real-
time analysis of data from many sensors with neural networks.
Proceedings of the 5" IEEE International Symposium on
Wearable Computers 2001, (p. 115).

Want, R., Hopper, A., Falcao, V., & Gibbons, J. (1992).
The active badge location system. ACM Transactions on
Information Systems, 10(1), 91-102.

128

Context-Adaptive Mobile Systems

Wood, K., Richardson, T., Bennett, F., Harter, A., & Hopper,
A.(1997). Global tele-porting with Java: Toward ubiquitous
personalized computing. Computer, 30(2), 53-59.

KEY TERMS

Agent: A software system that is able to perceive its
surroundings as events that are relevant for the application
and that, in accordance with previously defined filter rules,
causes actions in accordance with its perceptions.

Context: Any piece of information that can be used to
characterize the situation of a person, a place, or an object
in a way that is significant for the interaction between user
and application.

Context-Adaptive System: An application that changes
its behavior in accordance with information about the re-
spective situation.

Location-Based Service: A service that takes the loca-
tion of the user into consideration. A user’s location can
therefore be detected by using network-locating or termi-
nal-locating.

Network-Locating: Detects an end device’s position on
the basis of network information.

Sensor Fusion: Refers to the translation of values from
different locating systems using different measures (e.g.,
distance, angular separation, or geometrical position) into
standardized measures and the transfer of these standardized
measures into a joint data model.

Smart Space: The logical space that is covered by a
computing device equipped with radio or infrared sensors
within its sensor coverage.

Terminal-Locating: A procedure thatenables a specially
designed end device to locate its own position.
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INTRODUCTION

A new breed of computing devices is taking more and
more ground in the highly dynamic market of computer
hardware. We refer to smart phones and PocketPCs, which
redefine typical usage procedures we are all familiar with
in traditional, desktop information systems. Dimensions of
this class of computing devices allow users to keep them
at hand virtually at all times. This omnipresence allows
development of applications that will truly bring to life the
motto: “availability always and everywhere.”

Hardware and software characteristics of the aforemen-
tioned devices require a somewhat modified approach when
developing software for them. Not only technical character-
istics should be considered in this process, but also a general
set of functionalities such an application should provide.
Equally important is the fact that the typical user will be
on the move, and his attention will be divided between the
application and events occurring in his environment. Fun-
damentally new and important input to mobile applications
is constantly changing the user environment. The term that
is used most frequently and describes the user environment
is a context, and applications that are able to independently
interpret a user’s context and autonomously adapt to it are
named context-aware applications.

Recent developments in wireless telecommunications,
ubiquitous computing, and mobile computing devices al-
lowed extension of geographic information system (GIS)
concepts into the field. Contemporary mobile devices have
traveled a long way from simple mobile phones or digital
calendars and phonebooks to powerful handheld computers
capable of performing a majority of tasks, until recently
reserved only for desktop computers. Advancements in
wireless telecommunications, packet data transfer in cel-
lular networks, and wireless LAN standards are only some
of technological advancements GIS is profiting from. This
mobile and ubiquitous computing environment is perfect
incubation grounds for a new breed of GIS applications,
mobile GIS. Advances in mobile positioning have given a

rise to a new class of mobile GIS applications called loca-
tion-based services (LBS). Such services deliver geographic
information and geo-processing services to the mobile/sta-
tionary users, taking into account their current location and
references, or locations of the stationary/mobile objects of
their interests.

But the location of the user and the time of day of the
application’s usage are not the only information that shapes
the features and functionalities of a mobile GIS application
(Hinze & Voisard, 2003). Like other mobile and ubiquitous
applications, mobile GIS completely relies on context in
which the application is running and used. The full poten-
tial of mobile GIS applications is demonstrated when used
in the geographic environment they represent (Raento,
Oulasvirta, Petit, & Toivonen, 2005). Thus, development
of mobile GIS applications requires thorough analysis of
requirements and limitations specific to the mobile environ-
ment and devices. Practices applied to traditional GISs are
usually not directly applicable to mobile GIS applications.
Limitations shaping future mobile applications, including
mobile GISs, are ranging from hardware limitations of client
devices to physical and logical environment of the running
application. Considering the fact that mobile applications
are used in open space and in various situations, the ability
of the application to autonomously adapt itself to a user’s
location and generally auser’s context significantly increases
the application’s usability. Regardless of the type of LBS
and mobile GIS application, the part of the system that is
handling context is fairly independent and can be separately
developedandreused. The proper management of contextual
data and reasoning about it to shape the characteristics and
functionalities of mobile GIS applications leads to a full
context-aware mobile GIS.

The second section presents concepts of mobile GISs
and context awareness, and the principles of how context
can be incorporated into traditional GIS features adapted to
mobile devices. Data structures and algorithms supporting
context awareness are also given. The third section presents
GinisMobile, amobile GIS and LBS application framework
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developed at Computer Graphics and GIS Lab, University
of Nis, which demonstrates the concepts proposed in this
article. The last section concludes the article, and outlines
future research and development directions.

CONTEXT AWARENESS IN MOBILE GIS

Even though the concept of mobile GIS is in its infancy,
technologies that were prerequisite for development of this
niche of GIS applications are today widely available and
well known to GIS developers. It is reasonable to expect
that there are prototypes available demonstrating all the
advantages mobile GIS offers to field fork personnel. ESRI,
as one of the leading companies in the GIS field in its pal-
ette of products, offers a mobile GIS solution targeting the
PocketPC platform. It is called ArcPad (http://www.esri.
com/software/arcgis/ bout/arcpad.html). It is a general type
of mobile GIS solution with open architecture allowing easy
customization and tailoring according to a specific customer’s
needs. It therefore offers a set of basic GIS functionalities
and tools that are used to extend application with function-
alities needed for specific usage scenarios. ESRI bases its
ArcPad on four basic technologies: mobile computing device
(PocketPC), basic set of spatial analysis and manipulation
tools, global positioning system (GPS), and wireless network
communication interface.

Basic GIS functionality understandably supported by
ArcPad is geographic maps visualization in the form of raster
images. In order to avoid the need for maps conversion into
some highly specialized proprietary raster map format, Arc-
Pad supports usage of all of today’s widely used raster image
formats, like JPEG, JPEG 2000, and BMP, as well as MrSID,
which is common in GIS applications. Thematically different
maps in the form of raster images can be grouped into layers.
Apart from raster type, layers can also contain vector data.
Also, standard vector type data formats are supported, most
importantly the shapefile format. That is the most common
vector data format in use in GIS today and is also well sup-
ported by other ESRI GIS software like ArcInfo, ArcEditor,
ArcView, ArcIMS, and others. Other optimizations which
enable sufficient speed in handling spatial data include spatial
indexing schemes. Spatial indexing significantly increases
speed of spatial objects visualization and search, especially
on portable devices with limited processing power. Indexes
are prepared on other desktop-type ESRI applications, and
afterwards are transferred to a mobile device and used by
ArcPad. In order to support usage of ArcPad throughout the
world, a majority of map projections are included.

ArcPad is conceived as an integral part of the ESRI
GIS platform consisting of other products, so there is the
possibility of ArcPad functioning as a client for ArcIMS or
Geography Network (http://www.geographynetwork.com/).
Data is transferred to ArcPad using TCP/IP protocol and
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any sort of packet-based wireless networking technology
(wireless LAN, GSM, GPRS, EDGE, 3G, etc.). Possibly
the strongest advantage of ArcPad is its extensibility and
adaptability. Forms used for thematic data input and ma-
nipulation are created and customizes independently using
ArcPad Studio and Application builder development tools.
Application toolbars can be adapted to specific user needs.
More importantly, specific interfaces can be developed and
added to ArcPad, enabling it to acquire data from different
database types and sensors (GPS location devices, laser
rangefinders, magnetic orientation sensors, etc.).

One academic project thatencompasses the development
ofmobile GIS is “Integrated Mobile GIS and Wireless Image
Servers for Environmental Modeling and Management,”
developed at San Diego State University (2002). The project
includes an integrated GIS platform where, in the field, data
collection must be performed using a mobile GIS client
platform. Effectiveness of the developed system is tested
in three different services: campus security, national park
preservation service, and sports events. The development
group’s decision was not to develop a mobile GIS solution
from scratch, but to upgrade and customize ArcPad. Simi-
larly to other mobile GIS solutions, this project is based on
modified client/server architecture. Fieldwork personnel are
using a PocketPC device with a customized ArcPad version
installed. Customization includes components developed
specifically for testing on campus. PocketPC is connected
with an external GPS device, and therefore it has constant
access to user location information. Considering wireless
communications, campus grounds are covered with a wireless
LAN, and all client PocketPCs are equipped with WLAN
adapters. The server side of this system includes a typical
set of servers and tools from ESRI including ArcIMS and
ArcGIS.

When this system is employed by the campus security
service, field units use mobile GIS components to locate a
reported incident location more easily and swiftly. Mobile
GIS is also used to report new incidents to central. Follow-
ing report-in, information about a new event taking place
is momentarily available to all units. Therefore, reaction
time is shortened and all patrolling units within campus are
synchronized more easily.

Demonstration use case shows the field unit receiving a
warning about a fire reported at the specified site. The closest
field unit is being notified. Using the campus WLAN, the
central ArcIMS server is contacted and a map of that part
of the campus is acquired, as well as blueprints of buildings
endangered by fire. The central server also contains thematic
dataabout the estimated number of people in these buildings,
evacuation plans, and similar information. Simultaneously,
units on site can update fire reports with more detailed in-
formation and therefore shorten response time of other units
enroute. The ArcPad application customized for this use and
being used in this scenario is shown in Figure 1.
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Figure 1. Mobile GIS implemented in San Diego State University campus security
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Besides the location of the user, contemporary mobile
GIS applications, such as the one previously described, lack
the support for context awareness. Such support must be de-
veloped and integrated into the basic framework or platform
on top of which the mobile GIS application is developed.
But first we must define the context and basic principles of
context awareness.

In interpersonal communication, a significant amount
of information is transmitted without explicit communica-
tion of such information. If we take verbal communication
as an example, nonverbal signs will significantly influence
the completeness of verbally communicated data. We are
referring to facial expressions, body posture, voice tone,
and nearby objects and persons included in the past his-
tory of communications. All this is helping the process
of interpretation of verbally transmitted data. In a typical
human-machine communication, there is very little context
information available in a form that can be interpreted by
machine. Therefore our first step should be to define the
context. No matter how obvious this may seem, the defini-
tion of the context influences significantly all the decisions
in the further process of context-aware application devel-
opment. Dey and Abowd (2000) give a relatively abstract
definition of context influenced by their work on “context
toolkit” architecture:

We define context as any information that can be used to
characterize the situation of an entity, where an entity can
be a person, place, or physical or computational object.

Schilit and Theimer (1994) give a very concrete context
definition which is therefore rather local in its application:

Context refers to location, identity of spatially nearby
individuals and objects and changes that are relevant to
aforementioned individuals and objects.

Summarizing numerous definitions of context, we can
notice three aspects of context that are standing out:

il

. Technical Characteristics of the Environment:
Hereby we are mainly referring to technical character-
istics of the client device, processing power, available
memory capacity, display characteristics, as well as
characteristics of network connections available to the
device (bandwidth, latency, price, etc.).

. Logical Characteristics of the User’s Environment:
This group contains geographic location, identity of
individuals and objects nearby, and general social
situation.

. Physical Characteristics of the User’s Environ-
ment: This group contains levels of noise, light, and
movement parameters (speed, direction, etc.).

In the process of context modeling and management,
the system can use information that is both automatically
collected or manually entered by the user. Although the first
approach is attractive and seems to be the only true manner
of handling contextual data, we believe that manual input
should not be excluded. Also, some characteristics of the
context (e.g., user preferences, history, and predictions of
actions) are much more easily acquired by manual input at
the current level of advancements in context management
algorithms.

The important step in development of a context-aware
LBS and mobile GIS is to define the set of functionalities
the application should provide to the user, implicitly or ex-
plicitly. Numerous types of contextual information produce
adequately numerous potential functionalities. We can group
them as follows:

. Display of Information and Services: In order to
reduce user workload, the system adjusts the set of
offered information and functions according to de-
tected and deduced environment of the user. For a
typical mobile GIS, a section of the map surrounding
the current user’s location is displayed. According to
the user’s speed and heading, the central point of the
map view is chosen and the speed vector displayed.
Also, font and color scheme are adjusted to the situ-
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Figure 2. XML scheme describing profile
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ation the user is in (e.g., the user is steering a vehicle
at night).

. Automated Execution of Commands: An example
would be a navigation GIS application that detects
the user has missed the intersection and automati-
cally initiates rerouting to find the new shortest path
to destination.

. Storage of Contextual Information: Potential use
of stored contextual information would be to enable
application to autonomously extract user preferences
from previous actions using data mining techniques.

The user context that is of interest in LBS and mobile
GIS applications is classified into specific classes. Each
class of contextual information is assigned a context vari-
able. Often, in other papers published by researchers in this
field, authors have noticed a hierarchical structure of context
information, so some sort of graph structure is used for
context representation (Meissen, Pfennigschmidt, Voisard,
& Wahnfried, 2004). Since one class contains contextual
information of various levels of generality, the most appro-
priate data structure for representing contextual information
is directed acyclic graph. This data structure is the closest
match to human cognition of structure and connections
existing within a context data class. Another advantage of
the hierarchical context model is the possibility to narrow

132

Context-Aware Mobile Geographic Information Systems

FviewHeight

JECen‘lerPoin‘tDisplacemen‘t! |

|lype | xEdouble |

JECen‘IerPuimDisplacememY |

[bype [ s double |

[Tt B0 =

1.0

ScreenWidth

ESt:reenHeigh‘t

HoOfColors

Style
aEEtring

HavigationinfoFont [3—{ —-— ]

VectorDrawingColor

Generated with XMLSpy Schema Editor www.altova.com

down the choice of possible actions induced by a detected
context. In this manner, a set of rules used by the rule-based
expert system is kept to a minimum of candidate rules (Bie-
gel & Cahill, 2004). The rule-based expert system is used
to perform generalization of raw contextual data acquired
from sensors and contained in leaf nodes. In this manner a
“vertical” structure within each context class is built. As an
example of a rule-based expert system that is widely used
in literature, we have opted for the C Language Integrated
Production System (CLIPS, 2006). The main advantage of
CLIPS in our case is the existence of jCLIPS, a library that
enables Java programs to use the CLIPS engine, embedding
it in a Java code (jCLIPS, 2005).

The typical context data flow path in a context-aware
application is as follows: raw data is collected by connected
sensors, and the software interface associated with each of
the sensors converts the data into facts and stores the facts
into the expert system. After each modification of a rule set,
CLIPS executes a generalization process and generates the
new facts at higher levels of generality. Also, the possibility
of performing action is tested. The action is represented by
forming an XML file containing configuration parameters
for the client device. This XML file generally describes a
profile thata context-aware application will use as aresponse
to a context change. The XML scheme of such a profile is
shown in Figure 2.
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Figure 3. The XML file representing the user profile according to the user’s context

<?xml version="1.0" encoding="UTF-8"?>

<GISParams>
<ViewWidth>1000</ViewWidth>
<ViewHeight>700</ViewHeight>

<LayersList>
<Layer>
<ID>Gas_Stations</ID>
</Layer>
<Layer>

</Layer>
</LayersList>
</GISParams>
<UIParams>
<ScreenWidth>200</ScreenWidth>
<ScreenHeight>320</ScreenHeight>
<NoOfColors>4092</NoOfColors>
<InfoFont>
<Size>12</Size>
<Face>Courier</Face>
<Style>Normal</Style>
<Color>Yellow</Color>
</InfoFont>
<NavigationInfoFont>
<Size>24</Size>
<Face>Arial</Face>
<Style>Bold</Style>
<Color>Red</Color>
</NavigationInfoFont>

</UIParams>
</ContextProfile>

<ContextProfile xmlns="http://gislab.elfak.ni.ac.yu/bpredic” xmlns:xsi="http://www.w3.0rg/200 1/ XMLSchema-instance’
xsi:schemaLocation="http://gislab.elfak.ni.ac.yu/bpredic:\Dragan\CONTEX T\sema.xsd”>

<CenterPointDisplacementX>850</CenterPointDisplacementX>
<CenterPointDisplacementY>0</CenterPointDisplacementY>

<ID>Fast Food Restaurants</ID>

<VectorDrawingColor>Blue</VectorDrawingColor>

]

The particular profile transferred to the client is repre-
sented as an XML file described in Figure 3.

GinisMobile: CONTEXT-AWARE
MOBILE GIS FRAMEWORK

To support efficient development of mobile GIS solutions,
GinisMobile as a component mobile GIS framework is
developed in the Laboratory for Computer Graphics and
Geographic Information Systems (CG&GIS) Lab at the
University of Nis. This framework represents the result of
continuous development and advancement of GIS frame-
works intended for rapid development of desktop and Web
GIS applications (Ginis and GinisWeb). Well-tested GIS
concepts of Ginis and GinisWeb have been supplemented
with application components from the mobility domain
(Predic & Stojanovic, 2004).

Mobile GIS architecture is somewhat similar to archi-
tectures used for Web or WAP GIS solutions (Fangxiong
& Zhiyong, 2004). An extended client/server approach is
used as the basis. The most frequent modification of this
architecture, which is used in commercial solutions, is the
three-tier model. It consists of the presentation layer, and
the GIS logic layer including mobile database components
and external GIS services layer. The third layer encompasses
GIS services like Web map service (WMS) and Web feature
service (WFS) (OGC, 2003). The main advantage of this ap-
proach is clear separation of functionalities into independent
modules, easily upgradeable and substitutable. The grouping
of layers in the case of mobile GIS is shown in Figure 4.

The presentation layer is tasked with information vi-
sualization (spatial data in the form of maps and attributes
in alphanumerical tabular form). This layer also receives
users’ requests and queries, interprets them, and activates
corresponding functions in the application logic layer. Us-
ing adapted HTTP protocol, the client is supplied with static
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Figure 4. Layered architecture of mobile GIS
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sections of maps in the form of raster images and vector type
spatial data which is XML encoded. XML encoding also
contains attribute data. All data the user interacts with and
can change are classified and transferred in the vector form.
All other data, regardless of their form when stored on the
server side, are rasterized and transferred to the client in the
form of raster images. Since the data’s role is only auxiliary,
this is the most appropriate form of visualization.

Database component must contain the functionality of
partial replication of the data subset that is of interest to the
individual user and data synchronization with local data stor-
age located on the mobile device (Huang & Garcia-Molina,
2004). Inourusage scenario (mobile GIS), the client possesses
significant processing power and memory capacity which
can therefore be used for performance improvement of this
typical layered architecture. That is the reason the client-side
component in the case of mobile GIS is usually named ‘rich
client’ (Predic, Milosavljevic, & Rancic, 2005).

The mobile database and application logic layer is physi-
cally located at the client device according to its significant
processing capacities. Application logic, which is also
physically located at the client device, contains a portion
of GIS functionalities, basic functionalities which can be
performed on the client side solely without data transfer
to/from the server side. The stationary database and third-
party GIS services layer (e.g., Web map server) is physically
located on the server side. The stationary database contains
the complete set of data available. The mobile GIS client is
supplied only with a subset of available data, a subset that
is of direct interest to the individual client (fieldwork team).
Determining the scope and volume of this subset is the task
of the GIS functionalities component located in this layer.
Other GIS services belonging to this layer (WMS, WES) are
also controlled by GIS functionalities of this layer. WMS is
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tasked with supplying raster map segments which are used
at the client to form a continuous geo-referenced map. WFS
provides data about geographic features in the vector format
encoded in Geography Markup Language (GML, 2004).

To support development of context-aware LBS and
mobile GIS applications, we have developed and integrated
context-aware support and components into GinisMobile, an
LBS and mobile GIS application framework (Predic et al.,
2005). GinisMobile is amobile extension of GinisWeb, a Web
GIS application framework (Predic & Stojanovic, 2004). As
such it includes support for management and presentation of
raster and vector spatial data, as well as dynamic data about
mobile objects (Stojanovic, Djordjevic-Kajan, & Predic,
2005). The first obstacle encountered when developing LBS
and mobile GIS applications is a highly constrained mobile
client platform. Therefore, these applications are already
aware of the hardware characteristics of the device it is run-
ning on and able to automatically adapt to it, enabling full
utilization of the device’s capabilities. The type of sensors
relevant to context-aware LBS and mobile GIS applications
are widely available, and either are already integrated in
modern devices (GPS sensors, Bluetoothradios, level of light
sensors, etc.) or are available as add-on devices connected
via PAN (Bluetooth). Each of these sensors implements its
internal data format. Therefore, each sensor has a software
interface attached to it. Its task is to convert data from the
format used internally by the sensor into a format appropri-
ate to the application. Contextual data concerning technical
characteristics of the device are accessible directly by the
application and therefore do not require a separate software
interface. A compiled set of contextual data is encoded ac-
cording to a defined XML scheme and transferred to the
server for analysis and storage. The proposed architecture
of GinisMobile, a context-aware LBS and mobile GIS
framework, is illustrated in Figure 5.

This model requires minimal changes to starting amobile
GIS architecture and minimizes processing requirements on
the client side. On the server side, context information is
handled separately from the user commands. Itis inserted into
the rules and facts database, and is analyzed by a rule-based
expert system. Every change in the rules and facts database
can lead to either insertion of new context information at
the higher logical level into the database or entering a new
state. Reaching a new state results in picking out a profile
that most adequately fits new change in the user’s context.
Handling of other spatial data is the same as in Predic and
Stojanovic (2005) and will not be further discussed in this
article. Profile, packed with static spatial layers (rasterized
to a single map layer) and a dynamic map component (e.g.,
moving objects), is transferred to the client.

On the client side, the XML profile is parsed and used to
customize the user interface. Rasterized layers are stored on
internal cache and displayed. Static objects are presented on
the background map according to display settings, profile,
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Figure 5. Mobile GIS architecture with context-aware support
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and with appropriate symbols. Finally, moving objects are
superimposed on the map display. Since raster segments
are static in nature and change rarely, we keep a local cache
of frequently used segments. This approach speeds up the
visualization process significantly. The adopted least recently
used (LRU) algorithm is used to keep memory requirements
minimal.

To test the context awareness support and context-aware
components built into the GinisMobile framework, we have
developed a mobile GIS application for vehicle navigation
and fleet tracking on top of the GinisMobile. The application
setting assumes that the sensors connected to the user’s de-
vice are able to determine speed and direction, time of a day,
and levels of noise and light. The higher level of contextual
information is deduced based on basic contextual data. Based
on deduced facts and rules within the knowledge-based
engine, the server recognizes that the user drives a vehicle
during the evening/night hours. According to this informa-
tion, an appropriate profile is constructed which describes
the user interface with night colors. The navigation data are
displayed on the screen with appropriate font size according
to the speed of the user’s vehicle. Also, appropriate zoom
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level is chosen with the user’s location displaced from the
view center. In this manner the user is enabled to see more
of the map in front of him. Finally, the view contains vector
speed as a reference.

We assume the existence of a GPS receiver attached to
the mobile device since this is a very common type of sensor
today. It provides data on a user’s geographic location as
well as motion data (speed and direction). Another “sensor”
relies on time of day to detect light conditions (day/night).
More specifically, a level-of-light sensor that is present on
mobile devices available on the market could be used for
this purpose for additional accuracy.

The role of context detection and interpretation subsys-
tem is to decrease the workload needed to operate a typical
vehicle navigation system and therefore increase safety.
In the demonstration application the following scenario
is employed: a mobile user drives a vehicle in the urban
environment during the day and at night. Screenshots are
taken at different levels of adaptation that an LBS applica-
tion has performed autonomously in response to changing
user context. Figure 6(a) shows a user traveling at 20km/h

Figure 6. Screenshots taken from the sample mobile GIS application
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Figure 6. Continued
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along a city street. It is worth noticing that the user’s loca-
tion (indicated by the cross symbol) is decentralized and a
velocity vector is drawn on the map view. The map view
also includes speed and heading.

As the user increases his speed, the font size for dis-
played motion data (speed and heading) is increased, the
amount of map view decentralization is increased, and the
velocity vector is updated accordingly. This is illustrated in
Figure 6(b). As the speed further increases above a certain
threshold (Figure 6(c)), the map view zoom scale is changed
(decreased). This, along with additional decentralization of
a map view, allows the user to see more of the map laying
in front of him, in the direction of the velocity vector. The
effects of further increase of speed and change in direc-
tion of velocity vector are shown in Figures 6(d) and 6(e).
When the application detects night conditions, it switches
to using a set of colors customized to night conditions. The
map view customized to night conditions is shown in Figure
6(f). This choice of colors minimizes the distraction effect
for the user (driver).

CONCLUSION

Considering the general trend in development of informa-
tion technologies and the computer industry in general, we
can notice a constant migration into mobile and ubiquitous
computing (Hinze & Voisard, 2003). With further develop-
ment of wireless communication technologies, data stored
in heterogeneous distributed databases will be available at
any specific instance in time and at any location. The most
important beneficiaries of this newly introduced concept of
mobile GIS will be professional users whose job descriptions
include a lot of field work with spatial data. Considering
the current state of the art, we believe that mobile GIS ap-
plications are perfect testing grounds for the context-aware
concept. Being used in unconstrained free space, context
awareness considerably enhances usability of the mobile
GIS applications. Hereby, context-aware applications are
a super set of location-based services. As this article has
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stressed, location information is only one class, although very
frequently used, of context information. This information
will be used to automate many procedures and decisions,
and relieve the user of the repeatable and tedious tasks of
frequent reconfiguration.
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KEY TERMS

Context-Aware Application: Application that pos-
ses the ability to autonomously and independently detect
and interpret a user’s environment parameters, and adapts
its performance and functionalities according to detected
context.

Geographic Information System (GIS): Information
system that stores, analyzes, and presents data about geo-
graphic entities.

Geography Markup Language (GML): The XML
grammar defined by the Open Geospatial Consortium (OGC)
to express geographical features.

Global Positioning System (GPS): Satellite-based sys-
tem that is using radio triangulation techniques to determine
geographic position time and speed of user.

Location-Based Service (LBS): Service that delivers
geographic information and geo-processing services to a
mobile/stationary user, taking into account the user’s current
location and references, or locations of the stationary/mobile
objects of the user’s interests.

Web Feature Service (WFS): Web-accessible service
that provides data about geographic entities encoded in GML
using HTTP protocol.

Web Map Service (WMS): Web-accessible service
that provides geo-referenced raster map data using HTTP
protocol.
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INTRODUCTION

Fixed mobile convergence is presently one of the crucial
strategic issues in the telecommunications industry. It is
about connecting the mobile phone network with the fixed-
line infrastructure. With the convergence between the mobile
and fixed-line networks, telecommunications operators can
offer services to users irrespective of their location, access
technology, or terminal.

The development of hybrid mobile devices is bringing
significant impact on the next generation of mobile services
that can be rolled out by mobile operators. One of the vi-
sions for the future of telecommunication is for conventional
services such as voice call to be integrated with data services
like e-mail, Web, and instant messaging. As all these new
technologies evolve, more and more efforts will be made to
integrate new devices and services. New markets for services
and devices will be created in this converged environment.
Services become personalized when they are tailored to the
context and adapted to changing situation.

A context-aware network system is designed to allow for
customization and application creation, while at the same
time ensuring that application operation is compatible not
just with the preferences of the individual user, but with the
expressed preferences of the enterprise or those which own
the networks. Ina converged world, an extended personaliza-
tion concept is required. The aspects covered include user
preferences, location, time, network, and terminal; these must
be integrated and the relationships between these aspects
must be taken into consideration to design business models.
Next-generation handsets are capable of a combination of
services available on a personal digital assistant (PDA),
mobile phone, radio, television, and even remote control.
This kind of information and communications technology
and mobile services together form one of the most promising
business fields in the near future.

The voice average revenue per user (ARPU) is declining,
the competition is getting fiercer, and voice over Internet
protocol (VoIP) is entering the market with aggressive
pricing strategies. Fixed mobile convergence should help
in this context by providing converged services to both
consumer and small-business users. For telecommunication
companies it is now crucial to attempt to identify concrete

applications and services for commercial offerings based on
fixed mobile convergence which go beyond the current hype.
Market scenarios and business models for such fixed mobile
convergence solutions will be required and are therefore
valuable for future strategy decisions.

This article examines market aspects, user requirements,
and usage scenarios to come up with a roadmap and sugges-
tions on how to deal with this matter.

CURRENT AND FUTURE TRENDS

In the past, user movement has often implied interruption of
service. With the advent of pocket-size computers and wire-
less communication, services can be accessed without inter-
ruption while the entity using the services is moving (Floch,
Hallsteinsen, Lie, & Myrhaug, 2001). There is a strong need
for seamless access. Convergence has been taking place for
years now. A study performed by the European Commission
(1997) defines convergence as allowing both traditional and
new communication services, whether voice data, sound, or
pictures to be provided over many different networks. An
excellentexample of convergence in the telecommunications
industry is the IP multimedia subsystem (IMS).

Similar to other emerging industries, fixed mobile
convergence is characterized by a continuously changing
and complex environment, which creates uncertainties at
technology, demand, and strategy levels (Porter, 1980).
Porter (1980) asserts that it is possible to generalize about
processes that drive industry evolution, even though their
speed and direction vary. According to Ollila, Kronzell,
Bakos, and Weisner (2003), these processes are of different
types and are related to:

. market behavior;

. industry innovation;

. cost changes;

. uncertainty reduction; and

. external forces, such as government policy and struc-

tural change in adjacent industries.

Each evolutionary process recognizes strategic key is-
sues for the companies within the industry, and their effects

Copyright © 2007, Idea Group Inc., distributing in print or electronic forms without written permission of IGI is prohibited.



Context-Aware Systems

are usually illustrated as either positive or negative from an
industry development viewpoint. For example, uncertainty
reduction is an evolutionary process that leads to an in-
creased diffusion of successful strategies among companies
and the entry of new types of companies into the industry.
Both of these effects are believed to contribute to industry
development with regards to the fixed mobile convergence
value Web.

Thetechnological uncertainties are usually caused by fast
technological development and the battles for establishing
standards, which are common in the beginning stages of the
lifecycle of a specific industry as a result of a technological
innovation (Camponovo, 2002). Concerning demand, regard-
less of the generalized consensus about the huge potential
of fixed mobile convergence, there are many uncertainties
about what services will be developed, whether the users
are ready to pay for them, and the level and timeframe of
their adoption (Camponovo, 2002).

While the wireless industry is often cited as an example of
arapidly changing sector, the period from 2001-2005 could
(in some respects) be regarded as relatively stable (Brydon,
Heath, & Pow, 2006). Mobile operators have made the vast
majority of their service revenue from simple voice telephony
and text messaging, while their value chain has remained
largely undisturbed (Brydonetal.,2006). However, new ser-
vices, alternative technologies, and an evolving competitive
landscape mean that the possibility of substantial industry
change over the course of the next five to 10 years cannot
be discounted (Brydon et al., 2006).

The telecommunication industry has experienced several
waves of changes from the introduction of wired telephony
to wireless telephony, and it is currently heading towards
fixed-mobile convergence. Users become more demand-
ing: a “user-centric” and not “network-centric” approach
is needed.

According to Hellwig (2006), many fixed operators lose
their market dominance and merge units (fixed and mobile).
New technologies and new actors (e.g., VoIP, Wi-Fi opera-
tors) coming into the picture are driving the adoption of
fixed mobile convergence. The formation of new roles in
the communication industry—including brokers, aggrega-
tors, alliances, and cooperation—have further pushed the
stakeholders to take aggressive strategies to gain competi-
tive advantage.

However, since new roles have been introduced, it is
unclear how the market acceptance in the near future will
be. Existing business models might not be applicable in the
new business environment. The lack of terminal devices at
the moment also hinders the diffusion.

In markets where there are high levels of fixed-mobile
substitution and where broadband penetration and wireless
local area network (WLAN) diffusion in the home are ac-
celerating, it is most likely that consumers will be drawn
to fixed mobile convergence, provided the cost savings and
added convenience of carrying one device are apparent to
the consumer (McQuire, 2005). According to the Yankee
Group (2005), almost one-third of users make more calls
within the home using their mobile phone than their landline.
The trend is stronger among younger respondents. Figure 1
shows the number of fixed mobile convergence households
in Spain, the UK, and France from 2006 to 2010.

The increasing need for a personal communication device
that can connect to any type of network—a mobile network,
IP network, or even public switched telephone network
(PSTN)—and that supports all voice and text-based com-
munication services drives the development of context-aware
systems. The primary objective of the system is to facilitate
acquisition, translation, and representation of context infor-
mation in a structured and extensible form, in order to enable
the development and enhancement of functionality of network

Figure 1. Number of fixed mobile convergence households in Spain, the UK, and France 2006-2010 (Hellwig, 2006)
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resources, personalized according to each individual’s needs.
The secondary goal is to facilitate rapid development and
deployment of services and applications through a defined
framework, which can maintain interoperability between
different services and domains.

An example of a context-aware system would be BT’s
proposed Context Aware Service Platform (CASP). In June
2004, NTT DoCoMo, BT, and a number of other incumbent
operators from around the world formed the Fixed Mobile
Convergence Alliance (2006), with the objective of devel-
oping common technology standards and low-cost devices
for integrated fixed-mobile services. The CASP middleware
mentioned is the interpretation and one of BT’s visions for
the development ofa converged platform. The salient features
of the proposed product include:

. User-Centered Operability: One important require-
ment for a heterogencous network environment is
the ability to instantaneously optimize services for
individual users without the need for them to perform
any annoying operations. CASP aims to provide
transparent connectivity between users with devices
and surrounding communication resources. It is able
to recognize users’ situations and environmental in-
formation automatically.

. Ease of Service Provisioning: The proposed platform
and generic framework guidelines inrespect to security,
data integrity, non-repudiation, registration, subscrip-
tion, and quality of service (QoS) for all services will
be made available. It offers standard interfaces for all
services which enable easier access to a less complex
network, with common operation and management,
maintenance and training, as well as a common envi-
ronment for services development and delivery.

. Interoperability of Shared Services: The proposed
platform provides a common specification for ser-
vices to guarantee the interoperability between shared
services in the communication networks. Specific
context information with respect to specific aspects
characterizing a service or entity can be expressed
in an eXtensible Markup Language (XML)-based
instance document.

. Unified Identity: In a true seamless access commu-
nication world, every user or communication object is
represented by a unified identity. A session initiation
protocol (SIP) address (e.g., simon.hoh@bt.com) can
be used to uniquely identify a user or communication
object even when it moves across different networks
or between different devices. By having identity man-
agement, it simplifies mobility management, security
management, and unified user profile management.

. Dynamic User Interface (UI) on Shared Device:
Through the proposed platform, the user can have
a shared device that can connect and interact with
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the ubiquitous communication objects nearby. Each
networked object or entity such as cameras, scanners,
printers, video players, and so forth can be represented
by a different UI based on its own dynamic profile
and thus can react intelligently to events in the com-
munication space.

. Context-Enabled Adaptive Service: The heteroge-
neity of the converged networks, in terms of network
capacity and terminal capabilities, is expected to
cause unpredictable changes of network condition.
The traditional QoS mechanisms, which do not take
the presence of mobility and seamless connectivity
into consideration, are not sufficient to guarantee a
stable service. Thus, the use of adaptive services being
able to change their settings to adapt to the available
network resources is a must. CASP enables dynamic
selection of the settings used by multimedia services
and applications during a multimedia session based
on the context of the surrounding environments.

In the near future, stakeholders in the industry will move
towards IP-based transport, call control, and service creation
and delivery platform functionality. They will follow and
adoptdevelopments in the 3" Generation Partnership Project
(3GPP) (http://www.3gpp.org/), European Telecommunica-
tions Standards Institute (ETSI) (TISPAN) (http://www.etsi.
org/), and Internet Engineering Task Force (http://www.ietf.
org/) Next-Generation Network (http://www.ngni.org/) to
support open interfaces and avoid interconnection and co-
operation incompatibilities. In addition, the will: (1) support
IP-based signaling and addressing, media negotiation, QoS,
and security mechanisms; (2) support a very large variety of
multimedia, banking, and mobile office applications seam-
lessly across different networks; and (3) adopt seamlessly
to the network characteristics and device used. The players
in the industry must also consider entering new positions
in the value network by taking on new roles and working
in cooperation with other telecommunication companies
(Hellwig, 2006).

Figure 2 shows how and when future enterprise telephony
services will embrace convergence.

USAGE SCENARIOS

Cheryl subscribes to an Internet VoIP service to save money
on calls to her family and university friends who are now
spread around the globe, but since her mobile operator utilizes
unlicensed mobile access (http://www.umatechnology.org/)
technology, she is now able to enjoy cheaper calls by using
her mobile phone and connecting to her home WLAN or
public hotspots. Her mobile device also enables a number
of rich services that enable her to communicate with her
friends via voice, video, as well as text.
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Figure 2. Future enterprise telephony services will embrace convergence

Source: Yankee Group 2005, various vendors
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When she was on vacation in Hawaii recently, she was
able to show the pictures she had taken with her mobile de-
vice to a colleague while he was talking to her over a VoIP
call, and later sent a “wish you were here” video message
to her parents.

Since all her communications are unified in a single
device, Cheryl’s friends and family can always reach her,
either by voice, text, instant message, video call, or any
other means, while Cheryl can use presence to broadcast
her availability to her contacts (such as “in a meeting” or
“traveling”), as well as manage the incoming communication
depending on the context of what she is doing.

Now, she can keep her long-distance bills lower by us-
ing VoIP, but since it is in her mobile device, she does not
have to be sitting in front of her personal computer (PC) to

Figure 3.
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use it. And whereas some of the PC-based services Cheryl
previously used were cumbersome to set up, and she had
separate providers for her telecom services, she now gets
all these functionalities in a bundled offering from a single
operator, and all technology takes care of itself, working
invisibly to her through a user-friendly interface.

CONCLUSION

Context-aware systems, when made available to the end
users, will be greatly valued by them. Consumers will be in
amore interactive environment that could help them to take
care of small yet related matters automatically. Any possible
devices around them could be used to bridge any services
offered, giving them the familiarity they preferred. Users
would always have the option to alter the service execution
or switch it off anytime they like.

Meanwhile from the network perspective, knowing the
situation of the network and each network node’s role could
enable an adaptive and intelligent network. The capabilities
such as self-healing, autonomous utilization optimization,
and self-reconfiguration to adapt for changes could also be
enabled with context-sensitive service logic.

The CASP provides a stable and robust environment for
the context-aware service developers and operators. This
stable environment is extremely important for them to have
the accurate anticipated outcome and have the flexibility on
changes. On top of the stable environment, the platform will
be assisting the service execution to reduce the complexity
for the service creation.
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KEY TERMS

eXtensible Markup Language (XML): A specifica-
tion developed by the W3C, XML is a pared-down version
of the Standard Generalized Markup Language (SGML),
designed especially for Web documents. It allows designers
to create their own customized tags, enabling the definition,
transmission validation, and interpretation of data between
applications and between organizations.

Internet Protocol Multimedia Subsystem (IMS): A
standardized next-generation networking (NGN) architecture
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fortelecommunication companies that want to provide mobile
and fixed multimedia services. [tuses a VoIP implementation
based on a 3GPP standardized implementation of session
initialization protocol (SIP), and runs over the standard
Internet protocol (IP). Existing phone systems (both packet-
switched and circuit-switched) are supported.

Public-Switched Telephone Network (PSTN): The
international telephone system based on copper wires carry-
ing analog voice data. This is in contrast to newer telephone
networks based on digital technologies, such as the integrated
services digital network (ISDN) and fiber distributed data
interface (FDDI).

Quality of Service (QoS): A networking term that
specifies a guaranteed throughput level. One of the biggest
advantages of asynchronous transfer mode (ATM) over
competing technologies such as frame relay and fast ethernet
is that it supports QoS levels. This allows ATM providers
to guarantee to their customers that end-to-end latency will
not exceed a specified level.

Session Initiation Protocol (SIP): Anapplication-layer
control protocol; a signaling protocol for Internet telephony.
SIP can establish sessions for features such as audio/video-
conferencing, interactive gaming, and call forwarding to be
deployed over IP networks, thus enabling service providers
to integrate basic IP telephony services with Web, e-mail,
and chat services. In addition to user authentication, redirect,
and registration services, the SIP server supports traditional
telephony features such as personal mobility, time-of-day
routing, and call forwarding based on the geographical loca-
tion of the person being called.

Unlicensed Mobile Access (UMA): The technology that
provides access to global system for mobile communications
(GSM) and general packet radio service (GPRS) mobile
services over unlicensed spectrum technologies, including
Bluetooth and 802.11. By deploying UMA technology, ser-
vice providers can enable subscribers to roam and handover
between cellular networks and public and private unlicensed
wireless networks using dual-mode mobile handsets.

Voice Over Internet Protocol (VoIP): The routing of
voice conversations over the Internet or any other IP-based
network. The voice data flows over a general-purpose
packet-switched network, instead of traditional dedicated,
circuit-switched telephony transmission lines. Voice over IP
traffic might be deployed on any IP network, including those
lacking a connection to the rest of the Internet, for instance
on a private building-wide LAN.
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INTRODUCTION

The purpose of this chapter is to discuss the effect of con-
tractual obligations between users and providers of mobile
services on customer loyalty. One of the unique character-
istics of mobile commerce that distinguishes it from most
other goods and services is the employment of long-term
contractual obligations that users have to accept to utilize
the service. In terms of over-the-counter products, sold in
one-time individual transactions in well-established mar-
kets, a strong body of knowledge exists that suggests that
businesses may enhance loyalty through the improvement
of quality and customer satisfaction levels. With respect to
mobile commerce, however, this viewpoint may not neces-
sarily hold true given the contractual nature of business-
customer relationships.

In the case of mobile computing, it is suggested that
loyalty consists of two independent yet correlated constructs
thatare influenced by different factors: repurchase likelihood
and price tolerance. Repurchase likelihood is defined as a
customer’s positive attitude towards a particular service pro-
vider that increases the likelihood of purchasing additional
services or repurchasing the same services in the future (e.g.,
after the contract expires). For example, when people decide
to purchase a new mobile phone, they are free to choose any
provider they want. In other words, repurchase likelihood
is not affected by contractual obligations. In contrast, price
tolerance corresponds to a probability of staying with a cur-
rent provider when it increases or a competitor decreases
service charges. In this situation, individuals have to break
the existing contractual obligations. Currently, there is em-
pirical evidence to suggest that the discussion above holds
true in terms of mobile computing. However, there are few
well-documented works that explore this argument in depth.
This article attempts to fill that void.

This article will present implications for both scholar-
ship and practice. In terms of academia, it is believed that
researchers conducting empirical investigations on customer

loyalty with mobile services should be aware of the two
independent dimensions of the business-customer relation-
ship and utilize appropriate research instruments to ensure
the unidimensionality of each construct. With regards to
practice, it is suggested that managers and marketers be
aware of the differences between repurchase likelihood and
price tolerance, understand their antecedents, and predict
the consequences of manipulating each one. It is noted that
overall loyalty is not the only multidimensional constuct
in mobile commerce. Recently, it was emperically demon-
strated that perceived value of short messaging services is a
second-order construct that consists of several independent
yet correlated dimensions (Turel et al., 2007).

Theoretical separation ofthe overall loyalty construct into
two dimensions has been already empirically demonstrated
in three independent mobile commerce investigations. First,
Turel and Serenko (2006) applied the American customer
satisfaction model (ACSM) to study mobile services in North
America. By utilizing the original instrument developed by
Fornell, Johnson, Anderson, Cha, and Bryant (1996), they dis-
covered a low reliability of the overall satisfaction construct,
and found that the correlation between two items representing
price tolerance and one item reflecting repurchase likelihood
was only 0.21 (p<0.01, N=204). Second, Turel et al. (2006)
adapted the ACSM to study the consequences of customer
satisfaction with mobile services in four countries (Canada,
Finland, Israel, and Singapore), and reported that the cor-
relation between price tolerance and repurchase likelihood
was 0.20 (p<0.01, N=736). Third, Yol, Serenko, and Turel
(2006) analyzed the ACSM with respect to mobile services
in the U.S. and again found the same correlation to be 0.45
(p<0.01,N=1,253). All these correlations fall into the small-
to-medium range, and two of them are beyond the lowest
cut-off value of 0.35 for item-to-total correlation (Nunnally
& Bernstein, 1994). The statistical significance of these cor-
relations is explained by large sample sizes. Therefore, it is
impossible to design a single unidimensional construct in
mobile commerce research consisting of both price tolerance

Copyright © 2007, Idea Group Inc., distributing in print or electronic forms without written permission of IGI is prohibited.
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Figure 1. The American Customer Satisfaction Model (adapted from Fornell et al., 1996)
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and repurchase likelihood. In all of these studies, most users
had long-term contractual obligations with their respective
mobile service provider that confirms the validity of the
aforementioned conceptual discussion.

To better understand the customer loyalty conceptin light
of contractual obligations, this article briefly describes the
American customer satisfaction model (ACSM), and then
discusses the concepts of price tolerance and repurchase
likelihood. Finally, it presents a summary which outlines
implications for research and practice.

THE AMERICAN CUSTOMER
SATISFACTION MODEL

The mobile telephony market continues to be one of the
fastest growing service sector markets, creating a fiercely
competitive industry environment (Kim & Yoon, 2005). As
has happened in other, subscription-based mobile service
industries, the nature of this competition has changed from
the acquisition of new customers to the retention of existing
customers and the luring away of competitors’ customers.
This last strategy is known in the industry as outbound churn
or, more simply, as churn. Given the increasing penetration
of mobile computing devices and the maturation of the
market, avoiding churn and maximizing customer loyalty
has become a primary concern for wireless providers. The
first step in minimizing churn in a company’s customer base
is to understand its root causes.

The determinants of churn may be estimated by the
adapted American Customer Satisfaction Model (see Fig-
ure 1). The original model suggests that satisfaction affects
overall customer loyalty, where loyalty is a unidimensional
construct that consists of price tolerance (i.e., the probability
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of staying with the current provider if it increases prices or
if a competitor decreases prices) and repurchase likelihood
(i.e., the probability of purchasing the same service again).
At the same time, several recent works suggest that these
loyalty dimensions are distinct yet correlated because of
the contractual nature of the customer-service provider
relationship.

Customer loyalty is one of the major constructs in market-
ing, and a large part of a marketing manager’s effort is aimed
at creating and maintaining loyalty among an organization’s
customer base. The significance of loyalty comes from the
positive impact it has on the operations of the company in
terms of customer retention, repurchase, long-term customer
relationships, and company profits (Caruana, 2004). In other
words, loyalty is a primary factor in reducing churn.

The notion of switching costs affecting loyalty has
been recognized and researched by several professional
and academic disciplines, including marketing, econom-
ics, and strategy. “Switching costs are generally defined as
costs that deter customers from switching to a competitor’s
product or service” (Caruana, 2004, p. 256). For managers
and researchers, it is important to understand the concepts of
switching costs and customer loyalty, and to clearly identify
both their dimensions and their interaction.

PRICE TOLERANCE

Switching costs are generally defined as one-time costs fac-
ing the consumer/buyer of switching from one supplier to
another (Porter, 1980; Burnham, Frels, & Mahajan, 2003).
Several researchers have identified various attributes or types
of switching costs (e.g., Thibault & Kelly, 1959; Klemperer,
1987; Guiltnan, 1989; Burnham et al., 2003; Hu & Hwang,
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2006); however, for the purposes of this article, switching
costs are broadly categorized as three types: transaction,
learning, and contractual. Transaction costs are costs incurred
when a consumer begins a relationship with a provider and
includes the costs associated with ending that relationship
or terminating an existing relationship. Learning costs
are associated with the effort required by the consumer to
achieve the same level of knowledge and comfort acquired
using a particular supplier’s product, but which may not
be transferable to similar/same products of other suppliers.
Additionally, the notion of learning costs incorporates the
implicit switching costs associated with decision biases, risk
aversion, and market knowledge/familiarity. Learning what
one’s options are, what the relative competitive position of
all suppliers are, and other such knowledge involves learning
costs that will be differentially valued by individuals. In the
case of mobile services, the switching costs are created by a
service provider that requires customers to sign a long-term
contract. If a customer wants to switch to another provider,
he or she will have to pay a penalty to the current provider.
As such, contractual costs are those costs that are directly
provider induced in order to penalize churn and which are
intended to prevent poaching of customers by other sup-
pliers. With respect to the American customer satisfaction
model, switching costs directly affect price tolerance. The
ACSM survey instrument presents two questions: (1) by
how much their current provider should increase its current
prices in order for them to switch to a competitor, and (2)
by how much a competitor should reduce its prices in order
for them to switch. Peoples’ answers to these questionnaire
items are greatly affected by the direct switching costs they
incur, such as a penalty.

Consistent with this proposition, Weiss and Anderson
(1992) found that switching costs are a major consideration
when consumers are making a churn decision, and that these
costs (barriers) tend to reduce customers’ churn behavior.
These findings were further supported by research done by
Jones, Mothersbaugh, and Beatty (2000). Burnham et al.
(2003) suggested that switching costs are negatively cor-
related with a customer’s intention to churn: the higher the
costs, the lower the intention to switch. As Hu and Hwang
(2006) point out, “the industry remains in a state of dynamic
competition” (p. 75) and providers continue implementing
flexible offerings that are aimed at reducing consumers’churn
behavior. Shapiro and Varian (1999) found that perceived
switching costs—which incorporate all of the explicit costs
as well as the implicit costs discussed above—act as barriers
to churn behavior. They suggest consumers will weigh the
benefits of switching against the actual and psychological
costs when considering churning.

Overall, the discussion above demonstrates that the con-
cept of switching barriers has its own unique dimensions. In
terms of the American customer satisfaction model applied in
the context of mobile services, it is believed that two items

pertaining to the customer switching behavior (conceptual-
ized as price tolerance in the model) reflect a unique latent
variable entitled price tolerance.

REPURCHASE LIKELIHOOD

The notion of overall customer loyalty has changed in both
breadth and depth over the years in which it has been stud-
ied by academics and practitioners alike. The breadth of its
definition is demonstrated by the multiplicity of areas that
are examined, such as brand, product, vendor, or service
loyalty. Initial research was primarily focused on brand
loyalty, and mostly examined the behavioral aspects of the
construct. In this view, Newman and Werbel (1973) defined
customer loyalty as the repurchase of a brand that only
considered that brand and which involved no brand-related
information seeking.

Day (1969) was one of the first researchers to highlight
the role of a positive attitude in the construct of loyalty.
Following this line of reasoning, which incorporated both
the behavioral and attitudinal conceptions of loyalty, opera-
tionalization of the construct of customer loyalty involved
combining the aspects of purchasing a particular brand
together with an affective attitudinal measure, whether
that measure used a single scale or multi-scale items. With
regards to the American customer satisfaction model, the
discussion above relates to the unique dimension of loyalty
as repurchase likelihood, or the probability of buying new
services from the current provider when these purchases are
not affected by prior contractual obligations, for example,
when a contract has expired.

PRICE TOLERANCE AND
REPURCHASE LIKELIHOOD

The literature—and intuition—suggests that higher switching
costs are positively related to price tolerance—that is, that
higher switching costs compel customers to remain loyal.
Fornell etal. (1996) were among the first to include switching
costs by adding them to the construct of customer satisfac-
tion in the reflection of customer loyalty. In the ACSM, all
items (i.e., two pertaining to price tolerance and one relating
to repurchase likelihood) were believed to reflect overall
loyalty. A number of subsequent studies demonstrated the
unidimensionality of this construct. However, in the context
of mobile services when high switching costs exist, unidi-
mensionality does not apply. As such, it is suggested that,
based on the theoretical rationale as well as empirical studies
cited earlier, loyalty should be analyzed along two distinct
dimensions: price tolerance and repurchase likelihood.

In terms of prior empirical research, Jones and Sasser
(1995) included switching costs as one factor or competi-
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tiveness: since high switching costs discourage churning,
they reduce the incentive for firms to compete. Bateson and
Hoffman (1999) similarly suggest that customer satisfaction
and switching costs are the primary influencers of loyalty.
More recent studies have shown that switching costs have
a direct and strong influence on the re-purchase decision
(customer loyalty) in all markets, for example France (Lee,
Lee, & Feick, 2001), Korea (Kim & Yoon, 2005), Australia
(Caruana, 2004), Taiwan (Hu & Hwang, 2006), and Turkey
(Aydin, Ozer, & Arasil, 2005).

Jonesetal.’s (2000) study examined the role of switching
costs (barriers) in customer retention for services. They found
that although core-service satisfaction was a primary issue
in retention, switching factors in the form of interpersonal
relationships, direct and indirect costs, and the perceived
benefits of potential alternatives were also important. As
such, these factors represented different unique dimensions
of the overall loyalty concept. This supports the notion,
outlined above, that loyalty of mobile service users must
be considered as multidimensional and not simply as direct,
contractual costs.

IMPACTS FOR MANAGERS
AND RESEARCHERS

The findings of the many studies in the area show support
for the intuitive link between higher switching costs and
greater levels of customer loyalty (or at least, retention).
More importantly, they also provide a greater understand-
ing of the interaction between switching costs and loyalty,
and refine the model that has, to date, served as a guide to
management of mobile phone companies.

Management of mobile phone companies must un-
derstand the complexity and multidimensionality of the
concepts of switching costs that directly influence price
tolerance and repurchase likelihood that is not affected by
contractual obligations. They must also understand that
switching costs affect customer loyalty not solely through
the contractual cost component of switching costs, but also
through the learning and transaction cost components. A
customer’s, or potential customer’s, belief that he or she
will end up with a ‘bad deal’ financially in switching to a
new provider—and that assessment will include all of the
implicitas well as explicit costs—is the most important issue
in the churn decision. This highlights the point that manag-
ing customer relationships, so that they remain positive,
acts to keep the customer attached, whether this is a result
of satisfaction outweighing perceived benefits or simply of
customer inertia (Burnham et al, 2003; Caruana, 2004). It
also highlights the need for poaching strategies to emphasize
not only the financial benefits, but the relational benefits as
well (Hu & Hwang, 2006). It should be noted that existing
studies point out that one of the primary issues affecting
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the learning cost component has been the lack of time to
undertake a complete comparison of the many offerings
in the market. Additionally, providers have tended in the
past to couch their offerings in terms that vary widely from
their competitors’, thus introducing a level of uncertainty
and confusion in the minds of the analyzing consumer (Hu
& Hwang, 2006). These factors are becoming less and less
viable as consumers turn to the Internet for their purchasing
information and guidance, and as consumers demand—and
get—a certain level of standardization in the offerings of
providers in the market, whether that standardization comes
from the providers themselves or from organizations that
perform such analyses and offer them to the consuming
(Internet- or magazine-based) consumer. Additionally, the
increasing homogeneity of pricing strategies and service
packages will lead to a lessening of the impact of explicit
(transaction and contractual) switching costs on the churn
decision (Hu & Hwang, 2006). Thus, management needs to
concentrate on customer relationships. Swartz (2000) quotes
two senior executives in the industry:

Ifserviceis poor, then customers will pay any cancellation fees
to get rid of the service and choose another provider ...

You have to look at your reasons for churn...You can t use
a contract to make up for poor service. If your service is
poor, you can lock them in for a year...but they re gone the
minute month 13 rolls around.

More research needs to be done on the notion of overall
loyalty as a multidimensional construct. Are there positive
barriers, such as interpersonal relationships, as well as nega-
tive? What relative influence on customer satisfaction do
core and non-core services have? How sensitive are costs
as barriers? Research into whether or not there are services
that are perceived as having low barriers as opposed to
services that are perceived as having high barriers within
the market offerings would help refine our understanding
of the role of various costs.
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KEY TERMS

American Customer Satisfaction Model: The original
model suggests that satisfaction affects the overall customer
loyalty, where loyalty is a unidimensional construct that
consists of price tolerance (i.e., the probability of staying
with the current provider if it increases prices or if a com-
petitor decreases prices) and repurchase likelihood (i.e., the
probability of purchasing the same service again). If the
customer’s expectations of product quality, service quality,
and price are exceeded, a firm will achieve high levels of
customer satisfaction and will create customer delight. 1f the
customer’s expectations are not met, customer dissatisfaction
will result. And the lower the satisfaction level, the more
likely the customer is to stop buying from the firm.

Churn: This refers to the notion that a company will,
over any given period of time, lose existing customers and
gain new customers. Churn is, currently, mostly created by
the luring away of competitors’ customers.

Customer Loyalty: The notion that a customer will
continue to use a particular brand or product; the behavior
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customers exhibit when they make frequent repeat purchases
of a brand or product.

Price Tolerance: The extent to which price is an important
criterion in the customer’s decision-making process; thus a
price-sensitive customer is likely to notice a price rise and
switch to a cheaper brand or supplier.

Repurchase Likelihood: The probability of buying new
services from the current provider when these purchases are
not affected by prior contractual obligations, for example,
when a contract has expired.
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Switching Cost: One-time cost facing the consumer/
buyer of switching from one supplier to another. Switch-
ing costs are composed of transaction costs (costs incurred
when a consumer begins a relationship with a provider,
and includes the costs associated with ending that relation-
ship or terminating an existing relationship), learning costs
(costs associated with the effort required by the consumer to
achieve the same level of knowledge and comfort acquired
using a particular supplier’s product, but which may not be
transferable to the same/similar products of other suppliers),
and contractual costs (costs thatare directly provider induced
in order to penalize churn and which are intended to prevent
poaching of customers by other suppliers).
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INTRODUCTION

Today, we find a large number of wireless networks based on
different radio access technologies (RATs). Every existing
RAT has its own merits. Now the focus is turned towards
the next-generation communication networks (Akyildiz,
Mohanty, & Xie, 2005), which will seamlessly integrate
various existing wireless communication networks, such as
wireless local area networks (WLANS, e.g., [IEEE 802.11
a/b/g and HIPERLAN/2), wireless wide area networks
(WWAN:Ss, e.g., 1G, 2G, 3G, IEEE 802.20), wireless
personal area networks (WPANS, e.g., Bluetooth, IEEE
802.15.1/3/4), and wireless metropolitan area networks
(WMAN:S, e.g., IEEE 802.16) to form a converged het-
erogeneous architecture (Cavalcanti, Agrawal, Cordeiro,
Xie, & Kumar, 2005). Seamless integration does not mean
that the RATs are converged into a single network. Instead
the services offered by the existing RATs are integrated as
shown in Figure 1.

Convergence technology is a technology that combines
different existing access technologies such as cellular,

Figure 1. Convergence of services
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cordless, WLAN-type systems, short-range wireless con-
nectivity, and wired systems on a common platform to
complement each other in an optimum way and to provide
amultiplicity of possibilities for current and future services
and applications to users in a single terminal. After creating
a converged heterogeneous architecture, the next step is
to perform a common radio resource management (RRM)
(Magnusson, Lundsjo, Sachs, & Wallentin, 2004). RRM
helps to maximize the use of available spectrum resources,
support mixed traffic types with different QoS requirements,
increase trunking capacity and grade of service (GoS),
improve spectrum usage by selecting the best RAT based
onradio conditions (e.g., path loss), minimize inter-system
handover latency, preserve QoS across multiple RATs, and
reduce signaling delay. A typical converged heterogeneous
architecture (Song, Jiang, Zhuang, & Shen, 2005) is shown
in Figure 2.

CHALLENGES

The integration of different networks to provide services
as a single interworking network requires many difficult
challenges to be addressed. Because existing networks do
not have fair RRM, the major challenge that needs to be ad-
dressed has to be mobility management. The heterogeneous
network architecture will be based on IP protocol that will
enhance the interoperability and flexibility. IETF Mobile
IP protocol is used to support macro mobility management.
But both IP protocol and mobile IP protocol (Pack & Choi,
2004; Montavont & Noel, 2002) was not basically designed
to support the real-time applications. So, during the handoff
between systems, users will experience the service disconti-
nuity, such as long service time gap or network disconnec-
tion. Besides this service discontinuity, the different service
characteristics of these interworked networks may degrade
the quality of service (QoS).

Some of the other challenges include topology and rout-
ing, vertical handoff management, load balancing, unified

Copyright © 2007, Idea Group Inc., distributing in print or electronic forms without written permission of IGI is prohibited.
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accounting and billing, and last but not least the protocol
stack of mobile station (MS), which should contain various
wireless air-interfaces integrated into one wireless open
terminal so that same end equipment can flexibly work in
the wireless access domain as well as in the mobile cellular
networks.

PROTOCOL STACK

In a homogeneous network, all network entities run the
same protocol stack, where each layer has a particular goal
and provides services to the upper layers. The integration of
different technologies with different capabilities and func-
tionalities is an extremely complex task and involves issues
at all the layers of the protocol stack. So in a heterogeneous
environment, different mobile devices can execute different
protocols for a given layer. For example, the protocol stack
of a dual-mode MS is given in Figure 3.
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This protocol stack consists of multiple physical, data
link, and medium access control (MAC) layers, and network,
transport, and application layers. Therefore, it is critical to
selectthe most appropriate combination of lower layers (link,
MAC, and physical) that could provide the best service to
the upper layers. Furthermore, some control planes such as
mobility management and connection management can be
added. These control planes can eventually use information
from several layers to implement their functionalities. The
network layer has a fundamental role in this process, since itis
the interface between available communications interfaces (or
access technologies) that operate in a point-to-point fashion,
and the end-to-end (transportand application) layers. In other
words, the task of the network layer is to provide a uniform
substrate over which transport (e.g., TCP and UDP), and
application protocols can efficiently run, independent of the
access technologies used in each of the point-to-point links
in an end-to-end connection. Although there are issues in all
layers, the network layer has received more attention than
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Figure 3. Protocol stack of a dual-mode MS
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any other layer, and little integration-related work has been
done at the lower layers. Indeed, integrated architectures are
expected notto require modifications at the lower layers so that
different wireless technologies can operate independently.
However, this integration task is extremely complex, and it
requires the support of integration architecture in terms of
mobility and connection management. Seamless handoffs
for “out of coverage” terminals and resource management
can be provided by the two control planes.

ROUTING ISSUES

AlIRATS inthe integrated architecture is considered as IPv6-
based networks, and each element in the internetworking net-

Figure 4. Mapping infrastructure into IPv6 format

works has a distinct ID number corresponding to the network
routing address (Liu & Zhou, 2004). The infrastructure of a
network is mapped into IPv6 addresses as shown in Figure
4. For example, the mapping of infrastructure of cellular
network and IEEE 802.11 WLAN are shown in Figures 5
and 6. WLAN is given some reservation IDs, so that they
can be utilized by mobile nodes under MANET mode.

VERTICAL HANDOFF MANAGEMENT

Vertical handoff is the handoff between different RATs.
The major challenge in vertical handoff is that it is difficult
to support a seamless service during inter-access network
handoff (Wu, Banerjee, Basu, & Das, 2005; Ma, Yu, Leung,
& Randhawa, 2004). The service interworking architecture
and procedures, the way to provide the network and user
securities, the control scheme for minimizing performance
decrease caused by different service data rates, and the
interworking network detection and selection methods are
typical problems and to be addressed to provide stable and
continuous services to users.

Unlike in the homogeneous wired networks, provid-
ing QoS for integrated architecture has some fundamental
bottlenecks. This is because eachradio access technology has
different transmission-rate capacity over the radio interfaces,
therefore the handoff between the two systems makes the
maintenance of QoS connection very hard. For example,
WLAN can provide a transmission speed from 11Mb/s up
to 54Mb/s theoretically, while UMTS has only 144kb/s at
vehicular speed, 384 kb/s at pedestrian speed, and 2 Mb/s
when used indoors. If we keep the QoS resource assigned
by UMTS to a connection that is actually in a WAN hotspot,
the advantage of the high speed of the WLAN is not fully
taken. On the other hand, if we use a WLAN parameter for
a station in the UMTS network, the connection may not be
admitted at all (Zhang et al., 2003). Therefore, to maintain
a sensible QoS framework, one has to consider the signifi-
cant difference transmission capacity between two systems
especially when user handover takes place.

IP Header ID Mapping

Data Packets

Figure 5. Mapping infrastructure of IEEE 802.11 WLAN into IPv6 address
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Access Point

Mobile Node
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Figure 6. Mapping infrastructure of cellular network into IPv6 address

Network ID RNC ID

APPLICATIONS

Convergence technology gives the possibility to combine
audio and video, data, graphics, slides and documents, and
Internet services in any way you like, so as to maximize the
effectiveness of the communication. Integrating all traffic
types enables more versatile and efficient ways of work-
ing, not just internally to the organization, but externally to
customers, partners, and suppliers. It also creates a multi-
system environment where a single service could be offered
at different speeds at different locations/times via separate
systems. The flexibility of convergence technology provides
many applications and services to the user community. Some
of the applications are:

. Find-Me-Follow-Me: This is a customizable service
that makes it easy for callers to ‘find” a user. Using a
Web portal customers can choose how incoming calls
should be handled. Options include ringing multiple
phones simultaneously, or picking the order of phones
to ring sequentially. Ubiquity’s SIP A/S is used to dial
out, in parallel or sequentially, to the user’s contact
numbers. Using IVR, the user can then accept the call
or forward it to voicemail.

J InfoChannels: This is amultimedia content subscrip-
tion application that pushes information and entertain-
ment to users in real time. Users subscribe to content
services through a Web portal, and new content is
delivered to their designated device (mobile phone,
PDA, PC browser) as soon as it is available.

. Rich Media Conferencing: Speak conference director
is a highly scalable, carrier-class, IP conferencing ap-
plication that enables conferencing service providers
(CSPs) to offer hosted audio and Web conferencing
services. This easy-to-use, browser-based solution
offers a complete conferencing application feature
set, as well as a Web portal for scheduling, initiating,
managing, and terminating multi-party conferences.

Some of the services that the convergence provides to
the user community are:

. Unified Messaging: Same inbox handling data, voice
and fax.

. Hosted IP Voice: A complete, outsourced telephone
service offering all PBX-type features.
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. IP Fax: Delivery of e-mail to fax and fax to e-mail in
a large number of countries.
. IP Telephony: A combination of quality transmission

globally across the WAN and the LAN, with tailored
consulting and end-to-end support.

. Voice for IPVPN: Integrated voice and data transmis-
sion, using a specific voice.
. Video for IP VPN: Point-to-point video transmission

over the IP VPN network, using a specific class of
service, called RT Vi.

. Virtual Contact Center Services: Optimization of
agent resources while reducing costs, by allowing the
routing of calls based on the agent’s skills.

. Voiceover Wi-Fi: Full corporate mobility with a
converged voice and data wireless solution.

CONCLUSION

This article provides features about convergence technology.
The convergence of all existing networks will provide access
to all available services using a single-user terminal. But
there are many challenges to be addressed in converging the
networks. In spite of converging the networks, management
ofthe converged network is more challengeable. This article
illustrates some of the challenges, and many are still open
issues. Considering all the factors discussed, convergence
technology is going to provide future flexibility to the wire-
less communication world. The complexity of this interesting
technology must be addressed in the near future.
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KEY TERMS

Communication Network: Network of telecommunica-
tions links arranged so that messages may be passed from
one part of the network to another over multiple links.

Grade of Service (GoS): A measurement of the qual-
ity of communications service in terms of the availability
of circuits when calls are to be made. Grade of service is
based on the busiest hour of the day and is measured as either
the percentage of calls blocked in dial access situations or
average delay in manual situations.

Heterogeneous Network: A network that consists of
workstations, servers, network interface cards, operating
systems, and applications from many vendors, all working
together as a single unit.

Radio Access Technology (RAT): Technology or system
used for the cellular system (e.g., GSM, UMTS, etc.).

Wireless Local Area Network (WLAN): Wireless net-
work thatuses radio frequency technology to transmit network
messages through the air for relatively short distances, like
across an office building or college campus.

Wireless Metropolitan Area Network (WMAN): A
regional wireless computer or communication network span-
ning the area covered by an average to large city.

Wireless Personal Area Network (WPAN): Personal,
short-distance area wireless network for interconnecting de-
vices centered around an individual person’s workspace.

Wireless Wide Area Network (WWAN): Wireless
network that enables users to establish wireless connections
over remote private or public networks using radio, satel-
lite, and mobile phone technologies instead of traditional
cable networking solutions like telephone systems or cable
modems over large geographical areas.
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INTRODUCTION

There has been a rapid recent development in the usage of
mobile devices, such as personal digital assistant (PDA),
mobile notebooks and other mobile electronic devices. This
has been increasingly in demand due to new smaller designs
and easy to carry around features. The mobile computing
technology has pushed the uses of mobile device even more
by providing the ability for mobile users to access information
anytime, anywhere. However, mobile computing environ-
ments have certain limitations, such as short battery power
and limited storage and involving communication cost and
bandwidth limitations (Kossman et al., 2001). Hence, it is
of great interest to provide efficient query processing with
quick response rate and with low transfer cost. Due to the
inherent factors like low bandwidth and low reliability of
wireless channels in the mobile computing environment, it is
therefore important for amobile client to cache its frequently
accessed database items into its local storage (Chan, Si, &
Leong, 2001).

Caching is a key strategy in improving data retrieval
performance of mobile clients (Barbara & Imielinkski, 1994;
Chow, Leong, & Chan, 2005). In order to retain the frequently
accessed database items in the client’s local memory, a caching
mechanism is needed. By having the caching mechanisms,
it allows a client to serve database queries at least partially
during connection, which is an inherent constraint of the
mobile environment. Thus, by having an effective caching
mechanism in keeping the frequently accessed items, the
more queries could be served in case of disconnection (Chan,
Si, & Leong, 2001). The aim of caching is beneficial to the
mobile environment, because having the data cached into the
local memory can help future queries to be answered more
quickly or to access the data faster, with low latency time
and reduced start up delays that may be caused on the client
side (Kara & Edwards, 2003). In addition to improving the
access latency, it also helps to save power due to the ability
to allow lower data transmission, as well as improvement
in terms of data availability in situations of disconnection
(Wu, Yu, & Chen, 1996; Lee, Xu, & Zheng, 2002).

Inthis article, we concentrate particularly on cooperative
caching, which is basically a type of caching strategy thatnot
only allows mobile clients to retrieve database items from
the servers, but also from the cache in their peers.

BACKGROUND

The effect of having the ability to cache data is of great
importance, particularly in the mobile computing environ-
ment. This is due to the reason that contacting the remote
servers for data is expensive in the wireless environment
and the vulnerability to frequent disconnection can further
increase the communication costs (Leong & Si, 1997). Also,
caching the frequently accessed data in the mobile devices
will help reduce tune-in time and power consumption be-
cause requested data can be fetched for the cache without
tuning into the communication channel for retrieval (Lee &
Lee, 1999). Caching has also been proven as a significant
technique in improving the performance of data retrieval in
peer to peer network in helping to save bandwidth for each
data retrieval that are made by the mobile clients (Joseph
et al., 2005). The cached data are meant to support discon-
nected or intermitted connected operations. There are many
different types of caching strategies that serve the purpose
to improve query response time and to reduce contention on
narrow bandwidth (Zheng, Lee, & Lee, 2004).

Regardless of which caching strategy one chooses, they
have their own advantages and disadvantages in some way.
In principle, caching can improve system performance in
two ways: (a) It can eliminate multiple requests for the same
data and (b) improve performance by off-loading the work.
The first way can be achieved by allowing mobile clients
to share data among each other by allowing them to access
each other’s cache within a reasonably boundary between
them. The second way, however, can be demonstrated asinan
example of a mobile user who is interested in keeping stock
prices and caches them into his mobile device. By having
copies in his own mobile device, he can perform his own data
analysis based on the cached data without communicating
directly to the server over the wireless channel.

COOPERATIVE CACHING

The cooperative caching is a kind of information sharing
that was developed by the heavy influence and emergence
of the robust yet reliable peer-to-peer (P2P) technologies,
which allows mobile clients (Kortuem et al., 2001). This
type of information sharing among clients in a mobile

Copyright © 2007, Idea Group Inc., distributing in print or electronic forms without written permission of IGI is prohibited.
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Figure 1. An overview of cooperative caching architecture
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environment has generally allowed the clients to directly
communicate among themselves by being able to share
cached information through accessing data items from the
cache in their neighboring peers rather than having to rely
on their communication to the server for each query request
(Chow, Leong, & Chan, 2004).

There are several distinctive and significant benefits that
cooperative caching brings to a mobile computing environ-
ment. These include improving access latency, reducing
servers’ workloads and alleviating point—to-point channel
congestion. Though the benefits outweigh the drawbacks,
there is still a main concern that cooperative caching may
produce. This refers to the possibility of the increase in the
communication overhead among mobile clients (Ku, Zim-
mermann, & Wan, 2005)

Framework Design of Cooperative
Caching in a Mobile Environment

Several clients and servers are connected together within
a wireless channel in a mobile environment. Basically, the
clients which denote the mobile hosts are connected to each
other wirelessly within a certain boundary among each other,
and they can exchange information by allowing each other
to access the other peers’ cache (Cao, Yin, & Das, 2004).
Figure 1 illustrates an example of the framework archi-
tecture design of the cooperative caching, which provides
the ability for mobile clients to communicate among each
other. If the client encounters a local cache miss, it will send
a query to request, from its neighboring peers, to obtain a
communication and the desired data from its peer’s cache.

3 If no matchlin server
cache, server rdtrieve from

Otherwise, it will be known as a local cache hit if the desired
data exists in its local cache. As for trying to obtain data from
its peers, if the desired data is available from its neighbor-
ing peers or if the other peers can turn in the requested data
before it is broadcast on the channel, then it is known as a
global cache hit; otherwise it is called a global cache miss
and the client would have to wait for the desired data to
arrive in the broadcast channel or access the server cache
and, if that fails, then the server would retrieve the desired
data from the disk (Sarkar & Hartman, 2001; Hara, 2002;
Chow, Leong, & Chan, 2005).

As a summary, a mobile client can choose to either (a)
retrieve data from the server directly by having a direct com-
munication through issuing a query (Hu & Johnson, 2000) or
(b) capture the data from a scalable broadcast channel (Su,
Tassiulas, & Tsotras, 1999). These are known as a pull-base
and push-base mechanism respectively. Further investiga-
tion on pull and push-based environments are made in the
subsequent subsections.

Using Cooperative Caching in an
On-Demand (Pull-Based) Environment

A pull-based environment refers to relating the use of tradi-
tional point—to-point scenario similar to client-server com-
munication directly. It can also be known as an on demand
query or server strategy whereby processing can be done on
the server upon request sent by the mobile clients. Figure 2
illustrates an example of a pull-based architecture. It can be
seen that the mobile client issues a direct query to the server
over a dedicated channel to be processed. Processing takes
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Figure 2. Example of an on demand environment system
(pull-based system)

Received
Requested Items

Sending Query for
Requesting Item

place in the server and, once the requested data items have
been obtained, it will returned back to the client directly.

The main advantage of this system is that a client can
issue query directly to the server and wait for the server to
process and return the results according to the query being
issued. Also, it is appropriate in situations where privacy is
a major concern. On the other hand, the limitation is that
this is not desirable in a mobile environment where there are
limited resources to satisfy each individual client directly.
Thus, this shows limitation when it comes to large-scale
systems.

Example 1: Looking at Figure 3, suppose a shopper in a
shopping complex wants to know which shops to visit by
obtaining information from the store directories. Imagine
that this client is denoted as C2 in Figure 3. If this shopper,
C2, finds the target shop in its local cache, as she has pre-
viously visited this shopping complex and has cached the
store directories in her mobile device. Ifthis is the case, then
she can just merely obtain the information from the cache.
If not, then it will send request to its neighboring peers,
which in this example are C1 and C3 since the boundary
of the wireless transmission for C2 covers clients C1 and
C3. So C2 can obtain the desired data from either C1 or
C3. Assuming C3 has the data that C2 wanted, this means
C2 can obtain the data from the cache in his peer, in this
example C3. Otherwise, C2 would have to obtain it from
the server directly.

Using Cooperative Caching in a
Broadcast (Push-Based) Environment

In this section, we focus on using cooperating caching in a
broadcast environment, which can sometimes be referred to
as a push-based system or also known as on-air strategy. In
a broadcast environment, a mobile client is able to tune into
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Figure 3. Using cooperative caching in an on demand
environment
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the broadcast channel to retrieve the data that they want by
having the server broadcast the data items into the air for the
user to tune into (Waluyo, Srinivasan, & Taniar, 2005). Thus,
each client can access a piece of data by waiting for its data
toarrive. Figure 4 depicts an example of a broadcast environ-
ment. The main advantages of this broadcast environment
in terms of its delivery mechanism is its higher throughput
for data access for a larger number of clients because, with
the absence of the communication contention between the
clients requesting data, they are able to share the bandwidth
more efficiently (Hara, 2002). Information broadcast appears
to be an essential method for information dissemination for
mobiles users, since it is able to broadcast to an arbitrary
number of mobile users (Lee & Lee, 1999).

There are advantages and disadvantages of the broadcast
environment. The strength would be its ability to disseminate
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data to an immense number of mobile clients. However,
the greatest disadvantage lies in the way in which the data
item are broadcast in a sequential way. This will lead to
longer access latency if there is a substantial increase in the
number of data items being broadcast. Also, by broadcasting
the data item on the air, this means the mobile clients have
to consume considerable amounts of power to listen to the
broadcast channel until the target data items reaches its turn
and appears in the broadcast channel.

In this section, we would like to illustrate the use of co-
operative caching in the broadcast environment. It is always
a benefit to allow the client to have access to more data in
the mobile environment by improving the data availability
and data accessibility (Cao, Yin, & Das, 2004). By having
the clients share bandwidth together in the wireless channels;
it is believed that cooperative caching is able to further save
bandwidth for each dataretrieval (Josephetal.,2005). Anex-
ample ofan application utilizing this push-based mechanism
can be a situation where, in the airport, up-to-date schedules
could be broadcast and passengers with their mobile devices
are able to receive and store the information.

Generally, there are a series of steps involved in coopera-
tive caching in a broadcast environment. Basically, when a
clientissues arequestto aparticular dataitem on the broadcast
channel, the issued request client would first check whether
the desired data has been previously cached. If it has, then
the answer would be immediately returned and succeed at
once. However, if it has not, then it will secondly check to
see if the response time in accessing the desired item that is
cached by the neighboring peers is shorter than to wait for
the item to appear on the broadcast channel. If it is, then the
client will obtain it from its peers; otherwise it may be easier
just to obtain it from the broadcast channel if it appears to be
faster. Otherwise, it received a reply from other neighbor-
ing peers that cached the desired data item and the request
would be completed and succeeded when the transmission
of the item is completed. However, in case of a situation
where no neighboring peers obtained the desired data, then
the client would have to wait for the next broadcast period
for the desired data item to appear (Hara, 2002).

FUTURE TRENDS

There have been several researches done in the area of co-
operative caching in a mobile environment. Problems and
limitations incurred in the usage of cooperative caching in
the mobile environment have generated a lot of attention
from researches in finding a good cache strategy that is
specifically designed for use only in the mobile computing
environment.

In the future, it is desirable to design techniques that can
further improve the efficiency of caching in reducing the

overhead of maintaining and identifying the cached items.
Also exploring the semantics of the data items cached by
the mobile clients is beneficial. Practical evaluations from
various factors, such as communication and computational
overhead, can be essential to determine which strategy ap-
pears most appropriate for a real mobile environment. It
is also valuable to look into cache replacement and cache
invalidation and addressing them in an environment where
updates features takes place.

It is also advantageous to look further into incorporation
of an effective replication scheme that may increase data
availability and accessibility, as well as improve the aver-
age query latency. It would be useful to always take into
account reducing the number of server requests and power
consumption, as well as shortening the access latency as
more neighboring peers increase. As far as most situations
explain in this article, the focus does not take into account
location dependency queries. Thus, it can be a good idea to
consider location dependent queries, as well as accessing
multiple non-collaborative servers instead of just obtaining
data from a single server.

CONCLUSION

Caching appears to be a key factor in helping to improve the
performance of answering queries in mobile environment.
A new state-of-the-art information sharing known as coop-
erative caching allows mobile clients an alternative way to
obtain desired data items. Clients can now have the ability to
access data items from the cache in their neighboring peers’
devices with the implementation of cooperative caching.
In this article, we have described issues of caching in
a mobile environment by focusing mainly on cooperative
caching in the mobile environment. Our discussion assumed
a broadcast environment. This article serves as a helpful
foundation for those who wish to gain preliminary knowledge
about the usefulness and benefits of caching in the mobile
environment, particularly cooperative caching.
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KEY TERMS

Broadcast Environment: also known as push-based
sy stem where the server would broadcast a set of data to
the air for a population of mobile users to tune in for their
required data.

Caching: Techniques of temporarily storing frequently
accessed data designed to reduce network transfers and
therefore increase speed of download

Caching Management Strategy: A strategy that relates
to how a client manipulates the data that has been cached in
an efficient and effective way by maintaining the data items
in the client’s local storage.

Cooperative Caching: A type of caching strategy that
notonly allows mobile clients to retrieve database items from
the servers, but also from the caches of their peers.

Mobile Environment: Refers to a set of database serv-
ers that may or not be collaborative with one another that
disseminate data via wireless channels to multiple mobile
users.

On Demand Environment: also known as a pull-based
environment, which relates to techniques that enable the
server to process requests that are sent from mobile users.

Peer-to-Peer: Facilitate the features of data sharing
among groups of people.
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INTRODUCTION

Since its introduction in 1991, the Common Object Request
Broker Architecture (CORBA) standard, defined by the
Object Management Group (OMG, 2004b), has undergone
several major revisions and has spread far throughout the
domain of object-oriented and distributed systems. It not
only brings about independence of computer architectures,
operating systems, and programming languages, but also
ensures freedom of choice with respect to Object Request
Broker (ORB) product vendors. The latter benefit was
the result of the introduction of a globally unique object
reference, the Interoperable Object Reference (IOR), and
a standard transmission protocol, the Internet Inter-ORB
Protocol (ITOP), in CORBA 2.0.

CORBA uses an Interface Definition Language (IDL)
to specify the interfaces that objects present to clients in
order to offer their services. IDL is a purely declarative
language—that is, it is used to describe the data types and
interfaces in terms of their attributes, operations, and ex-
ceptions, but not to define implementation algorithms for
their operations. IDL forms the foundation of CORBA’s
programming language independence, and language-spe-
cific IDL compilers must be used to translate IDL interface
definitions into concrete programming languages. Besides
the language mappings defined in the OMG standard (i.e.,
mappings from IDL to Ada, C, C++, COBOL, Java, Lisp,
PL/1, Python, and Smalltalk), there are also non-standard
language mappings to programming languages like Eiffel,
Objective C, and Perl, which are exclusively implemented
in certain ORB products.

While CORBA has been very successful in the domain
of enterprise computing, its adoption for mobile devices is
obstructed by a central problem: the limited resources of such
devices. If standard-compliant CORBA-based applications
are to be executed on mobile devices, storage requirements,
for example, represent a major bottleneck. But for all that,
several research groups have made an effort over the past
few years to establish the CORBA standard in the domain

of mobile devices. The existing approaches can be divided
into three categories:

1. approaches that are restricted in the sense that they
use an implementation of the IIOP protocol only,

2. approaches that build on the minumumCORBA speci-
fication, and

3. approaches that rely on other ways to reduce the
memory footprint of a CORBA implementation.

Inthe following sections of this chapter, these approaches
will be discussed in detail.

THE PROTOCOL APPROACH

The first alternative to realize a CORBA infrastructure on
mobile devices can be described as the “protocol approach.”
Instead of providing an implementation of the complete
CORBA specification, only the IIOP protocol is imple-
mented in this solution.

As already mentioned, the CORBA 2.0 standard for the
first time introduced the definition of a protocol for the com-
munication between different ORBs. On an abstract level,
the General Inter-ORB Protocol (GIOP) was defined, which
specifies astandardized transmission syntax, the common data
representation (CDR), and several message formats. Among
the characteristics of CDR is a complete mapping of all data
types defined in IDL and the support of different byte orders.
With CORBA 2.1, the set of possible GIOP message formats
was extended by “Fragment” messages. The bi-directional
variant of GIOP permits both the clientand the serverto actas
the initiator of a message for all possible kinds of messages.
Since GIOPis an abstract protocol, the actual communication
isrouted via the Internet Inter-ORB Protocol, which provides
a mapping between GIOP messages and the Transmission
Control Protocol/Internet Protocol (TCP/IP) layer used in
the Internet. Apart from IIOP, so-called Environment-spe-
cific Inter-ORB Protocols (ESIOPs) can be used. Currently,
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four different IIOP versions (1.0, 1.1, 1.2, and 1.3) can be
encountered. To avoid interoperability problems that might
occur when ORBs implementing different protocol versions
need to communicate, the OMG specifies requirements as
to which protocol has to be supported in which context (cf.
OMG, 2004b, pp. 15-51).

In the context of mobile devices, a challenge lies in the
realization of GIOP over wireless networks. Current CORBA
implementations typically use IIOP to guarantee interoper-
ability between CORBA-based applications. However, TCP/
IP is not a suitable transport layer for wireless communica-
tion (Amir, Balakrishnan, Seshan, & Katz, 1995), so better
alternatives like the Mobility Layer (Haahr, Cunningham,
& Cahill, 1999, 2000) or WAP (Ruggaber, Schiller, & Seitz,
1999; Ruggaber & Seitz, 2000) were developed for that
purpose. In order to provide a standardized solution for this
aspect too, the OMG has adopted the wireless access and
terminal mobility in CORBA specification (OMG, 2005).
Furthermore, to account for the fact that the Bluetooth pro-
tocol has gained increasing popularity in the area of mobile
devices, the OMG has issued the GIOP Tunneling Over
Bluetooth specification (OMG, 2003).

The protocol approach was implemented in the context
of several projects. For example, the work described by
Haahr et al. (1999) is one of the first solutions belonging
to that category. Moreover, BASE (Becker, Schiele, Gub-
bels, & Rothermel, 2003) and LegORB (Roman, Mickunas,
Kon, & Campbell, 2000) are representatives of the protocol
approach. Among the defining characteristics of BASE are,
accordingto Beckeretal. (2003), the uniform access toremote
services and device-specific capabilities, the decoupling of
the application communication model and the underlying
interoperability protocols, and its dynamic extensibility sup-
porting the whole range of devices from simple sensors to
high-capacity workstations. There are two ways to generate
invocations in BASE: they can be either generated by proxies
representing services, or they are encoded analogous to a
CORBA DII invocation by the application developers. The
“micro-broker” coming with BASE only necessitates a plug-
in to transport (marshal and send) an operation invocation.
The return values an invocation might possibly construct
may be accepted by an additional transport plug-in.

LegORB implements a microkernel-type architecture.
Its core only contains components for low-level services.
Application developers have to implement specific policies
or simply select them suitably, whenever they are packaged
with the ORB. LegORB’s core consists of three customized
components: the LegORB configurator, the client-side con-
figurator, and the server-side configurator. They provide the
glue necessary to put all the components together. LegORB
itself is an assembly of components with different func-
tional scopes with duties concerning network, marshaling,
demarshaling, and so forth. The actual service capability as
well as the size of LegORB is determined by the number

and type of components that are composed in a concrete
development project.

On the one hand, the protocol approach is sufficient to
enable communication between different mobile as well as
stationary CORBA-based applications, but on the other hand,
it has considerable limitations. The first restriction pertains
to a lack of source code portability. Since the presented
solutions are specifically designed to address the communi-
cation aspect, this approach requires conceptual rethinking
with respect to the way the mobile CORBA applications
have to be developed. This not only holds for the migration
of existing CORBA-based applications to mobile devices.
Moreover, modifications to the “traditional” development
process used for conventional CORBA-based applications
are needed to meet the changed conditions in a mobile ap-
plications setting. The conventional development process
usually starts with the specification of the IDL interfaces
required in the application, if static operation invocations are
intended, which is the normal case. These IDL definitions
are then translated using an IDL compiler. Subsequently,
the developers use different standardized CORBA classes
and interfaces for ORB initialization or object activation.
However, the protocol-based approaches often donot provide
IDL support and do not necessarily allow for the use of the
stipulated classes and interfaces for routine CORBA tasks,
so that they often lead to considerable learning curves, even
for experienced CORBA developers, in order to adapt to the
changed programming conditions.

APPROACHES BASED ON THE
MINIMUMCORBA STANDARD

The first dedicated OMG specification targeted on the
reduction of the footprint of CORBA-based solutions was
the minimumCORBA specification (OMG, 2002). In this
specification, the OMG identified parts of the full CORBA
standard that might be dispensable under certain circum-
stances like in the case of the limited resources available
on mobile devices:

The features of CORBA omitted by this profile clearly have
value in mainstream CORBA applications. However, they
are provided at some cost, in terms of resources, and there
is a significant class of applications for which that cost
cannot be justified.

The omissions and reductions adopted by the OMG
mainly concern the following points:

. Omission of the Dynamic Invocation Interface:
The Dynamic Invocation Interface (DII) provides
functionality thatenables a client application to invoke
operations of objects and to receive the returned results
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at runtime without the need to have knowledge about
the corresponding signatures and types at compile
time.

. Omission of the Dynamic Skeleton Interface: The
Dynamic Skeleton Interface (DSI) became part of the
CORBA standard in version 2.0. [trepresents a runtime
mechanism to integrate components that do not have
any IDL-based compiled skeletons at compile time.
The DSI provides an interface that is able to accept
a specific type of invocation. Incoming messages are
analyzed with regard to their intended receiver object
and the operation to be performed. The DSI can process
both static and dynamic operation invocations.

. Omission of the Interface Repository: The interface
repository (IR) is a runtime repository containing ma-
chine-readable versions of IDL definitions. It provides
the type information needed by the DII. With CORBA
2.0, globally unique identifiers for components and
their interfaces were introduced, which are system
generated, so that the ORB is able to deal with entries
from different IRs without the risk of ambiguities.

. Omission of the DynAny Functionality: The func-
tionality ofthis interface allows for runtime generation
of new data types that are unknown at compile time.

. Reduction of the ORB Interface: The operations
omitted from the ORB interface specification provided
functionality that was required for DII operation and
could therefore be disposed of.

. Reduction of the Object Interface: The operations
omitted from the Object interface specification mainly
provided functionality that was required for DI and IR
operation, were relevant for older CORBA versions,
or required types that are omitted in the profile.

. Reduction of the Portable Object Adapter Interface:
By introducing the Portable Object Adapter (POA)
interface as replacement of the underspecified Basic
Object Adapter (BOA), portability of CORBA-based
applications could be increased. The POA serves as a
link between the ORB and the servants. In the context
ofthe minimumCORBA specification, its functionality
has been reduced.

An example of an approach that belongs to the category
of minimumCORBA-based solutions is K-ORB, which was
created by the Distributed Systems Group in Dublin (cf.
http://www.dsg.cs.ted.ie).

A central advantage of approaches relying on mini-
mumCORBA is the fact that the application development
process remains largely unchanged. Although the use of
well-known classes and interfaces like ORB and POA is
restricted, itis still possible. This approach therefore requires
considerably less reorientation on the part of developers
already familiar with the construction of CORBA-based
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applications. Relying on this approach, it is much easier
to port existing applications or to realize new projects than
with the protocol approach.

OTHER APPROACHES

Other endeavors of research groups to achieve a reduction
of the scale and scope of CORBA-based applications for
their deployment on mobile devices can be summarized as
being based on the following general ideas:

. using a microkernel architecture,

. following a component-based approach,

. employing a reflection-based technique, or

. providing capabilities for reconfiguration and adapta-
tion.

The projects MICO on Palm Pilot and Mico on iPAQ
(Puder, 2002) were among the first attempts to establish
MICO ORB (Puder, 2000), an open source implementation
of CORBA, in the domain of mobile applications. They used
MICO’s microkernel architecture to reduce the required
memory. The use of a microkernel had already been tested
successfully in several architectures and was generalized
in the description of the microkernel design pattern in
Buschmann, Meunier, Rohnert, Sommerlad, & Stal (1996).
The developers of ZEN ORB start from the basic premise
that the simultaneous support of all protocol versions at the
same time is not generally required. Thus, the introduction
of a “plug-and-play” interface, which can dynamically re-
load components on demand—such as protocol classes of
a specific version—is seen as a possible solution to reduce
memory requirements. Klefstad, Rao, and Schmidt (2003)
describe how such an ORB could be designed and identify
additional optimization factors, such as object adapters,
protocol transports, object resolvers, IOR parsers, any data
type handlers, buffer allocators, and CDR streams.

Most of the documented approaches, however, rely on a
mix of concepts. K-ORB and ZEN, for example, use com-
ponent technology together with reconfiguration capabili-
ties. LegORB and Universally Interoperable Core (Roman,
Kon, & Campbell, 2001) implement all of the architectural
concepts discussed so far.

USING CORBASERVICES ON
MOBILE DEVICES

The ORB represents the fundamental communication compo-
nentindistributed CORBA applications. However, to support
the application developer further, the OMG has standardized
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anumber of system-level services, called CORBAservices.
These services extend the basic functionality provided by
the ORB by offering frequently required functionality (e.g.,
concerning service lookup, event management, transactions,
etc.).

Although the use of CORBAservices promotes aspects
like portability and reusability and enables experienced de-
velopers to produce their applications more quickly, the back
side is that they generate additional memory requirements.
Even though it is not necessary to run the various services
directly on the mobile devices (they are normally hosted on
PCs or workstations), mobile applications that need to make
use of those services still need to have the corresponding
stub files generated by an IDL compiler at their disposal
locally, that is, on the mobile device. Typically, a CORBA-
based application does notrequire all of the CORBAservices
available. On the contrary, most applications do without
CORBAservices completely, employ only the Naming Ser-
vice, or use a relatively small amount of additional services,
depending on their application purpose.

For PDAs, which often do not have any storage facilities
apart from their Random Access Memory (RAM), stubs of
CORBAservices that are never needed by a client applica-
tion running on that PDA would undesirably lock memory
resources that are urgently needed for other purposes.

One way to reduce the amount of memory required
by those stub files is to use OMG’s Lightweight Services
specification (OMG, 2004a). It only contains the definition
of three functionally reduced CORBAservices: the Light-
weight Naming service, the Lightweight Event service, and
the Lightweight Time service. In Aleksy, Korthaus, and
Schader (2003), we use the so-called “Janus” approach to
make the memory footprint significantly smaller. The basic
idea of the Janus approach is to adapt the appearance of a
component to its specific use. In our case, we have simpli-
fied and reduced the management interfaces of the event
service as perceived by the mobile application. To this end,
we developed a dedicated component, called Event Service
Proxy, which offers a drastically simplified version of the
eventservice interfaces and isresponsible for the main part of
theregistration process. The actual event transmission occurs
as always—thatis, withoututilizing the Event Service Proxy.
In this way, the approach does not affect the performance of
the application, except for the registration process.

FUTURE TRENDS

An important challenge for the future is the extension of
the spectrum of lightweight CORBAservices to be used by
mobile applications. For example, the design and realiza-
tion of a “mobile” variant of the transaction service (OMG,
2000b) will be of crucial importance for the advancement

of m-business applications. Similarly, a “mobile” version
of the trading service (OMG, 2000a) is needed in order to
provide CORBA applications running on mobile devices with
extended functionality for the detection of new services.

CONCLUSION

In this article, we have presented different research efforts
aiming at the goal of establishing CORBA in the domain of
mobile devices. While the protocol-based approach is easier
to implement and enjoys great popularity despite its limita-
tions, the minimumCORBA-based approach does not yet
meet the expectations. The ongoing advancement of mobile
devices and corresponding communication infrastructures,
however, raise hope that this approach will increasingly at-
tract attention in the near future. Another future challenge
will be the use of CORBAservices on mobile devices. By
adopting the Lightweight Services specification, the OMG
has made a first step in that direction. Nevertheless, this
aspect will continue to necessitate the development of ideas
for new solutions in the years to come.
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KEY TERMS

CORBAservices (a.k.a. CORBA Services): General-
purpose, system-related extensions of the core functional-
ity of an ORB that are relevant to the basic operation of a
distributed application.

General Inter-ORB Protocol (GIOP): Protocol specify-
ing astandardized transmission syntax, together with several
message formats.

Interface Definition Language (IDL): A purely de-
clarative language used for the description of a CORBA
application’s data types and interfaces—with their attributes,
operation signatures, and exceptions—independently of a
concrete implementation language.

Internet Inter-ORB Protocol (IIOP): Protocol specify-
ing how GIOP messages can be exchanged over Transmission
control protocol/Internet protocol (TCP/IP) connections.

Object Adapter: Technically, the connecting link be-
tween the ORB and the proper object implementations. From
a logical perspective, it connects CORBA objects that are
specified by means of IDL to their implementations, which
were written in a concrete programming language.

Object Request Broker (ORB): Constitutes the
architecture’s communication component and sometimes
denoted as the “object bus.”

Reflection: Means that a program is able to gain insight
into its own structure. Reflection makes it possible to query
meta-information about classes and their instances at runtime.
Also called Introspection.
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INTRODUCTION

A wireless data network is the infrastructure for mobile
computing, which is the act of communicating while on-the-
move viaportable computers. Hence, wireless data networks
(WDN5s) and associated issues are enabling technologies for
mobile computing. Usually, a WDN does not stand alone; it
is connected to the fixed Internet. Hence, it is also referred
to as wireless Internet. The unit of information transfer and
processing in a packet-switched WDN is packet, which is a
bunch of bits with the identifying fields needed for efficient
forwarding. Advances in digitization enable a packet’s content
tobe of varying nature, such as conversational voice samples,
streaming video scenes, or non-real-time data.

Every WDN allowing multiple users to share its ser-
vices requires a radio resource management (RRM) to
coordinate the efficient use of the wireless transmission
medium or channel. The wireless channel used by WDNs
has time-, frequency-, and environment-dependent quality
due to multi-path signal propagation, shadowing, path loss,
and user mobility. There are two main RRM philosophies:
link/rate adaptation, and opportunistic communications or
opportunistic RRM. The link adaptation philosophy views
the inherent channel variability as bad and hence mitigates it
viacomplex mechanisms such as interleaving, power control,
equalization, and spatial diversity (Gyasi-Agyei, 2005).

Opportunistic communications is the recent RRM phi-
losophy, which exploits the dynamics in wireless channel
quality to improve system throughput. In fact, measures have
been proposed to enhance or even induce channel variability
if necessary to further improve throughput (Viswanath, Tse,
& Laroia, 2002). RRM has several functionalities, such as
traffic admission control, power control, and scheduling.
This chapter focuses on opportunistic communications or
scheduling (OS). In fact, link/rate adaptation-based RRM is
also somewhat cross-layer protocol engineering, as its uses
physical layer information, but for a different purpose than
OS. In principle, OS can be designed for single-carrier or
multi-carrier, single-antenna or multi-antenna, single-hop
or multi-hop, centralized or distributed wireless networks.
It can also serve both real-time and non-real-time network
traffic. However, it is much easier to design an OS scheme
for single-hop, centralized wireless networks serving non-
real-time data traffic. The achievable throughput gains
are also maximized when no traffic timing constraints are
embedded in the OS policy.

Scheduling is the dynamic process of allocating a shared
resource to multiple parallel users in order to optimize some
desirable performance metrics. Metrics of interest include:
maximization of system throughput, minimization of packet
delay and jitter, and the provision of fairness. Scheduling is
a key mechanism in RRM and operates in the medium ac-
cess control (MAC) layer. Only three things can happen to
the transmission medium of a multiuser network: resource
hogging, resource clogging, or equitable resource sharing.
Withouta MAC protocol, the desirable third option can hardly
occur. Inthe following we discuss some general aspects of OS,
propose a generalized OS design framework, discuss future
trends of OS, and list some open issues in OS design.

BACKGROUND

This section reviews some background material on OS.

Why Cross-Layer Protocol Engineering?

A protocol is a set of agreed-upon rules by which two enti-
ties communicate efficiently. This includes both semantics
and syntax. The telecommunications industry has been
sustained so far by the open systems interconnect (OSI) ref-
erence architecture designed by the International Standards
Organization (ISO). Hence this architecture is referred to
as the ISO/OSI model. The ISO/OSI model is a brick-wall
protocol architecture whereby the functions of a complete
workable communications system is broken into a set of
functionalities (not without duplications) and each set is
called a layer. Each layer provides a service to the overly-
ing layer. However, the service user is not privy to how the
service is provided, and neither does it know the features
of its service provider. Non-adjacent layers on the same
machine have no interaction, but layers at the same level on
two machines communicating interact logically to exchange
dataand signaling. This horizontal interaction isreferred to as
peer-to-peer communication. Indeed, no practical system is
strictly designed according to the ISO/OSI model. However,
the popular protocol used on the Internet, TCP/IP model, is
designed based on the ISO/OSI philosophy.

The ISO/OSI philosophy has been embraced so far as
great, as its modularity enables upgrading of one layer with
minimal impact on other layers, until the recent drive towards
system performance optimization via cross-layer engineering.
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Table 1. Protocol layering and modularity vs. protocol efficiency

Layering Protocol Engineering

Cross-Layer Protocol Engineering

Traditional protocol design approach

Modern protocol design approach

Modularity oriented

Efficiency oriented

Strict layering abstraction, no interactions
between non-adjacent protocol layers on the
same machine

Exploits inter-layer interactions to optimize
overall system performance

Partitioning of protocol functionalities reduces
protocol complexity

High computational complexity

Allows protocol specialization

Requires interdisciplinary knowledge

Incompatible with existing protocols

Easy to manage and maintain

Complicated system management and
maintenance

Revolutionary approach to system design

Only lower protocol layers are network
specific

Entire protocol may be network specific

Can reduce device energy consumption

Figure 1. An OS algorithm showing cross-layer signaling exchanges
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This new era of cross-layer protocol engineering has opened
both opportunities and challenges for protocol designers.
Fourth-generation networks and beyond are expected to
exploitthe benefits in cross-layer protocol engineering (Shak-
kottai, Rappaport, & Karlsson, 2003). Cross-layer protocol
design leverages runtime information across different layers
to enhance the performance of the entire wireless system. It
can also be used to reduce functionality duplications during
protocol design. The idea originates from the notion that
layers can adapt to the instantaneous condition of other
layers to improve the overall service provided to network
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applications. Table 1 summarizes the basic features of both
protocol design philosophies.

Figure 1 illustrates the design of a cross-layer wireless
scheduler. We can observe interactions in several directions
between layers 1-4. These inter-layer interactions can allow
higher layers to adapt to the random variability in physical
layer properties to optimize system performance. Specifically,
Figure 1 shows channel state information (CSI) from Layer 1
and traffic information from Layer 3 communicated to Layer
2, where the scheduler operates. These parameters enable the
MAC layer to make informative decisions. For example, the
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CSI can be in the form of instantaneous channel signal-to-
noise ratio, the received signal strength, mobile user

information, user speed of motion, or channel impulse
response (Verikouskis, Alonso, & Giamalis). The traffic in-
formation can be the service history, required packet timing
constraints, minimum throughput requirement, or minimum
reliability requirements. The traffic delay information and
the CSI enable the link layer to use the appropriate error
control scheme depending on channel error pattern and
traffic delay requirements. That is, whether backward-er-
ror or forward-error, correction should be used. The delay
information also influences the scheduling decision. The
CSI feedback to the connection-oriented transport layer al-
lows the latter’s end-to-end (e2e) error control mechanism
to distinguish congestion-related from channel-state-related
packet losses.

Why Opportunistic Scheduling?

As discussed above, the wireless channel quality varies with
time, space, and operating frequency—that is, specto-spatio-
temporally varying. Hence, multiple users sharing a wireless
resource experience independently varying channel quali-
ties at the same time: some users experience poor channels,
while others experience good channels. This is referred to as
multiuser diversity (Knopp & Humblet, 1995), the basis of
opportunistic scheduling. The origin of opportunistic com-
munications is attributed to the works of Knopp and Humblet
(1995) and Viswanath etal. (2002). Opportunistic scheduling
(Shakkottai & Stolyar,2001; Gyasi-Agyei, 2003; Liu, Chong,
& Shroft, 2003; Liu, Grul, & Knightly, 2003; Hu, Zhang, &
Sadowsky, 2004; Gyasi-Agyei & Kim, 2000) is a wireless
scheduling which exploits multiuser diversity to maximize
the total system throughput. The per-user throughput is also
maximized if users have symmetric fading statistics. The
throughput gain is achieved by picking a user among all
active users at a given time, which has the relatively best
channel condition and hence the highest data transfer speed.
The achieved gain in OS over a comparable non-OS scheme
is referred to as multiuser diversity gain. Multiuser diversity
gainincreases with the rate of channel variations, the dynamic
range of channel variability and randomization, and hence
the size of user population sharing a wireless resource. The
larger the user population, the higher the chance of picking
a user at a high channel quality at any time, and hence the
higher the multiuser diversity gain. This is the motivation
behind proposals to enhance channel scattering if necessary
(Viswanath et al., 2002). Besides the above limitations,
the wireless spectrum is a finite resource. Hence, novel ef-
forts such as opportunistic communications are required to
maximize its utility. While conventional diversity techniques
combat channel slow fading to achieve error-free commu-
nications, multiuser diversity exploits channel fast fading
to boost system throughput.

Figure 2. Time-slotted, single-cell system using OS to serve
multiple heterogeneous users
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Consider Figure 2 where M users share a wireless server
offering time-slotted service. The feasible data transmission
speed of each user varies over time in accordance with its
channel quality variations. The maximum speed that user
m can send data per Hertz of bandwidth at time ¢ lies in the
range:

0 < min[log, (1 + SNR,, (1)), 2log, K |

(1

R,() <

where K > 1 is the number of signaling levels used in the
systemand SNR (?)isuserm’sinstantaneous signal-to-noise
ratio. By scheduling a user with the highest instantaneous
rate, a greedy OS is able to achieve the throughput bound at
the cost of all other system performance metrics. However,
guarantee on bounded delay is necessary if OS has to support
real-time traffic. This can be achieved by embedding traffic
temporal parameters into OS and making optimum trade-off
between delay, throughput, and fairness.

Design Issues and Performance Metrics
of Cross-Layer RRM Algorithms

The design ofefficient cross-layer RRM mechanisms requires
the consideration of several issues. Some of the crucial
design metrics are: throughput, energy efficiency, equity,
algorithmic complexity, scalability and optimality, feasibil-
ity, stability, timeliness, algorithmic convergence, near-far,
hidden-terminal, and exposed-terminal problems.

The wireless medium used by WDNSs is a finite resource
which is getting crowded, requiring an economized usage.
Energy efficiency is an interesting issue due to the power
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constraints of battery-powered wireless terminals. Also, in
some network architectures, notably wireless sensor networks
operating in a harsh environment, the power of the wireless
nodes cannot be easily replenished. Hence, power failure
of a single node can destabilize an entire network. RRM
schemes must be fair to prevent hogging and/or starvation.
However, fairness does not necessary mean that all queues
receive the same level of service. For this reason several
fairness models are designed; examples are utilitarian fair-
ness and proportional fairness.

Algorithms with low complexity reduce energy dissipa-
tion in wireless terminals and prolong their battery lifetime.
Low-complexity algorithms can also reduce the processing
time of traffic and hence reduce the end-to-end packet delay.
Scalable and stable algorithms are able to support network
growth under all traffic patterns. Hence, RRM algorithms
should answer questions like: Can the algorithm work ef-
ficiently in networks of all sizes? Is the algorithm stable
under all possible traffic arrival patterns and user population?
Stability ensures that the length of every queue in an admis-
sible system is bounded at steady state—that is:

lim _, supE [" q, m <a

where

q,=(q,.9;+q") 2)

where ¢! is the length of the kth queue at time ¢, n is the
number of simultaneous queues in the system ata given time,
and o is a small non-negative number. Algorithm conver-
gence is necessary to maintain a stable system. A queuing
system is said to be admissible if there is a service process
which is able to maintain stable queues under a given traffic
arrival process.

The near-far problem (Figure 3c) occurs when two
transmitters send signals to the same receiver about the same
time and one has a much stronger signal than the other at

Figure 3. lllustration of some wireless communication issues
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the receiver. Thus the stronger signal prevents the receiver
from detecting the weaker signal. This term is coined, as
the transmitter of the stronger signal is usually closer to the
receiver than that of the weaker signal. This issue is more
troublesome in CDMA systems. One popular solution to this
problem is the use of transmitter power control.

Figure 3 illustrates the hidden-terminal and the exposed-
terminal problems in wireless networks. The former occurs
when two nodes (here A and C) that are out of range with
each other transmit signals to the same node (here B) and
collide at the receiver B. The exposed-terminal problem
occurs when an ongoing communication between two users
unnecessarily prevents communication between another pair
ofusers. Combining power control with scheduling prevents
all the issues in Figure 3.

A Framework for Utility-Based
Opportunistic Schedulers

Utility functions are widely applied in economics to quantify
the benefit in using finite resources. Maximizing a utility
function results in maximizing the benefits in the corre-
sponding resources. In terms of wireless communications,
the resources are power, transmission channels, bandwidth,
and so forth. Let x be a vector of network parameters or
their indices. We can thus define parametric utility functions
U(x,t) at any time ¢ which consider the RRM design issues
discussed above which are of interest in a given situation.
Such a generalized parametric model enables the classifica-
tion of several OS schemes in the literature. Consider the
three-part utility function:

U(x,t)=s(x,t)- f(x,t)-d(x,t) 3)

Forexample, maximizing f{x,f) means enhancing fairness
and maximizing s(x,f) enhances throughput. U(x,f) in (3) is
simple and covers three key OS design metrics.

As a simple design example, consider the time-slotted
multiuser system shown in Figure 2, and let s(x,7) = R (?),
Sx,t) = 1/B(1), and d(x, 1) = exp[ {x W_(t) —n(?)}/q (D]

This results in the delay-aware BLOT (D-BLOT) policy,
a variation of the Best Link LOwest Throughput (BLOT)
first scheduling (Gyasi-Agyei & Kim, 2006). The resulting
utility function is:

Uenry = Ba® oo | KOO
"B q.(0)

Here, x = (B, (¢), R, (¢))" or x = (i,m)".For simplicity
we can require that n(¢) = 3, (¢)/ ||x|| and g () =n(). W_
(¢) is the waiting time of connection x at time 7, and K isa
constant factor reflecting a connection’s timing constraints.
We note that any of the three functionals in equation (3) can
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be set to unity. For example, all non-real-time OS schemes
use d(x,f) = 1. It is worthy to remark that both BLOT and
D-BLOT guarantee a minimum service to multiple queues
that are concurrently active at a given user, as detailed in
Gyasi-Agyei and Kim (2006) and Gyasi-Agyei (2005).

FUTURE TRENDS AND OPEN ISSUES

Gyasi-Agyei and Kim (2006) classify OS schemes into eight
types under four subgroups and recognize that Type F OS
is a field yet to be explored. Li and Niu (2004) attempt this
problem. Below, we discuss some possible scenarios for
such OS. Figure 4 illustrates the downlink of a multi-carrier
(OFDM) wireless system using multiple antennas, OS, and
dynamic subcarrier assignment. In this architecture, each
OFDM symbol carries the data for a single connection,
and disjointed subsets of OFDM subcarriers are allocated
to different connections in a given time slot. This provides
mutual orthogonality across the signals received at the
receiver, as the spatial signatures are usually correlated.
Elements of the antenna array at the transmitter transmit
data of independent connections. However, multiple active
connections may terminate at the same receiver. Assume that
there are X concurrent connections and L multiple antennas
per radio server. If L=X, then X mutually orthogonal sets of
random beams can serve the X connections simultaneously.
If L>X, then spatial multiplexing gain can be exploited on
the remaining L-X beams.

The architecture in Figure 4, whose details are left for
future research, may operate as follows. Channel qualities
of OFDM subcarriers from Layer 1 and traffic information
from the application layer through Layer 3 are fed into the
OS. The OS then uses this

information to build a utility function. In each scheduling
epoch, the queue that has the highest utility on a subcarrier

Figure 4. A downlink architecture for Type F opportunistic
scheduler
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is allowed to transmit/receive information on that subcar-
rier. The set of subcarriers allocated to each connection in
each time slot is used by the OFDM transmitter to construct
an OFDM modulating symbol and then transmitted to the
corresponding user.

OFDM enables broadband communications over other-
wise frequency-selective fading channels without remark-
able inter-symbol interference. Time-slotted OFDM-based
networks exploit the synergies between frequency and time
multiplexing. Another advantage in OFDM transmissions
is that different power levels can be allocated to different
subcarriers (i.e., adaptive subcarrier allocation) based on their
runtime qualities to meeta givenreliability requirement. This
is referred to as the multiuser water-filling principle. One
issue with this approach is the signaling load involved in
estimating the CSI onall subcarriers and communicating them
to the scheduling engine. A subcarrier clustering approach
bundling a set of subcarriers into a subchannel and assigning
a single CSI has been proposed to reduce this issue.

Mobile computing and its enabling infrastructure are faced
with several challenges. For example, as user terminals must
be carried around, they impose ergonomic constraints. These
constraints in turn penalize power supply, device memory
size, disk capacity, and processor speeds. Although these
issues have been improved in recent years, more remains
to be done to boost the technology’s uptake. These end-user
terminal constraints affect the issues discussed under ‘Design
Issues of RRM Algorithms’. Some of the open issues and
challenges in OS include the need to:

. Develop efficient mechanisms using CSI to help a
connection-oriented transport layer to distinguish
channel-dependent packet losses from network con-
gestion-dependent packet losses so as to minimize
throughput degradation due to end-to-end congestion
control mechanisms. Current proposals to solve this
problem include the use of the explicit congestion
notification flag in packet header, snoop transport
protocol, and explicit loss notification (Jiang, Zhuang,
& Shen, 2005).

. Develop channel-state-dependent data compression
schemes to reduce data transfer times.

. Investigate implications of cross-layer design on the
overall networking architecture.

. Develop CSI feedback without errors and with mini-

mal delay. Also, the effect of errors and delays in CSI
on scheduling performance is an interesting task.
Estimation and communication of CSI from physical
to higher layers can be quite signaling intensive and
hence impact transmission efficiency. This issue is
exacerbated in networks with high mobility and/or
changing topology. Hence, novel techniques with
optimum trade-off between currency of CSI and fre-
quency of CSI estimation are needed.
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. Develop OS for multi-hop and distributed wireless
networks, for example, sensor networks.

. Design OS schemes to serve traffic of varying char-
acteristics over varying interfaces.

. Develop OS for multi-carrier wireless networks using
spatial diversity.

. Design OS for variable-size time slots to serve vari-
able-length packets.

. Develop simple but efficient online OS algorithms for

wireless networks.

CONCLUSION

We have presented a handy introduction to opportunistic
communications, an idea whose time has come. It is hoped
that the open issues underscored become a basis for further
R&D on the topic. Opportunistic communications is inher-
ently cross-layer in nature and a disruptive technology, as
it makes fading-combating techniques counter-productive.
This is the reality facing the well-established RRM based
on ISO/OSI model and link adaptation.
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KEY TERMS

Cross-Layer Protocol (CLP): Any communications
protocol that interacts with a protocol operating on any other
layer of the ISO/OSI protocol model.

Fading: Dynamically changing attenuation, usually
experienced on wireless channels.

Mobile Computing: Communication via portable com-
puter over a wireless data network while on-the-move.

Multiuser Diversity (MUD): The statistically indepen-
dent variability of channel qualities (states) across multiple
users in a multiuser system at a given time.

Multiuser Diversity Gain (MDG): The gain achieved
(compared to a non-channel-aware version of the same al-
gorithm) when a radio resource manager (RRM), such as a
packet scheduler, exploits MUD on wireless connectivity.

Opportunistic MAC (OMAC): Amediumaccess control
protocol that exploits MUD in its operation. An example
of OMAC is an opportunistic scheduling. OMAC is also
referred to as opportunistic communications.
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Opportunistic Scheduler (OS): A traffic scheduler that
utilizes MUD to enhance desirable system performance
such as system throughput or spectral efficiency. OS is also
referred to as channel-aware or channel-state-dependent
scheduling.

Radio Resource Management: The process of allocat-
ing wireless network resources (e.g., transmission channels,
power, and spectrum) to radio nodes in an optimum manner—
optimum in the sense that the service requirements of most of
the users are met and system throughput is maximized.

Scheduling: The dynamic process of allocating a shared
resource to multiple competing users in order to optimize

some desirable performance metrics.
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INTRODUCTION

Mobile wireless networks allow a more flexible communi-
cation structure than traditional networks. Wireless com-
munication enables information transfer among a network
of disconnected, and often mobile, users. Popular wireless
networks such as mobile phone networks and wireless lo-
cal area networks (LANSs), are traditionally infrastructure
based—that is, base stations (BSs), access points (APs),
and servers are deployed before the network can be used.
A mobile ad hoc network (MANET) consists of a group of
mobile hosts that may communicate with each other without
fixed wireless infrastructure. In contrast to conventional
cellular systems, there is no master-slave relationship be-
tween nodes, such as base station to mobile users in ad-hoc
networks. Communication between nodes can be supported
by direct connection or multi-hop relays. The nodes have
the responsibility of self-organizing so that the network is
robust to the variations in network topology due to node
mobility as well as the fluctuations of the signal quality in the
wireless environment. All of these guarantee anywhere and
anytime communication. Recently, mobile ad-hoc networks
have been receiving increasing attention in both commercial
and military applications.

The dynamic and self-organizing nature of ad-hoc net-
works makes them particularly useful in situations where
rapid network deployments are required or it is prohibitively
costly to deploy and manage network infrastructure. Some
example applications include:

. attendees in a conference room sharing documents and
other information via their laptops and PDAs (personal
digital assistants);

. armed forces creating a tactical network in unfamiliar
territory for communications and distribution of situ-
ational awareness information;

. small sensor devices located in animals and other
strategic locations that collectively monitor habitats
and environmental conditions; and

Networks

. emergency services communicating in a disaster arca
and sharing video updates of specific locations among
workers in the field, and back to headquarters.

Unfortunately, the ad-hoc nature that makes these net-
works attractive also introduces many complex communi-
cation problems. From a communications perspective, the
main characteristics of ad-hoc networks include:

1. lack of pre-configuration, meaning network con-
figuration and management must be automatic and
dynamic;

2. nodemobility, resulting in constantly changing network
topologies;

3. multi-hop routing;

4.  resource-limited devices, for example, laptops, PDAs,
and mobile phones have power and CPU processing
constraints;

5.  resource-limited wireless communications, for ex-
ample, a few kilobits per second per node; and

6.  potentially large networks, for example, a network
of sensors may comprise thousands or even tens of
thousands of mobile nodes.

Akeyresearch challenge in ad-hoc networks is to increase
the efficiency of data transfer, while handling the harsh envi-
ronmental conditions such as energy constraints and highly
mobile devices. Presently, most of the researches in ad-hoc
networks focus on the development of dynamic routing
protocols that can improve the connectivity among mobile
nodes which are connected to each other by one-hop/multi-
hop links. Although routing is an important issue in ad-hoc
networks, other issues such as information/data access are
also very important since the ultimate goal of using such
networks is to provide information access to mobile nodes.
One of the most attractive techniques that improves data
availability is caching. In general, caching results in:

1. enhanced QoS at the nodes—lower jitter, latency, and
packet loss;

Copyright © 2007, Idea Group Inc., distributing in print or electronic forms without written permission of IGI is prohibited.
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2. reduced network bandwidth consumption; and
3. reduced data server/source workload.

In addition, reduction in bandwidth consumption infers
that a properly implemented caching architecture for ad-
hoc network can potentially improve battery life in mobile
nodes.

BACKGROUND

Caching has been proved to be an important technique for
improving the data retrieval performance in mobile envi-
ronments (Chand, Joshi, & Misra, 2004, 2005; Cao, 2002,
2003). With caching, the data access delay is reduced since
data access requests can be served from the local cache,
thereby obviating the need for data transmission over the
scarce wireless links. However, caching techniques used in
one-hop mobile environments (i.e., cellular networks) may
not be applicable to multi-hop mobile environments since
the data or request may need to go through multiple hops.
Asmobile clients in ad-hoc networks may have similar tasks
and share common interest, cooperative caching, which
allows the sharing and coordination of cached data among
multiple clients can be used to reduce the bandwidth and
power consumption.

To date there are some works in literature on cooperative
caching in ad-hoc networks, such as consistency (Yin & Cao,
2004; Cao, Yin, & Das, 2004), placement (Zhang, Yin, &
Cao, 2004; Nuggehalli, Srinivasan, & Chiasserini, 2003;
Papadopouli & Schulzrinne, 2001), discovery (Takaaki &
Aida, 2003), and proxy caching (Lau, Kumar, & Venkatesh,
2002; Friedman, Gradinariu, & Simon, 2004; Sailhan & Is-
sarny, 2003; Lim, Lee, Cao, & Das, 2004, 2006). However,
efficient cache replacement is not considered yet.

Cache management in mobile ad-hoc networks, in general,
includes the following issues to be addressed:

1. Thecachediscoveryalgorithmthatis used to efficiently
discover, select, and deliver the requested data item(s)
fromneighboring nodes. Ina cooperative architecture,
the order of looking for an item follows local cache to
neighboring nodes, and then to the original server.

2. The design of cache replacement algorithm—when
the cache space is sufficient for storing one new item,
the node places the item in the cache. Otherwise, the
possibility of replacing other cached item(s) with the
new item is considered.

3. Cache admission control—this is to decide what data
items can be cached to improve the performance of
the caching system.

4.  The cache consistency algorithm, which ensures that
updates are propagated to the copies elsewhere, and
no stale data items are present.

Inthisarticle, a Zone Cooperative (ZC) cache is proposed
for mobile ad-hoc networks. Mobile nodes belonging to the
neighborhood (zone) of a given node form a cooperative
cache system for this node since the cost for communica-
tion with them is low both in terms of energy consumption
and message exchanges. In ZC caching, each mobile node
has a cache to store the frequently accessed data items.
The cache at a node is a nonvolatile memory such as hard
disk. The data items in the cache satisfy not only the node’s
own requests, but also the data requests passing through it
from other nodes. For a data miss in the local cache, the
node first searches the data in its cooperation zone before
forwarding the request to the next node that lies on a path
towards server. The caching scheme includes a discovery
process and a cache management technique. The proposed
cache discovery algorithm ensures that requested data are
returned from the nearest node or server. As a part of cache
management, cache admission control, Least Utility Value
(LUV)-based replacement policy, and cache consistency
technique are developed. The admission control prevents
high data replication by enforcing a minimum distance
between the same data item, while the replacement policy
helps in improving the cache hit ratio and accessibility.
Cache consistency ensures that clients only access valid
states of the data.

SYSTEM ENVIRONMENT

The system environment is assumed to be an ad-hoc network
where a mobile host accesses data items held as originals
by other mobile hosts. A mobile host that holds the original
value of a data item is called data server. A data source may
be connected to the wired network. A data request initiated
by a host is forwarded hop-by-hop along the routing path
until it reaches the data source and then the data source
sends back the requested data. Each mobile host maintains
local cache in its hard disk. To reduce the bandwidth con-
sumption and query latency, the number of hops between
the data source/cache and the requester should be as small
as possible. Most mobile hosts, however, do not have suf-
ficient cache storage, and hence the caching strategy is to
be devised efficiently. In this system environment, we also
make the following assumptions:

. Assign a unique host identifier to each mobile host
in the system. The system has a total of M hosts, and
MH, (1 <i<M) is a host identifier. Each host moves
freely.

. We assign a unique data identifier to each data item
located in the system. The set ofall data items is denoted
by D={d,d,, .., d}, where N is the total number
of data items and dj (1 £j <N)is a data identifier. D,
denotes the actual data of the item with id d.. Size of

173




Figure 1. Service of a client request in ZC caching strategy
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dataitemd, is s, (in bytes)—that s, s,=|D. The origin
of each data item is held by a particular data source.
. Each mobile host has a cache space of C bytes.
. Each data item is periodically updated at data source.
After a data item is updated, its cached copy (main-
tained on one or more hosts) may become invalid.

ZONE COOPERATIVE CACHING

The design rationale of Zone Cooperative (ZC) caching
is that it is considered advantageous for a client to share
cache with its neighbors lying in the zone (i.e., clients that
are accessible in one-hop). Mobile clients belonging to the
cooperation zone of a given client then form a cooperative
cache system for this client since the cost for communicat-
ing with them is low both in terms of energy consumption
and message exchange. Figure 1 shows the behavior of ZC
caching strategy for a client request.

When a data request is initiated at a client, it first looks
for the item in its own cache. If there is a local cache miss,
the client checks if the data item is cached in other clients
within its home zone. When a client receives the request and
has the data item in its local cache (i.e., a zone cache hit),
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it will send a reply to the requester to acknowledge that it
has the data item. In case of a zone cache miss, the request
is forwarded to the neighbor node along the routing path.
Before forwarding a request, each client along the path
searches the item in its local cache or zone as described
above. If the data item is not found on the zones along the
routing path (i.e., a remote cache miss), the request finally
reaches the data source and the data source sends back the
requested data.

Whenaclientreceives the requested data, a cache admis-
sion control is triggered to decide whether it should be brought
into the cache. Inserting a data item into the cache might not
alwaysbe favorable, because incorrect decision can lower the
probability of cache hits. In ZC, the cache admission control
allows a client to cache a data item based on the distance of
data source or other client that has the requested data. If the
original of the data resides in the same zone of the requesting
client, then the item is not cached, because it is unnecessary
to replicate a data item in the same zone since cached data
can be used by closely located clients. In general, same data
items are cached at least two hops away.

The ZC cachinguses asimple weak consistency/invalida-
tion model based on Time-To-Live (TTL), in which a client
considers acached copy up-to-date ifits TTL has notexpired.
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The client removes the cached data when the TTL expires.
A client refreshes a cached item and its TTL if a fresh copy
of the item passes by.

UTILITY-BASED CACHE
REPLACEMENT

The traditional cache replacement algorithms (e.g., LRU)
might be unsuitable for ad-hoc networks due to non-uniform
datasize, varying distance between requester and data source,
and frequent data updates.

We have developed a Least Utility Value-based cache
replacement policy, where data items with the lowest util-
ity are those that are removed from the cache. Four factors
are considered while computing utility value of a data item
at a client.

. Popularity: The access probability reflects the popu-
larity of a data item for a host. An item with lower
access probability should be chosen for replacement.
At a client, the access probability A. for data item d,
is given as

where a, is the mean access rate to data item d.. a, can
be estimated by employing s/iding window method of
last K access times. We keep a sliding window of K

most recent access timestamps (t!,t7,...,t) for data

item d. in the cache. The access rate is updated using
the formula

where t¢is the current time and t is the timestamp of
oldest access to item d. in the sliding window. When
fewer than K samples are available, all the samples
are used to estimate a.. To reduce the computational
complexity, the access rates for all cached items are
not updated during each replacement; rather the ac-
cess rate for an item is updated only when the item is
accessed. K can be as small as 2 or 3 to achieve the
best performance. Thus the spatial overhead to store
recent access timestamps is relatively small.

. Distance: Distance (3) is measured as the number of
hops between the requesting client and the respond-
ing client (source or cache). The greater the distance,
the greater is the utility value of the data item. This
is because caching data items that are further away

saves bandwidth and reduces latency for subsequent
requests.

. Coherency: A data item d. is valid for a limited life-
time, which is known using the TTL, field. An item
that is valid for a shorter period should be preferred
for replacement.

. Size (s): A data item with larger size should be chosen
for replacement, because the cache can accommodate
more items and satisfy more access requests.

Based on the above factors, the utility, function for an
item d. is computed as:

A, 8, TTL,
S.

utility, =

The idea is to maximize the total utility value for the
data items kept in the cache. For a cache of size C such
that the size s, of each data item d, is very much less than
C, the principle of optimality implies that the mobile client
MH_ should always retain a set C_of data items in its cache
such that

> utility,

d;eCy

is maximized subject to

ZSiSC

d;eCy .

Maximizing the above objective function implies a
minimization of the response time per reference. The task of
LUV is to make this optimal decision for every replacement.
A binary min-heap data structure is used to implement the
LUV policy. The key field for the heap is the utility, value
for each cached data item d.. When the events of cache re-
placement occur, the root item of the heap is deleted. This
operation is repeated until sufficient space is obtained for
the incoming data item. Let N_denote the number of cached
items and S the victim set size. Every deletion operation has
a complexity of O(logN ). An insertion operation also has
an O(logN ) complexity. Thus the time complexity for every
cache replacement operation is O(SlogN)).

CONCLUSION

Spurred by the progress of technologies and deployment at
low cost, the use of ad-hoc networks is expected to be largely
exploited for mobile computing, and no longer be restricted
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tospecificapplications (e.g., crisis applications as in military
and emergency/rescue operations or disaster recovery). In
particular, ad-hoc networks effectively support ubiquitous
networking, providing users with network access in most
situations. Data access in ad-hoc networks is an important
issue where mobile nodes communicate with each other via
short-range transmissions to share information. Caching of
frequently accessed data in such an environment is a poten-
tial technique that can improve the data access performance
and availability. In this article, we propose a novel scheme
called Zone Cooperative (ZC) for caching in mobile ad-hoc
networks. The scheme enables nodes to share their data which
helps alleviate the longer average query latency and limited
data accessibility problems in ad-hoc networks.
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KEY TERMS

Access Point (AP): A transceiver in a wireless LAN that
can connect a network to one or many wireless devices. APs
can also bridge to one another.

Cache Consistency: A technique to ensure that the data
at a client cache has same value as on the original server.

Cache Discovery: Searching the requested data in a
MANET.

Cache Replacement: The process of eviction of an
item from the cache when a new item is to be stored in the
cache.

Caching: A technique where a copy of the remote data
is stored locally to improve data availability and reduce
access delay.

Cooperation Zone: One-hop neighbors of a mobile
client form the cooperation zone for the client.
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Data Server: A client that holds the original value of
data.

Mobile Ad-Hoc Network: An autonomous network of
mobile clients connected by wireless links where network
topology may change rapidly and unpredictably.
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INTRODUCTION

The spending for RFID (radio frequency identification) has
been increasing rapidly inrecent years. According to Gartner,
global spending on RFID is likely to reach US$3 billion by
2010 (CNET, 2005). In addition, interests continue to grow
for the adoption of this mobile computing and commerce
device in many different types of applications (ABI, 20006).
In 2005, Wal-Mart asked its top 100 suppliers to use RFID
tags, and this had a profound effect on the projected growth
of RFID technology as well as potential applications in the
industrial, defense, and retails sectors (Albertsons, 2004).

However, very few studies have examined and evaluated
the adoption of RFID options by the organizations. Organi-
zations face various risks and uncertainties when assessing
the adopted mobile technologies. Different organizations
are likely to encounter different challenges and problems.
This research aims to develop a mechanism that can help
organizations to specify their risks and choose a suitable
adoption alternative. This research has adopted the AHP
(analytic hierarchy process) methodology to analyze the
data, as it is useful for analyzing different RFID adoption
alternatives and can assist organizations in predicting the
possible issues and challenges when adopting RFID.

The objectives of this article are to: (1) describe basic
components of a mobile computing and commerce device,
RFID; and (2) explore the current practices, issues, and ap-
plications in this mobile technology.

BACKGROUND

RFID is a built-in wireless technology that incorporates a
smart IC (integrated circuit) tag. It allows organizations to
capture accurate information about the location and status
of products, and track them as they move from the assembly
line to the retail store (Albertsons, 2004). The three major
components of RFID are: tags, readers, and software systems.
RFID tags consist of silicon chips and antennas. Each tag uses
an ID coding system and contains a unique serial number ofa

product. This enables the tag to store some information of the
product. At present, the most well-known ID coding system
is called EPC (electronic product code), which is formulated
by MIT and used by Wal-Mart. The RFID EPC Network is
constructed from the ONS (object name service), Savant (a
middleware specific to RFID), and PML (Physical Markup
Language) (AutolD, 2006; Lin et al., 2004).

An RFID reader is used to communicate with RFID
tags. In reading, the signal is sent out continually by the
active tags. In interrogating, the reader sends a signal to the
tags and listens. It can also send radio waves to energize
the passive tags in order to receive their data. On the other
hand, RFID software systems are the glue that integrates
the RFID systems. The software systems manage the basic
functions of the RFID reader and other components that
route information to servers.

Organizations are using RFID in a number of data col-
lection applications specific to their own industry, ranging
from retail environments to hospitals, as well as what is
currently being leveraged in warehouses to keep track of
inventory and shipping. RFID has many advantages and
can be deployed to assist organizations in improving global
integration, as well as used as an effective tool in the areas
of, for example, retail inventory tracking, customer relation-
ship management, supply chain management, or any other
situation where the tracking of the movement of goods or
people is critical (Finkenzeller, 2003).

However, there are some business and technical prob-
lems and issues with the use of RFID technology (such as
data sharing, data usefulness, accuracy, costs and benefits,
security and privacy, and RFID standards) and this calls for
further research. In essence, RFID requires collective and
collaborative actions by stakeholders and organizations as a
whole to ensure successful adoption and functioning of this
technology. This is often affected by the divergent factors
and perceptions of the internal and external stakeholders
within an organization in the process of adopting RFIDs.
For example, an organization must consider the potential
costs in mastering collaborative planning and implementa-

Copyright © 2007, Idea Group Inc., distributing in print or electronic forms without written permission of IGI is prohibited.
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Figurel. The research framework for evaluating RFID adoption
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tion with its partners before attempting to share and use the
RFID data (EPCglobal, 2006).

RESEARCH METHODOLOGY
AND DESIGN

The AHP methodology is deployed to analyze the data
collected and to build a decision support system. AHP was
developed by Satty (1980) to reflect the way people actu-
ally think, and it continues to be the most highly regarded
and widely used decision-making theory. In essence, AHP
is a process that transforms a complicated problem into a
hierarchical structure (Lin & Liu, 2005). By reducing com-
plex decisions to a series of one-on-one comparisons and
then synthesizing the results, AHP not only assists decision
makers in arriving at the best decision, but also provides a
clear rationale that it is the best (Lin et al., 2005).

The AHP methodology is useful for analyzing the RFID
adoption alternatives as it can assist organizations in devel-
oping an integrated assessment of the entire organizational
structure. AHP can also help to assess the inter-organizational
issues among different divisions within an organization.
Moreover, AHP can help to predict possible risks and chal-
lenges when adopting RFID so that the organizations are

able to formulate appropriate strategies in order to minimize
them (Satty, 1980; Wang & Yuan, 2001).

The following steps and considerations need to be taken
into account when analyzing RFID adoption using AHP
(Hair, Anderson, Tatham, & Black, 1998):

1. Issues may arise at the divisional level within an
organization when adopting RFID.

2. Thehierarchical structure for the organizations studied
needs to be built using the collected data.

3. The questionnaire needs to be designed appropriately
in order to identify and assess these issues.

4. Suggestions forimprovement and/or alternatives need
to be put forward in order to minimize the RFID adop-
tion risks for the participating organizations.

5. Suggestions for improvement and/or alternatives also
need to be communicated to all divisions within an
organization, and alternatives need to be adjusted and
revised accordingly.

Figure 1 depicts the AHP analysis hierarchical research
framework for the evaluation of RFID adoption. Two types of
questionnaires were designed for this research: (1) the expert
questionnaire: to be completed by the RFID researchers and
experts (expert evaluators); and (2) the industry question-
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naires: to be completed by the RFID decision makers in
those organizations that had a financial capital of at least
USS$1billion (industry evaluators).

. Level 0: The goals for this level were to conduct
feasibility study of the industries involved with the
adoption of RFID systems, as well as to identify and
evaluate the importance of all major adoption factors
(Lin et al., 2005).

. Level 1: After confirming the scope of the feasibility
study for adoption of RFID in industries, three major
factors were identified: data usefulness, cost concerns,
and system application.

. Level 2: The three major factors identified in Level 1
were then decomposed into several criteria (in Level
2)which were evaluated according to theirrelative im-
portance. These criteria were identified via interviews
with the respondents, literature review, and surveys of
industry characteristics.

. Level 3: Four alternatives were proposed for the adop-
tion of RFID systems. The four proposed alternatives
were: adopt immediately, adopt selectively, adopt with
a “wait and see” attitude, and never adopt.

Data Analysis and Results
Atotal of 53 questionnaires were returned and the responses

were analyzed using the AHP software. Significant differ-
ences were found between the responses from the RFID

Table 1. Adoption factor weightings of expert evaluators

?;i;[;;ison Criteria Weights
Data sharing 0.034
Data Production efficiency 0.023
Usefulness  |Automation demand on production flows 0.027
(0.137) Control quality 0.027
Repeated maintenance of production data 0.025
Hardware/software 0.126
Cost System integration 0.074
Concerns Operations 0.085
(0.486) RFID tags 0.168
Human resources 0.035
Simplicity of product materials 0.026
System Interference of product materials 0.064
Applications |Tag frequency solution 0.037
(0.377) Integration of back-end application systems |0.082
Privacy issues 0.167
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expert evaluators and industry evaluators. For example, “data
sharing” was viewed by the expert evaluators as the most
important issue for the “data usefulness” factor, whereas the
“quality control” was the most important criterion for the
industry evaluators.

Following this, the RFID experts were invited to provide
their viewpoints on RFID techniques and theories. Using
the AHP method, we found that both industry and expert
evaluators had ranked the “cost concerns” of RFID as their
number one factor for the adoption of RFID. The “applica-
tion system” factor was ranked as the second most important
concern by these evaluators, while they were least concerned
about the “data usefulness” of RFID. In particular, costs
of RFID tags and hardware were considered as the most
important cost factor.

Weighting Analysis

The software, Expert Choice, was used to compute the weights
fromthe responses. The consistency test was used to calculate
the inconsistency ratio (IR) of the adoption criteria. All criteria
have received consistent responses as their IR value is less
than 0.1 (Satty, 1980). The AHP analysis indicated that both
expert and industry evaluators ranked the adoption factors as
follows: cost concerns (0.486 & 0.633), system applications
(0.377 & 0.249), and data usefulness (0.137 & 0.118). The
results are shown in Tables 1 and 2. Some research findings
from Tables 1 and 2 are presented as follows.

Table 2. Adoption factor weightings of industry evaluators

?:;gii:n Criteria Weights
Data sharing 0.017
Data Production efficiency 0.029
Usefulness | Automation demand on production flows 0.019
0.118) Control quality 0.033
Repeated maintenance of production data 0.020
Hardware/software 0.155
Cost System integration 0.151
Concerns Operations 0.116
(0.633) RFID tags 0.127
Human resources 0.085
Simplicity of product materials 0.035
System Interference of product materials 0.032
Applications |Tag frequency solution 0.030
(0.249) Integration of back-end application systems |0.058
Privacy issues 0.095
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Table 3. A comparison of weights by expert evaluators and industry evaluators

Criteria Expert Weights |Industry Weights |Differences
RFID tag costs 0.168 0.127 0.041
Privacy issues 0.167 0.095 0.072
Hardware/software costs 0.126 0.155 0.029
Development/operation costs 0.085 0.116 0.031
Integration of back-end application systems  [0.082 0.058 0.024
System integration costs 0.074 0.151 0.077
Interference of product materials 0.064 0.032 0.032
Tag frequency selection 0.037 0.03 0.007
Human resource costs 0.035 0.085 0.05
Data sharing 0.034 0.017 0.017
Automation of production flows 0.027 0.019 0.008
Quality control 0.027 0.033 0.006
Simplicity of product materials 0.026 0.035 0.009
Repeated maintenance of product data 0.025 0.02 0.005
Production efficiency 0.023 0.029 0.006

the system compatibility problem and increase the overall
system performance (Traub, 2005).

Data Usefulness

The responses from expert evaluators indicated that “data
sharing” is far more important than the other adoption fac-
tors. “Data sharing” in RFID is generally defined as using
a standardized data format to communicate between RFID

Application System

Privacy was viewed as the most significant criterion for the

supply chain suppliers. These respondents considered data
format standardization as the most important issue in the
process of adopting RFID. On the other hand, the responses
from industry evaluators stated that “quality control” factor
is their number one concern. This is not surprising given
that businesses place great emphasis on business quality
and service (RFID Journal, 2004).

Cost Concerns

As mentioned earlier, costs of RFID tags and hardware
were considered as the most important cost factors from
the expert evaluators’ point of view, whereas the industry
evaluators were more concerned about hardware and system
integration costs. The high cost of RFID tags was viewed by
the expert evaluators as the main obstacle for the adoption
of RFID. On the other hand, industry evaluators were ex-
tremely concerned about the integration between the existing
hardware and the new RFID systems. Most organizations
would prefer to retain their current systems in order to avoid

“application system” factor by both the expert and industry
evaluators. This was followed by the integration of a back-end
system. This had reflected the fact that the privacy concern
would likely affect the degree of trust during the future
implementation of RFID. In addition, the problem with the
integration of various back-end systems will also present
security problems and other challenges for organizations
to handle (Floerkemeier, 2003).

Table 3 depicts a comparison of weights by expert evalu-
ators and industry evaluators.

In Table 4, criteria for RFID adoption were ranked ac-
cording to their weights by both the expert and industry
evaluators.

FUTURE TRENDS

Despite the fact that RFID has been widely adopted in
many different fields at an increasing rate in recent years,
the issues of security and privacy remain the key challenges
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Table 4. Ranking of adoption criteria by expert evaluators and industry evaluators

Ranking Expert Industry
Criteria Weights | Criteria Weights

1 RFID tag costs 0.168 Hardware/software costs 0.155
2 Privacy issues 0.167 System integration costs 0.151
3 Hardware/software costs 0.126 RFID tag costs 0.127
4 Development/operation costs 0.085 Development/operation costs 0.116
5 Integration of back-end applications systems 0.082 Privacy issues 0.095
6 System integration costs 0.074 Human resource costs 0.085
7 Interference of product materials 0.064 Integration of back-end application systems | 0.058
8 Tag frequency selection 0.037 Simplicity of product materials 0.035
9 Human resource costs 0.035 Quality control 0.033
10 Data sharing 0.034 Interference of product materials 0.032
11 Automation of production flows 0.027 Tag frequency selection 0.030
12 Quality control 0.027 Production efficiency 0.029
13 Simplicity of product materials 0.026 Repeated maintenance of product data 0.020
14 Repeated maintenance of product data 0.025 Automation of production flows 0.019
15 Production efficiency 0.023 Data sharing 0.017

in promoting the technology. Many industry experts have
pointed out thatthe RFID-included objects should be targeted
more efficiently by real-time tracking and instant manage-
ment. However, the transmission of data is very vulnerable
to eavesdropping because of the contact-less type of RFID
remote retrieval. A primary security concern surrounding
the RFID technology is the unsolicited tracking of consumer
location and analyzing of their shopping habits or behavior.
This is one important issue that needs to be addressed by
RFID vendors.

Inaddition, the RFID technology can be further promoted
by: (1) reducing the total costs of RFID; (2) resolving the
interference problems; (3) improving the identification ac-
curacy; (4) protecting the intellectual property rights; (5)
establishing international standards for encoding systems,
reader protocols, and programming environments; and (6)
developing better software supports, including middleware,
EPC information systems, and ONS design. Finally, it is
expected that the RFID system will have a great impact on
the way we work and live.

DISCUSSION AND CONCLUSION

The last section in the questionnaire asked the respondents
to give scores to all four alternatives. The results have
shown that both expert and industry evaluators preferred the
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second RFID adoption alternative (that is, to adopt RFID
selectively).

The evaluators were also asked to weigh the relative
importance of the three main factors as well as the criteria
in each factor by a pair-wise comparison. The ranking of
the adoption alternatives were obtained by multiplying the
weighting given by expert evaluators and the weighting
given by industry evaluators, by the scores obtained from
the identified criteria in a matrix format. Some of the key
findings from the AHP analysis are presented below:

1.  When asked about the “data usefulness” factor, both
expert and industry evaluators preferred the “adopt
selectively” alternative. These evaluators indicated
that the usefulness of data sharing and quick turn-
around time in RFID could significantly improve the
production efficiency and lower the costs of inventory
if it was adopted in SCM (supply chain management)
environments.

2. There were significant differences of opinion from
both the expert and industry evaluators on the “cost
concerns” factor. Expert evaluators preferred the
“adopt selectively” alternative despite the high cost
of implementing RFID. This was due to the fact that
expert evaluators believed that the benefits of RFID
would exceed the costs. On the other hand, industry
experts were more conservative and preferred the
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“adopt with a ‘wait and see’ attitude” due to the high
costs of implementing RFID.

3. There were also significant differences of opinion
from both the expert and industry evaluators on the
“system application” factor. Expert evaluators were
more concerned about the privacy issues than the
industry evaluators.

4. Overall, the ranking for these four alternatives were:
(1) adopt selectively, (2) adopt with a ‘wait and see’
attitude; (3) never adopt, and (4) adopt immediately.
There was no difference in terms of the preference for
these four alternatives by both the expert and industry
evaluators.

In conclusion, organizations with the ability to quickly
identify benefits, costs, and risks associated with RFID tech-
nologies and to effectively deploy them are more likely to
gain competitive advantages from RFID. Regular evaluation
of RFID technologies allows organizations to benefit from
their implementation. Those organizations that regularly
maintain strategic evaluation of RFID technologies can help
to ensure that they will achieve RFID’s true benefits.
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KEY TERMS

Analytic Hierarchy Process (AHP): Methodology
developed by Satty (1980) to reflect the way people actually
think; it continues to be the most highly regarded and widely
used decision-making theory.

Electronic Product Code (EPC): It contains digits to
identify the manufacturer, the product category, and the
individual item.

Object Name Service (ONS): It looks up unique elec-
tronic product codes and points computers to information
about the item associated with the code.

Physical Markup Language (PML): A method of de-
scribing products in a way computers can understand. PML,
based on the widely accepted eXtensible Markup Language,
is used to share information via the Internet in a format all
computers can understand and use.

Radio Frequency Identification (RFID): A built-in
wireless technology that incorporates a smart IC (integrated
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circuit) tag. The three major components of RFID are: tags, RFID Software: RFID software systems are the glue that
readers, and software systems. integrates the RFID systems. The software systems manage
the basic functions ofthe RFID reader and other components

RFID Reader: Used to communicate with RFID tags. that route information to Servers.

In reading, the signal is sent out continually by the active

tags. In interrogating, the reader sends a signal to the tags RFID Tag: RFID tags consist of silicon chips and an-

and listens. tennas. Each tag uses an ID coding system and contains a
unique serial number of a product. This enables the tag to
store some information of the product.
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INTRODUCTION

In the emerging wireless environment of digital media com-
munications represented as ubiquitous and convergence,
rapid distribution of handheld mobile devices has brought
the explosive growth of the mobile content market. Along
with the development of the mobile content industry, mo-
bile games supported by mobile features such as portabil-
ity (mobility), accessibility (generality), and convenience
(simplicity) have shown the highest growth rate in the world
game market these days.

In-Stat/MDR (2004) and Ovum (2004) expect that
the mobile games’ annual growth rate between 2005 and
2009 will be around 50% in the United States and 30% in
the world. According to KGDI (2005) and CESA (2005),
compared to the rate of the whole game market (5%) of the
world, it is about six times higher, and it exceeds the rate
of video console (10%) and online games (25%). Mobile
games thus are predicted to be one of the leading platforms
in the world game market in 10 years’ time. In addition, as
the competition among game companies has been enhanced
with the convergence of game platforms, mobile games are
being regarded as a breakthrough for the presently stagnant
game market, which has focused on heavy users.

However, due to the relative novelty of mobile games,
there are a few visible barriers in the mobile game industry.
First, definitions and terminologies and key characteristics
related to mobile games are not clearly arranged as yet.
Second, there is little research on the classification and
development trends of mobile games. Therefore, this article
is designed to contribute insights into these barriers in three
ways. Firstly, the article provides narrow and broad definitions
of mobile games. Secondly, key characteristics, platforms,
and service types of mobile games are discussed. Finally,
following the broad definition of mobile games, this article
classifies mobile games as one to fourth generations and
one pre-generation. Characteristics and examples of each
generation are also presented.

DEFINITIONS OF MOBILE GAMES

Each country and each game research institution has differ-
ent definitions and terminologies. The definition of mobile
games is important because the functions of mobile devices
are being converged with those of other devices. Mobile
games—more precisely, mobile network games—are nar-
rowly defined as games conducted in handheld devices
with network functionality. The two key elements of this
definition are portability and networkability. In this defini-
tion, mobile games are generally referred to as the games
played in handheld mobile devices such as cell phones and
PDAs with wireless communication functionality. In terms
of portability and networkability, the characteristics of mo-
bile games are different from other device platforms such
as PC and console games, which do not have both portabil-
ity and wireless capability. For example, Game Boy (GB)
with no communication functionality was only regarded as
a portable console device. However, this concept has lost
some of its ground in the market since the advent of new
mobile game devices from portable consoles such as Play
Station Portable (PSP) and Nintendo Dual Screens (NDS),
as wireless networked games began to be serviced through
the new mobile game devices.

Mobile games can be broadly defined as embedded,
downloaded, or networked games conducted in handheld
devices such as mobile phones, portable consoles, and PDAs.
The key element of this concept is portability: all games in
portable devices can be thought of as mobile games without
regard to wireless functions. Therefore, this concept expands
mobile games by including video games in portable consoles
and embedded games in general portable devices such as
PDAs, calculators, and dictionaries. As most game devices
have been adopted with wireless networking functions, this
definition becomes more powerful in game markets.

Recently, the narrow definition of mobile games has
been generally used. However, since the meaning of mobile
includes that of portable and network (either wired or wire-
less function is embedded), the broad definition of mobile
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games including portable game-dedicated devices such as
GBs and PSPs should be used. This definition is more per-
suasive in the present and future game market. For instance,
the competition between Nokia’s N-gage (i.c., a cell phone
integrating the functions of MP3 and games) and Sony’s
PSP (i.e., a portable game machine including functions of
MP3 and networking) is for the preoccupation of a future
mobile platform.

KEY CHARACTERISTICS, PLATFORMS,
AND SERVICE TYPES

Characteristics and Limitations
of Mobile Games

Mobile games are differentiated from other platform games
such as console, PC, and arcade games in terms of their
portability, accessibility, networkability, and simplicity. Ow-
ing to the portability (i.e., mobility), users can play games
anytime. This characteristic has attracted many light users,
who play simple games such as puzzle, card, or word games,
because these games can be played in one’s spare time in a
short amount of time. Compared to players in other genres
such as role playing games (RPGs) and simulation games
that require a long time to play, light users vary broadly
in terms of age, and many women players also belong to
this group. This is one of the strongest potentials of mobile
games. The second characteristic of mobile games is ac-
cessibility. This can be defined as to the extent one can use
a mobile device to play games at anytime and at anyplace.
Console games are restricted to owners who have console
machines and who want to enjoy games for a long time in
a particular place. Likewise, most PC games and arcade
games need to be somewhere in front of game devices with
network facilities. However, mobile games—especially using
mobile devices—are easy to access, because people almost
always bring those devices anywhere and can download
games anywhere as long as wireless networks are available.
The third characteristic is networkability. Through wired or
wireless connections, online games and console games are
transplanted into mobile games to facilitate game usages. For
example, some online games are linked to mobile games, so
those games can be used both in PCs and mobile devices:
game users can play the games with no limits in terms of
location, machine, and time. Furthermore, mobile game us-
ers can play multi-user real-time games such as MMORPG
(massively multiplayer online role-playing game) and real-
time strategy (RTS) games. The final characteristic is their
simplicity to use: mobile devices are simpler to handle than
other platform machines. In addition, it is much easier to
acquire the skills of the games and use them than those of
other platforms.

186

Because of these characteristics, mobile games develop
faster than other platform games. According to W2F (2003)
and KGDI (2005), the development of a PC or console game
usually takes at least two years to develop with more than 20
trained people and about $3 million. But in mobile games,
about three to six months are spent with five people and less
than $150,000. This is why the initial market entry barrier
of mobile games is lower than that of other platform game
markets. However, the average lifecycle of mobile games
is less than six months, and value chains are more complex
than those of other platform games.

Despite the major advantages of mobile games, there are
drawbacks in some points. The most essential point is from
not-unified platforms. With Internet and console games,
converting of original games is not necessary, because the
original games can be available in any PC via the Internet.
However, mobile games should be converted to make them
fit to other platforms, even in the same area. In other words,
the conversion is necessary for service to be available in other
mobile devices. The second is small screens and low capable
devices. Although 3D networked games are being serviced,
small screens and monotonous sounds are not sufficient to
maximize the feelings of presence for users, and mobile
game devices still do not have enough capacity to download
high-capacity games through mobile networks.

Mobile Game Platforms

Mobile platforms function as game engines by running
applications: a game engine is the core code handling the
basic functionality of a game. Each mobile device has its
own platform, so developers make games based on the
formats of those platforms. With the development of plat-
forms, downloaded, 3D games, and more advanced games
are now serviced. These platforms are either freely opened
or purchased with license fees. Platform holders have tried
to expand their platforms, because the prevalence of their
platforms implies a strong influence in mobile markets. These
days, Java is the most influential platform both in mobile
phone games and in handset manufacture. The Java 2 Micro
Edition (J2ME) is a freeware version of Java; Execution
Engine (ExEn) and Mophun are also freeware platforms
distributed mainly in Europe. Brew is the licensed platform
mainly used in the United States, Japan, and Korea. Different
from mobile phone games, portable console games such as
GB, N-Gage, PSP, and NDS have their own development
tools for the platforms. Developers who want to make mo-
bile games in portable consoles should use such develop-
ment kits with the charge of license fees. Since developers
adopt more prevailing game kits for the better benefit of
their games, the market prevalence of console platforms is
parallel with the amount of license fees for portable console
manufacturers.
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Mobile Game Service Types

With the development of mobile service technologies, mo-
bile game services have evolved from single/embedded to
multiplayer networked games. Single/embedded are games
with which just one player can play without network ser-
vices. These embedded games are still used in many mobile
devices as a service for device customers. Message-based
are games using short message service (SMS). These types
are played in wireless network environments through WAP
(Wireless Application Protocol) browsing environments, but
these games are shifting into multi-media message service
(MMS) with high capabilities providing enhanced messag-
ing services such as graphics, sound, animation, cartoons,
and texts. Downloaded games have been developed with
the advent of download platforms such as Java, ExEn, and
Mophun. These games have been taken usually from mobile
portals managed by mobile network operators, with charges
based on both content and traffic fees. Networked games are
the newest type of mobile games which are activated with
the advent of the flat sum systems.

GENERATIONS OF MOBILE GAMES

From the broad definition of mobile games perspective,
portable console machines were the first mobile devices that
emerged in the 1970s. These games have been categorized
as console games because most hit games were published
by console game companies such as Nintendo, Sega, and
Sony, and game users were the same as those of console
games. However, they have expanded their ranges into color
graphic games in the 1990s and mobile network games in the
2000s, so users of such games are no longer limited to young
boys not yet in their teens. Following the broad definition of
mobile games, this article includes portable console games
as a part of mobile games. Portable console games, made
before the advent of network portable console games around
2003, are regarded as “portable embedded games,” which
are categorized as the pre-generation of mobile games.
The first wireless mobile phone game, Snake, was
serviced as a text-based (or early-graphic) game in 1997.
However, today’s state-of-the-art games are 3D, fully net-
worked multi-user games with high definitions in wide color
screens. As the development of mobile interfaces and network
functionalities continues, mobile games can be divided into
four generations and one pre-generation. These generations
are categorized by stand-alone (off-line) or networked, text-
based or graphic-based, and 2D or 3D graphics.
Pre-generation (Pre-G) refers to portable console games
that are played in standalone portable devices. In the 1970s,
these games were all embedded in only-one-game-use por-
table game machines such as Auto Race, Merlin, and Missile
Attack by American vendors such as Mattel, Entex, and

Tomy. However, in the 1980s, both embedded and cartridge
usable games were pervaded with the initiatives of Japanese
game companies such as Nintendo and Bandai. From 1989,
portable console games were converged into the Nintendo
Game Boy era with cartridge games. In the mid-1990s, these
games were serviced with color graphic games. With vari-
ous games usually transplanted from console games, these
portable console games flourished with the development of
console games.

The first generation (1G) refers to text-based mobile
phone games like puzzle games. They had been usually
serviced by wireless application protocol (WAP) from 1998,
and most of them are single-player embedded games. Some
early-graphic games were embodied by white and black
dots. These games spread until around 2001 when mobile
platforms such as Java, Brew, and ExEn began to spread for
the development of mobile graphic games. The second gen-
eration (2G) refers to graphic games. Developers transported
popular games in PC or console games into mobile devices.
At first, all graphic services were 2D white and black, but
from around 2002, color phones rapidly spread with color
graphic games, and some functions such as chatting and
reviewing were added. With the prevalence of download
platforms, downloaded games generally beganto be provided
by mobile portals. Traditional board games such as card and
chess games were also translated into mobile graphic games
in this generation with the concept of licensed games.

The third generation (3G) refers to networked games with
simple network functionalities. Around 2003, most games
were 2D graphic: 3D games were just a state of experiment.
Network functionality was not fully serviced, because of
the high cost of network use and low capabilities of mobile
devices. However, owing to network capability, new games
such as various simulations, multi-user role-playing games
(MRPG), and location-based service (LBS) games were
firstly developed in this period. Additionally, new mobile
devices such as N-gage, PSP, and NDS had changed the
traditional concepts of mobile games with the mixture of
wireless and networked game services. These devices are
estimated to have promoted the degree of mobile games
as much as that of console games. With the prevalence of
device convergences between mobile and console devices,
from this generation there is no accurate difference among
game genres. The fourth generation (4G) games refer to
3D and full networked games such as massively multi-user
online role playing games (MMORPG). In addition, around
2004, full 3D mobile game services began to be serviced,
and many developers joined the development of 3D network
games. With the spread of new 3D graphic mobile phones
and flat sum systems, 3D networked games are steadily
gaining their shares in game markets. Table 1 illustrates
the mobile game generations, key characteristics of each
generation, and examples.
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Table 1. Generations of mobile games

Definitions, Key Characteristics, and Generations of Mobile Games

Outset Characteristic Game Genres Examples
Portable console games Auto Race, Football
Pre-G | 1970s Portable console color games Bomberman
(Embedded or cartridge games) Pac Man, Tetris (Console)
Text-based games (early-graphic) Snake
1G 1997/1938 WAP games Dataclash, Gladiator
2G 2001/2002 Downloaded games (Java, Brew) Tetris, Chess Mobile
2D color graphic games Samurai Romanesque
Portable console network games Pokemon Ruby
3G 2003/2004 | Half network games Badlands, Samgukji
3D graphic games 3D Pool
Full 3D graphic games 3D Golf, 3D Bass Fishing
4G 200472005 Full 3D network games Homerun King Mobile

CONCLUSION

With the expansion of a convergence and ubiquitous envi-
ronment, the range of mobile games has grown to include
all games available in handheld devices with portability. At
first, mobile games were regarded as embedded single-user
games. However, through the development of network and
graphic technology, mobile games have been played as both
full network games with multi-users and 3D graphic games
with high-definition devices. So, many high-capability games
such as MMORPG and multi-user simulation games have
been adopted in mobile devices with high-speed network
capability. Inaddition, with the convergence of game devices,
the boundary between mobile phones and console devices
has been eroded, while games in PC and console machines
have been transformed into mobile games. Due to the ac-
cessibility, portability, and ease of use, mobile games have
a wide range of users and do not impose limitations in age,
sex, and social status. Traditionally game users were usually
young males, but when it comes to mobile games, the game
users are more diversified: not only young boys, but also
elderly people and women are joining in on the new mobile
gaming era. With the development of mobile technology,
diversification of mobile content services, and generalization
of mobile game users, mobile games will continue to gain
more power within game markets.

Mobile games are summarized along with taxonomies.
In addition, recent trends with game application areas will
be discussed in the next article, “Mobile Games Part II:
Taxonomies, Applications, and Trends.”
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KEY TERMS

Device Platform: A devicesuchasacellphone, PDA, PC,
or console machine through which games can be played.

Local-Based Service (LBS) Game: A mobile network
game played within a local place around a telecommunication
base with the information of a user’s position.

Massively Multi-player Online Game (MMOG): A
game where a huge number of users can play simultaneously
based on their roles or missions.

Mobile Game Platform: Core code handling of the basic
functionality of a game such as downloading, networking,
or activating 3D graphics.

Mobile Game: An embedded, downloaded, or networked
game conducted inahandheld device such asamobile phone,
portable console, or PDA.

Portable Console (Device): Handheld console machine
such as PSP, NDS, and GBA with portable capabilities.

Role Playing Game (RPG): A game where a gamer takes
arole and uses items in accomplishing missions or quests.

3D Network Game: A game played in connection with
other users, using 3D graphics.
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INTRODUCTION

Mobile information systems (MISs) are having amajor impact
on businesses and individuals. No longer confined to the
office or home, people can use devices that they carry with
them, along with wireless communication networks, to access
the systems and data that they need. In many cases MISs
do not just replace traditional wired information systems or
even provide similar functionality. Instead, they are planned,
designed, and implemented with the unique characteristics of
wireless communication and mobile clientuse inmind. These
unique characteristics feature the need for specific design
and development methodologies for MISs. Design methods
allow considering systems independently of the existing
information technologies, and thus enable the development
of lasting solutions. Among the characteristics that a MIS
design method needs to consider, we cite: unrestricted mo-
bility of persons, scarcity of mobile devices’ power-source,
and frequent disconnections of these devices.

Thefield of MISs is the result of the convergence of high-
speed wireless networks and personal mobile devices. The aim
of MISs is to provide the ability to compute, communicate,
and collaborate anywhere, anytime. Wireless technologies
for communication are the link between mobile clients and
other system components. Mobile client devices include
various types, for example, mobile phones, personal digital
assistants, and laptops. Samples of MIS applications are
mobile commerce (Andreou et al., 2002), inventory systems
in which stock clerks use special-purpose mobile devices to
check inventory, police systems that allow officers to access
criminal databases from laptops in their patrol cars, and
tracking information systems with which truck drivers can
check information on their loads, destinations, and revenues
using mobile phones. MISs can be used in different domains
and target different categories of people.

In this article, we report on the rationale of having a
method for designing and developing mobile information
systems. This method includes a conceptual model, a set of
requirements, and different steps for developing the system.
The development of a method for MISs is an appropriate
response to the need of professionals in the field of MISs.

Indeed, this need is motivated by the increased demand
that is emerging from multiple bodies: wireless service
providers, wireless equipment manufacturers, companies
developing applications over wireless systems, and busi-
nesses for which MISs are offered. Besides all these bodies,
high-speed wireless data services are emerging (e.g., GPRS,
UMTS), requiring some sort of new expertise. A design and
development method for MISs should support professionals
in their work.

MOBILE COMPUTING MODEL

The general mobile computing model in a wireless envi-
ronment consists of two distinct sets of entities (Figure 1):
mobile clients (MCs) and fixed hosts. Some of the fixed
hosts, called mobile support stations (MSSs), are enhanced
with wireless interfaces. An MSS can communicate with the
MCs within its radio coverage area called wireless cell. An
MC can communicate with a fixed host/server via an MSS
over a wireless channel. The wireless channel is logically
separated into two sub-channels: an uplink channel and a
downlink channel. The uplink channel is used by MCs to
submit queries to the server via an MSS, whereas the down-
link channel is used by MSSs to disseminate information or
to forward the responses from the server to a target client.
Each cell has an identifier (CID) for identification purposes.
A CID is periodically broadcasted to all the MCs residing
in a corresponding cell.

The wireless application protocol (WAP) is a technology
that plays a major role in the field deployment of the mobile
computing model (Open Mobile Alliance). WAP is an open,
global specification thatempowers users with mobile devices
to easily access and interact with information and services
instantly. It describes how to send requests and responses
over a wireless connection, using the wireless session pro-
tocol (WSP), which is an extended and byte-coded version
of HTPP 1.1. A WSP request is sent from a mobile device
to a WAP gateway/proxy to establish an HTTP session with
the target Web server. Over this session, the WSP request,
converted into HTTP, is sent. The content, typically presented
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Figure 1. Representation of the mobile computing model
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in the Wireless Markup Language (WML), is sent back to
the WAP gateway, where it is byte-coded and sent to the
device over the WSP session.

REQUIREMENTS FOR MISs

The role of an MIS is to provide information to mobile users
through wireless communication networks. Two aspects are
highlighted here: information and network. Information has
to be available, taking into account terrain and propagation
techniques. Plus, the information exchange has to be secured.
A security problem inherent to all wireless communica-
tion networks consists of third parties being able to easily
capture the radio signals while in the air. Thus, appropriate
data protection and privacy safeguards must be ensured.
Regarding the network element, this latter needs to consider
failure cases and recover from them.

1.  Information Availability Requirement: This illus-
trates the need for a user to have uninterrupted and
secure access to information on the network. Aspects
to considerare: survivability and fault tolerance, ability
torecover from security breaches and failures, network
design for fault tolerance, and design of protocols for
automatic reconfiguration of information flow after
failure or security breach.

2. Network Survivability Requirement: Thisillustrates
the need to maintain the communication network
“alive” despite of potential failures. Aspects to con-
sider are: understand system functionality in the case
of failures, minimize the impact of failures on users,
and provide means to overcome failures.

3. Information Security Requirement: This illustrates
the importance of providing reliable and unaltered

) Wireless
-/ cell

Information

server

information. Aspects to consider are: confidentiality
to protect information from unauthorized disclosure,
and integrity to protect information from unauthorized
modification and ensure that information is accurate,
complete, and can be relied upon.

4. Network Security Requirement: This illustrates the
information security using network security. Aspects
to consider are: confidentiality, sender authentication,
access control, and identification.

5. Additional Requirements of MIS Have Been Put
Forward: Indeed, the increasing reliance and growth
in information-based wireless services impose three
requirements—availability, scalability, and cost
efficiency—on the services to be provided. Avail-
ability means that users can count on accessing any
wireless service from anywhere, anytime, regardless
of the site, network load, or device type. Availability
also means that the site provides services meeting
some measures of quality such as short, acceptable,
and predictable response time. Scalability means that
service providers should be able to serve a fast-grow-
ing number of customers with minimal performance
degradation. Finally, cost effectiveness means that the
quality of wireless services (e.g., availability, response
time) should come with adequate expenditures in IT
infrastructure and personnel.

CHALLENGES AND POSSIBLE
SOLUTIONS IN MISs

The requirements discussed above pose several crucial chal-
lenges, which must be faced in order for MIS applications
to function correctly in the target environment.
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. Transmission Errors: Messages sent over wireless
links are exposed to interference (and varying delays)
that can alter the content received by the user, the target
device, or the serer. Applications must be prepared to
handle these problems. Transmission errors may occur
at any point in a wireless transaction and at any point
during the sending or receiving ofa message. They can
occur after a request has been initiated, in the middle
of the transaction, or after a reply has been sent.

. Message Latency: Message latency, or the time it
takes to deliver a message, is primarily affected by the
nature of each system that handles the message, and
by the processing time needed and delays that may
occur at each node from origin to destination. Mes-
sage latency should be handled, and users of wireless
applications should be kept informed of processing
delays. It is especially important to remember that
a message may be delivered to a user long after the
time it is sent. A long delay might be due to coverage
problems or transmission errors, or the user’s device
might be switched off or have a dead battery.

. Security: Any information transmitted over wireless
links is subject to interception. Some of that informa-
tion could be sensitive, like credit card numbers and
other personal information. The solution needed really
depends on the level of sensitivity.

Here are some practical hints useful to consider when
developing mobile applications. These hints back the de-
velopment of the proposed method for designing mobile
information systems.

. Understand the Environment and Do Some Re-
search Up Front: As with developing any other
software application, we must understand the needs
of the potential users and the requirements imposed
by all networks and systems the service will rely on.

. Choose an Appropriate Architecture: The archi-
tecture of the mobile application is very important.
No optimization techniques will make up for an
ill-considered architecture. The two most important
design goals should be to minimize the amount of data
transmitted over the wireless link, and to anticipate
errors and handle them intelligently.

. Partition the Application: Think carefully when
deciding which operations should be performed on
the server and which on the handheld device. Down-
loadable wireless applications allow locating much
of an application’s functionality of the device; it can
retrieve data from the server efficiently, then perform
calculations and display information locally. This ap-
proach can dramatically reduce costly interaction over
the wireless link, but it is feasible only if the device
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can handle the processing the application needs to
perform.

. Use Compact Data Representation: Data can be
represented in many forms, some more compact than
others. Considerthe available representations and select
the one that requires fewer bits to be transmitted. For
example, numbers will usually be much more compact
if transmitted in binary rather than string forms.

. Manage Message Latency: In some applications, it
may be possible to do other work while a message
is being processed. If the delay is appreciable—and
especially if the information is likely to go stale—it
is important to keep the user informed of progress.
Design the user interface of your applications to handle
message latency appropriately.

. Simplify the Interface: Keep the application’s inter-
face simple enough that the user seldom needs to refer
to a user manual to perform a task. To do so, reduce
the amount of information displayed on the device,
and make input sequences concise so the user can ac-
complish tasks with the minimum number of button
clicks.

PROPOSED METHOD

The first step towards a successful wireless implementation
project is a thorough business analysis, which serves as the
backbone of any project bearing a fruitful return of invest-
ment. The analysis ensures that the project’s requirements
result in a wireless implementation that will successfully
meet users’ expectations and needs. Next, determinations
about development features, approach, and constraints are
made. This ensures that the wireless implementation is a
good fit with the planned usage and infrastructure of the
company. Finally, a choice needs to be made with regard to
the software and hardware systems.

Business Analysis

When considering a wireless implementation, several ques-
tions have to be considered:

. What are the overall goals for implementing wireless
services?

. What are the new markets to be targeted?

. What are the goals for giving mobile customer/staff
wireless remote access?

. What technologies are currently in place towards sup-
porting a wireless enterprise?

. Is interactivity important to the company?

. What current functions are suitable for wireless use?
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. How prepared is the infrastructure to develop and host
wireless applications?

. Are resources available to develop, implement, and
support the wireless project?

. Is it more economical to have a wireless solution

compared to a wired one?

Development

There are several factors to take into account when deter-
mining the wireless development solution. Indeed, MISs are
expanding rapidly and changing from largely voice-oriented
to increasingly data and multimedia systems.

. Online vs. Off-Line: On one hand, online applications
include functions that require continuous connectivity,
for example, looking for an inventory status or check-
ing for available flights. Online wireless applications
require real-time connectivity to be effective and useful.
On the other hand, offline applications do not require
real-time connectivity. Instead, they reside locally on
a particular wireless device and are always available
for use, but not always in real time. In addition, their
use is limited to that particular device.

. Screen Size: With a much smaller display area than
traditional desktops/laptops, it is important to fit in as
much user-required functionality as possible, while
trying to format the information in such a way that it
appears attractive and appealing to end users.

. Color: Not all wireless devices support color, and
some of them support a broader palette than others.
Therefore, it is important to consider each device’s
color support, especially if multicolor content is to be
provided, such as maps or advertisement banners.

. Ergonomics: Wireless devices vary widely in their
standards and capabilities from one to the other. Which
devices should be supported, which ones are best suited
for the application’s needs, and can all these devices
be supported at the same time?

The above-listed questions have to be associated with a
development lifecycle of the MIS. We advocate the consid-
eration of four stages to constitute that lifecycle:

1. Requirements Stage
e Identify key information that users need when
mobile.
e Establish use-case scenarios for such informa-
tion.
e [Illustrate these scenarios to users for validation
purposes.

2. Analysis Stage
e Analyze and compare similar systems (wired or
mobile) to the future mobile system.

e Identify the elements that are directly linked to
wireless aspects.

*  Highlight features of different wireless devices
that the future wireless system will support.

e Identify the needed wireless communication
technologies as well as the network topologies on
which the future wireless system will be built.

e Analyze the various technologies to get users’
queries and return responses (e-mails, SMS,
WML, etc.). Dempsey and Donnelly (2002)
listed some of the key features of an m-interface:
usability, intelligent and personalized services,
security, consultation capabilities, and pervasive
and flexible payment mechanisms.

*  Analyze security and scalability problems.

3. Design Stage

e Analyze security and scalability problems.

*  Useexisting information resources or tailor them
for mobile use.

*  Developthearchitecture ofthe future application
at data and process levels.

*  Discuss the location of data and processes, and
who is in charge of maintaining these data and
implementing these processes.

*  Provide solutions to potential security and scal-
ability problems.

4. Implementation Stage

e Develop and test the new application using for
example Java 2 Micro Edition (J2ME) platform
(http://java.sun.com).

»  Deploy the new application on the field.

CONCLUSION

In this article, we overviewed our vision of the importance
of'having a dedicated design method for mobile information
systems. This importance is motivated by the continuous
pressure on the professionals of MISs, who are demanded
to put new solutions according to the latest advances in
the mobile field. For instance, it is no longer accepted to
postpone operations just because there is no connection to
a fixed computing desktop. Mobile devices are permitting
new opportunities when it comes to banking, messaging,
and shopping, just to cite a few.
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KEY TERMS

Cell: A geographic area defining the range in which a
mobile support station supports a mobile client. Each cell
has a cell identifier (CID) that uniquely describes it.

General Packet Radio Service (GPRS): A mobile data
service available to users of global system for mobile com-
munications (GSM) users.

Java 2 Micro Edition (J2ME): An edition of the Java
platform for developing applications that can run on consumer
wireless devices such as mobile phones.

Mobile Client (MC): A user with a handheld wireless
device that is able to move while maintaining its connection
to the network.

Mobile Information System (MIS): A computing
information system designed to support users of handheld
wireless devices.

Mobile Support Station (MSS): A static host that fa-
cilitates the communication with mobile clients. An MSS
supports mobile clients within a geographic area known
as a cell.

Short Message Service (SMS): A service for sending text
messages, up to 160 characters each, to mobile phones.

Universal Mobile Telecommunications System
(UMTS): A third-generation (3G) mobile phone technol-

ogy.
Wireless Application Protocol (WAP): A standard

specification for enabling mobile users to access information
through their handheld wireless devices.

Wireless Markup Language (WML): A scripting
language that is part of the WAP specification.
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INTRODUCTION

Providing support for QoS at the MAC layer in the IEEE
802.11 is one of the very active research areas. There are
various methods that are being worked out to achieve QoS at
MAC level. In this article we describe a proposed enhance-
ment to the DCF (distributed coordination function) access
method to provide QoS guarantee for wireless multimedia
applications.

Wireless Multimedia Applications

With the advancement in wireless communication networks
and portable computing technologies, the transport of real-
time multimedia traffic over the wireless channel provides
new services to the users. Transport is challenging due to
the severe resource constraints of the wireless link and
mobility. Key characteristics of multimedia-type applica-
tion service are that they require different quality of service
(QoS) guarantees.

The following characteristics of WLAN add to the design
challenge:

. Low bandwidth of a few Mbps compared to wired
LANs bandwidth of tens or hundreds Mbps.

. Communication range is limited to a few hundred
feet.

. Noisy environment that leads to high probability of
message loss.

. Co-existence with other potential WLANs competing
on the same communication channel.

Successful launching of multimedia applications requires
satisfying the application’s QoS requirements.

The main metrics (or constraints) mentioned in such
guidelines and that eventually influence the MAC design are:
time delay, time delay variation and data rate. We develop

a scheme to provide guaranteed data rate for different ap-
plications in WLAN environment.

PROPOSED ENHANCEMENT OF
DCF TO PROVIDE QoS

The proposed enhancement is developed as a modular sys-
tem, which integrates with DCF MAC of 802.11b wireless
LAN.

Salient Features of the Modular System

. Provides throughput guarantee for traffic flow between
a pair of mobile stations.
. Works in distributed mode.

. Provides MAC level admission control for traffic
flow.
. Applications on the mobile stations can send resource

reservations request for each call (session).
. Works with backward compatibility, on hosts that do
not support QoS enhancements.

Based on the basic principle of DCF access mode, each
mobile station transmits data independent of other mobile
station. Also, the AP (access point) has no role to play during
the data transmission. Under this scenario, the throughput
control (and guarantee) has to be achieved in a distributed
manner.

One has to restrain a station from accessing the medium
if there are other stations in the BSS that has requested for
higher resource. If there is no such other station, the station
is allowed to access the medium. We propose to use eight
different priority flows. The queue manager at mobile sta-
tions maintains queues for these flows. Also, the state of
these queues (if there are applications that are using this
flow) is synchronized across all the mobile station via the
beacon messages sent by AP. The scheduler transmits the

Copyright © 2007, Idea Group Inc., distributing in print or electronic forms without written permission of IGI is prohibited.
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Figure 1. Block schematic of proposed system at AP
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packets from these priority queues using a priority algorithm.
The admission controller admits a call to particular flow,
if the acceptance of call to the flow do not over-shoot the
throughput for that flow.

ARCHITECTURE OF THE
MODULAR SYSTEM

The block schematics of the proposed system are given in
Figures 1 and 2, for AP and mobile station respectively. The
system has four major components:

1 Extended MAC management process
2 Admission controller

3. Queue manager

4 Scheduler

The detailed functioning of each of the components is
explained in the following subsections.

Enhanced MAC Management Process

To signal the QoS messages, we propose an extension to
MAC layer management messages to carry the resource
request and responses.

To signal mobile host resource requirements to AP, we
propose extension to the existing MAC management frames.
This approach does not need any changes in the core MAC
layer. The SME (station management entity), which is
normally residing in a separate management plane, needs
modifications, which can be easily incorporated.
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Figure 2. Block schematic of proposed system at mobile
station
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We incorporate enhanced MAC management with two
segments.

MAC Management Process at AP

Apart fromreceiving and transmitting extended management
frames to signal QoS, here the AP also broadcasts the queue
states as an extension to beacon message.

MAC Management agent at Mobile Host

Apart from normal functionalities, the agent also receives
the extended beacon message with queue states and passes
this information to QM.

Management Message Modified

The beacon message is extended to include the queue states
in a bit mask format. The queue state is an eight-bit field with
cach field representing a priority queue state. The queue is
considered active if the bit is set, else inactive.

Admission Controller

The admission controller gets triggered by the extended
MAC management process. The admission controller is a
parameter based admission controller. However the decision
process is modified to suit the distributed nature of DCF
functionalities. While working in DCF mode each mobile
station transmits/receives PDUs independent of AP and
independent of other mobile stations. However the queue
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Figure 3. Queue state field

Priotity Priority Priority Priority Priority Priority Priority Priority
Qo=un= 1 Queue 2 Queue 3 Queue 4 Queue 5 Queue 6 Queue 7 Queue 8
bit 1 bit 8

Bit = 1 Queue is active
Bit = 0 Queue is inactive

Algorithm 1. Call admission controller algorithm

Begin

do

endif
done

goto end
accept_call:

Call AcceptCall()
End

for (1=Min_Priority;i <= Max_Priority; i++ )

if ( Requested_Tput + Current Tput[i] <= Max_Tput[i] )
then

Call RejectCall() /* No priority flow could fit this call */

Current_Tput[i] = Current Tput[i] + Request Tput

goto accept_call

continue

manager and scheduler as designed such that each station
(while being completely independent) will transmit the PDUs
at certain priority class. In order for the admission controller
to admit a call, it needs to identify the maximum available
throughput for a particular flow.

Based on [3] and [4] maximum achievable throughput
per priority class is estimated as follows.

P(successful tx | flow =1i) * Data pay load size
P(collision) * Duroision + P(slotis idle) * aSlotTime+ P(successful tx) * Dursuccess

(M

Max Tputli]=

where Dur,_ __is time duration for successful transmission
of PDU, Dur_,.. is collision duration and aSlotTime is
duration of one slot interval.

When a new call request arrives, the call is tried to fit in
a flow of highest priority. By doing so, if the call requested
throughput is achieved and existing calls are not disturbed,
the call is accepted, or else the priority is decreased till the
call is acceptable, if the call is not acceptable beyond least
priority, the call is rejected. The admission control algorithm
is described as follows.

Queue Manager

The main functionality ofthe queue manageristo synchronize
the queue states across all mobile stations. Due to lack of any
centralized coordinator, the queue manager synchronizes the
states using broadcast messages. The queue manager at the
AP broadcasts the states of queues to all the mobile stations
in the BSS using extension to Beacon frames.

A queue for a particular flow is active if there are any
calls in that flow, otherwise the queue is inactive. The queue
states are broadcasted using bit masks in the extended beacon
message, with each bit representing a flow. If the bit is set
to 1, the queue for that flow is active; otherwise the queue
is inactive. The queue manager module on station receives
these broadcast messages and updates the queue state.

When all the stations have exchanged the states of the
queue, each of the mobile stations would have synchronized
queue states. Thus all the stations in the BSS will have a
queue at particular priority level as active.

Scheduler

The scheduler’s job to pick a packet from the priority flow
queue and schedule them for transmission. The scheduler
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Algorithm 2. Scheduling packets

Call TransmitPacket(i)

CurrentProb = CurrentProb+NormPriority[i]

begin
r =rand() /*r[0,1]*/
CurrentProb 0
for(i=1 to N) /* N is number of active flows */
do
if (r < CurrentProb)
else
endif
done
end

picksthe packet from active queues. Irrespective of the fact the
queue has data or not, the PacketTransmit function is called
by the scheduler. The scheduler picks up the packet randomly
from any of the active queues only. Now the probability to
choose a queue is equal to normalized value of the priority
of the queue. We define the normalized priority P as

Pi

Z P«
K (2)

Pm =

where P is the priority of i" queue.

We have assumed equal sized packets in all queues.
For non-equal packet sizes the normalized priority would
become:

Pi

Si
Pun=—2—
P«

“Sk 3)

where S, is the size of k, packet.

Each of the active queues is arranged in the ascending
order of the priority. The scheduler selects the queue to be
scheduled, and send the packet for transmission. The sched-
uling algorithm is described in Algorithm 2.

Packet Transmission Process

The PacketTransmit function checks for the packet and hands
over the packet to MAC layer if the queue has data.

If the queue is empty, no packet is passed to the MAC
function; however the packet transmission will back-off for
other stations to transmit. A timer call back for a duration
that represents the time taken by an average-sized packet is
registered. This will provide opportunity for other stations
with the packet in the same priority level queue to transmit
the packet on to the medium.
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The MAC will perform DCF access method to access
the medium and make transmission. If the packet could not
be transmitted due to wireless medium loss or collusion, the
packet is retransmitted by the MAC layer, the scheduling is
not changed due to retransmission. The packet transmission
algorithm is described in Algorithm 3.

FUNCTIONING OF THE
MODULAR SYSTEM

The functions of modular system are to gather the QoS
requirements from the mobile stations and schedule their
applications as per the specified QoS.

The functioning of the system is explained by consider-
ing the following cases.

Case 1. When New Mobile Station Enters
the BSS with New Application

When a new station enters the BSS, the station joins the
BSS using normal association procedure (as per IEEE802.11
standard). The AP instantiates a MAC management agent.
The agent is migrated to the mobile host. The station uses
the “Extended MAC Management Agent” to signal the re-

Algorithm 3. Packet transmission algorithm

Begin
if (1==active) /* Is the queue non-empty */
Call SendPacket /* Call the MAC function */
Call TimerCallback(packet size)
else
Call TimerCallback(Ave packet size)
endif
end
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source requirements for new application. The AP receives
the resource request, and passes on the QoS parameters to
admission controller. The admission controller examines the
resource requests, applies the admission control algorithm
and accepts/rejects the request. The accept/reject response
is conveyed back to the mobile station via the “Extended
MAC Management process” module and updates the queue
states in the QM. The QM updates the queue states for each
of the flows, and sends them to the mobile stations as an
extension to beacon message.

Upon reception of the response for the call request, the
mobile station can start sending traffic. The QM at the mo-
bile station receives the queue states in the extended beacon
message and updates local queue state. The scheduler the
mobile station schedules the traffic using the queue state
information.

Case 2. When a Mobile
Station Leaves the BSS

When the mobile station is about leave the BSS, the station
uses the enhanced MAC management process to signal the
AP. The AP receives the station ID, and updates the QM
and admission control to relinquish the resource used all
application under this station and changes the queue state
if required.

Case 3. When New Application
Has to be Admitted

A mobile station is already associated with the AP, and
may be running some applications or otherwise. Under this
condition, the station and AP follow the normal steps (as in
Case 1), as this is no different from Case 1.

Case 4. When Applications are
Terminated at the Mobile Station

A mobile station stops the current application, but the station
isstillinthe BSS. When the application s stopped, the station
uses the enhanced MAC management process to signal the
AP that the application has stopped. The AP follows steps in
Case 2 to relinquish the resource and update queue state.

IMPLEMENTATION CONSIDERATION

The system has two components, that is to say, AP component
and mobile station component.

. The AC is implemented at the centralized location,
normally co-located with the AP.

. Extension to MAC management layer, QM and sched-
uler are implemented in both AP and mobile station.

AP Components Implementation

It is easier to enhance the AP to support functionalities such
as CAC, QM and scheduler since there is relatively very few
numbers of APs and also the APs are normally controlled
by the service provider, who wishes to provide QoS in
the BSS. The AC, QM and scheduler are implemented in
high-level system language (C) and integrated into the AP
software. The MLME functions on the AP are modified to
understand the extensions in the MAC frames and pass the
QoS parameters to the CAC. The receive (RX) and transmit
(TX) functions on the AP are modified to call the QM and
scheduler functions respectively.

Mobile Station Components
Implementation

The station components are implemented as Java byte-code,
and the agent is instantiated at the AP and migrated to the
mobile station, as the mobile station gets associated with
the AP. The extended MAC management agent, QM and
scheduler are implemented in Java.

SIMULATION AND RESULTS

We have used ns-2 [7] as simulator to validate the proposed
system. Ns are adiscrete event simulator targeted at network-
ing research. Ns provides substantial support for simulation
of TCP, routing, and multicast protocols over wired and
wireless (local and satellite) networks.

Simulation Setup and Procedure

Using ns-2, a sixteen-node network working in BSS and
iBSS modes is setup. We have modified the MAC layer
functionalities in ns-2 to support the proposed system.

In the simulated system, the mobile nodes communicate
with each otherand external world over the 802.11b 11MBPS
channel. The transmission power of the mobile is chosen
such that stations are not hidden from one another. If not
stated otherwise, during the simulation neither RTS/CTS nor
the fragmentation is used. For most of our simulation we
have considered on-off traffic with exponential distribution,
and log-normal distribution for the radio channel errors.
We have done several experiments by considering traffic
in both upstream and downstream direction. The allowed
traffic has been classified as VBR (variable bit-rate) and
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Table 1. Simulation parameters

Data Rate 11 Mbps

RTS Threshold 3000

Physical Layer Frequency 2457e+6
Transmission Power 31 mW
Receiver Threshold 1.15209e-10
Radio Propagation Model TwoRayGround
LongRetryLimit 2

Figure4. Throughput plot for mobile station with CBR traffic
under DCF mode
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CBR (constant bit-rate) with random arrivals. The dura-
tion of each experiment varies from 100 seconds to 1,000
seconds. The simulation parameters that are significant are
listed in Table 1.

We have simulated the proposed systems as three indi-
vidual units. We explain the simulation for each case with
CBR and VBR traffics.

The DCF MAC functions at each station are modified
according to the proposed scheme. Each of the mobile station
generates traffic destined to other nodes with data packets of
1,500bytes, 1,000 bytes, 512 bytes and 64 bytes.

In our first experiment, we considered two nodes gen-
erating CBR traffic. Each node requested a throughput of
10\% and 90\% of the net throughput. In Figure 4, we have
plotted the throughput vs. time for two nodes. It can be
observed that both the stations get the allocated bandwidth.
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Figure 5. Throughput plot for mobile station with VBR traffic
under DCF mode
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Also when the node0 application is terminated, the nodel
uses up the excess bandwidth.

In the next experiment, we have considered BSS with
five nodes admitted for scheduling. The nodes requested
throughput requirements are at 50, 100, 500, 550, and 750
Kbps. InFigure 5, we have plotted the throughput versus time
for all the five nodes. It can be observed from the plot, each
of the nodes is scheduled to get the allocated bandwidth.
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Comparison with the
Standard DCF Scheme

Again we use the normalized throughput as a measure to
compare the proposed DCF scheme against the standard
DCF scheme.

We have plotted the normalized throughput for a node
working proposed DCF mode (with CBR traffic) against
standard DCF mode in Figure 6. With the proposed scheme,
the mobile 6station is admitted to the BSS via admission con-
troller and the scheduler schedules the allocated bandwidth
for the station. Hence the normalized throughput stays close
to one. With the standard DCF, the mobile stations share the
bandwidth in uncontrolled manner. Thus, as the number of
stations increases in the BSS, there is no control over the
bandwidth usage.

SUMMARY

In this article we have proposed method of providing QoS
in wireless LAN operating in DCF mode. Providing QoS
guarantee in a distributed environment has to be a distrib-
uted approach due to the distributed nature of the DCF. The
proposed method requires small changes (extensions) to the
MAC management entity and scheduler function operating
at each station above the MAC layer.
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KEY TERMS

Access Point (AP): An entity in the wireless LAN that
is normally connected to a wired backbone and coordinates
the operation of wireless mobile stations that are operating
in infrastructure mode.

Call Admission Controller (CAC): A set of functions
and procedures that control the admission of new calls into
the system predictable based on predefined set of rules.

Media Access Controller (MAC): A set of procedures
that governs the access to the media in a multiple access
system. DCF (distributed coordination function) and PCF
(pointcoordination function) are two MAC functions defined
in IEEE 802.11 standard for wireless LAN.

Quality of Service (QoS): The term quality of service
defines of quantitative representation of network resources
that affect the application performance.
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INTRODUCTION

Wireless sensor networks (WSNs) recently have attracted
a great amount of attention because of their potential to
dramatically change how humans interact with the physical
world (Estrin, Culler, Pister, & Sukhatme, 2002; Akyildiz,
Su, Sankarasubramaniam, & Cayirci, 2002). A wireless
sensor network is composed of many tiny, wirelessly con-
nected devices, which observe and perhaps interact with
the physical world. The applications of WSN are many and
wide-ranging, including wildlife habitat monitoring, smart
home and building, quality monitoring in manufacturing,
target tracking in battlefields, detection of biochemical
agents, and so forth.

The emerging WSN technology promises to fundamen-
tally change the way humans observe and interact with the
physical world. Torealize such a vision, distributed computing
is necessary for at least two reasons. First, sending all the
raw data to a base station for centralized processing is very
costly in terms of energy consumption and often impracti-
cal for large networks because of the scalability problem
of wireless networks’ transport capacity (Gupta & Kumar,
2000). Second, merely using a large number of inexpensive
devices to collect data hardly fundamentally changes the
way humans interact with the physical world; and it is the
intelligence embedded inside the network (i.e., distributed
computing) that can have a profound impact.

WSN presents a very difficult environment for distributed
computing. Sensors have severe limitations in processing
power and memory size, and being battery-powered, they are
particularly energy constrained. As areference, the hardware
capabilities of a typical sensor node are listed in Table 1.

In WSN, device failures can be frequent, sensory data may
be corrupted by error, and the wireless communications
exhibit complex and unpredictable behavior. In such an
environment, traditional methods for distributed computing
face fundamental difficulties. Now, communications links
are neither reliable nor predictable: they can come and go
at any time. Packet routing is difficult since maintaining
and storing routing tables for a massive number of nodes is
out of the question. Routing to a single destination seems
to have a solution (Intanagonwiwat, Govindan, & Estrin,
2000), complex message routing for distributed computing
remains difficult. Also, distributed organizing and grouping
of sensory data using traditional methods is costly in terms
of protocol message overhead.

This article is organized as follows. We first describe
WSN infrastructures required to support distributed com-
puting, followed by a description of typical, important dis-
tributed computing applications in WSN; we the conclude
the article.

INFRASTRUCTURE SUPPORT FOR
DISTRIBUTED COMPUTING IN WSN

In order for WSN to effectively perform distributed comput-
ing, some necessary infrastructure needs to be established.
The type of infrastructure required varies according to the
specific application in question, but the common ones in-
cludeneighbor discovery and management, synchronization,
localization, clustering and grouping, and data collection
infrastructure. We elaborate on each item as follows.

Table 1. Hardware capabilities of typical sensor nodes (Crossbow Technology —www.xbow.com)

CPU Nonvolatile Radio ' Power
Memory Transceiver

ATMega 869/915, 434, 2 AA
MICA2 128L 8 MHz, 512 KB 315 MHz, FSK 2850 mAh

8 bit ~40 Kbps

ATMega 869/915, 434, Coin cell
MICA2DOT | 128L 8 MHz, | 512KB 315 MHz, FSK | | 5’50 fn b

8 bit ~40 Kbps

Copyright © 2007, Idea Group Inc., distributing in print or electronic forms without written permission of IGI is prohibited.
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Neighbor discovery and management refers to the pro-
cess in which sensors discover their neighbors, learn their
properties, and control which neighbors to communicate
with. Discovery is typically done through sensors exchanging
hello messages within radio range. In the process, sensors
discover not only neighbors’ presence, but also optionally
their node type, node identifier, power level, location/coor-
dinates, and so forth. Frequently, sensors can also control
how many neighbors to communicate with through the use
of power control—that is, a sensor can increase or decrease
the scope of its immediate neighborhood by increasing or
decreasing its transmitting power, respectively. This is also
called topology control (Li & Hou, 2004), and its purpose
is to allow sensors to use just enough, but no more power
to ensure adequate connectivity.

Synchronization refers to the process in which sensors
synchronize their clocks. Synchronization is necessary be-
cause sensory data is often not useful if not put in a proper
temporal reference frame. Traditional methods for synchro-
nization in a network, such as NTP (Mills, 1994), do not
apply very well in WSN. This is because the assumptions
on which tradition network synchronization methods are
based, such as availability of high-precision clocks, stable
connections, and consistent delays, are no longer true in
WSN, causing considerable difficulties. The approach to
deal with such difficulties in WSN is to relax the require-
ments. For example, only local, not global, synchronization
is maintained, or only event ordering, not precise timing, is
kept (Romer, 2001).

Localization refers to the process in which sensors
obtain their position/coordinates information. Similar to
synchronization, localization is necessary because sensory
data needs to be put in a spatial reference frame. Sensors
with global positioning system (GPS) capability are currently
commercially available; they obtain their coordinates from
satellites with a few meters’ accuracy. The downside with
using GPS is the cost, and the unavailability indoors or under
dense foliage. In a WSN without GPS capability, it is still
possible to localize relatively to a few reference points in
the network (Bulusu, Heidemann, & Estrin, 2000).

Clustering and grouping refers to the process in which
sensors organize themselves into clusters or groups for some
specific function. A cluster or a group typically consists of a
leader and a few members. The leader represents the cluster
or group and maintains external communication, while the
members report data to the leader and do not communicate
with the outside. Such organization is advantageous for scal-
ability, since a large network can now be reduced to a set
of cluster or groups. Task-specific clusters or groups can be
formed. For example, sensors around a moving target form
a tracking group, which moves with target, while sensors
not in the tracking group can be put to sleep to save energy
(Liu, Reich, Cheung, & Zhao, 2003).

Data collecting infrastructure ensures that sensory data
is transported correctly and efficiently to one or a few collec-
tion points, sometimes called data sinks. A typical approach
is publish and subscribe with attribute-based naming, where
a sink broadcasts its interest for some data attributes, and
sensors send their data if it matches the interests. An example
of such an approach is directed diffusion, in which an infra-
structure based on the hop count to the sink is established and
refreshed periodically (Intanagonwiwat et al., 2000).

TYPICAL DISTRIBUTED COMPUTING
APPLICATIONS IN WSN

In this section, we describe typical distributed computing
applications in WSN which include distributed query and
search, collaborative signal processing, distributed detection
and estimation, and distributed target tracking.

Distributed query and search refers to the process in
which a user query or search for an event or events inside the
network in a distributed fashion. There are two major types
of such applications: blind and structured. In a blind search,
no prior information about the target exists. In a structured
search, some kind of infrastructure exists which points to
the target location in a distributed manner. We elaborate on
these two types of searches below.

There are three major approaches to perform blind search.
The first one is flooding, in which the query message is
flooded to the entire network and the target responds with
a reply. The advantages of flooding are simplicity and low
response latency. The disadvantage is the high communica-
tions cost in terms of number of messages transmitted. To
mitigate the high communication cost of flooding, a second
approach, iterative, limited flooding, can be used (Chang &
Liu, 2004). In such an approach, a sequence of limited broad-
casts of increasing hop-count limits is tried until the target
is found, in the hope that the target will be found during a
low-cost, limited broadcast. The expected communications
cost reduction of this approach comes at the expense of
higher search latency. In the third approach, a query packet
carries out a random walk in the network, which continues
until the search target is encountered (Avin & Brito, 2004).
This approach can further reduce communications cost but
at the expense of even higher latency.

In a structured search, indices or pointers for targets are
distributed in the network. A typical approach uses a dis-
tributed hash table, where the name of a target is randomly
and uniformly hashed to a number that identifies anode, or a
location, where the target information is stored (Ratnasamy et
al.,2002). The search becomes a simple matter of evaluating
the hash function of the target name which points to a node
that stores the target information. This simplification comes
at the cost of maintaining an infrastructure that stores target
information in a distributed manner, which can be costly if
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the network is highly dynamic, for example, nodes join or
leave the network frequently.

Collaborative signal processing (CSP) refers to the pro-
cess in which sensors process sensory data collaboratively
rather than individually. CSP has three main advantages.
First, CSP promotes robustness because, while an individual
sensor can be faulty, consensus from many sensors is reli-
able. Second, CSP promotes accuracy since the results fuse
the observations from many sensors, canceling noise from
individual sensors. Third, CSP promotes efficiency since
only a fraction of sensors needs to be activated—those which
have highest potential to eliminate uncertainty (Zhao, Shin,
& Reich, 2002). In addition, sophisticated multi-resolution
analysis techniques, such as wavelet transform, can be used
to reduce the amount of data transported. CSP is a common
method used in different distributed applications, and its
specifics vary according to the particular application in
question and are described in the following sections.

Distributed detection and estimation refers to the process
in which WSN makes a decision about the occurrence of an
event (detection) or about the value of a physical variable
(estimation) in a distributed manner. In distributed detection,
under both Bayes and Neyman-Peason criterion, the optimum
testisalikelihood ratio test. In the case of independent obser-
vations, it suffices to send likelihood ratios from individual
sensors rather than the raw data, leading to a large savings in
communications cost. Indistributed estimation, the principal
of sufficient statistics can be appealed to drastically reduce
the amount of data transported. For example, to estimate
the mean of a Gaussian variable, the sufficient statistic is
simply the sum of sampled values and the count of number
of samples, both of which can be collected using a running
sum or count rather than the entirety of the sampled values,
resulting in large savings in communications cost.

Research issues related to distributed detection and es-
timation include sensor data censoring to exclude spurious
data (Patwari & Hero, 2003), distributed, iterative sensor
fusion based on consensus (Xiao, Boyd, & Lall, 2005), and
finding the optimal tradeoff between decision fidelity or
estimation error, and sensor density, sensitivity, quantiza-
tion level, communications cost, and power consumption
(Aldosari & Moura, 2004).

Distributed target tracking refers to the process in which
sensors collaboratively track one or more discrete, moving
targets. In a sense, distributed target tracking is a subclass
of distributed detection and estimation, but faces the severe
challenge caused by target movement. To deal with such dif-
ficulty, sensors typically forma tracking group (Li, Wong, Hu,
& Sayeed, 2002). The group membership can be determined
in a number of ways. A sensor can declare itself a member
if it receives a signal from the target that exceeds a certain
threshold. Or sensors can be added to the group sequentially
in the order of its capability to reduce uncertainty (Zhao et
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al., 2002). The sensory data from members of the tracking
group is collected at the group leader, which can be selected
as the sensor with the highest signal level. For the fusion of
sensory data, a number of standard methods are available,
such as Kalman filtering (Spanos, Olfati-Saber, & Murray,
2005; Mokashi, Huang, Kuppireddy, & Varghese, 2005),
maximum likelihood estimation, and so forth.

Research issues related to distributed target tracking
include the distribution of state (target) information among
individual sensors (Liu, Chu, Reich, & Zhao, 2004), manag-
ing tracking groups, and trading off power consumption and
surveillance quality (Gui & Mohapatra, 2004).

CONCLUSION

In this article we have provided an introduction to WSN
and its characteristics, and the challenges WSN poses for
distributed computing. We have described some infrastruc-
ture support for distributed computing, including neighbor
discovery and management, synchronization, localization,
clustering and grouping, and data collection. We have dis-
cussed typical, important distributed computing applications
in WSN, including distributed query and search, collaborative
signal processing, distributed detection and estimation, and
distributed target tracking.

WSN presents new, exciting challenges to distributed
computing, such as how to achieve complex, high-level
goals from a large number of simple devices, and how to
obtain robustness and certainty through coordinating unre-
liable devices and processing uncertain data. Successfully
addressing such challenges will significantly advance the
state of the art of distributed computing.

REFERENCES

Akyildiz, I. F., Su, W., Sankarasubramaniam, Y., & Cayirci,
E.(2002). Asurvey on sensor networks. Computer Networks,
38(4), 393-422.

Aldosari, S. A., & Moura, J. M. F. (2004). Fusion in sensor
networks with communication constraints. Proceedings of the

Conference on Information Processing in Sensor Networks
(IPSN’04), Berkeley, CA.

Avin, C., & Brito, C. (2004). Efficient and robust query
processing in dynamic environments using random walk
techniques. Proceedings of the Conference on Information
Processing in Sensor Networks (IPSN’04), Berkeley, CA.

Bulusu, N., Heidemann, J., & Estrin, D. (2000). GPS-less
low-cost outdoor localization for very small devices. [EEE
Personal Communications, 7(4), 28-34.



Distributed Computing in Wireless Sensor Networks

Chang, N., & Liu, M. (2004). Revisiting the TTL-based
controlled flooding search: Optimality and randomization.
Proceedings of the International Conference on Mobile Com-
puting and Networks (MobiCom04), Philadelphia, PA.

Estrin, D., Culler, D., Pister, K., & Sukhatme, G. (2002).
Connecting the physical world with pervasive networks.
IEEE Pervasive Computing, 1(1), 59-69.

Gui, C., & Mohapatra, P. (2004). Power conservation and
quality of surveillance in target tracking sensor networks.
Proceedings of the International Conference on Mobile Com-
puting and Networks (MobiCom04), Philadelphia, PA.

Gupta, P., & Kumar, P. R. (2000). The capacity of wireless
networks. IEEE Transactions on Information Theory, 46(2),
388-404.

Intanagonwiwat, C., Govindan, R., & Estrin, D. (2000).
Directed diffusion: A scalable and robust communication
paradigm for sensor networks. Proceedings of the Inter-

national Conference on Mobile Computing and Networks
(MobiCom’00), Boston.

Li, D., Wong, K., Hu, Y., & Sayeed, A. (2002). Detection,
classification, tracking of targets in micro-sensor networks.
IEEE Signal Processing Magazine, 19(2), 17-30.

Li, N., & Hou, J. C. (2004). Topology control in heteroge-
neous wireless networks: Problems and solutions. Proceed-
ings of the IEEE Conference on Computer Communications
(INFOCOM’04), Hong Kong, China.

Liu, J., Reich, J., Cheung, P., & Zhao, F. (2003). Distributed
group management for track initiation and maintenance in
target localization applications. Proceedings of the Con-

ference on Information Processing in Sensor Networks
(IPSN’03), Palo Alto, CA.

Liu, J., Chu, M., Reich, J., & Zhao, F. (2004). Distributed
state representation for tracking problems in sensor networks.
Proceedings of the Conference on Information Processing
in Sensor Networks (IPSN’04), Berkeley, CA.

Mills, D. L. (1994). Precision synchronization of computer
network clocks. ACM Computer Communication Review,
24(2), 28-43.

Mokashi, G., Huang, H., Kuppireddy, B., & Varghese, S.
(2005). A robust scheme to track moving targets in sensor
nets using amorphous clustering and Kalman filtering. Pro-
ceedings of the IEEE Military Communications Conference
(Milcom’05), Atlantic City, NJ.

Patwari, N., & Hero, A. O. (2003). Hierarchical censoring
for distributed detection in wireless sensor networks. Pro-
ceedings of the IEEE International Conference on Acoustics,
Speech, and Signal Processing (ICASSP’03), Hong Kong,
China.

Ratnasamy, S., Karp, B.,Yin, L., Yu, F., Estrin, D., Govindan,
R., & Shenker, S. (2002). GHT: A geographic hash table for
data-centric storage. Proceedings of the ACM International
Workshop on Wireless Sensor Networks and Applications
(WSNA'02), Atlanta, GA.

Romer, K. (2001). Time synchronization in ad hoc networks.
Proceedings of the ACM International Symposium on Mobile
Ad Hoc Networking and Computing (MobiHoc 01), Long
Beach, CA.

Spanos, D., Olfati-Saber, R., & Murray, R. (2005). Distrib-
uted Kalman filtering in sensor networks with quantifiable
performance. Proceedings of the Conference on Information
Processing in Sensor Networks (IPSN’05), Los Angeles,
CA.

Xiao, L.,Boyd, S., & Lall, S. (2005). A scheme for asynchro-
nous distributed sensor fusion based on average consensus.
Proceedings of the Conference on Information Processing
in Sensor Networks (IPSN’05), Los Angeles, CA.

Zhao, F., Shin, J., & Reich, J. (2002). Information-driven
dynamic sensor collaboration for tracking applications. /[EEE
Signal Processing Magazine, 19(2), 61-72.

KEY TERMS

Clustering and Grouping: The process in which sen-
sors organize themselves into clusters or groups for some
specific function.

Collaborative Signal Processing (CSP): The process
in which sensors process sensory data collaboratively rather
than individually.

Data Collecting Infrastructure: Ensures that sensory
data is transported correctly and efficiently to one or a few
collection points.

Distributed Computing: The kind of computing realized
through, and distributed among, many discrete devices.

Distributed Detection and Estimation: The process in
which a WSN makes a decision about the occurrence of an
event (detection) or about the value of a physical variable
(estimation) in a distributed manner.

Distributed Query and Search: The process in which
a user queries or searches for an event or events inside the
network in a distributed fashion.

Distributed Target Tracking: The process in which
sensors collaboratively track one or more discrete, moving
targets.

Localization: The process in which sensors obtain their
position/coordinates information.
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Neighbor Discovery and Management: The processin
which sensors discover theirneighbors, learn their properties,
and control which neighbors to communicate with.
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Synchronization: The process in which sensors syn-
chronize their clocks.

Wireless Sensor Network (WSN): A type of network
composed of many tiny, wirelessly connected sensing
devices.
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INTRODUCTION

Augmentedreality (AR)isatechniquein whichauser’s view
of the real world is enhanced or augmented with additional
information generated from a computer model (Azuma et
al., 2001). The enhancement may consist of virtual artifacts
to be fitted into the environment or a display of non-geo-
metric information about existing real objects. Mobile AR
(MAR) systems implement this interaction paradigm in an
environment in which the user moves, possibly over wide
areas (Feiner, MacIntyre, Hoellerer, & Webster, 1997). This
is in contrast to non-mobile AR systems that are utilized
in limited spaces such as a computer-aided surgery or by
a technician’s aid in a repair shop. There are a number of
challenges to implementing successful AR systems. These
include a proper calibration of the optical properties of cam-
eras and display systems (Tuceryan et al., 1995; Tuceryan,
Genc, & Navab, 2002), and an accurate registration of three-
dimensional objects with their physical counterparts and
environments (Breen, Whitaker, Rose, & Tuceryan, 1996;
Whitaker, Crampton, Breen, Tuceryan, & Rose, 1995). In
particular, as the observer (or an object of interest) moves
over time, the 3D graphics need to be properly updated so
that the realism of the resulting scene and/or alignment of
necessary objects and graphics are maintained. Furthermore,
this has to be done in real time and with high accuracy. The
technology that allows this real-time update of the graphics
as users and objects move is a tracking system that measures
the position and orientation of the tracked objects (Koller et
al., 1997). The ability to track objects, therefore, is one of
the big challenges in MAR systems. This article describes
a software framework for realizing such a distributed track-
ing environment by discovering independently deployed,
possibly heterogeneous trackers and fusing the data from
them while roaming over a wide area. In addition to the
MAR domain, this kind of a tracking capability would also
be useful in other domains such as robotics and location-
aware applications. The novelty of this research lies in the
amalgamation of the theoretical principles from the domains
of AR/VR, data fusion, and the distributed software systems
to create a sensor-based, wide-area tracking environment.

BACKGROUND

Although a few approaches for tracking have been proposed
(e.g., Hightower & Borriello, 2001; Koller et al., 1997;
Neumann & Cho, 1996, State, Hirota, Chen, Garrett, &
Livingston, 1996), the ability to track objects accurately and
in real time over a wide area does not yet have a satisfac-
tory solution. Moreover, many of these approaches require a
highly engineered environment with auniformset of trackers
whose architecture is known in advance (Welch, & Foxlin,
2002; Ubisense, 2006). Assuming that trackers have been
deployed and are operating and exist in the environment,
this research deals with questions of how to discover what
trackers exist in a local area, what quality-of-service (QoS)
properties they have, and how to make the best use of their
measurements in a mobile and dynamic environment.

The wide-area, ubiquitous tracking that is the focus of this
article has been addressed mainly in the pervasive/ubiquitous
computing community. An early tracking system was HiBall
that utilized a ceiling instrumented by LED lights (Welch,
1999). The HiBall tracker covered a wider area than a typi-
cal magnetic tracking system, and in the implementation
its range covered a room or a lab. The scalability of such a
system was limited because of the increased cost of extend-
ing beyond the size of a lab. The BAT system, which used
ultrasound as the core technology (Harter, Hopper, Steggles,
Ward, & Webster, 2002; Newman, Ingram, & Hopper,2001),
had a limited resolution. The location sensing system, by
Ubisense (2006) uses the ultra-wide-band technology and has
a better resolution (6 inches positional accuracy, according
to company Web sites).

Researchers at Intel Research studied the use of exist-
ing wireless hotspots and cell phone towers to compute
location information over wide-areas (Schilit et al., 2003;
Borriello, Chalmers, LaMarca, & Nixon, 2005). Bahl and
others studied localization techniques using existing Wi-Fi
wireless hubs (Bahl & Padmanabhan, 2000; Balachandran,
Voelker, & Bahl, 2003). Their methods assume a ubiquitous
infrastructure that exists for other purposes (networking) th