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Preface

In the last decade the scaling down of functional structures has been a dominating

trend in many fields of science and technology. The size reduction of structures

from the micrometer to the nanometer scale leads not only to a miniaturization

of functional units but also to the development of new materials and systems

with unconventional physical and chemical properties. The electrocrystallization

processes, which offer over competing vapor phase deposition some unique advan-

tages such as high selectivity and exact and easy control of the growth conditions

by the electrode potential and current density, are very attractive for surface struc-

turing and modification in modern micro- and nanotechnologies.

This book provides a comprehensive overview of recent advances in the nano-

structuring and -modification of solid surfaces by electrocrystallization of metals,

oxides and semiconductors. After discussing the fundamentals relevant to nano-

technology, the book focuses on the preparation and properties of various nano-

structures. With chapters, written by leading experts in these fields, the book is

addressed to scientists, researchers and graduate students interested in electro-

chemical phase formation, electrodeposition, surface science, materials science

and nanotechnology.

The first chapter by Staikov and Milchev offers a general introduction to the ba-

sic concepts of electrocrystallization and their impact on nanotechnology. Mariscal

and Leiva describe, in Chapter 2, different computer simulation techniques and

their application to low-dimensional metal phase formation and electrochemical

nanostructuring. Chapter 3 by Kautek is devoted to the preparation of low-

dimensional metal systems by electrodeposition in templates and STM tip-induced

0D nanocavities. In Chapter 4 Freyland et al. discuss the specific aspects of nano-

scale electrocrystallization of metals and semiconductors from ionic liquids. Chap-

ter 5 by Moffat et al. deals with the mechanism of so-called superconformal

growth, which is relevant to the nanoscale electrodeposition of on-chip metal inter-

connections. Schindler and Hugelmann focus, in Chapter 6, on the application of

STM for tip-induced localized electrocrystallization of metals. A comprehensive

overview of the fabrication of ordered nanoporous anodic alumina layers and their

application is given in Chapter 7 by Asoh and Ono. In Chapter 8 Chen and Tao re-

view different approaches for electrochemical fabrication of atomic scale contacts

and nanogaps and discuss their properties and applications. An original method

XI



for the preparation of metallic and compound nanowires by selective electrocrystal-

lization at step edges is described by Penner in Chapter 9. Homma describes, in

Chapter 10, a maskless technique for electrochemical fabrication of arrays of metal

nanodots on silicon wafers, based on the formation of patterned nanodefects at the

wafer surface and subsequent local electroless metal deposition. Chapter 11 by Al-

longue and Maroun reviews the electrochemical growth of ultrathin epitaxial films

of iron group metals on single crystal substrates, correlating the structure and mor-

phology of the films with their specific magnetic properties. Peter and Bakonyi

focus, in Chapter 12, on electrodeposition of nanoscale multilayered magnetic/

nonmagnetic metallic films, placing an emphasis on their structure and giant

magnetoresistance behavior.

Georgi Staikov

XII Preface
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I

Fundamentals





1

The Impact of Electrocrystallization on

Nanotechnology

Georgi Staikov and Alexander Milchev

1.1

Introduction

Electrocrystallization processes occurring at electrochemical solid/liquid interfaces

have for a long time attracted the interest of many researchers from both funda-

mental and applied viewpoints. After the pioneering works of Max Volmer at the

beginning of the last century [1, 2], the processes of electrocrystallization have

been the subject of numerous intensive studies, the results of which have been re-

viewed in several books [3–7].

Electrocrystallization not only represents an interesting case of phase formation

and crystal growth but is also a powerful method for various technological applica-

tions because the driving force of the process can be easily controlled by the cur-

rent density and the electrode potential. Additional technological advantages over

the vapor deposition techniques consist in the relatively low processing tempera-

ture and the high selectivity. The low temperature is important for systems in

which undesirable interdiffusion between adjacent layers or structures can occur,

whereas the high selectivity of electrocrystallization processes allows uniform mod-

ification of surfaces and structures with complicated profiles.

Phase formation and crystal growth phenomena are involved in many technolog-

ically important cathodic and anodic electrochemical reactions. The most fre-

quently studied electrocrystallization process is cathodic metal deposition on for-

eign and native substrates from electrolytes containing simple and/or complex

metal ions [3–25]. Typical examples are the electrocrystallization of Ag from Agþ-
containing electrolytes [5, 7, 12–15, 21], the cathodic deposition of Ag on n-Si from

electrolytes containing [Ag(CN)2]
� ions [24], and the electrodeposition of Cu [3, 9,

17–20, 22, 25], which has recently become of significant technological importance

for the fabrication of Cu interconnects on integrated circuit chips [26, 27].

A process widely used for preparation of metallic alloys and semiconducting

compounds is cathodic codeposition from multicomponent electrolytes [28–39].

Typical examples are the electrochemical formation of NiaFe alloys by codeposition
from Ni2þ- and Fe2þ-containing electrolytes [31] and the electrodeposition of

n-type CdTe from electrolytes containing Cd2þ and HTeO2
þ ions [33]. Other impor-
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tant electrocrystallization processes are anodic deposition of metal oxides and ano-

dic oxidation of metals and semiconductors [23, 40–47]. The first type of processes

can be illustrated by the anodic deposition of PbO2 from an aqueous Pb2þ solution

[43]. The second type are substrate consuming processes, which occur in aqueous

solution and usually start with adsorption of OH� ions and place exchange reac-

tions with the substrate [44]. Technologically important examples are the anodic

oxidation of valve metals (Al, Nb, Ta, Ti) [45] and Si [46, 47].

The discovery of scanning tunneling microscopy and atomic force microscopy

(STM and AFM) offered new exciting possibilities for in situ studies of the electro-

crystallization phenomena down to an atomic level [48–50]. It would be not an

overstatement to say that during the past two decades the application of these tech-

niques has revolutionized the experimental work in this field and led to significant

progress in the understanding of the atomistic aspects of electrocrystallization pro-

cesses [5, 50–65]. The invention of scanning probe microscopy (SPM) also pro-

voked a rapid development of the modern nanoscience and nanotechnology deal-

ing with nanoscale structures and objects, including single atoms and molecules.

The application of electrocrystallization processes in nanotechnology requires a

scaling down of the structures to the nanometer range. Therefore, in this chapter,

we discuss some specific aspects of electrocrystallization, which are relevant for the

electrochemical preparation and properties of various nanostructures. In Section

1.2 we compare the thermodynamic properties of large and small phases and intro-

duce the concepts of supersaturation and the work for nucleus formation in elec-

trochemical systems. The theoretical and experimental aspects of electrochemical

nucleation and growth of nano-particles and ultrathin films are considered in Sec-

tions 1.3–1.5, whereas different approaches for localized electrocrystallization and

preparation of nanostructures are discussed in Section 1.6. All considerations are

illustrated with experimental results obtained in selected electrochemical systems.

1.2

Thermodynamic Properties of Large and Small Phases

1.2.1

The State of Thermodynamic Equilibrium

In order to describe the state of stable thermodynamic equilibrium we consider an

electrochemical system consisting of an electrolyte solution of metal ions (Mez)

with a valence z and an electrochemical potential ~mms;y, an infinitely large metal

crystal of the same material (Me) with an electrochemical potential ~mmc;y and an in-

ert foreign substrate, which is used as a working electrode and whose Galvani po-

tential fwe;y can be varied by means of an external source. For the purpose of this

consideration we assume that the working electrode is polarized to the Galvani po-

tential fc;y of the bulk metal crystal. The temperature T is kept constant. The

metal ions Mez of the electrolyte may adsorb on the inert foreign substrate form-

ing adatoms with an electrochemical potential ~mmad;y. The equilibrium state of such

4 1 The Impact of Electrocrystallization on Nanotechnology



an electrochemical system is expressed through the equality of the electrochemical

potentials ~mm of the species within coexisting phases [5, 7, 15, 23]:

~mms;y ¼ ~mmc;y ¼ ~mmad;y ð1:1Þ

where

~mms;y ¼ m0
s þ kT ln as;y þ zefs;y ð1:2Þ

~mmc;y ¼ m0
c þ zefc;y ð1:3Þ

~mmad;y ¼ m0
ad þ kT ln aad;y þ zefc;y ð1:4Þ

In Eqs. (1.2)–(1.4), m0
s , m

0
c and m0

ad are the standard state chemical potentials of the

three species, as;y; ac;y ¼ 1 and aad;y are their activities and fs;y and fc;y are the

corresponding Galvani potentials.

Making use of the equality ~mms;y ¼ ~mmc;y one obtains the Nernst equation,

Ey ¼ E 0 þ kT

ze
ln as;y ð1:5Þ

which gives the equilibrium potential Ey ¼ fc;y � fs;y of a bulk metal crystal

dipped in a solution of its ions with activity as;y. The standard potential E 0 is

defined by E 0 ¼ ðm0
s � m0

c Þ=ze. The potential-activity ðE � asÞ diagram in Fig. 1.1

shows schematically the equilibrium curve corresponding to Eq. (1.5) and to the

equality ~mms;y ¼ ~mmc;y.

Figure 1.1. Schematic EðasÞ diagram for the equilibrium of a bulk

metal crystal with its own ionic solution according to Eq. (1.5).

1.2 Thermodynamic Properties of Large and Small Phases 5



Another formula for the equilibrium potential Ey could be obtained also from

the equilibrium condition ~mms;y ¼ ~mmad;y. In that case for Ey it results,

Ey ¼ m0
s � m0

ad

ze
þ kT

ze
ln

as;y
aad;y

� �
ð1:6Þ

and equating the two expressions for Ey yields a simple formula for the equilib-

rium adatoms’ activity: aad;y ¼ exp½ðm0
c � m0

adÞ=kT �. The same expression for aad;y
follows from the equality of the electrochemical potentials ~mmc;y and ~mmad;y.

1.2.2

Electrochemical Supersaturation and Undersaturation

In order to initiate either the growth of the bulk crystal or a process of nucleus for-

mation on the inert foreign substrate it is necessary to supersaturate the parent

phase, the electrolyte solution. This means to increase its electrochemical potential

to a value ~mms larger than that of the bulk new phase, the metal crystal ð~mms > ~mmc;yÞ.
Then it is the difference D~mm ¼ ~mms � ~mmc;y > 0, which defines the electrochemical
supersaturation.
In Fig. 1.1 the supersaturation range is situated below the equilibrium curve

corresponding to Eq. (1.5). In the opposite case, when ~mms < ~mmc;y, the difference

~mms � ~mmc;y < 0 defines the electrochemical undersaturation, which, if applied, would
cause the electrochemical dissolution of the bulk crystal. Thus, the solid line in

Fig. 1.1 indicates the stability limits of the infinitely large metal crystal.

As seen, the quantity D~mm is the driving force of the two opposite types of electro-

chemical first order phase transition, either on a native or on a foreign substrate

and therefore it is of fundamental and technological importance to express it by

means of physical quantities, which can be easily measured and controlled.

The general formula for D~mm that is most frequently used reads

D~mm ¼ zeh ð1:7Þ

where h is the cathodic overpotential defined either as1

h ¼ Ey � E ð1:8Þ

or as

h ¼ kT

ze
ln

as
as;y

ð1:9Þ

Equations (1.8) and (1.9) show that the parent phase can be supersaturated

with respect to the bulk crystal in two different ways, as illustrated schematically

1) In this chapter, the cathodic overpotential is

defined as a positive quantity.

6 1 The Impact of Electrocrystallization on Nanotechnology



in Fig. 1.1. In the first way, the solution activity as is kept constant at the value a
ð1Þ
s;y

and the state of the system is changed from the equilibrium point (1) to a point (P)

located in the supersaturation range by changing the electrode potential from the

equilibrium, Eð1Þ
y , to a more negative value E1Eð2Þ

y . At this potential the bulk crys-

tal should stay in equilibrium with a solution with an activity að2Þs;y < að1Þs;y. In the

second way, the parent phase is supersaturated to the same state (P) but starting

from the equilibrium state (2) and increasing the solution activity to a value

as ¼ að1Þs;y larger than the equilibrium value að2Þs;y, the electrode potential E being

kept constant at Eð2Þ
y . As pointed out in Refs. [7, 66–68], this second possibility of

applying the supersaturation allows one to invent a modified pulse potentiostatic

technique, which has certain advantages, particularly when it is necessary to pre-

serve the energy state of the electrode surface. The increase in supersaturation by

increasing the activity of metal ions at constant electrode potential has also been

applied successfully for development of polarization routines for localized electro-

deposition of metal nanoclusters using the STM tip as a nanotool [56, 63, 69–72].

In the above considerations the electrochemical supersaturation was defined

with respect to a 3D bulk metal phase. However, in the case of foreign substrates

characterized by a strong depositing metal–substrate interaction, various expanded

(gas-like) and/or condensed (solid-like) low-dimensional metal phases can be

formed in the undersaturation range with respect to the 3D bulk metal phase, a

phenomenon known as underpotential deposition (UPD) [5, 11, 56, 63]. The equi-

librium potential of a condensed (solid-like) 2D metal phase can be expressed by

[56]

E2D ¼ Ey � kT

ze
ln a2D ð1:10Þ

Here a2D < 1 represents the activity of the 2D phase, which depends on the metal–

substrate interaction. In this case the electrochemical supersaturation with respect

to the condensed 2D metal phase is given by D~mm2D ¼ zeh2D where the cathodic

overpotential is defined as h2D ¼ E2D � E.
As already mentioned, the supersaturation may initiate both the process of nu-

cleus formation on the foreign substrate and the growth of the bulk metal crystal,

depending on which phase is switched on as a working electrode. In what follows

we consider the two types of electrocrystallization phenomena.

1.2.3

The Thermodynamic Work for Nucleus Formation

The formation of an n-atomic nucleus of the new phase requires one to overcome a

thermodynamic barrier D ~GGðnÞ called nucleation work and expressed by the general

formula [5, 7, 12, 15]:

D ~GGðnÞ ¼ �nD~mmþ ~FFðnÞ ð1:11Þ
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Here ~FFðnÞ takes into consideration the total energy excess due to the creation of

new interfaces when a nucleus appears on the electrode surface.

1.2.3.1 Classical Nucleation Theory

In the particular case of sufficiently large clusters the number of atoms n can

be considered as a continuous variable and the quantity ~FFðnÞ could be expressed

by means of the specific free surface, interfacial and line energies in the system

nucleus–electrolyte–working electrode. In that case D ~GGðnÞ is a differentiable function

and the condition for an extremum ½dD ~GGðnÞ=dn�n¼nc
¼ 0 yields [7, 15]

D~mm ¼ d ~FFðnÞ
dn

� �
n¼nc

ð1:12Þ

Equation (1.12) represents a general expression for the Gibbs–Thomson equation

giving us the interrelation between the supersaturation D~mm and the size nc of the

so-called critical nucleus, which stays in unstable equilibrium with the supersatu-

rated parent phase.

The inspection of the theoretical formula for the nucleation work shows that the

D ~GGðnÞ versus n relationship displays a maximum at n ¼ nc (Fig. 1.2(a)), the values

of D ~GGðncÞ, nc and D~mm being interrelated according to

D ~GGðnc; 3DÞ ¼ 1

3
~FFðnc; 3DÞ ¼ 1

2
nc; 3DD~mm ð1:13Þ

when 3D clusters form on a foreign substrate and according to

D ~GGðnc; 2DÞ ¼ 1

2
~FFðnc; 2DÞ ¼ nc; 2DD~mm ð1:14Þ

Figure 1.2. Dependence of the nucleation work D ~GGðnÞ on the cluster

size n (a) and dependence of the critical nucleus size nc on the

supersaturation D ~mm (b) according to the classical nucleation theory

(a schematic representation).
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and

D ~GGðn�c; 2DÞ ¼
1

2
~FFðn�c; 2DÞ ¼ n�c; 2DD~mm2D ð1:15Þ

when 2D clusters form on a native or on a foreign substrate, respectively. Figure

1.2(b) illustrates the supersaturation dependence of the critical nucleus size.

1.2.3.2 Atomistic Nucleation Theory

In the case of very small clusters the size n is a discrete variable and the macro-

scopic classical theory cannot be applied. Therefore the process of nucleus forma-

tion is described by means of atomistic considerations making use of the general

formula for the nucleation work (Eq. (1.11)) [7, 15, 73, 74, 87]. The main result of

the atomistic treatment is that the D ~GGðnÞ vs. n relationship is not a fluent curve but

displays minima and maxima, depending on the structure and energy state of the

cluster (Fig. 1.3(a)). The highest maximum at a given supersaturation corresponds

to the critical nucleus size.

The discrete change in the size of the clusters at small dimensions also affects

the ncðD~mmÞ relationship. As seen from Fig. 1.3(b), in this case there corresponds

to each critical nucleus a supersaturation interval and not a fixed value of D~mm as

predicted by the Gibbs–Thomson equation. These special properties of small clus-

ters influence strongly the process of phase formation during electrocrystallization

and have to be taken into consideration, particularly when interpreting experimen-

tal data for electrochemical nucleation on a foreign substrate. In that case the size

of the critical nuclei does not exceed several atoms [5, 7, 12, 15, 17–25, 36–39,

75–84].

Apart from the purely thermodynamic analysis, the description of the nanoscale

electrocrystallization phenomena requires special consideration of the kinetics of

nucleus formation and the next section is devoted to this subject.

Figure 1.3. Dependence of the nucleation work D ~GGðnÞ on the cluster

size n (a) and dependence of the critical nucleus size nc on the

supersaturation D ~mm (b) according to the atomistic nucleation theory

(a schematic representation).

1.2 Thermodynamic Properties of Large and Small Phases 9



1.3

Kinetics of Nucleus Formation in Electrocrystallization

The nucleation work D ~GGðncÞ is a measure of the thermodynamic barrier, which

has to be overcome in order to transform nc ions from the electrolyte solution

into an nc-atomic nucleus of the new solid or liquid phase on the electrode surface.

The rate JðtÞ of this process is a kinetic quantity and here we will comment upon

its overpotential and concentration dependence in the case of a stationary nuclea-

tion when JðtÞ attains the constant value J0.
The general theoretical formula for J0 reads [2, 85, 86]

J0 ¼ Z0Wl�1 exp �D ~GGðncÞ
kT

� �
ð1:16Þ

where Z0/cm
�2 is the number density of active sites on the substrate, W/s�1 is the

frequency of attachment of single atoms to the critical nucleus and l�1 is a non-

dimensional quantity accounting for the difference between the quasi-equilibrium

and the stationary number of critical nuclei. In the macroscopic classical nuclea-

tion theory l�1 is given as l�1 ¼ ½D ~GGðncÞ=3pn2
c kT �1=2 and is called a ‘‘Zeldovich

factor’’. It tends to unity at high supersaturations and/or very active substrates,

when the critical nuclei are very small and their size remains constant over wide

supersaturation intervals. For this typical case of electrochemical phase formation,

particularly on foreign substrates, we shall reveal the overpotential and the concen-

tration dependence of the stationary nucleation rate in terms of the atomistic

theory of electrochemical phase formation [7, 15, 73, 87]. In this case the quantity

W is given by

W ¼ kn exp � U

kT

� �
exp � azeE

kT

� �
ð1:17Þ

where kn is a frequency factor, c is the concentration of metal ions, a is the charge

transfer coefficient and U is the energy barrier to transfer of an ion from the elec-

trolyte to the critical nucleus at an electrode potential E ¼ 0. This formula for W is

suitable when the supersaturation D~mm (Eq. (1.7)) is varied by changing the concen-

tration of metal ions at a constant electrode potential E (Fig. 1.1), and substituting

Eqs. (1.7), (1.9), (1.11) and (1.17) into Eq. (1.16) for the J0ðcÞ relationship at

l�1 ! 1 one obtains [7, 68]:

J0 ¼ Z0WðEÞcncþ1 ð1:18Þ

Here

WðEÞ ¼ kn
g

gycy

� �nc

exp �U þ azeE þ ~FFðncÞ
kT

� �
ð1:19Þ
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where cy is the equilibrium concentration of metal ions at the temperature T and

g and gy are the corresponding activity coefficients given as g ¼ as=c and

gy ¼ as;y=cy. Thus Eq. (1.18) shows that the size nc of the critical nucleus can

be determined from an experimental J0ðcÞ relationship obtained at E ¼ const ac-
cording to [7, 68]:

nc ¼ d ln J0
d ln c

� 1 ð1:20Þ

In the case when the supersaturation is varied by varying the electrode potential

E at a constant concentration cy ¼ gyas;y (Fig. 1.1) it turns out to be convenient

to introduce the cathodic overpotential h ¼ Ey � E in Eq. (1.17). Then accounting

for the Eyðas;yÞ relationship according to the Nernst equation (1.5) for the over-

potential dependence of the stationary nucleation rate J0 at l�1 ! 1 one obtains

[7, 68]:

J0 ¼ Z0WðcyÞ exp ðnc þ aÞzeh
kT

� �
ð1:21Þ

where

WðcyÞ ¼ knðgycyÞ1�a exp �U þ azeE 0 þ ~FFðncÞ
kT

" #
ð1:22Þ

As seen, in this case the size nc of the critical nucleus can be determined from an

experimental J0ðhÞ relationship obtained at c ¼ cy according to [7, 68]:

nc ¼ kT

ze

d ln J0
dh

� a ð1:23Þ

Equations (1.16)–(1.23) are derived under the assumption of a constant number

Z0 of active sites on the working electrode, which is a most simple example of elec-

trochemical phase formation. In reality, the number of active sites could be a time,
potential and pH dependent quantity [7, 66, 67].

1.4

Energy State of the Electrode Surface and Spatial Distribution of Nanoclusters

The concept of ‘‘active sites’’ unavoidably raises the question about their physical

nature and we should point out that the active sites are probably the most obscure

characteristics of the nucleation kinetics. The reason is that, depending on the spe-

cific properties of the particular electrochemical system, the active sites may be

entirely different nano-objects appearing on or disappearing from the electrode
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surface due to various chemical and/or electrochemical reactions taking place

prior to or simultaneously with the process of nucleus formation. These could be

adsorption and desorption of organic and inorganic ions or molecules, surface

transformations within preformed UPD layers, direct oxidation or reduction of

the electrode surface etc. All this means that the assumption of an ‘‘inert’’ working

electrode is certainly a serious approximation and a theoretical model of nucleus

formation on a time-dependent number of active sites is developed in Refs. [7, 66,

67]. Without entering into detail we shall point out that if active sites appear on

and disappear from the electrode surface as a result of an electrochemical reaction,

parallel to the process of nucleus formation, the time dependence of the number

NðtÞ of nuclei may be expressed by means of the following second-order differen-

tial equation [7, 66, 67]:

d2N

dt2
þ A

dN

dt
þ BðN � N0Þ ¼ 0 ð1:24Þ

Here A and B depend on the nucleation frequency Kn ¼ Wl�1 exp½�D ~GGðncÞ=kT �
and on the frequencies of appearance Kþ

a and disappearance K�
a of active sites to

and from the electrode surface. N0 ¼ Z0
a þ Z0

l is the total number of active sites at

time t ¼ 0, Z0
a and Z0

l being the numbers of the available and of the latent active

sites at the time moment t ¼ 0.

Exact analytical solution of Eq. (1.24) is possible and yields theoretical expres-

sions for the nucleation rate JðtÞ ¼ dNðtÞ=dt and for the number of nuclei NðtÞ
in the case of a time-dependent number of active sites. Figure 1.4 illustrates the

obtained result and shows that the nucleation rate has a non-zero initial value

Figure 1.4. Non-dimensional plots JðxÞ=Jð0Þ (1) and NðxÞ=N0 (2)

versus x ¼ t=tm calculated according to the theoretical model of

nucleus formation on a time-dependent number of active sites

[7, 66, 67].
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Jð0Þ ¼ ðdN=dtÞt¼0 ¼ KnZ0
a , a zero final value, JðyÞ ¼ 0, and displays a maximum,

at time t ¼ tm. As for NðtÞ it changes from zero to the maximal value

N0 ¼ Z0
a þ Z0

l at sufficiently long times when all latent active sites are developed

and occupied by the nuclei of the new phase.

The detailed theoretical analysis carried out in Refs. [7, 66, 67] shows that, in

this complex case of electrochemical phase formation, a stationary state may be es-

tablished only under special circumstances and after a certain induction period. It

turns out, also, that the quantity which we use to measure and to call a stationary
nucleation rate may provide experimental information not on the nucleation kinetics

but on the kinetics of appearance of active sites on the electrode surface, if this pro-

cess is the rate determining step in the initial stage of the phase transition. This

finding must be taken into consideration when interpreting experimental data on

the kinetics of nucleus formation, both on foreign and on native substrates.

An important question closely related to the nucleation kinetics concerns the lo-

cation of nuclei on the electrode surface. In particular, it turns out to be important

for many practical purposes to know whether nanoclusters are randomly distrib-

uted on the substrate or whether there is a certain cluster–cluster correlation. The
most frequently used approach to this problem consists in the statistical analysis

of the distances between nearest neighbor clusters and comparison of the obtained

results with theoretical formulae based on the Poisson law for a purely random dis-

tribution [88, 89]. Here we present some experimental data interpreted by means

of the general theoretical expression for the probability distribution function

dPn;n of the distances between nth neighbor clusters randomly located within a

n-dimensional space, derived in Ref. [90]:

dPn;n ¼ n

ðn� 1Þ!
pn=2N0; n

Gð1þ n=2Þ

" #n
r nn�1
n;n exp � pn=2N0; nr nn;n

Gð1þ n=2Þ

" #
drn;n ð1:25Þ

In fact Eq. (1.25) gives us the probability dPn;n for a given cluster to have its nth
neighbor at a distance between rn;n and rn;n þ drn;n and in it N0; n is the average

cluster density, G is the gamma function and n is the space dimension. Thus

n ¼ 1 if clusters are formed on a step, n ¼ 2 if clusters are formed on a surface

and n ¼ 3 if clusters are incorporated within a three-dimensional matrix, e.g. with-

in the bulk of an electrically conducting medium. Correspondingly, the average dis-

tance rn;n between clusters is defined as

rn;n ¼
ðy
0

rn;n dPn;n
Gðnþ 1=nÞ
ðn� 1Þ!

ðGðnþ n=2Þ
pn=2N0; n

� �1=n
ð1:26Þ

Figure 1.5 illustrates the correlation between the experimental (histograms) and

theoretical (lines) distributions of the distances between first, second and third

neighbor silver crystals electrodeposited on a mechanically polished glassy carbon

electrode [91]. As seen, in all cases the experimentally measured smallest distances

appear with a probability lower than theoretically predicted for a random distribu-
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tion, the effect being less pronounced for second and for third neighbor clusters.

This should mean that zones of reduced nucleation rate arise around the growing

stable clusters, of course, if we assume that the active sites themselves are ran-

domly distributed on the electrode surface. This has been proven to be the case

for the mechanically polished glassy carbon working electrode [91]. However, it

might not necessarily be true for other amorphous or crystalline substrates.

Deviations from the random distribution were experimentally registered also in

other electrochemical systems [76, 79, 92–95] and were also confirmed by means

of computer simulations [96, 97]. In the next section we consider the electrochem-

ical growth of nanoclusters and comment upon the physical nature of the zones of

reduced nucleation rate.

1.5

Electrochemical Growth of Nanoparticles and Ultrathin Films

The growth kinetics of three- and two-dimensional (3D and 2D) clusters have been

examined by many authors and under different experimental conditions account-

Figure 1.5. Experimental (histograms) and theoretical (lines)

distribution of the distances between first (a), second (b) and third (c)

neighbor silver crystals electrochemically deposited on a flat glassy

carbon electrode, N0; 2 ¼ 2:75� 104 cm�2 [91].
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ing for various limitation factors (see e.g. Refs. [3–8] and the literature cited there-

in). Here we present briefly only the basic theoretical and experimental findings.

1.5.1

Growth of 3D Nanoclusters

At a constant overpotential h the current I1ðtÞ of a single hemispherical cluster

growing under the conditions of combined charge transfer and diffusion limita-

tions is given by [98]:

I1ðtÞ ¼ p
1þ nt

ð1þ 2ntÞ1=2
� 1

" #
ð1:27Þ

In Eq. (1.27)

p ¼ 4pðzFDcyÞ2
i0

exp � azFh

RT

� �
� exp �ð1þ aÞzFh

RT

� �� �
ð1:28Þ

n ¼ VMi20
ðzFÞ2Dcy

exp
2azFh

RT

� �
� exp �ð1� 2aÞzFh

RT

� �� �
ð1:29Þ

where D is the diffusion coefficient of metal ions and i0 is the exchange current

density at the cluster–solution interface boundary.

The growth of a single cluster affects significantly both the concentration and the

overpotential distribution in the cluster vicinity [96, 99, 100]. Thus the concentra-

tion cðrÞ and the overpotential hðrÞ at a distance r from the cluster are given by:

cðrÞ ¼ cy 1� I1ðtÞ
2przFDcy

� �
ð1:30Þ

hðrÞ ¼ hþ RT

zF
ln 1� I1ðtÞ

2przFDcy

� �
ð1:31Þ

and substituting these two formulae into Eq. (1.21), for the stationary nucleation

rate J0ðrÞ at a distance r one obtains

J0ðrÞ ¼ J0 1� I1ðtÞ
2przFDcy

� �ncþ1

ð1:32Þ

The solid line in Fig. 1.6 illustrates the non-dimensional distribution of the station-

ary nucleation rate around a growing hemispherical cluster, if the single atom ad-

sorbed on the electrode surface is a critical nucleus ðnc ¼ 1Þ within the entire zone

of reduced concentration and overpotential. However, since the critical nucleus

size is a function of the overpotential hðrÞ it appears that, in the general case, dif-

ferent clusters may play the role of critical nuclei in the vicinity of the growing
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supercritical one and this yields much more complex distribution of the nucleation

rate [7, 101].

If multiple hemispherical clusters form and grow on the electrode surface then

the local zones of reduced nucleation rate spread out and gradually overlap, which

means that a general theoretical model describing the overall nucleation kinetics

should account for the collective interaction between a large number of growing

clusters. The problem has no exact solution and a most frequently employed

approximation is based on the idea of overlapping planar diffusion zones in which

nucleation is fully arrested [14, 102–106] (Fig. 1.6). Thus, in the case of growth of

clusters under the conditions of complete diffusion control, for the total current

one obtains:

iNðtÞ ¼ bzFc
D

pt

� �1=2
1� exp � 1

2
J0pð8pcVMÞ1=2Dt2

� �� �
ð1:33Þ

if NðtÞ clusters are progressively formed on the electrode surface during the time in-

terval ð0; tÞ and

iN0
ðtÞ ¼ zFc

D

pt

� �1=2
f1� exp½�N0pð8pcVMÞ1=2Dt�g ð1:34Þ

if N0 clusters appear instantaneously at the initial moment t ¼ 0. In Eq. (1.33) b is a

numerical constant, which equals 1 according to Refs. [14, 102] and 4/3 according

to Refs. [105, 106].

Figure 1.6. Cross section of a non-dimensional distribution of the

stationary nucleation rate around a spherical cluster for the case nc ¼ 1

atom (——). Profile of a planar nucleation exclusion zone (----).
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A specific feature of electrochemical nucleation is the existence of an overpoten-

tial threshold (‘‘critical overpotential’’ hcrit) below which the nucleation rate J0 is

practically zero and above which it raises exponentially (cf. Eq. (1.16)) [1–8]. Based

on this feature an efficient double-pulse polarization routine for metal electrodepo-

sition was developed, as illustrated schematically in Fig. 1.7 (see e.g. Refs. [5, 7]

and the references cited therein).

The double-pulse technique allows the formation, either progressively or instanta-
neously, of a large number of metal clusters during the first short pulse at h1 g hcrit.

This pulse is followed by a second one of a much lower cathodic overpotential

h2 f hcrit during which only further growth of clusters is possible. This polarization

routine has been successfully applied both for electrodeposition of metal nanopar-

ticles with a narrow size distribution [107, 108] and for electroplating of compact

thin metal films [20, 109, 110].

1.5.2

Growth of 2D Nanoclusters and Formation of UPD Monolayers

As already mentioned in Section 1.2.2, in systems characterized by strong interac-

tion energy between the depositing metal and the foreign substrate the deposition

of the bulk metal phase can be preceded by UPD of different low-dimensional

metal or alloy phases [5, 11, 51–65, 111–121]. In such systems, at potentials close

to the equilibrium potential Ey, the foreign substrate is usually covered by con-

densed UPD monolayers, which can be either commensurate or incommensurate,

depending on the crystallographic deposit–substrate misfit.

Figures 1.8 and 1.9 illustrate the evolution of surface morphology during the

UPD of condensed Ag and Pb monolayers on stepped Au(100) and Ag(111) sub-

strates, respectively [5, 56, 63, 111, 114–117, 120]. As seen in Fig. 1.8, the con-

Figure 1.7. Schematic representation of the double-pulse polarization

routine for preparation of metal nanoparticles and compact metal

films.
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densed Ag monolayer on Au(100) is formed by multiple nucleation and growth of

2D Ag clusters occurring simultaneously at monatomic steps and on flat terraces

[116, 117]. The STM imaging with atomic resolution shows that the condensed

Ag monolayer is commensurate, as expected because of the very low AgaAu misfit.

In contrast to this, a compressed close-packed incommensurate Pb monolayer is

Figure 1.8. UPD of Ag on a stepped Au(100) substrate. Electrolyte: 5

mM Ag2SO4 þ 0.1 M H2SO4 (T ¼ 298 K). (a) in situ STM image of the

substrate surface at underpotential E � Ey ¼ 400 mV. (b) in situ STM

image showing the formation of a condensed Ag monolayer at

underpotential E � Ey ¼ 15 mV.

Figure 1.9. UPD of Pb on a stepped Ag(111) substrate. Electrolyte:

5 mM Pb(ClO4)2 þ 0:5 M Na(ClO4)2 þ 5 mM HClO4 (T ¼ 298 K).

(a) in situ AFM image showing the 1D and 2D Pb phase formation

(b) applied polarization routine.
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formed on Ag(111) due to the significant PbaAg misfit [5, 56, 63, 111, 115, 116,

120]. Figure 1.9 shows that in this case the formation of the condensed Pb mono-

layer (2D Pb phase) starts exclusively at substrate monatomic steps. The linescan

ðx � tÞ AFM image indicates also that the monolayer growth is preceded by a dec-

oration of the monatomic steps and formation of a ‘‘1D Pb phase’’ occurring at po-

tentials more positive than the equilibrium potential E2D of the condensed 2D Pb

phase. These observations clearly show that substrate monatomic steps play an im-

portant role in the formation of condensed UPD monolayers and have to be taken

into account in the theoretical models describing the kinetics of 2D nucleation and

growth [56].

As a surface limited process, UPD offers attractive possibilities for surface mod-

ification on an atomic scale and preparation of nanomaterials with unconventional

chemical and physical properties. Some important examples are summarized sche-

matically in Fig. 1.10. Underpotential codeposition from multicomponent electro-

lytes is used successfully in the so-called ‘‘electrochemical atomic layer epitaxy’’

(EC-ALE) for a nanoscale controlled preparation of different superlattices and ultra-

thin films of metals, alloys and semiconducting compounds, as illustrated sche-

matically in Fig. 1.10(a) and (b) [5, 51, 61, 122–124]. Another interesting appli-

cation of the UPD phenomena is to use an UPD metal layer as a surfactant

influencing the kinetics and mechanism of electrochemical growth of a more

noble metal [125–128]. In this case, the UPD metal layer floats on the surface of

the growing noble metal (Fig. 1.10(c)) and the growth process involves a place-

exchange between the depositing metal atoms and the atoms of the UPD layer. It

Figure 1.10. Possible applications of UPD in nanotechnology (a

schematic representation). (a) deposition of superlattices and

multilayers, (b) deposition of ultrathin alloy and compound films,

(c) electrochemical surfactant mediated growth, (d) monolayer

modification of nanoparticles.
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was demonstrated that the use of Pb as a surfactant in the electrochemical deposi-

tion of Ag on Ag(111) and Au(111) facilitates a layer-by-layer growth mode [125,

126]. Recently Pb and Tl were used successfully as surfactants enhancing the elec-

trodeposition rate of Au in order to achieve a ‘‘superfill’’ (perfect filling) of nano-

sized trenches according to the so-called ‘‘curvature enhanced accelerator coverage’’

(CEAC) mechanism [127, 128]. As illustrated in Fig. 1.10(d), the UPD process can

be applied also for surface modification of metal nanoparticles by a monolayer of a

second metal [129–131]. The use of substrates such as graphite or glassy carbon,

which are inert with respect to metal UPD, is suitable in this case. Noble metal

nanoparticles with a controlled size can be electrodeposited on the inert substrate

and selectively modified by a subsequent UPD of a less noble metal [131]. Recently

such UPD modification was used as an intermediate step in a new technique for

preparation of novel electrocatalysts based on Pt monolayers deposited on the sur-

faces of carbon-supported non-noble metal/noble metal (core/shell) nanoparticles

(Ni/Au, Co/Pd and Co/Pt) [132]. In this technique the Pt monolayer is deposited

by galvanic displacement of a pre-deposited Cu UPD monolayer. The Pt monolayer

electrocatalysts prepared by this technique are characterized by a mass activity

higher than that of the commercial Pt-containing catalytic materials [132].

1.6

Localization of Electrocrystallization Processes and Nanostructuring

An important property of electrocrystallization is its high selectivity. This property

offers numerous possibilities for localization of electrocrystallization processes and

preparation of nanostructures for fundamental research and technological applica-

tions. A widely applied method for localized electrocrystallization is based on the

use of insulating templates such as lithographically patterned resist layers or nano-

porous membranes (see e.g. Refs. [133, 134], Chapter 3 in this book and the refer-

ences cited therein). The modification of a conducting substrate with an insulating

template results in the formation of negative (recessed) structures. A single nega-

tive structure of this type is shown schematically in Fig. 1.11. For the filling of such

a structure by electrodeposition, its aspect ratio h=d (depth/diameter) and the sur-

face state of the conducting substrate are important. As already discussed in Sec-

tion 1.4, the energy state of the substrate surface determines the density of active

nucleation sites Z0 and the nucleation rate J0. The initial stages of localized electro-

crystallization in the negative structure can be characterized by the mean nuclea-

tion time tn ¼ 1

J0pðd=2Þ2
and the mean time tL ¼ d

VL
needed for the first cluster to

cover the bottom surface of the structure. Here pðd=2Þ2 and VL represent the bot-

tom area of the structure and the lateral growth rate of the crystalline cluster, re-

spectively. Two different growth modes can generally be distinguished, depending

on the electrocrystallization conditions, as illustrated schematically in Fig. 1.11: (i)

a mononuclear growth mode occurring at tn g tg through the formation and growth
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of a single nucleus and (ii) a multinuclear growth mode occurring at tn f tg through

the formation and growth of a large number of crystalline nuclei. The localized

electrocrystallization by the mono- or multinuclear growth mode can be applied

successfully for the fabrication of single- or polycrystalline metal nanowires with

extremely high aspect ratios, as demonstrated recently using nanoporous polymer

membranes as templates [135, 136]. Another approach to the preparation of vari-

ous metal and compound nanowires is based on the preferred electrocrystallization

at step edges (see e.g. Refs. [108, 137–139] and Chapter 9 in this book).

The invention of scanning probe microscopy (SPM) opened a new window not

only for in situ surface studies of electrode surfaces at an atomic scale but also for

the local nanostructuring and modification of surfaces by electrochemical phase

formation using the SPM tip as a nanoelectrode (cf. Fig. 1.12(a)). In this case the

ratio between the polarization resistance Rpol (including the resistances for the

charge transfer through the new formed phase and interfaces) and the electrolyte

resistance Rel in the electrochemical in situ SPM cell [140–142] is crucial for the

localization. Electrochemical phase formation can be localized if Rpol fRel (cf.

Fig. 1.12(b)). Such localized electrocrystallization was successfully realized by

means of in situ STM in the case of metal electrodeposition from dilute electrolyte

solutions (see e.g. Refs. [56, 63, 69–72] and Chapter 6 in this book). For Rpol gRel,

however, the formation of the new phase in the electrochemical in situ SPM cell

becomes fully delocalized. Thus, no localized formation of insulating anodic oxides

could be achieved by in situ SPM, even in pure water, due to the very high resis-

tance of the oxide phases ðRpol gRelÞ. In this case the localization of the oxidation

process can be realized by ex situ SPM in a humid atmosphere. Under these con-

ditions the water vapors condense between the SPM tip and the substrate forming

a water meniscus, which acts as electrolyte and localizes the electrochemical oxida-

tion (Fig. 1.13a). This approach is widely used for preparation of various nanostruc-

Figure 1.11. Mono- and multinuclear growth modes in a negative

insulator/conductor structure (a schematic representation).
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tures by local AFM tip-induced anodic oxidation of semiconductors and valve met-

als [23, 46, 140–148]. Figure 1.13(b) shows, as an example, a pattern composed of

linear oxide structures fabricated by scanning a conducting AFM tip on a p-Si sub-

strate in humid air [142]. The height and the width of the oxide structures depend

on the applied bias voltage DU, the scan rate of the AFM tip and the relative

humidity of the atmosphere. Figures 1.14(a) and (b) show the voltage dependence

Figure 1.12. (a) Schematic representation of localized electrodeposition

in the in situ SPM cell. (b) Schematic log Rpol � log Rel plot showing

the localization conditions.

Figure 1.13. Localized anodic oxidation induced by the AFM tip. (a)

Schematic representation of the electrochemical nanocell formed

between the AFM tip and the substrate in humid atmosphere. (b) SiO2

pattern fabricated by local AFM tip-induced oxidation of p-Si(111) (bias

voltage DU ¼ 8:5 V, tip scan rate 200 nm s�1, relative humidity 3%).
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of Nb2O5 dots generated by localized anodic oxidation of a thin Nb film at fixed

AFM tip position (point oxidation) and constant polarization time. The anodic

oxidation of Nb is a substrate-consuming electrode reaction (2Nbþ 5H2O !
Nb2O5 þ 10Hþ þ 10e�), in which two moles Nb are needed for the formation of

one mole Nb2O5. Thus, the increase in the thickness Ddox of the generated oxide

dots can be estimated from their height hox (cf. Fig. 1.14(b)) using the relation

Ddox ¼ 1:56hox where the factor 1.56 is determined by the molar volumes of Nb

and Nb2O5 [140]. The derived linear Ddox � DU dependence shown in Fig. 1.14(c)

is in good agreement with the high-field law of the oxide growth [23, 45].

The preparation of lateral metal–insulator–metal (MIM) structures by local oxi-

dation is of particular interest for nanoelectronics. Thus it is essential to find opti-

mal conditions for a complete AFM tip-induced local oxidation of a thin metal film.

Figure 1.15 shows an experimental routine, which has been used to control the

complete local oxidation of a 5 nm thick Nb film sputtered on a thermally-oxidized

silicon substrate [140]. Square structures were first fabricated with a scan rate of

the AFM tip of 200 nm s�1 and bias voltages DU ranging between 6 and 12 V

(Fig. 1.15(a)). In a second step, an attempt was made for a local oxidation of Nb

along a 500 nm line inside each square structure in order to check if there is still

an electric contact between Nb film inside and outside each square structure (Fig.

1.15(b)). The results obtained show that under the given experimental conditions a

complete oxidation of the thin Nb film can be achieved at bias voltages higher than

10 V. The generated structures are presented schematically in Fig. 1.15(c). This

approach can be applied successfully for the fabrication of different lateral MIM

structures by local AFM tip-induced nanooxidation of ultrathin films of valve

metals.

Figure 1.14. (a) Nb2O5 dots generated on a 20 nm thick Nb film by a

fixed AFM tip applying different bias voltages DU (polarization time

tp ¼ 10 s, relative humidity 40%). (b) Single line section of the AFM

image in (a). (c) Ddox � DU dependence derived from (b).
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1.7

Conclusion

In this chapter we discuss some selected aspects of electrocrystallization, which are

relevant for a better understanding of both the nucleation and growth phenomena

at an atomic level and the preparation of various nanostructures by electrochemical

means. The presented examples demonstrate in how many respects the concepts

of electrocrystallization affect the future development of nanotechnology. In partic-

ular this applies to the preparation of nanoparticles by controlled nucleation and

growth, to the formation of atomic scale thin films and superlattices by underpo-

tential deposition, to the fabrication of single- and polycrystalline nanowires by

template electrodeposition and selective electrocrystallization at step edges and to

the nanostructuring of metal and semiconductor substrates by SPM tip-induced

electrocrystallization of metals and oxides.

Figure 1.15. Experimental routine used for checking the complete local

oxidation of a Nb thin film (Nb film thickness 5 nm, AFM tip scan rate

200 nm s�1, relative humidity 40%). (a) Nb2O5 structures prepared by

tip-induced oxidation with different bias voltages. (b) AFM image

obtained after an attempt for tip-induced oxidation with DU ¼ 10 V

inside the square structures in (a). (c) Schematic representation of the

structures in (b).
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2

Computer Simulations of Electrochemical

Low-dimensional Metal Phase Formation

Marcelo M. Mariscal and Ezequiel P. M. Leiva

2.1

Introduction

The understanding of surface processes at the atomic level has undergone a dra-

matic change after the invention of scanning tunneling microscopy (STM) [1] and

atomic force microscopy (AFM) [2] techniques. Other related techniques have also

been developed, that share the common feature that a solid probe with a sharp tip

is physically scanned, by means of piezoelectric translators, over the surface of

a sample, with a tip/sample separation of the order of ångstroms. The measuring

instrument related to these techniques is generally called a scanning probe micro-

scope (SPM). These new developments, which have attracted the attention of many

surface scientists around the world, rapidly found application in electrochemistry

[3], opening the gate to a new era that we could call the era of surface nanoelectro-

chemistry. In the conventional electrochemical techniques the information ob-

tained is global, in the sense that the information obtained after the application of

a perturbation is an average of the answer from the different parts of the surface.

On the other hand, electrochemical SPM techniques give detailed information from

a limited region of the surface, which in some cases, when atomic resolution is ob-

tained, comes down to the behavior of single atoms. Thus, in many cases atomic or

molecular information must be made compatible with an average response of the

whole system. In some sense, this is similar to the problem subject of statistical

thermodynamics: a link must be found between the fine grained molecular infor-

mation and the emerging thermodynamic properties. However, the main problem

with straightforward application of the well-known statistical mechanics machinery

is that very few systems are exactly solvable. The partition function of the system,

that is, the sum over the possible states of the systems, usually involves so many

terms (often infinitely many) that the problem is not tractable analytically. After

the invention of digital machines capable of performing numerical calculations, a

new way to study many physical, chemical and biological systems was generated,

the so-called ‘‘computer simulation’’. Up to now many different approaches have

been taken, depending on the problem to be solved. In general, the methods can

be divided into three groups: deterministic, quasi-deterministic and stochastic.
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The first refers to the classical mechanics method called ‘‘molecular dynamics’’,

the second to a variety of methods such as Brownian dynamics and Langevin dy-

namics and the third, a purely stochastic method that is classified as a ‘‘Monte

Carlo’’ technique. Figure 2.1 shows schematically the variety of methods available

to perform computer simulations.

As in the case of other branches of nanotechnology, the future of nanoelectro-

chemical technology will rest on the fabrication, assembly and stability of nano-

scale structures. However, a coherent picture of many of the fundamental phenom-

ena leading to the formation, stability and structure evolution of electrochemically

generated nanostructures is still lacking. For this reason, a suitable combination of

experiment and modeling of the driving forces involved in the synthesis and orga-

nization of nanostructures will play a fundamental role in providing this knowl-

edge in the near future.

The kinds of structures generated on surfaces are sometimes characterized by

their dimensionality, ranging from 2D down to 0D. This classification refers to

the periodicity of a certain motif made up of a single atom or group of atoms that

form an array. Eventually, this definition is also extended to defects. For example, a

single cluster made of N atoms is called a 0D object, although the cluster itself has

a 3D structure. This means that the cluster is an object without periodicity (no rep-

etition) in space. Similarly, a step edge extending infinitely is 1D object, while a

perfect (infinite) atomic layer is considerer to be 2D. However, since in experiment

‘‘infinite’’ is rather an abstract extrapolation, these concepts are more loosely used.

For example, atoms adsorbed at island edges extending over several tens of nano-

meters may behave as 1D objects, although strictly speaking these systems are

finite.

Figure 2.1. Computer simulation techniques frequently used to model electrochemical systems.
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In the present chapter we will briefly describe the foundations of the three types

of simulation techniques mentioned above, and discuss their application to low-

dimensional metal phase formation and electrochemical nanostructuring.

2.2

Molecular Dynamics Simulations

2.2.1

Generalities

The main idea underlying classical molecular (or atom) dynamics is straight-

forward. To exemplify this for the simple case of an ensemble of atoms, let us con-

sider a system of N particles, each having mass mi with Cartesian coordinates frig.
The trajectory of this system of particles can be obtained by solving the equations

given by Newton’s second law mi
d2ri
dt2

¼ Fi

� �
, where Fi is the force exerted on

particle i, that can be calculated from the potential energy of the system UðfrigÞ
according to:

Fi ¼ �‘iUðfrigÞ ¼ � qUðfrigÞ
qxi

x̂x � qUðfrigÞ
qyi

ŷy� qUðfrigÞ
qzi

ẑz ð2:1Þ

where ðxi; yi; ziÞ are the coordinates of particle i and x̂xŷyẑz are unit vectors. Accord-

ing to the previous equations, once the interactions between the particles are given

through the interaction potential UðfrigÞ, the integration of Newton’s equation al-

lows the prediction of the behavior of the system at all times, provided some

boundary conditions are given. Since Newton’s equation is a set of 3N differential

second-order equations, 6N of such conditions are required to solve the problem.

The most common physical situation is one where the positions frig and velocities

dri
dt

� �
are known at a certain time t, and the evolution of the system for t > t0 is

sought, so that the 6N boundary conditions are fixed by the initial positions and

velocities of the particles. Once the trajectory of the system has been obtained,

that is, the set friðtÞg for all t, the properties of the system can be calculated from

this information. Thus, the problem reduces to finding a suitable method to inte-

grate the set of Newton’s equation with the forces given by Eq. (2.1). Since even for

very simple forms of UðfrigÞ this is not possible to perform analytically for more

than two particles, approximate methods are required. The basic idea is to write two

third-order Taylor expansions riðtÞ, one forward and one backward in time, from

which after addition we get:

riðtþ DtÞ ¼ 2riðtÞ � riðt� DtÞ þ d2ri
dt2

� �
t

Dt2 þ � � � : ð2:2Þ
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According to this equation, the positions of the particles at time tþ Dt can be

computed from the positions at the time t and t� Dt, and the second derivate

d2ri
dt2

� �
t

, that correspond to the acceleration. The latter can be computed via Eq.

(2.1). Equation (2.2) is known as a Verlet algorithm. A number of methods are dis-

cussed in specific textbooks [4], and the choice must be taken by making a balance

between accuracy and cost in execution speed. In general the Verlet algorithm has

a good energy conservation at long times, however predictor-correctors ones have

very good local energy conservation.

We see that the numerical integration of Newton’s equation is not a problem, so

the question arises as to whether classical molecular dynamics simulations can be

used to truthfully describe a real electrochemical system. As long as we deal with

particles heavier than hydrogen, quantum mechanical effects in the motion of the

particles are not important, and the main handicap to getting a proper description

of the real physical system is the knowledge of the function UðfrigÞ. There are

some cases where reasonably good approximations to the exact UðfrigÞ are avail-

able. Typical examples are ionic systems, closed shell molecular systems and

transition metals and their alloys. To the latter group belong the so-called glue

model or the embedded atom method described below. These are essentially

semi-empirical approaches, where UðfrigÞ is fitted to reproduce a number of ex-

perimental properties, like binding energies, heat of formation of alloys, etc.

Systems where chemical bonds of molecules are broken or created are much

more difficult to describe, since the only way to get a proper description of a reac-

tion all the way between reactant and products would be to solve the quantum me-

chanical problem at each step of the reaction. With this purpose, ab initio molecu-

lar dynamics [5] was devised as a method to solve the electronic and nuclear

problems all at the same time, for every time step of a molecular dynamics simu-

lation. Within this approach, the forces acting on the nuclei are obtained from den-

sity functional calculations.

2.2.2

Nanostructuring of Metallic Surfaces

Different types of techniques have been employed for the electrochemical

nanostructuring of solid surfaces, involving a common instrument for their imple-

mentation: the scanning tunneling microscope. While this instrument is usually

employed to yield information on the structure of the surface, a number of appli-

cations have appeared that allow nanostructuring at the electrochemical interphase

[6]. These applications have been discussed in several review articles [7–9] and we

mention here those which are relevant for the present chapter. In one of them, de-

veloped by Kolb and coworkers [10] and called tip induced local metal deposition

(TILMD), nanoclusters are generated on the surface of a substrate by transfer of

matter from the tip of the STM. The material on the tip is continuously renewed

by deposition from a solution containing ions of the metal to be deposited. In an-

other method, 0D defects are generated on a metal surface, and the holes gener-
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ated in this way are later decorated through deposition of the foreign metal. In this

section we will deal with the simulation of the processes involved in the first of

these techniques (TILMD), by means of atom dynamics. The initial state (Fig. 2.2)

corresponds to the STM tip located in front of the surface of the substrate on

which the material is to be deposited. The surface may be nacked, or covered by a

metal monolayer. This is for example the case where a monolayer of a metal can be

deposited at potentials more positive than the Nernst reversible potential (under-

potential deposition, UPD). In a second stage, metal from the solution is electro-

deposited on the uncovered part of the STM tip. In a third stage, a connective neck

is formed between the tip and the surface, and finally the tip is moved away from

the electrode leaving, in many cases, a cluster on the surface which typically con-

tains 20–100 atoms, and is a few monolayers high. Seemingly simple, experiments

performed by this technique are not always successful for cluster generation,

depending very strongly on the kind of materials involved. The method performs

Figure 2.2. Typical starting configuration employed in the atom

dynamics simulation of cluster deposition. The system has been

projected onto the ðX � YÞ plane. Gray circles denote Pt atoms

belonging to the STM tip. Black circles represent the atoms of the

material M being deposited and light gray circles indicate the substrate

atoms. In this case the scheme includes a monolayer adsorbed on the

electrode. dts indicates the distance between the surface and the upper

part of the tip. d0 is the initial distance between the surface and the

lower part of the tip. Fixed and mobile substrate layers are also marked

on the figure. Taken from Ref. [58].
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well for several combinations of metals, in particular for copper and palladium

clusters on Au(111) [10, 11]. For other combinations, such as Cu on Ag(111) and

Ni on Au(111), cluster formation is not observed [12, 13]. Since the number of

atoms involved is relatively small, this appears to be an interesting problem to

tackle by the atom dynamics techniques described above. Pioneering work in this

area was carried out by Landman et al. [14] for the interaction of an Au tip with a

Ni surface and vice versa. Application to different electrochemical systems was de-

veloped by Del Pópolo et al. [15–19], and we discuss here mainly their work.

The process of cluster generation was simulated in a large microcanonical en-

semble including three kinds of atoms: Pt atoms for the STM tip, atoms of type A

for the deposit, and atoms B for the substrate. A typical initial configuration is dis-

played in Figure 2.2. In this figure the Pt atoms (gray circles) forming the tip are

arranged in a roughly semi-ellipsoidal shape that has been cut out of a Pt crystal

oriented with a (110) surface in the z direction parallel to the electrode surface.

These atoms are kept fixed during the simulation. Mobile atoms A (black circles)

are arranged in semi-ellipsoidal shape on the tip and oriented with the (110) sur-

face parallel to the electrode. Different tip geometries were employed in the simu-

lations. This one has the highest density of surface atoms and the lowest surface

energy, and should therefore be particularly stable.

The substrate is made of 8 layers of atoms B (gray-light circles) arranged in

fcc(111) geometry, of which the upper six layers are mobile. In some systems the

substrate is already covered with a monolayer of atoms A before the cluster is gen-

erated. Such a monolayer is indicated in Figure 2.2, but it may be present or not

depending on the combination of A and B in order to mimic the experimental

situation.

The interactions between the atoms were treated by the embedded atom method
(EAM) [20]. This is a many-body potential which provides a reliable description of

static and kinetic properties of transition metals for bulk systems, as well as for

systems involving surfaces. The EAM represents an improvement on pair poten-

tials such as the Lennard-Jones one, since the consideration of many-body proper-

ties by the former yields a better description of cohesion away from equilibrium.

The solution was absent in this model. All the metals investigated interact

weakly with water, so that it can be expected that cluster formation should be domi-

nated by metal–metal interactions.

The atom dynamics simulations followed the procedure established by the group

of Landman [14]: The tip was brought slowly towards the electrode surface. At a

certain distance the tip and the electrode became linked by a bridge of atoms. This

is the so-called jump to contact, and the corresponding position of the tip was taken

as the reference point from which further tip movement was measured. The tip

was then moved an additional distance Dz towards the surface, and then with-

drawn. A typical run extended over 5–10 ns. Electrochemical adatom deposition

was not considered within this time, more details can be found in Refs. [15–19].

Figure 2.3 shows snapshots of a typical simulation where cluster nanostructur-

ing is successful. It can be observed that the general qualitative picture is as de-

scribed above. However, an additional feature appears: some mixing between the
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material from the tip and the surface occurs. A quantitative analysis shows that the

size of the clusters and the degree of alloying increase with the penetration of the

tip. This is shown in Figure 2.4, where both cluster size and the degree of alloying

are shown as a function of Dz. As will be discussed in the section on Monte Carlo

simulations, the alloying in the clusters may be a reason for their unusual stability.

The previous results show that atom dynamics simulations were useful to under-

stand the mechanism by which Pd clusters are generated on Au surfaces. Some-

thing similar can be stated on the generation of Cu clusters on Au surfaces. On

the other hand, simulations can also be helpful in understanding why, in some

cases, nanostructuring is not successful. This is for example when Cu nanostruc-

turing on Ag is attempted. In this case, the experiments shows only disperse 2D

structures. When simulations are carried out with a Cu loaded tip oriented with

the (111) face pointing towards the Ag(111) surface only holes are obtained on the

surface [19]. When other tip orientations are used, small clusters result, indicating

that the Ag surface has a very low affinity for Cu atoms.

A systematic study with different metal couples shows that a necessary condition

for nanostructuring is that the binding energies of the metals involved are similar

[18, 19].

An interesting issue that deserved further study was the effect of the crystalline

nature of the tip on the nanostructuring process. Mariscal et al. [21] have studied

the effect of the crystalline structure of the tip for a homoatomic system, namely

Figure 2.3. Snapshots of an atom dynamics simulation taken during

the generation of a Pd cluster on Au(111). (a) Initial state with

d0 ¼ 6:25 Å, (b) jump-to-contact from the tip to the surface, (c) closest

approach distance d0 ¼ �8:78 Å, (d) final configuration after tip

retraction. The resulting cluster had 256 atoms, was 8 layers high and

its composition was 16% in Au. Taken from Ref. [17].
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Cu deposition on Cu(111) substrate surfaces. Two types of tip were used, which

were oriented with a (111) or a (110) single-crystal face facing the surface of the

substrate. Depending on the structure of the tip, strong differences in the behavior

of the forces on the tip upon retraction were observed in the case of this homo-

atomic system. In the case of the [111] tip, the approach produced the indentation

of atoms belonging to the tip into the substrate, and reciprocally, some atoms are

expelled from the surface, so that a mixing resulted This behavior was contrasted

with that of the [110] tip, where no indentation of the atoms from the tip was pro-

duced. Similar behavior is expected in the case of heteroatomic systems.

2.3

Monte Carlo Method

2.3.1

Generalities

In statistical mechanics the properties of a system in equilibrium are calculated

from the partition function [22] that, depending on the choice for the ensemble

considered, involves a sum over different states of the system. In the frequently

used canonical ensemble that implies a constant number of particles N, volume V
and temperature T, the partition function Q is:

Q ¼
X
c

exp½�HðcÞ=kBT � ð2:3Þ

Figure 2.4. Cluster size and composition for Pd nanostructuring on

Au(111) showing alloy formation as a function of maximum tip

displacement Dz for a typical set of runs. (a) Number of particles in

the cluster, (b) cluster height in layers. The numbers close to the

circles denote the Au atomic percentage in the clusters. Taken from

Ref. [18].
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where HðcÞ is the Hamiltonian of the system for state c, kB and T are Boltzmann’s

constant and the absolute temperature respectively. The expectation value of a

quantity YðcÞ is calculated according to:

hYi ¼
X
fcg

YðcÞ exp½�HðcÞ=kBT �
Q

ð2:4Þ

where the sum is extended over all the states fcg of the system. The quasi-classical

forms of Eqs. (2.3) and (2.4) for an atomic system are:

Q ¼ 1

N!h3N

ð
exp½�Hðr, pÞ=kBT � dr dp ð2:5Þ

hYi ¼ 1

Q

1

N!h3N

ð
Yðr, pÞ exp½�Hðr, pÞ=kBT � dr dp ð2:6Þ

where h is Planck’s constant, N is the number of particles, r and p denote the

coordinates and momentum of the particles respectively. Separating the r and p-

dependent parts of Hðr, pÞ, Q can be written as:

Q ¼ VN

N!L3N

� � ð
exp½�UðrÞ=kBT �

VN
dr ð2:7Þ

where L ¼ ðh2=2pmkBTÞ1=2. The part in parentheses in Eq. (2.7) is called the

‘‘ideal gas’’ part of the partition function, since it corresponds to the integration of

the pure kinetic part only. On the other hand, the integral in this equation runs

over all the configurations of the system, and is termed the excess part. When the

property Y in Eq. (2.4) depends only on the coordinates r, the calculation of Y in-

volves ‘‘just’’ an integration over the configuration space of the system:

hYi ¼ 1

Q

VN

N!L3N

� � ð
YðrÞ exp½�UðrÞ=kBT �

VN
dr ð2:8Þ

The configuration integral in Eq. (2.7) is, even for very simple interatomic poten-

tials, a formidable task, and it is in this respect that Monte Carlo Methods come to

our aid. However, the application of the Monte Carlo method is not a straightfor-

ward integration to get Q , but a somehow more sophisticated way to get the aver-

age hYi without needing to calculate Q . The idea is that one is able to get a suc-

cession of configurations, each having a weight proportional to the probability ri of

their occurrence, like for example:

ri ¼
exp½�UðrÞ=kBT �Ð
exp½�UðrÞ=kBT � dr ð2:9Þ
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If this is possible, the quantity hYi can be calculated by taking an average of the

value of YðrÞ over the configurations generated. Such a succession of states is

achieved by generating a Markov chain of states. To discuss more concretely this

point, let us think of the configuration of the system frg as a random variable,

where the probabilities for the occurrence of all the individual configurational

states of the system can be stored in a vector r. Each component ri of this vector

will contain the probability for the occurrence of a given configuration of the sys-

tem ri. If the ensemble corresponds to the equilibrium state, the components of

the vector r will be given by Eq. (2.9). On the other hand, if the ensemble does

not correspond to the equilibrium state, a chain of states can be generated leading

to the equilibrium distribution. A suitable choice for this is to let the vector rðtÞ
evolve by generating a new configuration rðtþ 1Þ that depends only on rðtÞ (and

not on other previous configurations). This can be done by multiplying the vector

rðtÞ by a matrix P according to: rðtÞP ¼ rðtþ 1Þ. If one, and only one, of the ein-

genvalues of the matrix is unity and the others are less than unity, then it can be

shown that a steady state is found where rðtÞ becomes independent of t. In other

words: rP ¼ r.

Thus, implies the equation:

X
i

riP ij ¼ rj ð2:10Þ

where the P ij are the elements of the matrix P. Since the steady state sought is the

Boltzmann probability of state, then the problem is reduced to that of finding a

suitable matrix P fulfilling Eq. (2.10) that performs this task. The most popular al-

gorithm is that by Metropolis et al. [23].

P ij ¼ 1

Ni
min 1; exp

UN; j �UN; i

kBT

� �� �

P ii ¼ 1�
X
j0i

P ij

ð2:11Þ

where the function (min)selects the minimal value inside the bracket. Note that

this algorithm not only fulfills Eq. (2.10) but also the more restrictive condition:

riP ij ¼ rjP ji, which is called ‘‘microscopic reversibility’’.

A computer simulation using the transition probabilities in Eq. (2.11) can be per-

formed in the following way: an initial configuration r must be chosen, and from it

a chain of new configurations are generated where the transitions probabilities be-

tween them are given by Eq. (2.11). In each step of the simulation the transition

probability P ij is calculated and compared with a random number h, generated

with a uniform probability between 0 and 1. If h < P ij the new configuration is

accepted, otherwise it is rejected. Since the early states of the chain may be strongly

influenced by the initial state chosen, it is of practical use to discard the first k
states, for some suitable choice of k. In the case of the NVT ensemble under con-
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sideration, where the particles may take virtually any position in space, it is usual

that the different configurations are generated by small displacements of the par-

ticles in the simulation box. The energy changes associated with these displace-

ments are those introduced in Eq. (2.11) to calculate the P ij. On the other hand, it

can be assumed that the particles in the system may take only definite positions in

space; these are the so-called ‘‘lattice models’’. To differentiate from these, the for-

mer simulations are called ‘‘off lattice simulations’’.
As is the case in statistical thermodynamics, other ensembles exist where

the simulations can be performed. Among others, it is worth mentioning NPT
(isothermal–isobaric) simulations, where the number of particles N, the pressure

P and the temperature T are fixed and the volume of the system is allowed to fluc-

tuate, and mVT (Grand Canonical) simulations. The latter ensemble is particularly

useful in electrochemistry and crystal growth, since in many cases the control of

the electrostatic potential difference involves the control of the chemical potential

of some of the species present at the electrochemical interface.

2.3.2

Off-lattice Models

Off-lattice models allow the chemical species under consideration to occupy, in

principle, any position in space, so that relevant information concerning the relax-

ation and space distribution of the constituents of the system can be obtained. We

discuss now some applications of these models to electrochemical problems.

2.3.2.1 Stability of Metallic Nanostructures

The Monte Carlo methods described in this section are complementary to the atom

dynamics simulations described in Section 2.2, and may provide an alternative ex-

planation for the unusual stability of clusters generated by electrochemical nano-

structuring [24]. Cluster stability in the UPD region is not easy to understand,

since on thermodynamic grounds clusters should be less stable than the bulk ma-

terial because they present a surface and surface atoms are energetically less stable

than bulk ones. As we saw in Section 2.2, the clusters generated by electrochemical

nanostructuring may present a certain degree of alloying with the material of the

surface, that could make them more stable than pure clusters of the metal being

deposited. The situation is represented schematically in Figure 2.5. The cluster

contains atoms of type M, which is the material being deposited, and atoms of

type S, which is the material of the substrate. The M atoms are in equilibrium

with the electrolyte containing Mþz cations when the potential of the electrode is

fs. On the other hand the bulk metal M is in equilibrium with the same solution

at the potential fM. If fs > fM the cluster is more stable than the bulk metal. As

we shall see in this section, Monte Carlo methods may be employed to check if

the occurrence of surface alloying may influence the stability of clusters towards

dissolution.

As long as the atoms in the clusters may exchange with the corresponding ions

in solution, the natural choice of the parameter that controls the stability of the
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atoms in the clusters is the chemical potential m. The electrode potential is related

to m according to:

f ¼ ðEc � mÞ=z ð2:12Þ

where Ec is the cohesive energy of the metal being deposited, z is its valence and

the standard equilibrium potential for the M deposition and dissolution reaction

has been taken as zero.

Thus, the relative stability of the clusters can be analyzed by means of Monte

Carlo Grand Canonical simulations, where the parameters fixed during a simula-

tion are the volume of the simulation cell V, the temperature T, and the chemical

potential of the deposited atoms m. Three types of trial moves are allowed in the

cluster/surface system:

� Motion of a particle. This is attempted within a small cube in relation to the size

of the system and accepted according to the Metropolis criterion (Eq. (2.11)).
� Particle insertion. An attempt is made to insert a particle at a random position in

the simulation box.
� Particle removal. A particle is chosen at random and its removal is attempted.

Insertion–removal trials were applied only to atoms of the deposited material.

In the electrochemical experiments, potential steps or potential sweeps can

be applied to the working electrode. Both types of experiments can be simulated

by making the proper changes in m. In all cases, the starting conditions of the clus-

ter corresponded to those of the final state of the nanostructuring process, as per-

formed in the atom dynamic simulations described in the previous section. We

Figure 2.5. Scheme of an alloyed cluster on an electrode S (left). The

cluster is in equilibrium with the electrolyte containing Mþz cations at

an electrode potential fs. The bulk metal M is in equilibrium with the

same solution at the potential fM. Taken from Ref. [59].
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have seen in Section 2.2 that, in many cases, alloyed clusters result from the AD

simulation. In these cases, comparative simulations were performed where the

atoms in the cluster coming from the surface were replaced by atoms of the same

type as those being deposited. The comparison of the behavior of these ‘‘pure’’

clusters with that of their alloyed clones allowed us to draw important conclusions

on the influence of alloying on cluster stability, keeping the geometrical factors

about the same. In addition, these simulations provide a qualitative idea of the dis-

solution mechanism, especially relative to the sequence in which the atoms should

dissolve from the cluster.

Figure 2.6 shows cluster height as a function of the number of MC steps for the

dissolution of both a pure and an alloyed palladium cluster on Au(111) at different

chemical potentials. The pure cluster was obtained by substitution of all gold

atoms by palladium atoms in an alloyed cluster generated with a tip. The curve at

the lowest potential, f ¼ 20 mV, provides a representative example of pure metal

cluster dissolution. At first, there is little dissolution, but mainly a rearrangement

of atoms, and the cluster takes on the shape of a truncated pyramid three layers

high (1 layerA2:2 Å). It remains in this metastable state for a few simulation

steps, then it starts to dissolve, and the last two layers disappear rapidly. The disso-

lution is found to proceed from kink sites at all levels of the cluster. Some snap-

shots of the simulation are shown in Figure 2.7. Similar behavior is found at

higher potentials, but the dissolution proceeds more rapidly. For the alloyed clus-

ter, the dissolution at 10 mV proceeds similarly, but the cluster, which at the begin-

ning contained 16% gold, becomes progressively richer in gold, and finally reaches

a steady state that, depending on the potential, is three to four layers high. Snap-

shots of this simulation are shown in Figure 2.8. In agreement with the experi-

Figure 2.6. Evolution of cluster height as a function of the number of

Monte Carlo steps (a) for a pure Pd cluster, (b) for a PdaAu cluster

with 16% gold. Taken from Ref. [18].
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mental results [25], the cluster is the smaller, the higher the potential. The simula-

tion shows that the boundary of the final clusters consists mainly of gold atoms.

Grand Canonical Monte Carlo simulations may also be applied to study cluster

growth on metal surfaces. Depending on the value of m, a cluster may dissolve, re-

main in a stationary state or grow, as considered in Ref. [18]. In the case of Cu

cluster growth inside Au(111) nanocavities, the simulations show [26], like the ex-

perimental work [27], that this process is confined to the inside of the hole gener-

ated on the surface.

The same kind of computer simulations can be used to study the stability of

metal nanowires suspended between a STM tip and a substrate surface, where

matter exchange is allowed with the solution. For instance, Figure 2.9 shows snap-

shots taken after 105 MC steps at different chemical potentials. It can be seen

Figure 2.8. Different stages in the dissolution of an alloyed Pd/16%

Au cluster on a Au(111) surface. The simulation corresponds to the

curve at 10 mV of Fig. 2.6(b).

Figure 2.7. Different stages in the dissolution of a pure Pd cluster on

a Au(111) surface. The simulation corresponds to the curve at 20 mV

of Fig. 2.6(a).

Figure 2.9. Final configuration after 10 000 MCS of a Cu nanowire

suspended between a Au STM tip and a Au(111) substrate,

(a) m ¼ �3:60 eV, (b) m ¼ �3:50 eV and (c) m ¼ �3:35 eV. Taken from

Ref. [58].
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how a connecting neck can be formed or dissolved, depending on the chemical

potential.

2.3.3

Lattice Models

2.3.3.1 Introduction

The main idea of a lattice model is to assume that atomic or molecular entities

constituting the system occupy well defined sites in space. For example, to repre-

sent the adsorption of atoms on a surface, the adsorption sites are represented by

points of a two-dimensional lattice, that may be occupied or unoccupied. (See Fig-

ure 2.10). The use of Monte Carlo simulations of lattice-gas models as a tool for

understanding interfacial electrochemistry has been recently addressed by Brown

et al. [28] in a concise and didactic approach. Among the motivations for the use

of Monte Carlo simulations are the accuracy over mean field methods, which in-

volve the analytical or numerical resolution of a small set of equations. Further-

more, Monte Carlo simulations allow the analysis of fluctuations, opening the

way to the calculation of a wider number of properties of the system.

As stated above, the close relationship between electrode potential and electro-

chemical potential of adsorbed species makes the Grand Canonical ensemble an

attractive choice for the simulation of surface electrochemical processes. The Ham-

iltonians H of the lattice gas for one and two adsorbed species from which the

transition probabilities P ij can be calculated have been discussed by Brown et al.

[28]. For example, for two adsorbed species, A and B we have:

HðcÞ ¼ �~mmA
X
i

cAi � ~mmB
X
i

c Bi

�
X
n

F
ðnÞ
AA

XðnÞ
fi; jg

cAi c
A
j þ F

ðnÞ
BB

XðnÞ
fi; jg

cBi c
B
j þ F

ðnÞ
AB

XðnÞ
fi; jg

cAi c
B
j þ cBi c

A
j

2
4

3
5�H3 ð2:13Þ

Figure 2.10. Scheme of the substitution of a surface by a lattice of

adsorption sites. The site occupied by an adsorbate is marked with 1, a

substrate site by 0 and a substrate atom on a substrate site by 2.
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where ~mmI denote the chemical potential of species I, c Ii the occupation number (0 or

1) of site i by the species I, (n) indicates the rank of the neighborhood between

sites (first, second, etc), and �F
ðnÞ
IJ is the pairwise interaction energy between par-

ticles of type I and J that are nearest neighbors. The term H3 denotes other inter-

actions than the pairwise ones considered in the previous terms. Since particles are

restricted to adsorb on N well-defined lattice sites, the coverage can be easily calcu-

lated from: yI ¼
P

i c
I
i =N and the charge flowing upon adsorption of the species of

type I is: qI ¼ �e0zIyI where e0 is the elementary charge unit and zI is the effective
electrovalence of I.
According to this, voltammetric quasi-equilibrium currents i, may be derived

yielding, in the case of two adsorbed species:

i ¼ e0F z2A
qyA

q~mmA
þ 2zAzB

qyB

q~mmA
þ z2B

qyB

q~mmB

� �
v ð2:14Þ

where v is the potential sweep rate.

The Monte Carlo method, as described so far, is useful to evaluate equilibrium

properties, but says nothing about the time evolution of the system. However, it is

in some cases possible to construct a Monte Carlo algorithm that allows the simu-

lated system to evolve like a physical system. This occurs when the dynamics can be

described as thermally activated processes, such as adsorption, desorption and dif-

fusion. Since these processes are particularly well defined in the case of lattice

models, they are particularly well suited for this approach. The foundations of dy-

namical Monte Carlo [DMC] or kinetic Monte Carlo [KMC] simulations have been

discussed by Fichtorn and Weinberg [29] in terms of the theory of Poisson pro-

cesses. The main idea is that the rate of each process that may eventually occur

on the surface can be described by an equation of the Arrhenius type:

kf ¼ Ae�E0=kBT ð2:15Þ

where kf is the experimental rate constant for the forward reaction and A is called

the frequency factor. The theoretical basis for the evaluation of the parameters in

Eq. (2.15) is given by transition state theory (TST, also denoted activated-complex,

absolute-reaction-rate), the temperature dependence being somewhat more compli-

cated than that expected from Eq. (2.15). However, it is customary to think of each

of the processes under consideration in terms of the system oscillating in the

neighborhood of a minimum of a potential energy surface, performing A attempts

to cross over a barrier per unit time, the probability of success depending on the

temperature and the height of the barrier. Once all the processes that may occur

at a certain step of the simulation have been identified, each one is assigned a

rate vi. The probability of a process occurring can be thus represented on a straight

line by a segment proportional to its rate, as shown schematically in Figure 2.11

for a system where only three processes may occur at the time t. If the sum of all

the segments is normalized to unit length, then the occurrence of a process can be

selected by generating a random number between 0 and 1, and choosing the pro-
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cess corresponding to the segment on which the random number has been found

to fall. In the figure the random number fell on the segment corresponding to the

process v3. Since the probability of changing the current state has a constant rate,

the elapsed time Dt until the accepted change has an exponential distribution.

Thus, Dt will be calculated from:

Dt ¼ � lnðhÞP
i vi

ð2:16Þ

where h is a random number uniformly distributed on ð0; 1Þ and the sum index

runs over all possible processes at a given time step. After letting the time advance

by Dt, the configuration of the system is updated, a new set of rates fvig is calcu-

lated, a new process is chosen by chance again and so on.

2.3.3.2 Electrocrystallization

The use of electrochemical techniques like cyclic voltammetry along with in situ
microscopy techniques has opened new horizons in the last decade concerning

the understanding of metal electrodeposition processes. Among these, scanning

tunneling microscopy (STM) has allowed the observation in direct space and real

time of the formation and growth of a new phase during the electrocrystallization

of a metal from an electrolytic solution. In this context it is worth mentioning the

so-called underpotential deposition (UPD), which implies the deposition of a metal

M on the surface of an electrode or substrate S of different nature at potentials

more positive than those predicted from the Nernst equation [30, 31].

The possibility that UPD takes place can be quantified through the so-called

underpotential shift DfUPD, which is related to the difference in the chemical po-

Figure 2.11. Illustration of the way in which a given process is selected

in a kinetic Monte Carlo simulation where only three processes may

occur. The probability of each process to occur is represented on a

straight line by a segment proportional to its rate vi. The sum of all the

segments is normalized to unit length, so that the occurrence of a

process can be selected by generating a random number h between 0

and 1, and then choosing the process corresponding to the segment

on which the random number is found to fall. Here h falls in the

segment corresponding to the rate v3.
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tential of M adsorbed on S at a coverage degree Y, say mðMy=SÞ and the chemical

potential of M in the bulk phase, say mðM=MÞ, through the following equation:

DfUPD ¼ 1

ze0
½mðM=MÞ � mðMy=SÞ� ð2:17Þ

where z is the charge of the ion M in the solution and e0 is the elemental charge.

Criteria for the experimental estimation of DfUPD have been given in the literature

by Kolb et al. [32] and Trasatti [33]. Since DfUPD depends on the valence of the ion

being deposited, it may be preferable to use the excess of chemical potential Dm as

a stability criterion for adsorbed monolayers which we define as:

Dm ¼ mðMy=SÞ � mðM=MÞ ð2:18Þ

According to Eqs. (2.17) and (2.18), negative values of Dm indicate underpotential

deposition, while positive ones predict overpotential deposition.

Concerning the modeling of UPD as a thermodynamic process, different inter-

esting approaches have been taken by several authors in the 1970s [6, 34–37]. The

most widespread idea is to envisage this phenomenon as related to the formation

of different adsorbed phases, involving in some cases, phases of low dimensional-

ity that differ in their properties and can be detected as separate entities by given

experimental techniques, that is peaks in a voltammogram. The interpretation

of UPD as a phase transition has been employed by Blum et al. [37] to develop a

model for the underpotential deposition of Cu on Au(111) in the presence of sul-

fate anions and has also been recently brought into a more general context by Lor-

enz and coworkers [38, 39]. According to these ideas, the dimensionality of the

phases involved in the UPD phenomena is between 0 and 2. The 0D phases corre-

spond to the adsorption of isolated metal atoms, the adsorption on kink sites, and

the adsorption on vacancies of the first lattice plane of the substrate or on some

other type of point defects. The 1D phases are related to the adsorption at the bor-

der of steps or monoatomic terraces and the 2D phases are related to the formation

of monolayers and submonolayers of adsorbate building compressed, (1� 1) or

even expanded structures. The relative abundance of 0D and 1D phases is deter-

mined by the presence of defects on the electrode surface. Their existence has

been related to the existence of small shoulders in the voltammograms, as postu-

lated by Siegentaler et al. [40] and Staikov et al. [41]. In the case of the 2D phases

that are formed on the flat terraces or defect-free surfaces there is clear experimen-

tal evidence for the existence of compressed [42], compact and expanded structures

[6, 38]. The formation and growth of a compact, defect-free 2D structure can be

described as a first-order phase transition that takes place at the electrode/solution

interface and its occurrence should be characterized by a discontinuity in the ad-

sorption isotherm, with a concomitant very sharp peak (more properly speaking a

Dirac delta function) in the voltammetric profiles [37]. Thus, it is quite remarkable

that although UPD has been often related to the presence of first-order phase tran-

sitions, the real existence of these phenomena in experimental systems is still not
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completely free from controversy, since discontinuities in the experimental iso-

therms are usually not obtained when specific anion adsorption is avoided [6].

Higher order phase transitions should be characterized by the presence of rather

wide and flat voltammetric peaks [37], though there is no experimental evidence

for the occurrence of this type of phenomenon in electrochemical systems [6]. In

this respect, computer simulations could also deliver enlightening information. As

mentioned above, many approaches can be taken for the study of surface-related

problems, like deterministic molecular dynamics simulations and the stochastic

Monte Carlo method based on continuum Hamiltonians (off-lattice). In this sec-

tion, we consider Monte Carlo techniques in which the surface is modeled through

a lattice Hamiltonian (on-lattice simulations) [43]. Within this approach, a surface

is replaced by a regular array of lattice points where particles may adsorb, as we

have shown in Fig. 2.10. An occupation number is defined (that is, 0 for an un-

occupied site, 1 for a site occupied by an adsorbate type atom, 2 for a site occupied

by a substrate type atom) and some assumption is made concerning the interaction

between the atoms on the surface. If pairwise additive interaction between nearest

neighbors is assumed and interactions between more distant atoms are neglected,

it can be demonstrated that the thermodynamic properties of the lattice gas can be

obtained from the thermodynamics of the Ising model [44], which have been ex-

tensively investigated. Lattice gas models allow one to deal with a relatively large

number of particles at a relatively low computational cost, and are widely used in

computer simulations to study nucleation and growth. In principle, simulations

can be made for many heterometallic systems, but difficulties will arise if the

atoms participating are of greatly different sizes. Rojas [45] has examined the sta-

bility of some adsorbate/substrate systems with different misfits (see Table 2.1) by

means of off-lattice simulations, finding that, for example, a monolayer of Ag on

Pt(111) still holds in a 1� 1 structure in spite of the misfit. However, systems

Table 2.1. Misfits (emf% ¼ ðaSus � aAds=aSusÞ � 100) for some

substrate/adsorbate systems of interest in electrochemistry.

The numbers marked in boldface are systems where the

adsorbate monolayer remains commensurate with the

substrate in off-lattice simulations [45]. These systems are

reasonable candidates for lattice model simulations.

Subs/Ads Ni Cu Pd Pt Au Ag Pb

Ni 0.0 C2.69 �10.51 �11.36 �15.91 �16.19 �40.62

Cu 2.63 0.0 C7.61 �8.44 �12.86 �13.14 �36.93

Pd 9.51 7.07 0.0 C0.77 C4.88 C5.14 �27.25

Pt 10.20 7.78 0.76 0.0 C4.08 C4.34 �26.27

Au 13.72 11.39 4.65 3.92 0.0 C0.24 �21.32

Ag 13.93 11.61 4.89 4.15 0.24 0.0 �21.02

Pb 28.88 26.97 21.41 20.80 17.57 17.37 0.0
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with larger misfits (like Au on Cu(111)) results in the expulsion of some adsorbate

atoms from the monolayer with the subsequent appearance of defects. In these

cases a lattice model would be quite unrealistic and should not be employed.

In principle, it must be kept in mind that continuum Hamiltonians, where par-

ticles are allowed to take any position in space, are much more realistic in cases

where epitaxial growth of an adsorbate leads to incommensurate adsorbed phases

or to adsorbates with large coincidence cells. On the other hand, to assume that

particle adsorption can only occur at definite sites is a good approximation for

some systems. Such is the case of silver on gold, where there is practically no crys-

tallographic misfit.

A further important point that must be considered is that the interaction be-

tween the metallic atoms should be described by a suitable (many body) potential

such as that we presented in Section 2.2, and this seems difficult to compute with a

lattice model. For this purpose, we considered the adsorption (desorption) of a par-

ticle at a site immersed in a certain environment surrounding it, as shown in Fig-

ure 2.12. The adsorption site for the particle is located in the central box, and the

calculation of the interactions is limited to a circle of radius R. The adsorption en-

ergy for all the possible configurations of the environment of the central atom was

calculated prior to the simulation, so that during the MC simulation the most ex-

pensive numerical operations are reduced to the reconstruction of the index that

characterizes the configuration surrounding the particle on the adsorption site.

In the case of electrochemical techniques, potentiostatic control is, in many

cases, applied to fix the chemical potential of species at the metal/solution in-

terface. Since the natural counterparts of potentiostatic experiments are Grand

Figure 2.12. Environment of S sites (a) S ¼ 9, (b) S ¼ 13 surrounding

an adsorption site. These were employed for the calculation of the

adsorption/desorption energies of an adsorbate atom on a substrate)

for a cutoff radii corresponding to the distance between second (a) and

third (b) nearest neighbors. The particle is adsorbed on the central box

(9 and 13 respectively) and the remaining sites may be occupied by

adsorbate or substrate like atoms . A total number of 3ðS�1Þ config-
urations result.
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Canonical Monte Carlo ðmVT=MCÞ simulations, where the chemical potential m

is one of the parameters fixed in the simulations, this was the methodology

applied by Giménez and Leiva [46] to study the formation and growth of low-

dimensionality phases on surfaces with defects. To emulate (100) surfaces, the

system was characterized by a square lattice with M adsorption sites. Different ar-

rangements of substrate atoms allowed for the simulation of various types of sur-

face defects. Within the procedure described in Section 2.3.2.1 (Metropolis algo-

rithm), thermodynamic properties were obtained, after some equilibration steps,

as average values of instantaneous magnitudes stored along a simulation run.

One of these quantities is the average coverage degree of the adsorbate atoms

hyiAds at a given chemical potential m. To imitate different surface defects, sub-

strate islands of various sizes and shapes were generated by means of the tech-

nique of simulated annealing. Within this approach, a fixed number of substrate

atoms are set on the surface, and a MC simulation is started at a very high initial

temperature T0, of the order of 104 K. The system is later cooled down following a

logarithmic law ðTnþ1 ¼ TnKÞ, where K is a positive constant lower than one and

Tn is the temperature at the nth iteration step. A certain number of MC steps,

NMCS, are run at each temperature and the simulation is stopped when Tf is

reached. By changing NMCS, different kinds of structures may be obtained, as

shown in Figure 2.13. Gimenez and Leiva [46] considered several systems involv-

ing Ag, Au, Pt and Pd. It was found that, taking into account some general trends,

such systems can be classified into two large groups. The first comprises Ag/

Au(100), Ag/Pt(100), Au/Pt(100) and Au/Pd(100), which have favorable binding

energies as compared with the homoepitaxial growth of adsorbate-type atoms, as

shown in Table 2.2. For this family of systems, when the simulations are per-

formed in the presence of substrate-type islands in order to emulate surface de-

fects, the islands remain almost unchanged, and the adsorbate atoms successively

Figure 2.13. Final configurations for the simulated annealing simula-

tions performed to obtain a surface with different types of defects.

The number of Monte Carlo steps NMCS increases from upper left to

lower right. NMCS ¼ 20� 2m�1, where m is the ordinal number of the

configuration in the figure.
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occupy kink sites, step sites and the complete monolayer. This is illustrated in Fig-

ure 2.14 for the surface atomic arrangement of Ag on Pt(100), and for the adsorp-

tion isotherms of this system in Figure 2.15. To produce this figure, partial cover-

age degrees for step and kink sites were defined, relative to the total number of

step and kink sites available. The sequential filling of kink sites, steps and the rest

of the surface can also be appreciated in the partial isotherms. The second group

is composed of Au/Ag(100), Pt/Ag(100), Pt/Au(100), and Pd/Au(100), for which

monolayer adsorption is more favorable on substrates of the same nature than on

the considered substrates (see Table 2.2). When simulations are carried out in the

presence of islands of substrate-type atoms, these tend to disintegrate in order to

form 2D alloys with adsorbate atoms, as illustrated in Fig. 2.16 for Pt deposition

on Ag(100). For this second type of system the partial adsorption isotherms do

not show any particular sequential filling, as can be observed in Fig. 2.17.

A detailed analysis of the environment of adatoms and substrate atoms as a

function of adatom coverage degree was also found very helpful in understanding

the different behavior of the two families of system described above [46].

2.3.3.3 Dynamics of Crystal Growth

In the previous section we analyzed the use of a lattice Monte Carlo method related

to the study of equilibrium properties. However, it is possible, by means of the

Table 2.2. Excess of chemical potential in eV, as calculated

from the adsorption isotherms according to Eq. (2.18).

Subs/Ads Ag Au Pt Pd

Ag 0.00 0.08 0.53 –

Au �0.17 0.00 0.54 0.14

Pt �0.55 �0.42 0.00 –

Pd – �0.26 – 0.00

Figure 2.14. Snapshots of the final state of the surface at three

different chemical potentials (�4.27 eV, �3.44 eV, and �3.06 eV) for

the Ag on Pt(100) simulation. The average island size is 48 atoms.
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KMC method discussed above, to use it to compute the time evolution of a system.

This method has been applied to the electrochemical nucleation and growth phe-

nomena by Giménez et al. [47], where two types of processes related to the growth

of the new phase were considered: adsorption of an adatom on the surface and its

diffusion in different environments. The embedded atom method potential was

employed, considering a system with a negligible lattice misfit: Ag deposition on

Au(111) and Au(100) surfaces, simulated using rectangular and hexagonal lattices

respectively. These dynamic calculations considered the closest environment of an

atom undergoing diffusion, and the potential energy curves for its motion were cal-

culated for all possible occupations of neighboring sites. From these curves the at-

Figure 2.15. Adsorption isotherms for the deposition of Ag on Pt(100)

in the presence of surface defects. Coverage degree of the submono-

layer ðyÞ, step sites ðysÞ and kink sites ðykÞ as a function of chemical

potential. Taken from Ref. [46].

Figure 2.16. Snapshots of the final state of the surface at three

different chemical potentials (�5.74 eV, �5.32 eV and �5.21 eV) for

the Pt on Ag(100) lattice model simulation. Average island size 53

atoms.
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tempt frequency for overcoming the diffusion barrier n0, and the activation energy

Ea, were obtained. Thus, the rates vi for all the possible diffusion processes were

calculated according to vi ¼ n0 exp � Ea

kT

� �
.

The activation barriers for Ag single adatom diffusion were found to be mark-

edly different on the Au(111) and Au(100) faces, the latter being considerably

larger, due to the more open nature of the surface. This resulted in a diffusion co-

efficient on Au(111) that was several orders of magnitude larger than on Au(100).

The model led to the conclusion that, on energetically rough surfaces, island for-

mation should prevail, while on the smoothest surfaces, the growth of the new

phase should take place predominantly at steps. In the case of the adsorption rates,

this model assumed the same rate for electrodeposition on all free sites. A more

realistic calculation taking into account different rates on different environments

was subsequently developed by Giménez et al. [48].

2.3.3.4 Simulation of a Complex Underpotential Deposition System

In the previous sections we have discussed Monte Carlo simulations where the po-

tentials describing the interactions between the constituents of the system were

taken from a previously existing model, with the aim of predicting the behavior of

the different systems on the basis of this knowledge. This information is very diffi-

cult to obtain for more complicated systems, like for example those where the sol-

vation of the particles plays an important role, or where interactions between

several types of particles occur. In these cases, a different approach can be taken.

Instead of attempting the calculation of the interactions from a model, these are

treated as adjustable parameters. The rewards and the pitfalls of this approach

have been discussed by Brown et al. [28], who have reviewed the application of

Figure 2.17. Adsorption isotherms for the deposition of Pt on Ag(100)

in the presence of surface defects. Coverage degree of the submono-

layer ðyÞ, step sites ðysÞ and kink sites ðykÞ as a function of chemical

potential. Taken from Ref. [46].
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the methods described in Section 2.2 to Cu underpotential deposition on Au(111)

in the presence of adsorbed sulfate. Cu and sulfate adsorption was assumed to

take place on a triangular lattice, with a hamiltonian like that given in Eq. (2.19).

Ground states calculations were performed, and the phase diagram was deter-

mined for this system. The review by Brown [28] includes dynamic simulation for

this system, where the stationary currents were compared with non-equilibrium

profiles. Although this simulation method was employed only for 2D systems, it

could, in principle, be extended to simulate metal deposition on surface defects.

2.4

Brownian and Langevin Dynamics Simulations

2.4.1

Generalities

Molecular or atom dynamics simulation as discussed above is a deterministic tech-

nique that allows us to predict the ‘‘real’’ trajectories of motion in real time. How-

ever, in order to capture many relaxation processes, the integration time step must

be very small, of the order of ps, and therefore the period of time explored cannot

usually be greater than nanoseconds when a reasonable number of particles is em-

ployed. Of course, as discussed in the previous section, this time scale is not suited

to the study of many physical problems involved in crystallization. Furthermore, in

some cases, not all the degrees of freedom considered are relevant for the process

under study. Taking again metal deposition as an example, in some cases the sim-

ulator may be interested in the structure of the deposit being formed. While the

coordinates of the discharged metal atoms are relevant for this purpose, the coordi-

nates of the solvent molecules do not play any relevant role, since the solvent

rather participates as a thermal bath in which the depositing ions are immersed.

In this respect, Langevin dynamics (LD) and Brownian dynamics (BD) methods

are relatively simple methods, developed to follow the trajectories of ions or neutral

atoms in a fluid at relatively low computational cost. The algorithm for LD is con-

ceptually simple: the motion of the ith atom with mass mi is governed by the Lan-

gevin equation:

mi
d2ri
dt

¼ �gi
dr

dt
þ Fsist þ Frand ð2:19Þ

The terms on the right-hand side of Eq. (2.19) describe the effects of collisions with

the surrounding solvent molecules. The first term corresponds to an average fric-

tional force with a macroscopic friction coefficient given by gi. The second term Fsist

represents the force on the ith atom caused by the interactions with other neigh-

bor’s atoms. The last term is a random Gaussian force obeying the fluctuation-

dissipation theorem [49]. Ermak’s algorithm [4] is an attempt to treat properly

both the systematic dynamic and the stochastic elements of the Langevin equation.
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A simple algorithm of this type, which reduces to the velocity Verlet algorithm, is

obtained if, on integrating the velocity equation, the systematic force is assumed to

vary linearly with time:

rðtþ dtÞ ¼ rðtÞ þ c1dtvðtÞ þ c2dt
2aðtÞ þ dr G ð2:20Þ

vðtþ dtÞ ¼ c0vðtÞ þ ðc1 � c2ÞdtaðtÞ þ c2dtaðtþ dtÞ þ dvG ð2:21Þ

After the selection of the random components dr G and dr G for a given step, the al-

gorithm is implemented in the usual way. The numerical coefficients in Eqs. (2.20)

and (2. 21) are (c0 ¼ e�gdt, c1 ¼ ðgdtÞ�1ð1� c0Þ, c2 ¼ ðgdtÞ�1ð1� c1Þ).
When the friction is large and the motions are overdamped, the acceleration

term, left-hand side of Eq. (2.19) may be neglected. This approximation yields the

so-called Brownian equation:

gi
dr

dt
¼ Fsist þ Frand ð2:22Þ

Brownian dynamics simulations allow us to use larger time steps, and therefore, to

explore long times, of the order of ms.

2.4.2

Applications in Electrochemical Nanostructuring and Crystal Growth

Li et al. [50] have developed an electrochemical nanostructuring technique that

consists of a polymer-coated Pt ultramicroelectrode (STM tip) and graphite as sub-

strate. Ag atoms are deposited on the tip at underpotentials, so that approximately

one atomic monolayer is deposited on the tip. After this, a first bias pulse is ap-

plied to the tip, causing the formation of a shallow pit. Then, a second bias pulse

with a smaller amplitude is applied to cause the desorption of silver from the tip.

The desorbed silver ions diffuse and migrate across the tip–sample gap and de-

posit on the high coordination sites present at the edge of the pit. The final result

is a silver particle having typical dimensions of 100–500 Å in diameter and 5–40 Å

in height. Besides the experiments, Li et al. [50] developed a model for this process

that was tested by means of Brownian Dynamics (BD) simulations. The main

points addressed by these simulations were the relative role of adsorbed and dis-

solved Ag in supplying the silver required for the nanostructuring on the time

scale of the experiment, the ion flux as a function of the tip–sample separation

and the importance of the electric field in promoting silver transport by migration

for dissolved and adsorbed silver components.

BD simulations have also been used by Fransaer et al. [51] and Penner [52] to

study some aspects of particle size dispersion (PSD) during the growth of metal

nanocrystal ensembles on electrode surfaces.

Schmickler et al. [53] have employed Langevin dynamics simulations to study

the first stages of metal deposition. In their model, the electrochemical interface,

that is, the electrode surface in contact with an electrolyte solution containing
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metal ions was represented by three subsystems in contact, namely A, B and C (see

Fig. 2.18). The region A represented the electrode surface and was modeled by

means of classical atom dynamics. The regions B and C represented the electrolyte

solution and were modeled by means of the Langevin equation of motion (Eq.

(2.19)), emulating the stochastic displacements of the ions due to friction with sol-

vent particles (e.g. water). The C part, emulates the bulk-solution and the back-

ground chemical potential m0 of the species was controlled by adding or deleting

particles. In this model, the activation energy required to adsorb a particle coming

from the solution has been neglected in order to save computer time. A schematic

plot of the potential energy is shown in Figure 2.19. At each time step the interac-

tion potential fi of each particle i in region B with the metal surface is calculated

from the semi-empirical embedded atom method described in Section 2.2 and

compared with the background potential m0. If fiðriÞ < m0, the particle is deposited

onto the surface. This means that the particle switches from Langevin to determin-

istic dynamics, keeping its old velocity. The particle is then in the attractive part of

the potential (see left-hand side of Figure 2.19), so that backscattering is unlikely.

Conversely, if a surface particle of metal M reaches the crossing point (vertical dot-

ted line in Figure 2.19), where its potential energy equals the background potential

m0 it is dissolved and starts to move according to Langevin dynamics.

The model has been tested for different systems of interest in electrochemical

deposition and ultrahigh vacuum (UHV) experiments. Different growth modes

Figure 2.18. Schematic representation of the Grand Canonical atom

dynamics simulation box in which three regions can be observed.

Particles represented by black spheres move according to Langevin

equation (B and C region). However, substrate particles (gray spheres)

obey classical molecular dynamics (A region). The chemical potential m

is controlled by means of a reservoir of particles far from the surface

(C region).
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and diffusion mechanisms have been found in good agreement with UHV metal

deposition.

Electrochemical deposition of Pd on Au(111) has been studied by several experi-

mental techniques, especially deposition of the first Pd monolayer onto Au(111),

which starts at underpotentials. The influence of anions (chloro complex) has been

reported to play a key role in the stabilization of the monolayer [54]. In the case of

metal beam epitaxy (MBE) in UHV, different results have been obtained [55]. At

150 K, the deposition of Pd on Au(111) follows a layer-by-layer growth mode. How-

ever, at temperatures above 300 K, surface alloy formation has been observed by

means of the LEISS technique.

Computer simulations for this system at different deposition potentials m0

revealed the very early atomistic mechanism taking place during the formation of

the first monolayer [56]. Overpotential deposition (OPD) is predicted with this

method, in accordance with previous EAM calculations [57]. Figure 2.20 shows

Figure 2.20. Snapshots taken after 20 ns at different background

chemical potential. Grand Canonical atom dynamics simulation of Pd

deposition on Au(111) with surface defects, (a) m0 ¼ 0:78 V, (b) 0.98 V

and (c) 1.18 V with respect to Pd bulk deposition. (The solution

particles are not represented for a better visualization.)

Figure 2.19. Schematic plot of the potential energy fiðriÞ of a particle

near the surface. The dotted vertical line, where fiðriÞ ¼ m0 denotes the

transition between deterministic and stochastic.
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the final configurations of the Au(111) substrate surface at different m0 after 20 ns.

Note that the surface includes defects, in this case a two-dimensional island con-

taining kink sites and monoatomic steps. As observed in Fig. 2.20, at m0 ¼ 0:78 V

arrival and deposition of palladium atoms occurs at kink sites or monoatomic steps

only. As the electrode potential becomes more negative, Pd atoms start to grow at

the flat terraces also (Figure 2.20(b)). At m0 ¼ 1:18 V palladium atoms start to grow

also at terraces; fast mixing between Pd atoms and Au atoms can be observed from

the trajectories, preferentially at the borders of monoatomic steps, leading to a sur-

face alloy in the first layer (see Figure 2.20(c) at the border of the island). Different

diffusion pathways can be noticed during the early stages of metal deposition. In

the case of Pt deposition on Au(111) the computer simulations performed by

Schmickler and coworkers [53] showed, at high overpotentials, a very fast exchange

between Au atoms from the first layers of the electrode surface with Pt atoms com-

ing from the solution. The exchange rate was reported to be of the order of a frac-

tion of a nanosecond. From the computer simulations it was observed that after 7%

exchange, Pt atoms start to join other Pt atoms to form 3D clusters.

2.5

Conclusions and Outlook

We have discussed in this chapter a wide diversity of computer simulation tech-

niques applied to low-dimensional metal phase formation and electrochemical

nanostructuring. Methods considering purely stochastic motion (i.e. Monte Carlo)

allow access to the thermodynamics of the system, providing information about

the energetic and entropic aspects of the system of interest, ignoring in most cases

the kinetics. On the other hand, entirely deterministic methods (i.e. molecular

(atom) dynamics) can be applied to study dynamic processes on the nanosecond

scale. A typical example of the latter is the atomistic picture of the tip-induced local

metal deposition method, revealing alloy formation on the generated clusters for

strong tip–substrate interactions. Some of the predictions made have, until today,

no experimental evidence, due to experimental limitations in observing different

types of metals with atomic precision. Intermediate types of computer simulations

are the quasi-stochastic Langevin or Brownian Dynamics, which were used in

recent years to consider stochastic effects and friction with solvent particles. Inter-

esting predictions have been reported in the literature, in particular for electrocrys-

tallization on different metal surfaces. The absence of improved interatomic poten-

tials to describe realistically the interaction between metal atoms, water and ions

make the computer experiments a purely metallic atomistic approach. Thus, while

metal phase formation in ultrahigh vacuum experiments can be directly compared

with the computer simulation presented in the present chapter, the behavior of

systems where solvent or ions play a decisive role must still await further develop-

ments to be properly simulated. Intermediate cases, where solvent and ions play a

secondary role may be successfully understood at a qualitative level.

In conclusion, realistic models are starting to be constructed to perform numer-

ical simulations with the help of computers, in order to explore the atomistic and
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elemental processes involved in the first stages of metal deposition and electro-

chemical nanostructuring. Thermodynamics and kinetics can be taken into ac-

count, and new methodologies, together with the enormous growth in computer

power, promise a prosperous future in the field.

Acknowledgments

The authors wish to thank Consejo Nacional de Investigaciones Cientı́ficas y Técn-
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46 M. C. Giménez, E. P. M. Leiva,

Langmuir, 2003, 19, 10538–10549.
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3

Electrodeposition of Metals in Templates and

STM Tip-generated 0D Nanocavities

Wolfgang Kautek

3.1

Introduction

Low-dimensional metal systems are of crucial importance for nanotechnology.

They may be produced lithographically, by physical vapor deposition delocalised

on substrates, or by electrochemical in situ scanning probe microscopy (SPM) tech-

niques [1]. Electrochemical nanotechnology is a wide ranging and expanding

multi-disciplinary area. Electrochemical materials science in nanoscopic dimen-

sions yields a high technological potential. The electrochemical approach has

been proven successful not only in the fabrication of nanostructures and nano-

assemblies, addressing molecular electronics, nanostructured materials, nanoelec-

trodes, photonic crystal nanocavities, 2D and 3D assemblies of nanoparticles and

q-dots, but also in electron transport across nanostructured materials [2–7]. There

is evidence that localized metal nanostructures of less than 10 nm width can only

be reproducibly formed by electrochemical approaches [8–10].

The promise and reality of electrochemical nanotechnology currently do not

align due to the lack of theoretical models to predict electrochemical activity of

nanostructures and the lack of synthesis techniques to construct a variety of micro-

structures from the atom up. Further research is necessary and under way in sev-

eral laboratories.

3.2

Bottom-up Template Approach

Nanosize metallic structures are very promising materials for new physical and

chemical applications. Structure sizes below the Fermi wavelength cause the local-

ization of the electrons and change the physical and chemical behavior. Various

technologies have been developed to fabricate metallic nanostructures. Among

these the use of templates for localized metal deposition is particularly promising,

for example for the growth of nanowires or dots in polymer membrane nanochan-

nels [11–20]. This approach is illustrated schematically in Fig. 3.1 and has been
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applied successfully for the preparation of various metal nanowires and hetero-

structured multilayered nanowires. It was shown that single- or polycrystalline

metal nanowires can be prepared by applying appropriate polarization routines.

An electrochemical jet cell was used, for example, to deposit metal nanowires

in a polycarbonate track-etched (PCTE) membrane template contacted by laser-

deposited gold which itself was reinforced by electrodeposited gold (Fig. 3.2) [13].

Remarkably, the resulting nanowires exhibited single crystalline {111} orientation

(Fig. 3.3). The possibility for fabrication of single- and polycrystalline Bi nanowires

Figure 3.1. Schematics of electrochemical metal deposition (ECD) in templates.

Figure 3.2. Electrochemical jet cell used to deposit metal nanowires in

a polycarbonate track-etched (PCTE) membrane template contacted by

laser-deposited gold reinforced by electrodeposited gold. WE: working

electrode. RE: reference electrode. CE: counter electrode. The jet provides

reproducible convection conditions in front of the template [13].
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by electrodeposition in single-channel polymer membranes has also been demon-

strated recently [19, 20].

Another technique based on the approach shown in Fig. 3.1 utilizes highly

ordered anodized aluminum oxide (AAO) porous membranes as a template for

electroless [21] and electrodeposition of metals, alloys, and metal-organic phases

[22–24]. It is employed as a general fabrication means for the formation of an ar-

ray of two-dimensional lateral superlattice nanostructures. The flexibility of using a

variety of materials gives the freedom of engineering various physical properties

determined by the shape, size, composition, and doping of the nanostructures.

Conductive surface templates have also been employed to control the local elec-

trochemical deposition of metals in nanoscale dimensions, for example via pre-

ferred nucleation at defects and step edges [25].

An approach combining top-down structuring with a bottom-up strategy is the

fabrication of electrochemical surface templates based on the patterning of self-

assembled monolayers (SAMs). By modification of the molecular structure, SAMs

provide a flexible route to control the electron transfer [26, 27] and, thus the elec-

trochemical properties of the SAM-coated surface [28, 29]. Patterning of SAMs can

be performed not only by conventional lithographic tools (light, electrons, ions) as

well as by soft lithography [30, 31], but also by local electrochemical removal of a

SAM of for instance dodecanethiol on flame-annealed gold by an electrochemical

desorption procedure [32]. Nanoscale SAM structures with lateral dimensions of

@10 nm have been fabricated by scanning probe [33, 34], as well as by electron

beam lithography [35–39]. To pattern large arrays with nanoscale elements, prox-

imity printing with low energy electrons has been demonstrated to be a fast paral-

lel method [40, 41]. SAMs of aliphatic and aromatic thiols are most commonly

used to modify gold surfaces. When irradiated with electrons, 1-octadecanethiol

(ODT) acts as a positive resist and 1-1 0-biphenyl-4-thiol (BPT) films as a negative

resist [42, 43]. The non-irradiated ODT films and the irradiated BPT films resist

aqueous cyanide etching solutions and thereby generate contrast on the locally

irradiated surfaces.

Figure 3.3. Single crystalline gold nanowires in a poly-carbonate track-

etched (PCTE) membrane template after dissolution of the template

[13].
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Recently, the electrodeposition of copper was investigated in electron beam pat-

terned thiol SAMs on gold electrodes. Patterned alkanethiols act as a ‘‘positive’’

template, that is Cu was only deposited in the irradiated areas [44, 45]. In contrast,

SAMs of o-(4 0-methyl-biphenyl-4-yl)-dodecyl thiol and of 1-1 0-biphenyl-4-thiol act
as ‘‘negative’’ templates where Cu is only deposited in the non-irradiated areas

[41, 46].

Cobalt nanoclusters electrodeposited on non-magnetic surfaces are another tech-

nologically important system due to their magnetic properties. The size depen-

dence of the magnetic properties, which leads to a transition from ferromagnetic

behavior (bulk Co) to superparamagnetic behavior for small isolated clusters [47,

48] can be utilized to increase the data storage capacity of magnetic recording

media. Small Co clusters may further be applied in reading heads based on giant

magneto-resistance and antiferromagnetic coupling [49, 50], or in tunnel magnetic

junctions [51]. Co could be selectively deposited on biphenylthiol negative tem-

plates (Fig. 3.4) [52]. Using e-beam patterned BPT as template a continuous metal

film could be fabricated. For both Cu and Co, the smallest structures produced this

way were 30 nm wide lines and 30 nm dots. Within grating structures a 40–50 nm

resolved line width was achieved (Fig. 3.5). Strong evidence was found that highly

selective cobalt deposition on BPT is only possible under hydrogen coevolution,

which locally influences the pH. This results in precipitation of Co(OH)2 that can

act as a local inhibitor for cobalt deposition.

An example of a self-assembly bottom-up approach without a top-down structur-

ing step is the electrochemical deposition through a self-assembled latex template

[53, 54]. The result is near-spherical gold nanocavities within the resulting porous

films which support localized surface plasmons coupling strongly to incident light

with a sharp spectral resonance. The energy of this is tuneable from ultraviolet to

near infrared by controlling the diameter and height of the nanocavities. Thus

tuneable metallic opto-molecular sensors and filters are a prospect which may

find application in magnetic recording media, photonic crystals and biosensors.

Figure 3.4. 1,1 0-biphenyl-4-thiol on gold. Metal ion penetration is

possible through the non-irradiated layer (a), and can block penetration

acting as ‘‘negative’’ template when crosslinked (b).
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Biological naturally self-assembled templates can be ideal templates. Bacterial

surface (S-)layer lattices of for instance Bacillus sphaericus can serve as molecular

templates for the electroless nucleation of ordered two-dimensional arrays of gold

nanoparticles with a size of 5 nm (Fig. 3.6) [55, 56]. Mineralization of the exposed

inner face of the self-assembled S-layer was achieved by placing TEM grids covered

by S-layer protein monolayers onto drops of an HAuCl4 solution. H2S gas treat-

ment resulted in a regularly arranged array of gold nanoparticles in register with

the lattice geometry of the protein template. Precipitation of the inorganic phase

was confined to the pores of the S-layer with the result that the gold clusters

were discrete and relatively uniform in size (mean values, 4.5 nm) with a round

shape. Systematic X-ray photoelectron emission spectroscopy (XPS) yielded a

detailed chemical analysis of the S-layers during various processing steps and in-

dicated that topography and functional groups are important for a superlattice

formation.

Figure 3.5. SEM micrograph of a Co line grating electro-deposited in a

BPT-SAM template patterned by direct e-beam writing [52].

Figure 3.6. Transmission electron micrograph of Au clusters formed

on a Pt grid coated with Pioloform3 film and S-layerþ glutaraldehyde

fixation þH2S treatment [56].
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3.3

Top-down SPM Approach

Several electrochemical SPM techniques have evolved to generate low-dimensional

metal or oxide systems [57]. The first successful attempts at electrochemical nano-

structuring were based on the generation of surface defects by a scanning tunnel-

ling tip. The defects were created either by a mechanical contact between tip and

substrate, that is a tip crash, or by some sort of sputtering process initiated by the

high-voltage pulses applied to the tip [58, 59]. These artificially created defects then

acted as nucleation centers for metal deposition, which allowed the decoration of

electrode surfaces by metal clusters on a nanometer scale.

Another early probe-induced technique was the initial metal deposition at the

SPM probe and the subsequent mechanical transfer of a small Me cluster to the

substrate surface below the probe. This technique is based again on the ‘‘jump-to-

contact’’ between tip and substrate [60–67]. By applying an electrode potential to

the STM tip slightly negative of the bulk deposition potential of the metal ions in

solution, metal is deposited from the electrolyte onto the tip. This metal-loaded tip

then approaches the surface close enough for the jump-to-contact to occur. A con-

nective neck, a metal bridge between tip and substrate, will break upon the subse-

quent retreat of the tip. This leaves a small metal cluster on the substrate surface.

The tip is then again recoated due to the ongoing metal deposition and becomes

ready for the next cluster formation. Provided that the metal deposition is a fast

process, cluster generation can be performed at kHz rates: that means an array of

10 000 Cu clusters on Au(111) can be made in minutes [63]. Typical parameters are

10–20 ms pulses at a rate of 50–80 Hz. The cluster size can be varied by changing

the tip approach. An electrochemical scanning tunnelling microscope (EC-STM)

tip was used to fabricate nanometer-sized Cd clusters on Au(111) electrode surfaces

at preselected positions. Cd nanoclusters were formed at different substrate poten-

tials and were studied using electrochemical and topological characterization in

the in situ STM [67]. The height and stability of nanometer-sized Cd clusters on

Au(111) electrode surfaces for instance depended strongly on the applied substrate

potential. This was ascribed to potential-dependent surface alloying leading also to

a variable composition of the clusters due to intermixing of Cd from the tip with

the substrate during the jump-to-contact process.

This tip-induced metal deposition was also investigated on alloy surfaces of

AuCu single crystals of various surface composition and orientation [68]. Varying

composition of the substrate surface drastically changed the cluster formation be-

havior and the cluster stability. The cluster stability is explained by an alloy forma-

tion during the jump-to-contact process. The alloy like behavior of the clusters be-

comes obvious when observing the cluster dissolution as a function of the applied

potential to selective dealloying of the substrate. The presence of a Cu underpoten-

tial deposition layer can have an additional effect in stabilizing the clusters by ham-

pering Au surface diffusion. Such stabilizations seem to be limited to systems

where strong attractive interactions are present.
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Defect-induced techniques are characterized by a mechanical production of

small surface defects of different dimensionality, which can act as nucleation

centers in the subsequent metal phase formation process [58, 69, 70].

An approach less harmful to the substrate is the local removal of an overlayer

that causes a high overpotential for metal deposition. By choosing an electrode po-

tential slightly negative of the Nernst potential, where no metal deposition will take

place on top of the overlayer, deposition will immediately set in upon removal of

the overlayer by the tip of an STM or AFM sliding across the surface. This has

been demonstrated in an AFM study for Cu deposition onto an oxide covered Cu

surface [71, 72] and in an STM study for Cu deposition onto Au(111) covered by a

monolayer of sodium dodecyl sulfate [73]. The scanning force microscopy (SFM)

cantilever pressure caused deposition of e.g. a small Cu cluster on Au(100) terraces

in the scan region, but no surface damage was observed after lifting [71–73]. This

means that the nucleation was induced by either an elastic deformation of the sur-

face or by creation of fresh surface areas free of adsorbed contaminants. Although

the precision of the metal nanostructures generated in such a way was compara-

tively poor [74], this method bears the potential of decorating semiconductor

surfaces with metal nanostructures, while so far studies have been mostly re-

stricted to metal on metal. This approach requires dense monolayers with suffi-

cient inhibition for metal deposition which can be removed by the tip without

damaging the substrate.

Another approach is field-induced SPM techniques. They make use of the inho-

mogeneous electric field distribution between the SPM probe and the substrate.

Thus the structure of the STM tunnelling gap and of the electrochemical double

layers is changed locally, and the metal ion concentration within the gap, and/or

the charge carrier density and distribution of the underlying substrate domain are

modified [75, 76]. This is based on a burst-like dissolution of metal from the tip,

onto which it had been deposited from solution, and the redeposition onto the

substrate within a narrow region directly underneath the tip. The key lies in the

momentarily high metal ion concentration after the sudden metal dissolution at

the tip, which causes a more positive Nernst potential for the surface region under-

neath the tip.

A related nanostructuring method for the fabrication of 0-dimensional metal

structures used the solid electrochemical reaction, the local oxidation/reduction

reaction of mobile metal ions in an ionic/electronic mixed conductor induced by

an STM tip [77]. Silver sulfide (Ag2S) was used as the tip material. A nanoscale

Ag cluster was formed at the apex of the Ag2S tip when a negative bias voltage

was applied to the sample. The Ag ions in the Ag2S tip were reduced to Ag atoms

by the tunnelling electrons from the sample.

Finally, the majority of this chapter is dedicated to a template-induced technique

that relies on the localized electrochemical formation of irreversible cavities or

voids as templates for the subsequent electrochemical deposition [78–82]. This

makes use of the concept to create zero-dimensional (0D) metal clusters where

nanoscaled cavities have to be formed by local corrosion via low-dimensional anion
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systems. In this chapter, this method is described for the Bi on Au system. Bis-

muth nanostructures are of considerable interest, both from a fundamental, as

well as from a technological (device applications) points of view [83].

3.4

Thermodynamics of Low-dimensional Phases

Electrodeposition of metals in STM tip-generated template cavities can be appro-

priately discussed when one considers the important role of nanosized anodically

formed cavities. Low dimensional, 0-dimensional (0D), 1-dimensional (1D), and 2-

dimensional (2D) metal phases in the underpotential deposition (UPD) range

can be directly observed by in situ STM and SFM [8, 10, 82, 84]. The formation of

low-dimensional anion (or oxide) systems at 0D and 1D substrate surface inhomo-

geneities as well as the formation of 2D oxide overlayers and 3D passive films de-

termines both the rate determining step of the dissolution kinetics and the dissolu-

tion and passivation mechanism. The equilibrium potentials of these are given by

[10]

UiD A < U0
3D A þ RT=nF ln½ðaiD A aHþ nÞ=aH20� ð3:1Þ

with i ¼ 0; 1; 2; 3 and n ¼ 1; 2. Since aiD A decreases with decreasing dimensional-

ity i, the equilibrium potential is shifted into the negative direction:

U0D A < U1D A < U2D A < U3D A ð3:2Þ

Moreover, kinetic results show that the exchange current density of the dissolution

of 0D and/or 1D kinks (in the so-called active potential region) is less than that of a

2D kink (in the so-called prepassive potential region).

Low-dimensional metal phases, on the other hand, exist on an ideally polarisable

and foreign substrate in the undersaturation range U > U3D Me if the binding

energy of Me adatoms on the substrate is stronger than that of the metal on the

native substrate. The metal phase formation process usually starts at high under-

potentials, DUUPD, by a decoration of 0D surface point defects such as kinks, va-

cancies, interstitials, chemical impurities, and emergence points of edge and screw

dislocations. This is followed by the decoration of 1D monatomic steps, intersec-

tion lines of grain boundaries and stacking faults. The phase formation process

proceeds by the formation of 2D expanded commensurate or gas-like metal

adlayers on atomically flat terraces. The last step is the formation of condensed

commensurate, high order commensurate or incommensurate 2D monolayers via

a first order phase transition. The stability ranges of expanded (gas-like) or con-

densed (liquid-like or solid-like) Me phases of different dimensionality, iD (with

i ¼ 1; 2; 3), are characterized by Nernst-type equations [10]:

UiD Me ¼ U0
3D Me þ RT=zF lnðaMezþ=aiD MeÞ ð3:3Þ
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where UiD Me denotes the respective equilibrium potential, U 0
3D Me is the standard

potential of the 3D Me bulk phase, aMezþ the activity of Mezþ in the electrolyte, and

aiD Me the activity of an iD Me phase. In the case of condensed iD Me phases

(i ¼ 0–2), aiD Me are constants and less than unity. aiD Me usually decreases with de-

creasing i so that the corresponding equilibrium potentials are shifted in the posi-

tive direction in analogy to the anion systems described above:

U3D Me < U2D Me < U1D Me < U0D Me ð3:4Þ

iD phases are stable at U < UiD Me. The higher the Me–surface interaction energy,

the smaller can be the iD metal phase. The activity term aiD Me is related to this

interaction energy, so that it is expected to decrease with decreasing dimensional-

ity, giving higher (i.e., more positive) equilibrium potentials for phases of lower

dimensionality i.
This thermodynamic situation is of fundamental importance for the electrodepo-

sition of metals in STM-tip-generated 0D nanocavities described here. In the pres-

ence of specifically active 0D substrate surface inhomogeneities, a formation of a

small 0D Me cluster with defined energetics, size, and structure can be induced.

A small localized and stable cluster of Me adatoms with specific energetics and

structure different from those of the Me bulk phase, is formally considered as an

‘‘0D Me cluster’’. This behavior is also supported by first-principle calculations [85,

86]. The adsorption isotherms calculated indicated that Ag adsorption on Au(111)

should occur in three well-defined stages: first, adsorption on 0D kink sites, sec-

ond, adsorption at monatomic steps (1D) and finally formation of the monolayer

or 2D phase. In all cases, the presence of inhomogeneities shift the adsorption iso-

therms towards more negative chemical potentials thus increasing DUUPD with

respect to that predicted at perfect surfaces.

The stability of small Me clusters and defined Me nanostructures on foreign sub-

strate surfaces is still an open problem. Generally, small 3D clusters have a more

negative equilibrium potential than the corresponding infinitely large phases. This

effect is related to the Gibbs–Thomson or Kelvin equation and leads to a dissolu-

tion of small 3D phases at the corresponding equilibrium potentials. lt is evident

that a stabilization of iD metal phases ði ¼ 0; 1; 2Þ at open circuit conditions

needed for long-time stable nanostructures can be achieved by the low-dimensional

system concept using stabilizing effects such as adsorption of interface inhibitors,

passivation, and inclusion of contaminants.

3.5

Experiments on the Electrodeposition in STM-tip-generated Nanocavities

The experiments were performed with a scanning tunnelling microscope for in situ
electrochemical measurements [78, 79, 87]. STM tips were made from electro-

chemically inert iridium wires by mechanical grinding and were covered, except

for the apex of the tip, with Apiezon wax. An open cell made of PCTFE (Kel-F1)
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with a volume of@0.2 ml was employed for the in-situ STM experiments [78, 79].

A 300 nm thick Au film evaporated onto a borosilicate glass served as the workng

electrode. This was flame-annealed to about 500 �C in order to obtain large Au(111)

terraces. Two platinum wires served as counter and quasi-reference electrodes. Po-

tentials are reported relative to the 3D equilibrium potentials of the metal deposits

in the same electrolyte. The electrolytes were prepared from Bi(NO3)3�5H2O and

HNO3. Nanometer-sized cavities on the gold surface were produced by switching

the tip from the input of the STM current amplifier to a pulse generator that pro-

vides pulses with duration down to 20 ns and pulse height up toG4 V. The STM

images were obtained in the constant current mode.

3.6

Underpotential Behavior of Bismuth on Gold

The controlled electrodeposition of 0D phases needs detailed knowledge of the

UPD behavior. Bi exhibits two different Bi monolayer structures on Au(111) in

the UPD region [88–91]. At a UPD potential DUUPDA0:20 V, a ð2� 2Þ-Bi adlattice
with a moderate coverage ðyBi ¼ 0:25Þ occurs. There is indication that hydroxide is

co-adsorbed with the Bi in a 1:2 ratio [90]. At DUUPDA0:10 V, a condensed uni-

axially commensurate structure ðyBi ¼ 0:64Þ is formed before the onset of the bulk

metal deposition. The latter fact is significant with respect to the deposition of Bi

on Au terraces and in nanocavities, since it indicates that the further Bi deposition

onto the condensed Bi monolayer requires a significant additional electrochemical

energy, because the monolayer is compressively strained. The Stranski–Krastanov

growth model can be expected for the overpotential deposition due to the strong

mismatch in the atomic radii of about 22% (rAu ¼ 0:144 nm; rBi ¼ 0:175 nm) [92].

A cyclic voltamogram for Bi UPD on Au(111) from deaerated BiOþ (formally

also Bi3þ) in HNO3 is depicted in Fig. 3.7. The dashed curves represent deposition

and stripping current traces of the 3D metal phases, and allow location of the ob-

served equilibrium potentials of the respective electrode reactions versus the Ag/

Agþ electrode potential in the same electrolyte. The Bi/BiOþ equilibrium potential

theoretically is U3D ¼ �0:48 V(Ag0=þ), and has been observed at U3DA�0:41

V(Ag0=þ) in 0.001 Mezþ (Fig. 3.7). In this context, potentials are conveniently given

relative to U3D i.e. as underpotentials, DUUPD.

Bi shows the two characteristic UPD peak groups (Fig. 3.7), the first due to

the low coverage ð2� 2Þ-Bi adlattice at DUUPD 1A0:25 V, and the second at

DUUPD 2A0:19 V, due to the condensed uniaxially commensurate ðp� ffiffiffi
3

p Þ struc-
ture (see above [88–91]). The Au surface of the Bi experiment in Fig. 3.7 exhibited

not only pure (111) orientation, but also several shifted peaks were observed in

contrast. The small current features at U > UUPD 1 can be correlated to the forma-

tion of a higher quantity of 1D phases, i.e. the decoration of steps, which exhibit a

higher concentration on a misoriented low-index plane.

The point of zero charge (pzc) of the substrate Au is of major importance for

any UPD reactions since it determines the nature and surface excess of adsorbed
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cations and/or anions that compete with underpotential deposits for surface

sites. Au(111) exhibits pzc’s at Upzc ¼ 0:47 V(SHE) ¼ �0:15 V(Ag0=þ) [86–88],

and Au(210) at UpzcA�0:40 V(Ag0=þ) [93]. Au(111) shows the most anodic and

Au(210) the most cathodic pzc [94]. The entire UPD range of Bi therefore overlaps

with the double layer region of Au(111) where Au oxide is not stable (Fig. 3.6).

Only NO3
� anion adsorption competes with the formation of the low coverage

ð2� 2Þ-Bi adlattice at DUUPD 1A0:25 V, that is UA�0:16 V(Ag0=þ) almost coin-

cident with the Au pzc Upzc ¼ �0:15 V(Ag0=þ) [94–97]. That means that the for-

mation of the condensed uniaxially commensurate ðp� ffiffiffi
3

p Þ structure down to

DUUPD 2A0:19 V, that is UA�0:22 V(Ag0=þ), occurs on a Au surface with about

equal surface concentrations of NO3
� anions and cations, such as hydronium cat-

ions, and the Bi source, hydrated BiOþ cations. The generation of the 3D Bi phase,

however has to compete with anion adsorption on the Bi monolayer which is

expected to exhibit a much more negative pzc as naked Ag (UpzcðAgÞA�1:10

V(Ag0=þ)), or even Au (Upzc ¼ �0:15 V(Ag0=þ)).

Figure 3.7. Representative cyclic voltammograms for Bi under-

potential deposition (UPD) on Au(111). Electrolyte: deaerated, 0.001 M

Me zþ þ 0:01 M HNO3. Scan rate: 0.03 V s�1. Potential versus the

Ag/Agþ electrode in this electrolyte. Dashed curves represent current

traces when 3D Me phases have been deposited [82].
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3.7

Zero-dimensional Bi Deposition

The formation of the nanocavities on Au in a 0.01 M Bi(NO3)3 þ 1 M HNO3 elec-

trolyte was carried out at UAþ0:10 V(Ag0=þ) or UAþ0:52 V(Bi/BiOþ), that

is more than 0.2 V positive of the Bi-UPD range, which sets in below

DUUPD 1A�0:17 V(Ag0=þ). The STM image in Fig. 3.8(a) shows a Au(111) terrace

on which three nanocavities were created by the application of three 2.8 V 80 ns

pulses (tip negative) between the tip and the sample. The diameters range between

about 3 and 5 nm. Though the curvature of the tip interferes with the true topog-

raphy of the nanocavities, one can conclude that the two upper cavities are at least

2 monolayers deep (Fig. 3.8(a)).

After the cavity formation, the electrode potential was reduced to UA0:27

V(Ag0=þ) or UAþ0:15 V(Bi/BiOþ) near the UPD potential, DUUPD 2Aþ0:19 V,

where a condensed Bi layer is formed, not only on the terraces, but with high prob-

ability also on the bottoms and walls of the cavities. The STM image in Fig. 3.8(b)

was obtained after this potential step. Progressive and preferential filling of the

nanocavities with Bi is evident from the cross sections in Fig. 3.9, as well as from

the more extensive data plot of the depths of the three cavities as a function of the

deposition time (Fig. 3.10). The data in Fig. 3.10 were evaluated from a set of

twelve consecutive STM images each requiring 90 s. At UAþ0:15 V(Bi/BiOþ), al-
most coincident with DUUPD 2Aþ0:19 V, the deposition ceased (in less than half

an hour) as the cavities were filled with Bi, that means as soon as the growing Bi

nanoclusters reached the surface of the compact UPD Bi layer on the terraces.

These embedded clusters appear as about 0.1 nm high protrusions above the sur-

face in the STM images (Figs. 3.8 and 3.9). Considering the substantial atomic

radii difference of about 22% of Bi (0.175 nm) and Au (0.144 nm), this height dif-

ference can be mainly explained topographically without the necessity of invoking

Figure 3.8. STM images (60� 25 nm2) obtained on Au(111) in 0.01

M Bi(NO3)3 þ 1 M HNO3. (a) U ¼ 0:52 V (Bi0=3þ) after application of

potential pulses of 80 ns duration and 2.8 V between tip (tip negative)

and sample; (b) after potential step from þ0.52 to þ0.15 V(Bi0=3þ),
16.5 min [82].
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electronic effects such as workfunction differences. From this protrusion height,

one can deduct the deposition of two Bi monolayers in addition to the first UPD

layer present on the bottom of the middle cavity which is two Au monolayers deep.

0D metal clusters could not be formed on gold 0D cavities that were always cov-

ered by oxide, hydroxide or nitrate. Only once the entire Au surface, including the

0D cavities, was covered by a dense monolayer of the deposit metal, and no direct

interaction with Au was possible, could 0D Bi clusters on Bi-‘‘clad’’ 0D cavities be

generated. However, the Bi surface also exhibits more or less strong nitrate adsorp-

tion over the entire UPD range down to the bulk deposition. This obviously is no

inhibitor for the 0D species.

The fundamental reason for the privileged properties of Bi lies in the fact that

the pzc of Au is almost 0.2 V positive of the 3D-Bi/BiOþ potential U3D(Bi) so that

anions cannot inhibit the formation of the close-packed adlayer in the range be-

tween U3D(Bi) and UpzcðAuÞAUUPD 2(Bi). 0D clusters can be generated. However,

Bi with the larger atomic radius than the host Au always results in morphologically

observable features with finite vertical heights whereas the commensurate Ag, with

a radius practically equal to that of the template, leads to a flat filling of the 0D void

Figure 3.9. Cross sections of three nanocavities imaged in Fig. 3.8(a).

(a) UAþ0:52 V(Bi0=3þ); (b) immediately after potential step to þ0.15

V(Bi0=3þ); (c) after 7.5 min; (d) after 16.5 min. Horizontal bars: 10 nm.

Vertical bars: Au monolayer units (¼ 0.29 nm) [82].
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in Au. It needs the stability of condensed UPD layers before 0D cavities can be

locally filled and 0D deposits can be generated without masking of overpotential

growth of terraces and 3D phases. Only when there is a wide stability region for a

dense monolayer as e.g. in the case of Bi between 0 and þ0.19 V(Bi/BiOþ), can the

formation of 2D (terraces) and 3D (bulk) phases be avoided.

3.8

Conclusions

Low-dimensional metal systems on interfaces are of crucial importance for nano-

technology. Localized metal nanostructures of less than 10 nm width can be

reproducibly formed by electrochemical approaches. Most of these use stochastic

bottom-up techniques such as the deposition of nanowires along steps or hollow

channels, of controlled metal nuclei, but top-down, lithographically and electro-

chemical in situ scanning probe microscopy (SPM) techniques are also used. In

this context, mainly the combination of a top-down electron beam structuring of

self-assembled monolayer templates and the top-down SPM template surface

cavities generation, both followed by bottom-up growth of nanometer-sized zero-

dimensional (0D) metal dots are discussed.

Figure 3.10. Growth of Bi in the three cavities (Fig. 3.9) on Au(111)

and in 0.01 M Bi(NO3)3 þ 0:01 M HNO3 as a function of time at

U ¼ þ0:15 V(Bi0=3þ) [82].
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4

Nanoscale Electrocrystallization of Metals and

Semiconductors from Ionic Liquids

Walter Freyland, Chitradurga L. Aravinda, and Ditimar Borissov

4.1

Introduction

For an understanding of metal deposition mechanisms at the electrified electrode/

electrolyte interface the following elementary steps have to be considered – see also

Refs. [1–3]:

1. reduction of metal ions at the interface resulting in formation of adatoms;

2. diffusion of adatoms at the interface;

3. formation of critical nuclei;

4. growth of 2D or 3D structures at undersaturation (UPD) or supersaturation

(OPD) conditions.

In all these steps interaction with the electrolyte plays an important role. For exam-

ple, in step 1 the solvation energy of the ions and the adsorption energy of the ada-

toms depend on the interaction with the electrolyte, whereas the nucleation and

growth kinetics and the growth morphology are determined by the interfacial free

energies. So the question arises as to what extent different electrolytes, such as

aqueous media in comparison with molten salts or room temperature ionic

liquids, affect the electrocrystallization of metals, alloys or semiconductors.

Beginning in the late 1980s, in situ STM imaging under defined electrochemical

conditions and with lateral atomic resolution has been achieved [4–8]. In the fol-

lowing decade numerous investigations on electrochemical phase formation and

nanotechnology were performed employing electrochemical in situ SPM tech-

niques – see e.g. Refs. [9–12]. In most of these studies aqueous electrolytes were

used. However, due to the decomposition potential of water of@1.2 V electrodepo-

sition from this electrolyte is limited to a few metallic elements. In addition, hydro-

gen evolution can influence the electrodeposition and STM imaging. In order to

overcome these limitations we have started in the Karlsruhe Institute electrochem-

ical (EC) STM studies employing ionic liquid electrolytes [13]. They offer the spe-

cific advantage of larger electrochemical windows which enables the electrocrystal-

lization of a large range of metals, including transition, rare earth and light metals,
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alloys, and elemental and compound semiconductors. A few examples are pre-

sented in the following together with a brief introduction to some basic electro-

chemical properties of ionic liquids and a short description of the EC-STM experi-

ments in these melts.

4.2

Some Electrochemical and Interfacial Characteristics of Ionic Liquids (ILs)

The former interest in molten salt chemistry and electrochemistry has, in recent

years, moved towards room temperature ionic liquids (ILs). This is motivated by

some unique properties of ILs such as low melting points, extremely low vapor

pressures in pure ILs – for example, for [BMIm]þ PF6
� we observed a partial pres-

sure < 10�6 mbar even at@400 K – and a high solubility for a wide range of or-

ganic and inorganic compounds. These characteristics explain their increasing

use for novel chemical synthesis and first industrial applications [14]. For a recent

review on the synthesis, purification and physiochemical properties of ILs we refer

to the book by Wasserscheid and Welton [15]. It also contains a section on the elec-

trochemical properties of ILs by Trulove and Manz.

In this chapter we restrict discussion to a few bulk and interfacial electrochemical

properties of those ILs which we have employed in our nanoscale electrodeposition

studies. These are essentially imidazolium based ILs, i.e. 1-butyl-3-methylimidazo-

lium chloride, [BMIm]þ Cl�, 1-butyl-3-methylimidazolium hexafluorophosphate,

[BMIm]þ PF6
�, and their acidic mixtures with AlCl3 (organic chloride < 50

mol%). When selecting an IL for an electrodeposition experiment, the key question

concerns the electrochemical stability or the electrochemical potential window

which can be determined by cyclic voltammetry. An example is shown in Fig. 4.1

for [BMIm]þ PF6
� at different temperatures on a Au(111) working electrode.

It seems that the electrochemical stability of this liquid is strongly temperature

dependent. However, it is well known that the electrochemical window, the differ-

ence between the anodic and cathodic potential limits, is very sensitive to impu-

rities, in particular, water. Addition of 1% water may reduce the electrochemical

window of this type of IL by@0.5 V [16]. In chloroaluminate melts water will react

to produce HCl, whereas in melts containing e.g. PF6
� anions HF is found, see

also Ref. [15]. For the example presented in Fig. 4.1 the apparent window of

[BMIm]þ PF6
� is @2.5 V at room temperature, which is roughly 1.5 V less than

the literature value of the pure melt [15]. So impurities play an important role.

For a microscopic understanding of the different steps of electrocrystallization

knowledge of the interfacial characteristics of ILs is important. Computer simula-

tions of the liquid/vapor interface show no segregation of cations and anions in the

surface plane. For imidazolium-based ILs it is found that the cations are oriented

with their planes perpendicular to the surface and their dipoles in the surface plane

[17]. Across the liquid/vapor interface the surface potential drops by @1 V [18].

Recent measurements of the surface dipole moment density of [BMIm]þ Cl� and

[BMIm]þ PF6
� are consistent with the predicted surface potential drop [19].
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Anion adsorption and formation of ordered anion adlayers has been intensively

studied at the electrified metal/aqueous electrolyte interface, see e.g. Ref. 20. It can

have a strong impact on the initial steps of electrocrystallization. This phenome-

non of anion adsorption is also important in studies with ionic liquid electrolytes.

In an AlCl3
� BMImCl melt a superstructure of AlCl4

� anions adsorbed on Au(111)

has been observed by high resolution STM images with lattice constants of

a ¼ 8:3G 0:5 Å and b ¼ 9:8G 0:5 Å [21]. Similar observations were made for PF6
�

containing melts [21].

4.3

Variable Temperature Electrochemical SPM Technique for Studies with Ionic Liquids

In situ electrochemical STM studies are now widely performed with commercial

and homemade instruments. In most cases an open electrochemical cell is used

and measurements are conducted under ambient conditions. In addition, the scan-

ner housing and tip holder are not specifically sealed, so that corrosive volatile

impurities from the electrolyte can attack the piezo contacts and the scanner elec-

tronics. For our EC-STM experiments with ionic liquids we have constructed a new

set-up which is shown schematically in Fig. 4.2.

In principle, the electrochemical cell is connected with the scanner by a vacuum-

tight super flexible stainless steel bellow. The cell is mounted on a quartz plate to

reduce heat losses. The coarse vertical displacement of this quartz plate is realized

by three micrometer screws driven by stepping motors which are controlled by the

z-piezo of the scanner. The connection of the tip holder with the scanner is sealed

with silicon paste or a silicon O-ring to reduce gas exchange with the interior of the

Figure 4.1. Electrochemical potential window of [BMIm]þ PF6
� at

different temperatures determined by cyclic voltammetry, see text

(unpublished results).
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scanner. A BN-heating element is used to vary the temperature of the electrochem-

ical cell. The body of the electrochemical cell is made of a cylindrical sapphire ring

which is sealed to the respective working electrode at the bottom. Reference and

counter electrode are sealed to the sapphire cylinder as shown in Fig. 4.2. This con-

struction has been tested at different temperatures up to 500 K [22] and has been

used in the studies reported in Section 4.4.2. Measurements at room temperature

have been performed with a simpler, but similar construction made from Teflon,

not employing the bellow sealing. For measurements at room temperature electro-

chemically etched Pt and W STM tips which were coated with epoxide to reduce

the effect of Faraday currents have been used. At elevated temperatures insulation

of the tips by borsilicate glass proved to be necessary.

4.4

Underpotential Deposition of Metals: Phase Formation and Transitions

At the electrochemical interface, nanostructures of reduced dimension such as 1D

nanowires or 2D ultrathin films can be deposited at underpotential, DE > 0, or

undersaturation, Dm < 0, conditions. They are defined by the following relation:

Figure 4.2. Construction of a high temperature electrochemical

tunneling microscope (a) and detailed drawing of the piezo scanner

and electrochemical cell sealing (b). (From Ref. [22], with permission of

the American Institute of Physics.)
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Dm ¼ mMe zþ � mMe;D ¼ �zFðE � EMe=Me zþÞ ¼ �zFDE ð4:1Þ

Here mMe zþ is the chemical potential of metal ions in the electrolyte and mMe;D that

of metal in the low-dimensional structure of dimension D; E denotes the actual

electrode potential, whereas EMe=Me zþ is the Nernst equilibrium potential of bulk

metal taken as reference with the activity aMe;D¼3 1 1. Accordingly, overpotential

deposition of 3D bulk structures occurs for DE < 0. The equilibrium potentials of

the low-dimensional structures decrease with increasing D. So the stability of these

structures and their transformation are controlled by the electrode potential E – for

further details see Refs. [2, 23].

Employing the step edge decoration method we succeeded in the electrocrystalli-

zation of nanowires of a transition metal, titanium, on highly oriented pyrolytic

graphite (HOPG) from an ionic liquid [24]. For space reasons, this cannot be

further described here. Instead, we focus in the following on 2D electrochemical

phase formation.

4.4.1

Ag on Au(111): Aqueous versus Ionic Liquid Electrolytes

Underpotential deposition of foreign metals on metal substrates from ionic liquids

is of fundamental interest to clarify electrocrystallization at the electrode/ionic

liquid interface which is not yet fully understood. As an example of UPD phenom-

ena in ionic liquids at room temperature, Ag on Au(111) has been selected, on the

one hand, because of the negligibly small lattice misfit, and on the other hand,

because Ag UPD has been extensively studied in aqueous solutions [25–28]. In

contrast to aqueous electrolytes, Ag UPD on a single crystal Au(111)-surface in

AlCl3aBMImCl is significantly different [21, 29]. A typical cyclic voltammogram

(CV) in 1 mM Ag2SO4 þ 0:1 M H2SO4 at a sweep rate of 30 mV s�1 is presented

in Fig. 4.3(a).

Ag UPD in the aqueous electrolyte is characterized by two sharp voltammetric

reduction peaks occurring at 520 mV (UPD I) and 25 mV (UPD II), whereas in

the ionic liquid they appear at 410 mV and 110 mV, see Fig. 4.3(b). However, in

the last case UPD I is split into two peaks at 410 mV (C3) and 230 mV (C4) indicat-

ing two distinct surface processes. Process C2 corresponds to anion adsorption, see

Section 4.2.

Corresponding Q(E) isotherms of Ag on Au(111) measured by the loop tech-

nique (see e.g. Ref. 2) in aqueous and ionic electrolytes are plotted in Fig. 4.3(c)

and (d), respectively. The isotherms clearly indicate that the surface coverage asso-

ciated with UPD I in ionic liquid is higher than in aqueous solutions. However, in

both cases formation of one densely packed monolayer is found on approaching

the Nernst potential which is associated with a charge density of 222 mC cm�2.

In the UPD I of Ag on Au(111) in the aqueous electrolyte atomically resolved

in situ STM images at 500 mV show a ð3� 3Þ adlayer of Ag (Fig. 4.4), whereas on

changing the potential to 20 mV, a phase transition from the more open ð3� 3Þ
structure to a densely packed ð1� 1Þ structure of Ag on Au(111) occurs, see also

Ref. 21. A high resolution image of UPD I reveals individual silver adatoms packed
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Figure 4.3. Cyclic voltammogram recorded on a single crystal Au(111)

surface in (a) 1 mM Ag2SO4 þ 0:1 M H2SO4 at a sweep rate of 30

mV s�1, (b) 2 mM AgCl in 58:42 mole ratio of AlCl3: BMImCl at a

sweep rate of 50 mV s�1 and Q(E) isotherms in (c) aqueous and (d)

ionic liquid.

Figure 4.4. (a) Atomically resolved STM image of a 6 nm� 6 nm scan

of the Ag adlayer on Au(111) at 500 mV in aqueous solution. The

modulation of height in the h112i direction is a result of alternating

adatoms in atop and 2-fold bridge sites; (b) schematic representation

of ð3� 3Þ structure of Ag on Au(111). Note that filled gray small circles

represent Ag adatoms at atop sites, whereas the black ones represent

Ag adatoms at bridging sites.
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into an ordered adlayer exhibiting a spacing of a ¼ 8:3G 0:5 Å and b ¼ 8:2G 0:2 Å

between the adjacent adatoms that have the same contrast and an angle of

G ¼ 110G 5�. The interatomic distances suggest a ð3� 3Þ superlattice, although

the angle in the unit cell deviates a little bit. A schematic representation of the

adlayer with the ð3� 3Þ structure on Au(111) is given in Fig. 4.4(b) in which the

open circles represent Au(111) surface atoms whereas the filled gray ones are Ag

adatoms at atop sites and the filled black ones are Ag adatoms at bridge sites. The

model clearly shows that silver atoms take both atop and 2-fold bridge sites. Inter-

estingly, the pattern of alternating higher and lower rows is exactly what is seen in

the STM image (Fig. 4.4(a)). The modulation of height in the h110i direction is

less pronounced than that in the h112i direction.

In the ionic liquid, Ag UPD I exhibits two CV peaks at 410 mV and 230 mV.

Atomically resolved images in this potential region show the coexistence of two dif-

ferent 2D Ag phases – patches of an ordered structure (their domain boundaries

are indicated with a dashed line, see Fig. 4.5(a)) and a disordered phase. An atomi-

cally resolved STM image of the ordered phase is depicted in Fig. 4.5(b). In this

instance the image reveals a well ordered structure of the silver monolayer yielding

a superlattice of a ¼ 4:4G 0:6 Å, b ¼ 5:5G 0:5 Å and G ¼ 58G 3�. This indicates

that the silver adlayer in the ordered domains has a packing comparable to that of

a close packed ð ffiffiffi
3

p � ffiffiffi
3

p ÞR30� structure.
Sweeping the potential further in the negative direction to 200 mV (on the left

side with respect to the C4 peak) induces new structural changes. The disordered

phase is converted into the ð ffiffiffi
3

p � ffiffiffi
3

p ÞR30� structure resulting in a smoothing of

the surface. We interpret this observation (see C4 peak in the CV) as a result of a

potential-induced order/disorder transition [21]. Interestingly, stepping back the

Figure 4.5. In situ STM images of the Ag adlayer on Au(111) in

AlCl3:BMImCl at 300 mV; (a) dashed lines show domain boundaries of

the ordered Ag phase, (b) high-resolution STM image of the ordered

Ag phase with superlattice constants of a ¼ 4:4G 0:6 Å,

b ¼ 5:5G 0:5 Å and G ¼ 58G 3�.
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potential to 400 mV induces the reverse transition from ordered to disordered

structures. These observations give evidence that the process of Ag UPD on

Au(111) in BMImClþ AlCl3 undergoes a completely different scenario in compar-

ison with that in aqueous solutions.

4.4.2

Zn on Au(111): Spinodal Decomposition and Surface Alloying

When discussing 2D and 3D phase formation, nucleation and growth phenomena

are usually considered. In this case mass transport is governed by normal diffu-

sion, i.e. down the concentration gradient. However, if slow processes like alloy for-

mation and corresponding spinodal decomposition are involved, a thermodynami-

cally modified diffusion process may dominate, whereby concentration fluctuations

lead to a flux in the direction up the concentration gradient. This mechanism,

which is quite different from that of conventional nucleation and growth, was first

described by Cahn and Hilliard [30, 31] in their theory of spinodal decomposition

and was successfully applied to explain the spinodal structures of 3D systems like

ZnaAl alloys [31]. These are characterized by highly connective structures, some-

times also called labyrinth or wormlike structures. In recent years, a few examples

of 2D labyrinth structures have been reported, including the homoepitaxial growth

of Ag on Ag(100) and Cu on Cu(100) [32], and the electrochemical dissolution of

Au atoms at a Au(111) surface [33]. In all these cases a typical length scale of the

spinodal structures of@5 nm is observed. In the following we focus on the electro-

deposition of Zn on Au(111) and show that, due to surface alloying in this system,

2D phase formation and dissolution is governed by spinodal decomposition and

structures.

Figure 4.6 shows the cyclic voltammogram of the UPD and OPD processes of Zn

on Au(111) from the ionic liquid AlCl3aBMImCl (58:42)þ 1 mM Zn(II). In the

UPD range below 500 mV vs. Zn/Zn(II) three reduction waves C1, C2, and C3

are indicated, which we assign to the formation of three successive ZnAu and Zn

monolayers, respectively. Stripping of the ZnAu surface alloy layers is denoted by

the peaks C1
0 and C2

0. In the OPD region near the reduction peak at �80 mV vs.

Zn/Zn(II) layer-by-layer growth occurs [34] which is followed towards more nega-

tive potentials by AlaZn codeposition. The UPD phase formation has been studied

by in situ STM imaging which is demonstrated in Fig. 4.6(b)–(d) by a few selected

pictures. In the first UPD process island formation sets in around 250 mV. On re-

ducing the potential to 200 mV and increasing the coverage on Au(111) labyrinth

or wormlike structures become visible (Fig. 4.6(c)). Before the second UPD process

starts an almost complete monolayer with a few defects covers the Au(111) terraces

(Fig. 4.6(d)). A similar growth mechanism has been observed by STM imaging dur-

ing growth of the second and third monolayer, see Ref. [34]. From the height pro-

files we found that the thickness of the first monolayer is slightly reduced, with a

value of 2:2G 0:2 Å, whereas the height of the subsequent layers, including those

in the bulk, achieved a constant value of 2:4G 0:2 Å. On dissolution of the Zn on

Au(111) deposits, i.e. jumping the potential for example from �50 to 750 mV, clear
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labyrinth structures evolve with time and finally, after about 1 to 2 h, the Au(111)

surface is recovered, containing holes of 1 to 2 ML depth if only UPD films are

dissolved, see Fig. 4.7. These holes heal after several hours whereby the respective

Au islands disappear – see the white spots in the STM images of Fig. 4.7. This

change in the surface structure on electrochemical dissolution has the signature

of spinodal decomposition of a surface alloy phase.

In order to gain insight into the kinetics of the UPD surface alloying we have

evaluated the average surface coverage Y of the spinodal structures as a function

of time for different deposition potentials by analysing the STM images with a

proper software program [35]. At constant potential, an exponential time depen-

dence is found:

Figure 4.6. First UPD process of Zn on Au(111) in AlCl3aBMImCl

(58:42)þ 1 mM Zn(II). (a) Cyclic voltammogram of the UPD and OPD

processes recorded at a scan rate of 5 mV s�1. (b)–(d) EC-STM images

(110� 110 nm2) at different potentials ((b) 250 mV, (c) 200 mV, (d)

160 mV) taken at time intervals of@5 min. (Etip ¼ 100 mV, Itun ¼ 5 nA,

scan rate 3.3 Hz; from Ref. [34], with permission of the Royal Society of

Chemistry.
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Y ¼ 1� expð�ktÞ ð4:2Þ

This is shown in Fig. 4.8 for measurements at a constant potential of 200 mV and

at two different temperatures. From these data we determine a rate constant of

k ¼ ð1:6G 0:2Þ � 10�3 s�1 at room temperature and estimate an activation energy

of@100 meV [35]. The rate law and the slow kinetics are consistent with a surface

alloying reaction, whereby adsorbed Zn atoms are incorporated into the topmost

layers of the Au(111) lattice. A similar model has been suggested for Pb UPD on

Figure 4.8. Logarithmic plot of average coverage Y vs. time t as

determined from the STM images of first monolayer formation at 200

mV; (a) 298 K, (b) 323 K (taken from Ref. [35] with permission of the

American Institute of Physics).

Figure 4.7. Evolution of labyrinth structure during electrochemical

dissolution of ZnaAu alloy layers on Au(111). STM images (129 �
129 nm2) after a potential jump from �50 to 750 mV at 3 min (a) and

90 min (b) after the jump. (STM parameters as in Fig. 4.6, taken from

Ref. [35], with permission of the American Institute of Physics.)
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Ag(111) and similar results for k and the activation energy have been obtained by

voltammetric measurements [36].

A 2D hydrodynamic model has been developed to describe the kinetics and the

structural evolution of the spinodal decomposition reaction – for details see Ref.

35. Here, we focus on the time evolution of the characteristic length scale and com-

pare the results of the continuum model with experimental STM data, Fig. 4.9. In

both cases, the spectral density or the structure factor, Sq, peaks at a wavelength of

@5–6 nm, which defines the characteristic length scale of the surface structure. As

for the time evolution of Sq, the model calculations and the experimental results

are in good qualitative agreement.

In conclusion, both the electrochemical STM results and the continuum model

calculations of 2D phase formation of Zn on Au(111) show that this system is gov-

erned by surface alloying. Phase separation of a Zn-rich and a ZnaAu alloy phase

is controlled by two-dimensional spinodal decomposition with characteristic laby-

rinth structures of a length scale of@5 nm.

4.5

Overpotential Deposition of Metals, Alloys and Semiconductors

4.5.1

CoxAl, NixAl and TixAl Alloy Deposition

Electrocrystallization of Ni and Co at the Au(111)/chloroaluminate melt interface

has been studied by conventional electrochemical and in situ EC-STM measure-

ments in both the UPD and OPD range [37, 38]. In addition, the MaAl (M ¼ Ni,

Figure 4.9. Evolution of the surface structure factor, Sq, with time t

and wavelength l of the labyrinth structure of Zn UPD on Au(111) at

200 mV; (a) STM results at 323 K, (b) model calculations (taken from

Ref. [35], with permission of the American Institute of Physics).
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Co, Ti) codeposition has been investigated and the formation of 3D alloy clusters

has been analyzed by in situ scanning tunneling spectroscopy (STS) with nano-

meter resolution [37–39]. Here, we briefly summarize some of the main results

on 2D and 3D phase formation of the pure metals and compare them with STM

observations made in electrodeposition from aqueous electrolytes. Afterwards we

give a brief description of alloy formation as studied by STS spectra.

In the UPD range Ni forms a complete monolayer on Au(111) which is evi-

denced by the STM image of a Moiré pattern in Fig. 4.10. A superstructure with

a nearest neighbour distance of 23G 1 Å is observed at a potential of 0.1 V vs. Ni/

Ni(II) which can be explained by the incommensurability between the adsorbed Ni

monolayer ðd ¼ 2:49 ÅÞ and the lattice distance of the Au substrate ðd ¼ 2:885 ÅÞ.
Integration of simultaneously measured current transients yields a charge of 530

mC cm�2 which corresponds to 0.9 monolayers [37]. In contrast to Ni UPD, Co

and Al do not exhibit the formation of a coherent monolayer [38, 39]. Instead 2D

islands with a narrow size distribution form. During anodic dissolution of these

islands holes of@2 Å depth appear in the Au substrate which is indicative of sur-

face alloying. This is not observed in the case of Ni.

In the OPD range, nucleation of 3D Ni clusters occurs almost exclusively along

the monoatomic step edges of the Au(111) terraces, see Fig. 4.10. With time these

clusters grow and reach columnar shapes. This growth mode is not seen in Co

OPD. The UPD and OPD characteristics observed on electrocrystallization from

the ionic liquid very much resemble the observations made in aqueous electrolytes

[40, 41].

Figure 4.10. UPD and OPD of Ni from the ionic liquid AlCl3aBMImCl

on Au(111); (a) STM image of the Moiré pattern of the UPD Ni

monolayer deposited at 0.1 V vs. Ni/Ni(II); (b) OPD step edge

decoration by 3D Ni clusters on Au(111) at �0.2 V vs. Ni/Ni(II)

(Itun ¼ 3 nA, Etip ¼ 0:2 V; taken from Ref. [37] with permission of the

Electrochemical Society).
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STM investigations of MaAl codeposition have been performed at various depo-

sition potentials between the limits of pure M and pure Al deposition. For the mor-

phology of the 3D alloy clusters the following trend has been observed. Whereas

the M-rich clusters reach a grain size of@10 nm, this is clearly reduced with de-

creasing potential and increasing Al content of the MaAl deposits and approaches

a value of 2–3 nm for the Al-rich clusters. To characterize these alloy clusters fur-

ther we have analyzed them by local current–voltage measurements (I–U curves)

which is a special modification of the STS technique, see Ref. 42. It enables a cor-

relation of surface topography with the local electronic structure. In principle, the

STM tip is held at a constant distance z (@5–10 Å) above a specific cluster and the

bias voltage U is ramped linearly over a time interval of@200 ms. Assuming that

the electron density of states of sample and tip is constant, the tunneling current,

Itun, is approximately given by [42]:

Itun ¼ const x

ðU
0

expð�azðf� eVÞ1=2Þ dV ð4:3Þ

Here a ¼ 2�h�1ð2mÞ1=2 ¼ 1:025 eV�1=2 Å�1 and f is the effective tunneling barrier

height which is related to the work function of the sample and the tip and thus

depends on the composition of the alloy clusters. The integral in Eq. (4.3) depends

strongly on f and for small f increases exponentially with U. Figure 4.11 shows f-

values evaluated according to Eq. (4.3) from I–U curves taken for CoxAl1�x clusters

at different deposition potentials in the ionic liquid [38]. Included in Fig. 4.11 are

measurements of the alloy composition by different electrochemical methods [43].

Figure 4.11. Variation of the composition of CoxAl1�x alloy clusters

deposited from ionic liquids; left scale, open symbols: results from

various electrochemical methods 43, right scale, full symbols: variation

of the effective tunneling barrier f from STS measurements as a

function of the potential E (taken from Ref. [38] with permission of the

American Chemical Society).
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Comparing these data sets it becomes clear that the variation of f as a function of

potential E probes the change in the alloy cluster compositions with high spatial

resolution in the nanometer range.

4.5.2

Nanoscale Growth of AlxSb Compound Semiconductors

Studies on the electrochemical growth of compound semiconductor nanostruc-

tures are rather rare, with the exception of chalcogenide systems [44]. An impor-

tant reason for this is that most compound semiconductors cannot be deposited

from aqueous electrolytes. The III–V group compound semiconductors in general

and Sb-based semiconductors in particular are finding immense importance for

use as barrier materials in high speed electronics and long-wavelength optoelec-

tronic devices [45]. Focusing here on the nanoscale electrodeposition of compound

semiconductors we give an example of electrochemical growth of the compound

semiconductor AlxSby from an ionic liquid AlCl3aBMImCl containing Sb3þ [46].

The redox processes in the cyclic voltammogram of the melt AlCl3aBMImCl

containing 1 mM Sb3þ indicate the reduction of Sb3þ at �270 mV vs. Al/Al3þ

and at more cathodic potential, codeposition of Al. A signature due to AlSb deposi-

tion is also seen [47]. To gain more insight into the electrodeposition process, STM

experiments have been performed in two different potential regions, first, the UPD

of Sb and, secondly, the OPD of AlxSb1�x nanoclusters. Upon changing the poten-

tial into the Sb deposition range, 6–16 nm wide and up to@45 nm long 2D nano-

stripes appear all over the Au(111) substrate surface (Fig. 4.12). The height of the

nanostripes is 2:7G 0:2 Å, as expected for a monolayer of Sb. An atomically re-

solved STM image of the 2D stripes reveals a highly ordered structure of the Sbffiffiffi
7

p � ffiffiffi
7

p
superlattice having quasi-hexagonal symmetry with interatomic distances

of 7:6G 0:2 Å and 7:8G 0:2 Å (Fig. 4.12(b)). At a potential of �1 V vs. Al/Al3þ 3D

Figure 4.12. (a) STM image (100� 100 nm2) showing the UPD of Sb

2D nanostripes at 100 mV vs. Al/Al3þ on Au(111) and (b) 13 nm�
20 nm high resolution STM image of a Sb nanostripe with

ffiffiffi
7

p � ffiffiffi
7

p
superlattice. Etip ¼ �50 mV, Itun ¼ 1 nA.
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clusters of AlxSb1�x appear (Fig. 4.13(a)) and continue to grow with time to form

narrowly size dispersed clusters exhibiting a height of@6 nm and a width of@50

nm (Fig. 4.13(b)). It is apparent from the in situ I–U tunneling spectrum (Fig.

4.13(c)) obtained by positioning the tip just above the AlxSb1�x cluster of interest

(see the tip position in Fig. 4.13(a)) that the cluster exhibits semiconductor behav-

ior. The band gap is found to be@1 eV which is clearly smaller than the bulk value

for the indirect-gap semiconductor AlSb i.e. @1.6 eV [48]. The difference may be

due to a size effect of the cluster studied and, in addition, deviations from stoichi-

ometry, which results in a relatively high doping of the cluster. The present EC-

STM study shows the potential of electrochemical methods to deposit semidonduc-

tor nanostructures from an ionic liquid. The method also looks very promising for

deposition of various Sb-based compound semiconductor nanostructures contain-

ing two or more elements such as InSb, GaSb, AlInSb and GaInAlSb.

4.6

Concluding Remarks

The examples presented in this chapter demonstrate that electrocrystallization

studies at the ionic liquid/solid interface can be performed with in situ scanning

probe techniques. Although ionic liquids, in general, possess relatively high con-

ductivities, STM imaging with atomic resolution can be achieved. Simultaneously,

the electronic characteristics of nanostructures are obtained by in situ STS mea-

surements. This information is of fundamental interest for elucidation of the

electrocrystallization mechanisms, but is also important for applications in nano-

technology. With these tools the microscopic and electronic structure of functional

Figure 4.13. Representative in situ STM images (200� 100 nm2)

showing the 3D growth of AlxSbx nanoclusters with time; (a) after 3

min (arrow indicates the tip position for STS measurement) and (b)

after 20 min. E ¼ �1 V, Etip ¼ �0:7 V, Itunn ¼ 1 nA. (c) A typical I–U

tunneling spectrum for AlxSb1�x cluster. Itunn ¼ 20 nA.
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nanostructures can be probed and manipulated during formation and growth. In

comparison with other methods like vapor deposition under UHV conditions, elec-

trodeposition has specific advantages: (i) it occurs near equilibrium conditions; (ii)

dimensionality and growth of nanostructures can be controlled by simple variation

of the electrode potential.

Considering electrocrystallization of a material from different electrolytes, dis-

tinctions in the interatomic interactions and the interfacial energies have to be

taken into account. This is particularly apparent for underpotential deposition, as

shown here for the example of Ag on Au(111). Different anion adsorption struc-

tures and binding influence the 2D phase formation. For a better understanding

of these phenomena further investigations of the electrified solid/ionic liquid inter-

face are needed. Aiming at new materials for nanotechnology – we have considered

here the examples of transition metal alloys and compound semiconductors –

future developments by electrodeposition will focus on ionic liquids. They have

large electrochemical potential windows and the process can be conducted under

ambient conditions.
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5

Superconformal Film Growth

Thomas P. Moffat, Daniel Wheeler, and Daniel Josell

5.1

Introduction

Superconformal film growth is a technologically important deposition process for

reducing the roughness of a substrate surface without the occlusion of voids within

the deposit. One particularly important example is the superconformal copper elec-

trodeposition process that underlies fabrication of state-of-the-art submicrometer

Cu metallizations of silicon microelectronic devices [1, 2] as well as the fabrication

of much larger metallizations of vias in printed circuit boards [3] and 3D wafer

stacks [4]; this includes filling of features with dimensions ranging from 40 nm

to 80 mm, a span of over three orders of magnitude. The growth dynamics are

closely associated with smoothing phenomena that have been empirically associ-

ated with certain electrolyte additives known as brighteners and levelers. The addi-

tives cause local inhibition and/or acceleration of the deposition rate and are often

used in combination. Under optimized conditions the additives provide stabiliza-

tion of smooth planar growth fronts and yield void-free filling of non-planar fea-

tures such as grooves, trenches and vias. An example of the remarkable deposition

behavior associated with a subset of superconformal filling processes called ‘‘super-

filling’’ is given in Fig. 5.1 where growth as a function of electrodeposition time

and feature aspect ratio reveals preferential metal deposition at the bottom surface

of the filling trenches; the preferential deposition continues even after the feature

is fully filled, resulting in bump formation above the filled feature.

An understanding of superconformal film growth requires evaluation of both the

impact of additive adsorption on the kinetics of metal deposition and the effect of

area change on the coverage of the respective adsorbates [2]. Accurate prediction of

superfilling processes in particular can be obtained by quantitatively applying these

principles to adsorbed accelerating additive, whereby (i) the metal growth velocity

is proportional to the local accelerator or catalyst surface coverage and (ii) the cata-

lyst remains segregated at the metal/electrolyte interface during metal deposition

(i.e., it is a surfactant). For growth on non-planar geometries, postulation of these

two behaviors alone leads to catalyst enrichment on advancing concave surfaces

and dilation on convex sections that, in combination, can give rise to distinct

96



bottom-up filling of submicrometer features. These enrichment and dilation pro-

cesses become increasingly important at smaller (optical) length scales since the

change in catalyst coverage of a growing surface for a given deposition rate is pro-

portional to the change in the local electrode area. Quantitatively, the effect of area

change on the coverage of a given surfactant, yi can be expressed in terms of the

local curvature k and growth velocity n normal to the surface

dyi
dt

¼ � 1

Area

dðAreaÞ
dt

yi ¼ knyi ð5:1Þ

Positive k corresponds to a concave interface such as the bottom of a trench while

k ¼ 0 defines a planar surface. If the surface is saturated with two different spe-

cies, adsorbate–adsorbate lateral interactions must be evaluated. In the limiting

case of one species being more strongly bound to the surface, the reduction in

area that accompanies metal deposition on a saturated concave surface results in

expulsion of the more weakly bound species. In contrast, movement of a convex

surface simply opens up new surface sites for additive adsorption from solution.

The effect of area change on adsorbate coverage was well recognized in classical

dropping mercury electrode studies of surfactant-based charge transfer inhibition

[6] and is likewise a central element in studies of adsorption on Langmuir–

Blodgett troughs [7]. The impact of area change on adsorbate dynamics and metal

electrodeposition on solid electrodes was first recognized over 35 years ago by

Schulz-Harder and his work is detailed elsewhere [8, 9] More recently, the curva-

ture enhanced adsorbate coverage mechanism (CEAC) [2, 10–13] was identified

Figure 5.1. Bottom-up superfilling of submicrometer trenches by

copper electrodeposition from an electrolyte containing PEG-SPS-Cl

(taken from Ref. [5]).
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as the key process underlying bottom-up superfilling of trenches and vias; the

concept was further developed both experimentally and theoretically for copper

electrodeposition [2, 14–37] and then extended to silver [19, 38–41] and gold [42,

43] electrodeposition as well as copper chemical vapor deposition [45]. In all these

systems bottom-up superfilling of trenches and vias is associated with selective

enrichment on concave sections of an adsorbate that is catalytic towards the metal

deposition reaction. Often, this catalyst takes the form of a species that disrupts the

formation of a blocking film that otherwise inhibits the metal deposition process.

In these cases the filling process involves the convolution of area change with com-

petitive adsorption between a blocking versus an accelerating adsorbate species.

Alternatively, the filling process can be simplified by derivatizing the surface with

the accelerating species prior to metal deposition [2, 17, 18, 23, 31, 40, 42]. This

reduces the problem to tracking the effect of area change on catalyst coverage and

its effect on shape evolution without having to consider the details associated with

adsorption from the liquid or gas phase media.

This chapter will outline the utility of electroanalytical and surface analytical

methods for identifying and characterizing electrolytes capable of yielding super-

conformal electrodeposition. An understanding of competitive adsorption between

adsorbates that catalyze and inhibit the metal deposition reaction is a key aspect.

The kinetics of additive adsorption and its effect on the metal deposition rate on

planar electrodes are used in combination with the curvature enhanced adsorbate

mechanism (CEAC) to predict electrode shape change during deposition in

trenches and vias. The CEAC derived stabilization of the growth of smooth flat

films using first order perturbation analysis [24] as well as numerical analysis of

the response to extremely small amplitude perturbations [25] will also be reviewed.

No attempt will be made to comprehensively review the relevant literature (the in-

terested reader may wish to consider Ref. [45]), rather our intent is to highlight a

selection of exciting results that deal with the filling of micro- and nanometer scale

features along with a methodology for identifying and characterizing other super-

filling chemistries.

5.2

Competitive Adsorption: Inhibition versus Acceleration

Superfilling electrolytes are characterized by the rapid adsorption of an inhibiting

species that is subsequently challenged by a more strongly binding accelerator spe-

cies that displaces the inhibitor or blocking agent from the interface. Under suit-

able conditions this competition gives rise to hysteretic voltammetry, rising chro-

noamperometry, and depolarizing chonopotentiometry [2, 14, 15, 23, 26, 28, 32].

Prototypical examples for copper superfilling electrolytes are shown in Fig. 5.2. Im-

portantly, these analytical signatures yield the kinetics required for identifying and

characterizing the propensity of the given electrolyte to yield superconformal depo-

sition when used within CEAC-based models of feature filling [2]. In the present

example, the blocking agent is a coadsorbate structure of PEG and Cl. The catalyst
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Figure 5.2. (a) Hysteretic voltammetric

curves are obtained when the accelerator

(SPS) is added to the inhibiting PEG-Cl

electrolyte. For the given sweep rate the

response on the return sweep is effectively

saturated beyond 2.59 mmol L�1 SPS. (b)

Rising current transients are observed in the

PEG-Cl-SPS electrolyte due to activation of the

PEG-Cl inhibited electrodes induced by SPS

adsorption. Qualitatively the transients

correspond to following a vertical trajectory

across the hysteretic voltammetry curves. In

contrast to the single curve for saturated

current that characterizes the return sweeps

of the voltammetric data shown in (a), the

steady-state chronoamperometric current is a

function of the SPS concentration (taken from

Refs. [2, 23]).
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or accelerator is sulfonate-terminated disulfide or thiol. The thiol/disulfide interac-

tion with Cu is greater than that of the inhibiting PEG layer and acts to tether the

charged SO3
� terminal group to the interface. The SO3

� is responsible for the abil-

ity of the molecule to float on the surface and helps displace and prevent the refor-

mation of the blocking PEG layer. Chloride is a required coadsorbate for both the

suppressor and accelerator. However, since halide is plentiful in the electrolyte, the

needs of the respective coadsorbates are readily met. In other systems, such as

silver and gold electrodeposition, the base electrolyte itself contains species such

as cyanide complexes that form adlayers that block the metal deposition reaction.

Accelerators such as SeCN� [38–40] and Pb2þ [42, 43], for Ag and Au deposition,

respectively, disrupt the inhibiting complex adlayers leading to acceleration of the

deposition rate. The one to one correspondence between catalyst coverage and ac-

celeration of the deposition rate was demonstrated by comparing chronoampero-

metric response with XPS measurements of SeCN-coverage as a function of time

during silver deposition as shown in Fig. 5.3.

Interestingly, the superfilling process has also been demonstrated for chemical

vapor deposition of copper using iodine as a catalyst for the reduction of Cu b-

diketonate precursors [44]. This reinforces a key element of the CEAC mechanism

outlined above, namely that it is not dependent on some idiosyncrasy of a given

Figure 5.3. The correlation between acceleration of the silver

deposition rate during chronoamperometry and the accumulation of

a selenocyanate catalyst on the surface as assessed by X-ray photo-

electron spectroscopy of samples removed after various deposition

times is apparent for deposition at an overpotential of �0.35 V. The

XPS data are delineated as solid circles with the line being only a

guide to the eye (taken from Ref. [38]).
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chemical system or model. Rather, the superfilling process is possible for any de-

position process that is controlled by the kinetics of a chemical reaction that can be

catalyzed by a surfactant species.

5.3

Quantifying the Impact of Competitive Adsorption on Metal Deposition Kinetics

A simple quantitative description [2] of the competitive adsorption dynamics be-

gins by considering the surface to be saturated with a combination of suppressing

ySupp and/or accelerating yAccel species

ySupp þ yAccel ¼ 1 ð5:2Þ

Because the concentration of the catalytic species, CAccel, in these electrolytes is

often significantly smaller than the concentration of the inhibiting species, CSupp,

the surface of a freshly immersed specimen can be assumed to be saturated with

the inhibiting species [2, 23]. Furthermore, in the case of copper deposition the

PEG suppressor is enriched at the air/water interface [46] and the kinetics of disul-

fide accumulation, kadsAccel, are known to be relatively slow (at least for potentials

near the open circuit value) compared to that of the suppressor, kadsSupp

kadsSuppCSupp g kadsAccelCAccel ð5:3Þ

Based on the combination of these factors the initial surface condition can be

specified as saturated, or dominated, by inhibitor adsorption. Alternatively, in some

systems such as silver cyanide, the base system itself is inhibiting so that, by de-

fault, evolution involves simply tracking the accelerator coverage.

In CEAC models, the growth velocity or current density, i, on a given surface is

obtained by adding the current densities for surfaces saturated with the accelerat-

ing and inhibiting adsorbates weighted by the area fractions that are accelerated

and inhibited, yi and ð1� yiÞ, respectively. The current densities for the adsorbate

saturated surfaces are typically expressed as potential dependent rate constants, ki,
given by a Butler–Volmer expression. The current density as a whole is presumed

proportional to the local concentration of the metal cations at the surface CMeþ as

determined by diffusion, the long time behavior being constrained by the develop-

ment of a hydrodynamic boundary layer. Taken together, these considerations yield

an expression for the deposition current of the form

i ¼ CMeþ
CMeþy

nF½kSuppð1� yAccelÞ þ kAccelyAccel� ð5:4Þ

Interface motion is expressed as velocity v normal to the surface using Faraday’s

law v ¼ iW=nF with W the molar volume of the deposited metal and n the charge

of the metal ion in the electrolyte. The approximation given in Eq. (5.2) enables at-
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tention to be focused on either the evolution of the catalyst or inhibitor; herein the

former is developed.

The surface coverage of the accelerator is influenced by at least three different

processes: (i) area change, (ii) adsorption from the electrolyte and (iii) desorption

into the electrolyte or consumption by burial in the growing solid. Adding expres-

sions for the latter two effects to the area change term already described in Eq. (5.1)

yields the more general expression

dyAccel
dt

¼ kvyAccel þ CAccelk
ads
Accelð1� yAccelÞ � kdesAccelðyAccelÞq ð5:5Þ

As in Eq. (5.1) the first term is the fundamental term of the CEAC formalism, en-

suring mass conservation of an adsorbate that remains segregated on a surface of

curvature k during metal deposition at velocity v. The second term assumes accel-

erator accumulation from the electrolyte is proportional to the accelerator concen-

tration at the metal/electrolyte interface CAccel, the fraction of surface sites available

1� yAcc and the apparent rate constant kadsAccel. The rate constant associated with the

Langmuir adsorption term is not a fundamental one since adsorption of the accel-

erator is convoluted with desorption of the inhibitor. In the case of copper electro-

deposition from the PEG-Cl-SPS system the rate constant for SPS adsorption, kadsAccel

is potential dependent, the rate increasing exponentially with overpotential h ac-

cording to

kadsAccel ¼ ko exp � aadsFh

RT

� �
ð5:6Þ

The symmetry of the activation barrier, aads, and the pre-exponential term, ko,
have been determined by fitting experimental cyclic voltammetry curves (i.e., Fig.

5.2(a)) on planar substrates over a range of SPS concentrations [2]. The potential

dependence may arise from a number of possible sources including the dynamics

of halide ordering, Cuþ activity, and/or the dynamics associated with PEG adsorp-

tion, desorption and/or reorganization. In other systems such as Ag deposition the

rate constant for accelerator adsorption does not appear to be a function of poten-

tial, at least in the first approximation [38, 39].

The final term in the accelerator evolution Eq. (5.5) quantifies the deactivation of

the accelerator species by either incorporation into the growing solid or desorption

of the molecule or some fragment back into the electrolyte. The expression for the

reaction order and rate constant can take on a variety of forms depending on the

details of the system [2, 43]. In the case of Cu plating from the PEG-Cl-SPS elec-

trolyte, the rate constant is potential dependent, taking the form of an asymmetric

gaussian function of overpotential [2]. Such consumption kinetics are most readily

determined by examining the deactivation of a catalyst derivatized electrode dur-

ing metal deposition in the presence of the other additives, e.g. monitoring the

quenching of the rate of Cu deposition on SPS derivatized electrodes during plat-

ing in a PEG-Cl containing electrolyte as shown in Fig. 5.4. The partition coeffi-
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cient so determined may vary from sustained surfactant activity to rapid compound

formation, depending on the system in question. This approach to assessing addi-

tive consumption has received limited attention in spite of its evident connection

to the microstructural refinement that often accompanies electrodeposition in the

presence of additives.

Because the area change term in Eq. (5.5) does not contribute to additive evolu-

tion during deposition on smooth planar electrodes, conventional electroanalytical

measurements on such electrodes, such as are shown in Fig. 5.2, can be used to

quantify all the kinetic factors contained in the equation. During deposition on

non-planar, e.g. lithographically patterned, surfaces the area change term can

dominate the local response of a surface once an appropriate amount of catalyst

has accumulated. The resulting increase in accelerator coverage at the bottoms of

concave features leads to bottom-up filling that is an essential step in Damascene

processing.

Full evaluation of the kinetic model demands a complete mass balance for all

specified additives combined with determination of the impact of individual addi-

tives on the metal deposition rate [2]. In the simplest case the exchange current

density and transfer coefficient for metal deposition need to be obtained for sur-

faces saturated with the inhibiting and accelerating species respectively. Detailed

Figure 5.4. Chronoamperometry reveals the magnitude and duration

of catalysis obtained on accelerator derivatized electrodes during

copper deposition from an electrolyte containing the PEG-Cl inhibitors

(taken from Ref. [23]). The derivatization conditions are specified in the

legend.
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descriptions of this procedure are available for electrodeposition of copper [2],

silver [38, 39] and gold [43].

5.4

Feature Filling

Experimental studies of Cu trench and via filling reveal a sequence of shape tran-

sitions that accompany bottom-up superfilling; CEAC models predict all of these

transitions using only the kinetics from the studies on planar substrates. Initially

there can be an ‘‘incubation period’’ of near conformal growth as the catalyst be-

gins to accumulate at the interface. The incubation period is followed by the onset

of significant enrichment of the catalyst on the lower concave corners due to their

high curvature (rapid area decrease), which leads to the accelerated deposition

visible at these locations in Fig. 5.5. Qualitatively this corresponds to the transition

point where coverage changes due to the reduction of interfacial area outweigh

those associated with adsorption from the electrolyte or consumption into the

solid. In the absence of significant lateral surface diffusion of the accelerator, the

growth fronts propagate away from the corners in directions midway between

the horizontal bottom surface and near-vertical sidewalls. In higher aspect ratio

features the two advancing corners meet to form a V-notch groove centered on

the feature midline; the evolution of this groove is visible in Fig. 5.6 in the two

larger features. Enrichment at the vertex of the groove due to the high curvature

there leads to the formation of another growth front that rapidly advances upward.

When this front reaches the top of the triangular region of the groove new corners

Figure 5.5. Cross-sectional SEM images of copper electrodeposited in

wide trenches showing the growth fronts propagating from the lower

corners as a function of deposition time (taken from Ref. [47]).
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develop, at a shallower angle because of the higher adsorbate coverages on the

bottom surface, and another enrichment cycle occurs with the bottom surface con-

tinuing to accelerate as more catalyst is transferred to it from the slower moving

sidewalls. Subtle oscillations in the profile of the bottom surface, between the flat

and shallow V-notch bottom surfaces accompany the continual translation of

catalyst from the sidewalls to the bottom surface. The positive feedback cycle thus

established leads to increasing differential catalyst coverage between the bottom

surface and the sidewalls that results in accelerated bottom-up filling. Close exam-

ination of the filling of the two smaller features shown in Fig. 5.6, reveals the rapid

bottom-up motion of the catalyst enriched bottom surface while more limited mo-

tion of the sidewalls occurs. Finally, when the advancing bottom surface reaches

the mouth of the trench the accelerated growth velocity due to its higher catalyst

coverage results in formation of a bump above the feature. Significantly, the incep-

tion of bump formation is accompanied by a change from concave to convex curva-

Figure 5.6. SEM images of shape evolution in filling trenches during

copper deposition from PEG-Cl-SPS electrolyte at �0.25 V. The trench

widths are 350 nm, 250 nm, 200 nm from left to right.
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ture, so that the subsequent bump growth is accompanied by area expansion that

gradually decreases the local coverage and the growth velocity on the bump back

toward the values in the field.

Feature filling in an electrolyte for Ag superfill exhibits a similar sequence of

events that is essentially the same as that observed during Cu superfilling. The in-

cubation period, accelerating bottom-up deposition and overfill bump formation

are evident in the via filling pictured in Fig. 5.7. In this case the incubation period

lasts over 30 s, the bottom-up filling dynamic subsequently filling the remaining

volume of the via in less than 10 s.

Perhaps the most unambiguous demonstration of the role of the CEAC mecha-

nism in trench superfilling is provided by a two-step process that involves derivati-

zation of a patterned copper seed layer with a submonolayer quantity of catalyst

followed by copper plating in a catalyst-free electrolyte that contains PEG-Cl [2,

17]. The various shape transitions that accompany trench filling for two different

derivatization conditions are shown with the corresponding CEAC-based simula-

tions in Fig. 5.8. The experiments demonstrate that superconformal filling of sub-

micrometer features can be derived from the evolution of a submonolayer quantity

of a surface-confined catalyst, without the possibility of significant transport and/or

homogeneous chemistry effects within the electrolyte. Filling proceeds through

shape transitions that are identical to those just described for filling in an electro-

lyte containing the catalyst. The generality of the superconformal CEAC growth

mode is further demonstrated by the observation of similar shape transitions dur-

ing Ag deposition in SeCN-catalyzed trenches [40] as well as iodine-catalyzed Cu

Figure 5.7. Vias cross-sectioned after silver deposition at an

overpotential of �0.485 V in a KAg(CN)2-KCN-KSeCN electrolyte.

Deposition times are indicated. The first 30 s involved conformal

growth (incubation period) that was followed by the onset of SeCN�

accelerator induced bottom-up filling that is captured at 3 s intervals

(taken from Ref. [19]).
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CVD in trenches and vias [44]. Significantly, catalyzed substrates offer the practical

advantage of bypassing the incubation period and, thereby, increasing the aspect

ratio of features that can be filled for a given chemistry. The derivatization

approach may also offer improved process control for systems with unstable accel-

erator chemistry.

5.5

Shape Change Simulations

Quantitative prediction of feature filling, as well as the more general simulation

of morphological evolution, requires a shape change algorithm to implement the

kinetic descriptions of the effect of adsorbates on metal deposition. A variety of

schemes have been employed for these shape change algorithms with the most

accurate keeping track of the interface position, additive coverage, and the con-

centration fields in the electrolyte consistent with the appropriate adsorption and

deposition boundary conditions.

Figure 5.8. Superfilling of trenches pretreated with catalyst prior to

copper plating for the indicated times in a PEG-Cl electrolyte at an

overpotential of �0.25 V. Filling for two different SPS pretreatments is

shown along with the corresponding filling simulations; the gray scale

of the contour lines corresponds to catalyst coverage. Darker lines

indicate a higher catalyst coverage. The specimens were derivatized in

solution containing the indicated concentrations of SPS accelerator

dissolved in 1.8 mol L�1 H2SO4.
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The first generation description invoked a string model to track interface posi-

tion and catalyst coverage while depletion effects within the trench were ignored

[10]; later versions of this model accounted for average depletion of reactants

across the boundary layer between the planar field and the bulk electrolyte [2]. In

the case of Cu deposition two different initial conditions were explored: (i) uni-

form, nonzero catalyst coverage at t ¼ 0, corresponding to catalyst derivatization,

followed by plating in an electrolyte containing PEG-Cl [2, 17] (Fig. 5.8) and (ii) cat-

alyst adsorption via Langmuir kinetics during Cu plating, corresponding to electro-

deposition in an electrolyte containing SPS-PEG-Cl [2, 10] (Fig. 5.6). Superfilling in

both trench and via geometries, including the impact of sidewall tilt, was modeled

[2]. The simulations predicted all the shape transitions observed in experimental

superfilling, i.e., incubation period of near-conformal growth, formation and rapid

advance of 45� inclined segments from the bottom corners, their intersection and

the formation of a nearly flat bottom surface, rapid bottom-up filling and, finally,

bump formation (when the bottom surface reached the top of the trench before

the sidewalls could impinge) [2, 10]. The agreement between the geometries of

predicted and experimental trench filling for the case of derivatized substrates is

evident in Fig. 5.8. A similar comparison in Fig. 5.9 for deposition in PEG-Cl-SPS

Figure 5.9. Trench-filling experiments

compared with shape-change simulations by

tracking the interface height on the trench

centerline as a function of deposition time.

The initial slope corresponds to conformal

growth. It is followed by accelerated bottom-

up filling, after a time that depends on the

trench width, and then by gradual deceleration

as the bottom surface escapes the trench and

curvature inversion associated with overfill

bump formation starts to decrease the

accelerator coverage. The symbols correspond

to experimental results obtained from the

images shown in Fig. 5.6.
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electrolyte demonstrates agreement in time as well as geometry; predicted heights

of the growth fronts along the mid-lines of the trenches as functions of time agree

well with the symbols marking the heights obtained from the images in Fig. 5.6.

Such simulations are also able to accurately predict fill versus fail conditions as a

function of feature size, overpotential, and trench aspect ratio.

A second generation model coupled the level set method for interface tracking

with a finite difference scheme allowing tracking of the evolving adsorbate cover-

age on the moving interface as well as evaluation of all relevant concentrations

throughout the electrolyte [13]. In the case of optimal superfilling, the shape tran-

sitions predicted using this full solution were qualitatively indistinguishable from

those predicted by the approximate string model; this agreement occurs because

the evolution of feature filling in these cases is dominated by the area change

term, which is implemented without approximation in both numerical models

[10, 13]. Simulation where features fail to fill differ only in that the level set con-

struct yields voiding due to depletion of metal ion concentration within the trench

while the string model indicates seam formation due to side wall impingement.

Several of these simulation codes are now available in the public domain (http://

www.nist.ctcms.gov/fipy/) [48].

In parallel with the numerical implementations of CEAC-based models, several

analytical CEAC-based treatments for trench and via filling have also been devel-

oped [12, 16, 19, 22]. The simplest of these models assumes that accelerator ad-

sorbed on the trench or via sidewall area eliminated by the upward moving bottom

surface is immediately and uniformly redistributed across the bottom surface pre-

dicting observed bottom-up acceleration through positive feedback [12, 16]. If the

bottom surface reaches the top of the original feature before sidewall impinge-

ment, the feature is said to be successfully filled. The solutions provide a reason-

ably accurate description of the shape profiles observed prior to bump formation

during optimized bottom-up trench filling, although, because of the assumptions

employed, the constructs inherently fail to describe profiles for sub-optimal feature

filling as well as bump formation after successful bottom-up filling. Be that as it

may, the models permits rapid exploration of the parameter space associated with

optimal superfilling compared to the more accurate, but more computationally in-

tensive, shape evolution codes.

More recently, an exact algebraic solution for the incubation period of bottom-up

filling has been described for the case when catalyst is preadsorbed and negligible

consumption occurs during subsequent metal deposition [22]. Importantly, this

analytical solution provides a metric for evaluating the accuracy of numerical im-

plementations of all CEAC models.

Recent CEAC modeling has shifted toward understanding efforts to control the

bumps formed by ‘‘momentum’’ plating (elimination of the bumps is desired be-

cause they hamper subsequent steps in Cu Damascene processing). A variety of

schemes have been explored for quenching the activity of the catalyst-enriched bot-

tom surface once it reaches the free surface [49]. The use of an additional additive

to selectively deactivate the catalyst has been explored both experimentally and

theoretically [49–51]; for Cu deposition in particular, cationic surfactants (LEV)
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have been shown to deactivate the accelerating anionic sulfonate-terminated thiol

or disulfide catalyst in the PEG-Cl-SPS-LEV system [50, 51]. A generalized version

of the CEAC mechanism was shown to quantitatively describe the impact of this

competition during deposition on planar and patterned electrodes [50]. Signifi-

cantly, the modeling showed that when the leveling species had surfactant qualities

so that it was subject to the CEAC enrichment process on advancing concave sur-

faces, it was able to counteract enrichment of the catalyst at those locations. As

in the case of bottom-up superfilling, the impact of area change on the coverage

of the surfactant leveler was able to far outweigh coverage variations arising from

the convolution of the specimen geometry and the Laplacian flux field as used in

traditional diffusion–adsorption–consumption leveling constructs.

In summary, a variety of models incorporating the CEAC mechanism have been

shown to be effective tools for predicting and optimizing trench and via super-

filling and controlling bump formation. Importantly, the most complete shape

evolution models permit modeling of deposition on and within arbitrary surface

profiles.

5.6

Stability Analysis

Another general aspect of morphological evolution during film growth is the stabil-

ity of a planar interface against growth of small amplitude perturbations. Interest-

ingly, the same CEAC mechanism that underlies superfilling of patterned features

also impacts the stability of such planar surfaces. In one study of the PEG-Cl-SPS

Cu plating system, the stability of a planar surface against growth of an infinitesi-

mal amplitude sinusoidal height perturbation was examined as a function of cata-

lyst (SPS) concentration and growth potential [24]. The evaluation used a first

order perturbation analysis of the CEAC formalism under steady-state conditions

determined from the known SPS accumulation and consumption kinetics. As

shown in Fig. 5.10, for deposition at an overpotential of �0.3 V (circles) substantial

stabilization is provided by a catalyst concentration of 0.1 mmol L�1 (10�10 mole

cm�3) SPS; in this case planarity is maintained for perturbation wavelengths

(lcrit ¼ 2p=ocrit) up to 210 mm, a value that exceeds the boundary layer thickness

used in the analysis. The system is sharply destabilized (lcrit decreases) when the

catalyst concentration falls below 0.1 mmol L�1. Under these conditions the critical

wavelength lcrit falls to the value of 4.5 mm associated with capillary stabilization

alone; the steady-state coverage of catalyst on the surface for these electrolyte con-

centrations is simply too low to have a significant effect. The critical wavelength

also decreases, although more gradually, with increase in catalyst concentration; a

critical wavelength of 6 mm is predicted for a catalyst concentration of 100 mmol L�1

(10�7 mole cm�3). It should be noted, however, that this destabilization is due to

the increasing gradient of Cu2þ associated with the higher metal deposition rates

at higher steady-state adsorbate coverages. Similarly, the critical wavelength in-

110 5 Superconformal Film Growth



creases (deposition is stabilized) with decreasing overpotential because of the de-

creased Cu2þ gradient at the lower deposition rate.

While a quantitative comparison remains to be done, the predictions do confirm

the optical observation of substantial surface stabilization during film growth in Cu

superfilling electrolytes. Significantly, the first order perturbation analysis predicts

only capillary stabilization during deposition on a surface with preadsorbed catalyst

in a catalyst-free electrolyte (the result is obtained by taking certain limits). The

model is therefore unable to explain experimental observation of optical quality

smoothing during substantial deposition on derivatized substrates.

The origin of the sustained brightening during growth on catalyst derivatized

Cu electrodes was investigated by numerical analysis [25]. The results showed

that surfaces with fixed total coverage of a catalyst develop oscillating perturbations

of amplitude (and catalyst coverage) with finite, but extremely small, amplitudes.

Thus, consistent with the predictions of the linear stability analysis, the system is

unstable. At the same time, because the oscillations remain extremely small in am-

plitude for all times, there is no significant roughening, and the surface remains

essentially smooth and bright, consistent with experimental observations. The

long term ‘‘stability’’ of the oscillating perturbations is demonstrated for a particu-

lar growth condition in Fig. 5.11 by the convergence of the amplitudes of perturba-

tions that were initiated with a range of amplitudes to the intermediate, steady-

state value.

Figure 5.10. The dependence of the critical

wavenumber on the concentration of the

accelerator SPS during copper electrodepo-

sition in the PEG-Cl-SPS system. A sine wave

perturbation to the surface height will decay if

its wavenumber satisfies o > ocrit. The stable

range is increased by two orders of magnitude

in the presence of sufficient catalyst. Stability

was assessed for two different overpotentials,

�0.3 V (circles) and �0.2 V (squares). The

closed symbols correspond to the bound-

ary between real (monotonic) decay and

growth modes while the open symbols cor-

respond to the boundary between complex

(oscillatory) decay and growth modes (taken

from Ref. [24]).
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5.7

Conclusions and Outlook

The impact of electrode area change on adsorbate coverage and its consequent

impact on the local metal deposition kinetics is central to understanding morpho-

logical evolution during electrodeposition in the presence of additives. The CEAC

model highlights the ability of such area change to generate significant variation of

adsorbate coverage that cannot be generated by the concentration gradients that

arise from traditional diffusion–adsorption–consumption leveling models. The im-

portant technical enterprise of superfilling submicrometer features has provided

an excellent vehicle for demonstrating and validating the predictions of these

CEAC-based models. As feature dimensions continue to shrink into the nanometer

length scale, the importance of the area change effects embodied in the CEAC

mechanism can only be expected to increase.

To date CEAC derived superconformal film growth has been demonstrated for

electrodeposition of Cu, Ag and Au and chemical vapor deposition of Cu. Experi-

ments are underway probing its extension to the deposition of thin films and par-

Figure 5.11. Evolution over time of the amplitudes of spatially periodic

perturbations is shown for a surface with preadsorbed, conserved

catalyst. The oscillatory behavior of the perturbations is evident for

initial perturbation amplitudes 0.01, 0.001 and 0.0001 (scaled by the

perturbation wavelength l); time is scaled by the oscillatory period tp,

which is the same for the three results. The convergence of all three

curves to the same, small amplitude envelope at long times explains

the ‘‘stabilization’’ of derivatized surfaces against substantial (visible)

roughening [25].

112 5 Superconformal Film Growth



ticles involving other elemental and alloy systems as well as composites; the salient

requirement is to identify surfactant species that substantially mediate the rate of

metal deposition. From an even broader perspective the CEAC mechanism might

also impact the dynamics and morphological evolution of precipitation reactions

such as those involved in biomineralization.

Electrode derivatization represents a powerful tool for identifying catalysts and

inhibitors for CEAC applications as well as for developing a quantitative under-

standing of the influence and fate of individual electrolyte additives during metal

deposition. Derivatization experiments have helped to elucidate the influence of

monolayer chemistries on metal deposition as well as their central role in suc-

cessful filling of recessed submicrometer surface features. Future studies of the

impact of defined adsorbate structures on material deposition kinetics promise to

further illuminate the role of additives in both morphological and microstructural

development.
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Localized Electrocrystallization of Metals by

STM Tip Nanoelectrodes

Werner Schindler and Philipp Hugelmann

6.1

Electrochemistry in Nanoscale Dimensions

Electrochemical processes proceed on atomic or molecular scales, however, they

have traditionally been studied with integral techniques like cyclic voltammetry,

impedance spectroscopy or potential pulse. The development of laterally resolved

imaging of solid/liquid interfaces by scanning tunneling microscopy (STM) 20

years ago [1–3] has stimulated rapid progress in various fields of electrochemistry.

The availability of this technique, allowing imaging of surfaces in situ in the elec-

trolyte with a lateral resolution of subnanometers, resulted, for example, in a rapid

increase in the understanding of delocalized electrochemical metal deposition

processes [4], underpotential deposition (UPD) of metals [5], reconstruction [6] or

adsorption [7] phenomena at solid/liquid interfaces. Although the STM imaging

process is laterally, in part atomically resolved, the studied processes or reactions

have been usually controlled by the working electrode, i.e. the substrate, potential

and thus applied over the whole electrode surface simultaneously.

Many studies have revealed that electrochemical nucleation and growth pro-

cesses are determined by specific substrate properties [4]. Preferred nucleation oc-

curs at substrate inhomogeneities like step edges or kink sites. The formation of

one-dimensional (1D) and two-dimensional (2D) structures could be resolved in

cyclic voltammetry for example during Pb deposition on Ag (111) in the undersatu-

ration regime with respect to bulk Pb deposition [4, 8]. Zero-dimensional (0D) nu-

clei can be formed at even higher potentials in the undersaturation regime [9]. The

equilibrium potential of low-dimensional structures is usually more positive than

the corresponding equilibrium potential of 3D bulk structures [10]. An application

of these features is, for example, the growth of nanowires at step edges of HOPG

[11–13]. Large substrate areas can be covered by delocalized electrodeposition at

the same time, but the achievable structures depend on the actual surface inhomo-

geneities. These may be distributed randomly across a surface unless a regular

structure of nucleation sites has been established before electrodeposition.

Electrochemical nanoelectrodes provide the possibility to change or to measure

ion concentrations locally [14–16]. When combined with a piezo scanner their lat-
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eral position can be precisely controlled and arbitrarily adjusted with high accuracy

and resolution. This allows a local modification of electrochemical conditions at

substrate surfaces, and allows one to perform a local electrochemistry with a lateral

resolution in the nanometer range, and to apply locally resolved in situ measure-

ments [17, 18]. The scanning electrochemical microscope (SECM) [19, 20] utilizes

electrochemical nanoelectrodes to study electrochemical processes, at present,

however, with a lateral resolution of hundreds of nanometers rather than a few

nanometers [21, 22]. Alternatively, nanoelectrodes can be represented by STM tips

which provide the tip apex shape required for a lateral resolution in the lower

nanometer range.

So far, however, STM tips have been mainly used as sensors for the tunneling

current during STM imaging of surfaces at solid/liquid interfaces at potential con-

trol of both substrate and STM tip. Since a STM tip current Itip consists, at suffi-

ciently small distance (gap width) between the tip apex and the substrate surface,

of both tunneling current Itunnel and electrochemical (Faraday) currents IEC, STM
tips are usually isolated with wax or lacquers leaving only a small tip apex surface

exposed to the electrolyte [23–25]. This ensures that at appropriate tip potentials

almost the whole tip current results from electron tunneling between substrate

surface and tip apex, and electrochemical (Faraday) currents are sufficiently low. It

is obvious that STM imaging works better the lower the level of Faraday currents at

the particular STM tip potential. For the purpose of STM imaging, the electro-

chemically most inactive tip surface is the most desirable surface, because it shows

the lowest Faraday currents, and ItipAItunnel is realized to the best extent.

In parallel to detailed investigations of electrodeposition processes at extended

surfaces with nanometer resolution, STM has also been used for local modification

of solid/liquid interfaces on the nanometer scale. The advantage of STM over other

methods in this field of surface modification is its high lateral resolution in the

sub-ångstrom regime. Various techniques have been tried to prepare nanostruc-

tures with the STM tip on substrate surfaces utilizing mechanical, electrochemical

or other interactions between the STM tip apex and the substrate surface under-

neath [26–40]. All the techniques utilized interactions between the tip and the sub-

strate surface at tunneling distance, that is at distances of typically 0.5 nm. A con-

sequence of such small distances is the practically unavoidable problem of making

mechanical and hence, simultaneously, electrical contact between STM tip and

substrate surface during the nanostructuring process. This disturbs the potentials

of the tip or/and the substrate surface, resulting in undefined electrochemical

conditions. Therefore, a clear separation of mechanisms for the nanostructuring

process is difficult to achieve, although it would be crucial for defining the basic

physical mechanisms involved in the nanostructure formation.

6.2

Jump-to-Contact Metal Deposition

A major achievement in the field of nanostructuring at solid/liquid interfaces has

been the ‘‘jump-to-contact’’ deposition of metal clusters with diameters of several
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nanometers by Kolb and coworkers [32–38]. This technique utilizes a permanent

electrodeposition of metal from the electrolyte onto the STM tip at low overpoten-

tials, a defined approach of the tip towards the substrate surface until jump-to-

contact occurs between tip apex and substrate surface and, upon jump-to-contact,

a retraction of the tip, which leaves, under certain conditions, a small metal cluster

on the surface.

The jump-to-contact effect is illustrated in Fig. 6.1. The tunneling current be-

tween the STM tip and the substrate surface increases almost exponentially with

decreasing gap width between the tip apex and the substrate surface, until quan-

tized conductance channels of atomic size are formed between them [41, 42].

Then, the tip current jumps to a finite value

Itip ¼ Ubias � nG0; with G0 ¼ ð12906 WÞ�1 and n ¼ 1; 2; 3; . . . : ð6:1Þ

This current results from electron transport through quantized conductance chan-

nels rather than from electron tunneling across the tunneling gap between the

STM tip apex and the substrate surface.

The low overpotential at the STM tip, usually a Pt/Ir tip, guarantees its perma-

nent coverage by the desired metal, for example Cu. Thus, a nanoelectrode is estab-

lished which consists of the particular metal dissolved in the electrolyte. As has

been found by Kolb and coworkers, only those metal/substrate systems which are

known to show underpotential deposition (UPD) behavior form clusters using this

Figure 6.1. In situ measurement of the

tunneling current – distance characteristic

at a Au (111) surface using a Au STM tip,

starting from the regime of the formation of

quantized conductance channels at tip

currents of several mA to the regime of

Faraday tip currents below 10 pA [41, 42].

The complete data set has been superposed

from three different measurements in

different overlapping current ranges, using

different tip current converter modules for the

measurements. This has been necessary to

achieve the required signal to noise ratio. The

zero point of the distance scale has been

defined by the point of jump-to-contact. Black

dots: Current–distance curve measured with a

tip movement of 6.7 nm s�1; gray line: fit of a

straight line to the data, considering only

current values between 50 pA and 1000 nA

and neglecting the obvious modulation in the

data [41, 42]. EWE ¼ 240 mV for z > 0, 175.5

mV for z < 0, Etip ¼ 340 mV for z > 0, 240 mV

for z < 0, Ubias ¼ Etip � EWE ¼ 100 mV for

z > 0, 64.5 mV for z < 0. Electrolyte: 0.02 M

HClO4. Potentials are quoted with respect to

SHE.

6.2 Jump-to-Contact Metal Deposition 119



technique [34]. Different metal/substrate systems have been reported to result in

monoatomically high islands, or even holes in the substrate surface when atoms

jump from the substrate to the STM tip apex [35]. Hence, it has not been possible

to deposit metal clusters on silicon surfaces [36] which show a weak metal/

substrate interaction. Although there is a mechanical contact formed during the

approach of the STM tip towards the substrate surface, the procedure can be repro-

ducibly applied to produce large arrays of clusters [37, 38]. The interaction between

the tip and the substrate surface can be varied by the approach parameters of the

tip, as found experimentally and calculated theoretically [39]. With an appropriate

approach routine of the tip, the interaction between tip and substrate surface is

kept sufficiently small and the clusters can be electrochemically dissolved, leaving

behind a smooth substrate surface [40]. This suggests that the jump-to-contact de-

position of metal clusters may not necessarily result in alloying and site exchange

processes between substrate and metal cluster.

6.3

Scanning Electrochemical Microscope

The scanning electrochemical microscope (SECM) developed by Bard and co-

workers [19, 20] utilizes solely electrochemical processes for imaging of surfaces,

and can be used to study locally electrochemical processes occurring either at the

substrate underneath the SECM tip, or at the tip, or in the electrolyte in the gap

between the substrate and the tip. There is no mechanical interaction between the

tip and the substrate surface involved in the measurements since the distance be-

tween them is of the order of a micrometer. Usually, a glass capillary or a flat metal

tip electrode encapsulated by a non-conductive isolation with a thickness of multi-

ples of the metal tip electrode diameter are used to probe the substrate surface

(Fig. 6.2(a)). The achievable lateral resolution is typically in the micrometer range

due to (i) the metal tip electrode diameter, which is variable but hard to downsize

below 100 nm, and (ii) the diffusion behavior of the electroactive species in the gap

between the substrate and the tip electrode, which is of the order of micrometers

rather than nanometers [21, 22]. Such geometry (Fig. 6.2 (a)) results in diffusion

profiles of micrometer width at the position of the tip electrode, even if there is a

point source at the substrate. It is difficult to approach a SECM tip closer to the

substrate than a micrometer since ultraflat substrate surfaces and a perfectly paral-

lel orientation of substrate and tip surfaces would be required to avoid mechanical

contact.

6.4

STM Tip Electrochemical Nanoelectrodes

The configuration of the substrate surface and the STM tip (Fig. 6.2(b)) does not

form a parallel plane geometry as in the case of the SECM. Figure 6.2 shows both
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geometries drawn to the same scale. It is evident that the influence of a sharp STM

tip on the diffusion of electroactive species is much less than the influence of a

SECM tip on the diffusion to and from the substrate underneath the respective

tip. Thus, this geometry would be favorable from the point of view of electrochem-

istry and for the study of charge transfer processes. On the other hand, the theoret-

ical description of diffusion processes requires the consideration of non-planar,

hemispherical diffusion to/from the STM tip, and consideration of the whole uni-

solated area of the tip exposed to the electrolyte, which contributes to the electro-

chemical tip current. This requires the detailed shape of the STM tip to be known.

When a STM tip is positioned above a substrate surface at a distanceb 10 nm,

the electrochemical double layers of both substrate and tip are well separated. At

ion concentrations of 10�3 to 10�1 M, as typically used for electrochemical experi-

ments, the thickness of the electrochemical double layer ranges from less than

1 nm to a few nm [43]. The electrochemical processes in such a geometry are

mainly determined by the potentials of the two working electrodes, i.e. STM tip

and substrate, and by diffusion processes of ions in the electrolyte between the

two electrodes. Migration effects need not be considered since the potentials across

the solid/liquid interfaces at the electrodes drop across the corresponding electro-

chemical double layers.

The STM tip can be used either as a local sensor for electrolyte constituents with

a spacial resolution of 10�15 cm3, or as a nanoscale generator electrode which can

release tip material locally into or collect ions locally from the electrolyte surround-

ing the tip. The first technique has been developed by Meier and Stimming [16, 44]

and can be successfully applied for example in investigations of catalytic activity at

nanoscale clusters. The second technique, localized electrodeposition, has been de-

veloped by Hofmann and Schindler [14, 15]. This technique allows solely electro-

chemical deposition of single metal clusters on both metal [14, 15] and semicon-

ducting [45] substrates, independent of whether the metal/substrate interaction is

strong or weak, which is difficult to achieve with techniques utilizing different

mechanisms, as for example the jump-to-contact mechanism [34–36].

Figure 6.2. Schematic picture of the tip–substrate geometry in SECM

(a) and in STM (b). Both schematics are drawn to a comparable scale.

The arrows indicate hemispherical diffusion from a small area on the

substrate underneath the STM tip.
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6.5

Metal Deposition by STM Tip Electrochemical Nanoelectrodes

The localized metal deposition process will be discussed for the example of an elec-

trochemical nanoelectrode, realized by a STM tip. Diffusion processes in the elec-

trolyte volume around the tip and in the gap between the substrate surface and the

tip, or around a nanostructure on a substrate surface, determine the ion transport

to or from the tip or substrate surface underneath the tip, respectively.

This configuration can be modelled by assuming the STM tip apex to be a hemi-

sphere with radius a (Fig. 6.3), neglecting in a first approach the other tip areas

exposed to the electrolyte, which is reasonable since these do not contribute much

to the ion diffusion to the substrate area opposite to the tip apex, as is evident from

Fig. 6.2(b). Then, the diffusion equation for metal (Me) ions dissolving from the

STM tip can be solved. The concentration of Mezþ at a particular distance R from

the center of the tip apex hemisphere and at time t0 is given by [15]:

CðR; t0Þ ¼ ajMe zþ

eR
ffiffiffiffiffiffiffi
pD

p �
ð t0
0

1ffiffi
t

p exp �ðR� aÞ2
4Dt

 !
� exp �R2 þ a2

4Dt

� �( )
dtþ c0

ð6:2Þ
The bulk concentration of Mezþ in the electrolyte is c0, typical diffusion constants

for ions in diluted aqueous electrolytes are DA10�5 cm2 s�1 [46].

Equation (6.2) is plotted in Fig. 6.4 versus time for the case of Co as metal, and

for two distances r ¼ R� a of 5 and 40 nm. The total tip surface area exposed to

the electrolyte, i.e. the Co nanoelectrode area, is StipA10 mm2, the Co2þ dissolu-

tion, i.e. emission, current from the STM tip is 520 nA. Thus, the Co2þ emission

current density is jCo2þ ¼ 5:2 A cm�2. The bulk Co2þ concentration in the electro-

lyte is assumed to be c0 ðr ¼ yÞ ¼ 1 mM. At a constant Co2þ dissolution current

density of 5.2 A cm�2 the Co2þ concentrations at different distances to the STM tip

surface are c1 ðr ¼ 5 nmÞA23 mM and c2 ðr ¼ 40 nmÞA13 mM.

Figure 6.3. Geometry for the calculation of the metal ion (Mezþ)
concentration around a STM tip upon dissolution from the STM tip. a

denotes the diameter of the STM tip apex, r and R are the distances

from the tip apex surface and tip apex center, respectively. The

diffusion profile is calculated by integration of point sources across the

surface of the hemisphere, as indicated in the graph. (Reprinted from

Ref. [15] with permission.)
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The possible enhancement of ion concentration is important for the supersatura-

tion which can be achieved. In the presented example this is a factor of between

13 and 23, depending on the distance r. According to Eq. (6.2) this enhancement

is proportional to the emission current density jMe zþ. The concentration profile

formed around the STM tip is stationary and needs approximately 100–200 ms after

initiation of metal dissolution from the tip electrode at t ¼ 0 to build up (Fig. 6.4).

There are stationary equiconcentration surfaces formed in the electrolyte around

the STM tip at particular distances r from the hemispherical tip surface, each cor-

responding to a particular ion concentration. This is indicated by the lines around

the STM tip in Fig. 6.5. The dashed lines in Fig. 6.5 are extrapolations of the calcu-

lated curves around the hemispherical STM tip apex.

So far, solely the individual STM tip or nanoelectrode has been considered. How-

ever, ions dissolved from the nanoelectrode will, for example, be deposited onto a

substrate surface underneath. Therefore, it is important to consider the ion con-

centrations in a plane underneath the tip and at a particular distance r. This is

shown in Fig. 6.5 for two cases: r ¼ 5 nm (a) and r ¼ 40 nm (b). Supposing that

the substrate does not influence the ion diffusion process, the intersection points

of the substrate surface with the equiconcentration surfaces around the tip define

equiconcentration circles on the substrate surface. Figure 6.5 shows this in one di-

mension. The substrate acts as a sink for the metal ions during electrodeposition at

sufficient supersaturation, and no backward diffusion into the electrolyte occurs as-

suming a sticking coefficient of 1 for the metal ions. Using the Nernst equation,

Nernst potentials can be calculated from the corresponding ion concentration

values at the substrate surface. The difference DNP of these calculated potentials

and the Nernst potential of a 1 mM Co2þ electrolyte is shown in Fig. 6.5 for two

distances 5 and 40 nm between the STM tip apex and the substrate surface. The

Nernst potential variation DNP is at a maximum on the tip axis and decreases

with increasing distance from the axis, as plotted in Fig. 6.5. Typical values for

Figure 6.4. Calculated time dependence of the metal ion (Me zþ)
diffusion profile for different distances r ¼ 5 nm and r ¼ 40 nm from

the STM tip apex surface upon initiation of the metal ion dissolution

from the STM tip at t ¼ 0, using Eq. (6.2). The particular example here

is Co2þ. jMe zþ ¼ 5:2 A cm�2, Stip ¼ 10 mm2, bulk electrolyte ion

concentration c0 ðr ¼ yÞ ¼ 1 mM. (Reprinted from Ref. [15] with

permission.)
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DNP in the described example and at the respective parameters for emission cur-

rent density and distance between tip and substrate are around 30 mV.

This local variation of the metal ion concentration around the STM tip can be

exploited to control supersaturation conditions in the volume around the tip, and

in particular at the surface of a substrate underneath the tip. Since STM tips can

be easily positioned above any substrate surface, the metal deposition onto a sub-

strate surface can be controlled laterally resolved by adjusting a particular station-

ary metal ion concentration in the volume around the tip. Thus, this technique

provides the possibility of controlling the metal deposition process precisely by

the metal ion concentration rather than by adjusting the electrode potential, which

is the same in all substrate surface areas. Examples of this technique are given in

Section 6.8.

6.6

Metal Dissolution by STM Tip Electrochemical Nanoelectrodes

The reverse process, the generation of undersaturation conditions around the STM

tip can be correspondingly achieved by applying an appropriate potential to the tip

where ions are electrodeposited in bursts from the electrolyte onto the tip. The ion

Figure 6.5. Calculated stationary concentration profiles (equiconcen-

tration surfaces) around a STM tip assuming hemispherical diffusion

from the STM tip apex. The dependence of the growth area where

electrochemical nucleation and growth occurs is shown for two

tip-substrate distances (a) Dz ¼ 5 nm and (b) Dz ¼ 40 nm.

jMe zþ ¼ 5.2 A cm�2, Stip ¼ 10 mm2, c2 denotes the particular Me zþ

concentration which results at a substrate surface underneath the STM

tip in an effective Nernst potential equal to EWE. Nucleation is initiated

within the growth area where the effective Nernst potential exceeds EWE.
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concentration around the tip is lowered, and at a constant metal deposition current

jMe zþ a stationary depletion profile of metal ions is generated around the tip. There

applies a similar equation for ion diffusion from the electrolyte to the hemispheri-

cal tip apex surface as for the case of dissolution from a hemispherical tip surface:

CðR; t0Þ ¼ c0 � a

2eR
ffiffiffiffiffiffiffi
pD

p

�
ð t0
0

jMezþffiffi
t

p exp �ðR� aÞ2
4Dt

 !
� exp �R2 þ a2

4Dt

� �( )
dt ð6:3Þ

During dissolution from the STM tip apex surface, which case was described in

Section 6.5, a constant metal ion current density jMe zþ was assumed. In the case

of electrodeposition this assumption may not be valid in most cases. The impor-

tant difference is that jMe zþ is here diffusion limited and determined by the ion

concentration c0 in the bulk electrolyte. The ion concentration at the surface of

the tip apex hemisphere cannot drop below zero, even at high overpotentials ap-

plied at the tip electrode. Therefore, jMe zþ cannot be maintained at arbitrary high

values. The diffusion limited current density jMe zþ; lim for electrodeposition of

Mezþ onto a hemisphere with radius a is rather given by [47]:

jMe zþ; lim ¼ zF
ffiffiffiffi
D

p
c0ffiffiffiffi

pt
p þ zFDc0

a
ð6:4Þ

Then, jMe zþ in Eq. (6.3) can be replaced by the time-dependent diffusion limited

current density jMe zþ; lim (Eq. (6.4)) and the concentration CðR; t0Þ can be numeri-

cally calculated:
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The resulting time dependence of the ion depletion profile during the electrodepo-

sition in bursts of ions onto the STM tip is shown in Fig. 6.6 for a bulk concentra-

tion of 1 mM, the same concentration as assumed for the simulation of the disso-

lution process from the tip in Section 6.5. As for the electrochemical dissolution

from a STM tip nanoelectrode a stationary concentration profile is built up within

approximately 100 ms. In contrast to the dissolution process, the variation of the

concentration is smaller for the electrodeposition process onto the tip since the de-

position current is diffusion limited and cannot achieve any arbitrary value. The

lower limit for the ion concentration at the tip surface is zero and, thus, the con-

centration variation cannot be higher than the bulk electrolyte concentration. This

is seen more clearly in simulations showing the lateral variation of the depletion

profile at the position of a substrate surface (Fig. 6.7), calculated under the same
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Figure 6.6. Calculated time dependence of the metal ion (Me zþ)
diffusion profile for different distances r ¼ 5 nm and r ¼ 40 nm from

the STM tip apex surface upon initiation of the metal ion deposition

onto the STM tip at t ¼ 0, using Eq. (6.5). jMe zþ has been set to the

diffusion limited current, bulk electrolyte ion concentration

c0 ðr ¼ yÞ ¼ 1 mM.

Figure 6.7. Calculated stationary concentration profiles (equiconcen-

tration surfaces) around a STM tip assuming hemispherical diffusion

to the STM tip apex. The dependence of the dissolution area where

metal is dissolved from the substrate surface is shown for two

tip-substrate distances (a) Dz ¼ 5 nm and (b) Dz ¼ 40 nm. jMe zþ

has been set to the diffusion limited current, c2 denotes the particular

Me zþ concentration which results in an effective Nernst potential equal

to EWE. Dissolution is initiated within the dissolution area where the

effective Nernst potential is lower than EWE.
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assumptions as Fig. 6.5 for the case of the electrochemical dissolution from the tip.

The lateral variation of the Nernst potential DNP with respect to the Nernst poten-

tial of the 1 mM bulk electrolyte across a substrate surface is shown in Fig. 6.7. It

results in a dissolution area on a substrate surface underneath the tip where the

local Nernst potential becomes lower than the adjusted substrate potential EWE.

Compared to the reverse process shown in Fig. 6.5 smaller absolute values for

DNP are calculated. Although the maximum variation is DNPA�9 mV, the effect

may be utilized for surface modification using appropriate bipotentiostatic instru-

mentation to provide the required stability. In contrast to the nucleation area on

substrate surfaces in the dissolution process of metal from the STM tip electrode

as shown in Fig. 6.5, the dissolution area on substrate surfaces in the electrodepo-

sition process onto the tip is significantly smaller.

Similar effects of a partial dissolution of surfaces underneath scanning STM tips

have been reported previously [48, 49] and may be explained by the described

process, although the situation during STM imaging is quite different since the

electrochemical double layers of the tip and the substrate surface overlap due to

the small gap width of approximately 0.5 nm. In this case, the overlapping electro-

chemical double layers result in a modification of the potential in the tunneling

gap, which may play a major role in the dissolution processes during STM

imaging.

6.7

The Importance of Nanoelectrode Tip Shape and Surface Quality

It is obvious that the shape and surface quality of the STM tip apex is of great

importance for successful application of STM tip nanoelectrodes. At present, the

detailed shape and the surface morphology of electrochemically etched tips, as usu-

ally used in STM experiments at solid/liquid interfaces, is rather irreproducible, al-

though a variety of tip etching procedures have been published throughout the

past two decades [50–52]. This fact can be deduced from numerous studies of

electrochemically etched STM tips by scanning electron microscopy (SEM) [53].

Additionally, the surface of electrochemically etched STM tips is, in part, electro-

chemically inactive due to etching residuals on the surface, unwanted adsorbates,

and oxidized areas of the surface.

This general feature of electrochemically etched tips is usually not considered to

be a problem if such tips are used exclusively for STM imaging. At first glance, the

detailed shape and electrochemical quality of the tip seems to be completely irrele-

vant for STM imaging of surfaces, because STM imaging assumes the whole tip

current measured to be the tunneling current between the two closest adjacent

atoms of tip apex and substrate surface forming the tunneling gap. This assump-

tion is valid as long as Faradaic processes resulting from the tip surface area ex-

posed to the electrolyte add only marginally to the STM tip current. The STM tip

surface area is minimized by isolating the tip with either Apiezon wax or electro-

phoretic lacquers, and Faradaic currents are minimized by carefully deoxygenating
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the electrolyte to minimize oxygen reduction reactions and by keeping the poten-

tial of the tip in the double layer regime of the tip electrode. An electrochemically

inactive tip surface even helps to achieve the goal of minimization of the electro-

chemically active tip surface area.

When extended atomically flat surfaces are imaged by blunt STM tips high reso-

lution images can still be obtained [54]. Difficulties arise when surfaces with a

larger height variation are imaged at high lateral resolution. A prominent example

is supported clusters with diameters in the lower nanometer range and heights of

several atomic layers. STM images of such clusters usually do not show the

expected individual atomic layers and step edges [32–38, 55], but rather a hemi-

spherical shape which results from the convolution of the real shape of the cluster

with the actual geometry of the tip apex [54, 56]. Unfortunately, this convolution

changes both the diameter and height of the scanned object, which results in a

complicated interpretation of the corresponding STM images.

Severe problems arise, however, when electrochemically etched tips are used for

more advanced purposes such as all techniques using the tip for initiation or detec-

tion of electrochemical processes on a nanometer scale, that is using the tip as a

nanoelectrode or as a high resolution electrochemical sensor probe. Such purposes

require a well-defined tip shape and an electrochemically clean tip surface which is

usually not the case for electrochemically etched STM tips.

In order to combine the requirements for STM imaging, a very small diameter

of the tip apex for high lateral resolution, with the requirements for electrochemis-

try at the STM tip, namely a well-defined geometrical shape and electrochemically

clean surface area of the tip exposed to the electrolyte, the tip preparation can be

substantially improved by applying a field emission/sputtering process subsequent

to the electrochemical etching step [57]. Although the mechanisms of electron field

emission and sputtering by ionized ions have been known for almost 50 years [58–

60], this technique has not been applied routinely for the preparation of STM tips.

The basic idea is that the diameter of a metal tip can be precisely determined by

the voltage for field emission of electrons. This correlation can be exploited to pre-

cisely determine the diameter of a tip from its field emission voltage. Figure 6.8

shows this correlation for various tips prepared with this technique. It is worth

mentioning that STM tips can be produced from nearly any metal wire, in particu-

lar from Au which is often assumed not to be suitable for the formation of stable

and sharp STM tips.

Such STM tips with a defined geometrical shape can be modelled, in a first

approximation, as a sphere of certain diameter, which is typically of the order of 5

to 30 nm. Transmission electron microscopy (TEM) images as shown in Fig. 6.9

prove the validity of such an assumption.

An example demonstrating the deposition and dissolution of metal from such a

defined STM tip surface area is shown in Fig. 6.10. The arrows indicate small

contributions of underpotential deposition and dissolution (UPD) from the (111)

facets of the polycrystalline Au STM tip surface.

Thus, these STM tips can be used for both STM imaging and localized electro-

chemistry at the tip.
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6.8

Localized Electrodeposition of Single Metal Nanostructures

Electrodeposition of a metal onto a substrate is achieved at supersaturation condi-

tions. As mentioned above, these can be realized either by applying an appropriate

overpotential to a substrate surface, or by increasing the ion concentration without

changing the electrode potential. Whereas the first possibility is often applied in

nucleation and growth, the latter option is used much less. It requires the release

of metal ions from a generator electrode, and control of the ion concentration

Figure 6.8. STM tips prepared in ultrahigh vacuum by a field

emission/sputtering technique. The emission voltage for field emission

in ultrahigh vacuum is a direct measure of the diameter 2� Rtip of the

STM tip apex. The curves show data at an emission current of 20 nA

for Au, W, Ni, and Pt STM tips. The tip apex diameters have been

determined by electron microscopy.

Figure 6.9. Scanning and transmission electron images of Au STM

tips, as prepared with the combined field emission/sputtering

technique. The diameter of the STM tip apex is approximately 20 nm.
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in front of the substrate surface, which is not as easy as controlling the electrode

potential.

When using a STM tip as a nanoelectrode, there exists a well-defined geometry

and a well-defined distance between tip and substrate surface. Under such condi-

tions, the tip nanoelectrode can be used as a generator electrode for metal ions,

and the ion concentration profile in the electrolyte shows radial symmetry around

the tip axis, as explained in Section 6.5. Such experimental conditions can be calcu-

lated theoretically, and result in supersaturation conditions at the substrate surface

within a certain circular growth area underneath the tip. In order to examine the

cluster formation process in full detail, well-defined substrate surfaces have been

used as shown exemplarily for Au (111) in Fig. 6.11.

As can be seen from Fig. 6.5, which assumes an ideal hemispherical generator

electrode, the diameter of the growth area where nucleation occurs on the sub-

strate surface is determined by the diffusion profile of ions emitted from the gen-

erator electrode. Nucleation occurs in that particular area where the increased ion

concentration results in a Nernst potential which exceeds the preadjusted working

electrode (substrate) potential. There may be various Nernst potentials for the for-

mation of zero-dimensional nuclei (0D-Nernst potential), two-dimensional growth

(2D-Nernst potential), and three-dimensional growth of clusters (3D-Nernst poten-

tial) [4, 10].

According to the hemispherical ion diffusion from the hemispherical STM tip

apex shape, the size of the growth area becomes less the larger the distance be-

tween tip and substrate surface. Therefore, the tip must be adjusted to distances

in the range of several tens of nanometers, which is easy to achieve.

In order to achieve a sufficient supersaturation in a small substrate area under-

neath the STM tip, a special potential routine must be applied at the tip (Fig. 6.12).

Figure 6.10. Cyclic voltammetry of sputter-prepared Au STM tips

showing the electrodeposition and dissolution of Cu. Despite the

polycrystalline surface of the STM tip there is indication of a small

contribution of underpotential deposition (UPD) phenomena on

Au (111) facets of the STM tip surface. Potentials are quoted with

respect to SHE.
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In a first step, the Au tip is covered with a layer of metal (Me), which is deposited

from the electrolyte around the tip, and a nanoelectrode is formed. The second step

consists of a burst-like dissolution of this metal from the tip resulting in a concen-

tration profile of metal ions around the tip. At a correspondingly adjusted substrate

potential EWE the increase in the Mezþ concentration results in sufficient supersa-

turation to initiate nucleation and subsequent growth of a cluster on a particular

small substrate surface area, i.e. growth area, underneath the tip. The predeposited

charge Q cat can be released from the tip either in a single step, or in multiple steps

for the deposition of sequences of clusters.

The major parameters determining the diameter of the growing metal cluster,

i.e. the growth area, are (i) emission current density jMe zþ, (ii) the STM tip–

substrate distance Dz, (iii) the substrate potential EWE, and (iv) the STM tip apex

diameter [15, 17].

The growth area is determined by the stationary concentration profile which

depends on the emission current density jMe zþ, according to Eq. (6.2). The equicon-

centration surfaces and their intersection points with the substrate surface, as

plotted in Fig. 6.5, are shifted outwards when jMe zþ increases, resulting in a larger

diameter of the growth area. The influence of the tip–substrate distance can also

be understood from Fig. 6.5. The intersection points of the equiconcentration sur-

faces with the substrate surface, as plotted in Fig. 6.5, move inward towards the

STM tip axis, when the tip–substrate distance is increased. The experimental veri-

fication is shown in Fig. 6.13. The upper two clusters have been deposited at

Dz ¼ 15 nm, the two lower clusters at Dz ¼ 10 nm. Whereas all clusters show the

same height, the diameter varies, as predicted from Fig. 6.5.

Figure 6.11. Unfiltered in situ STM image of a reconstructed Au (111)

surface in 0.02 M HClO4 as used in the electrodeposition experiments.

EWE ¼ 240 mV, Etip ¼ 340 mV, Itunnel ¼ 5 nA. Potentials are quoted with

respect to SHE. (Reprinted from Ref. [61] with permission.)
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The height of the clusters depends on the total charge emitted from the nano-

electrode, that is the STM tip. At a constant emission current density jMe zþ the

height increases with increasing emission time, supposed that the adjusted tip–

substrate distance Dz remains almost constant during the cluster deposition pro-

cess. Figure 6.14 shows the increase in the cluster height with the predeposited

charge Q cat when Q cat is fully released from the tip in a single step.

An example of a single Co cluster which is three atomic layers high, deposited

onto a reconstructed Au (111) surface is shown in Fig. 6.15. The deposit–substrate

interaction between Co and Au (111) is relatively weak, although not as weak as the

interaction of metal deposits and semiconducting surfaces. A Pb cluster deposited

onto n-Si (111) :H is shown in Fig. 6.16. The sequence of STM images before and

after deposition, as well as after subsequent dissolution of the Pb cluster from n-Si

(111) :H demonstrates that clusters deposited by localized electrodeposition can be

electrochemically dissolved on increasing the substrate potential (Fig. 6.16(c)).

Figure 6.12. Potential transient as applied at the STM tip, and current

transient as measured at the tip upon application of the potential

routine during the deposition procedure. In a first step, metal is

deposited electrochemically from the electrolyte onto the STM tip. The

deposited charge is Qcat. Localized electrodeposition is achieved in a

subsequent step by a burst-like dissolution of metal ions from the STM

tip, resulting in the generation of supersaturation conditions at the sub-

strate surface underneath the tip. Qcat can be released either in a single

step or in multiple steps. Potentials are quoted with respect to SHE.
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Figure 6.13. STM image showing the

dependence of the cluster diameter on the

distance Dz between the STM tip and

substrate surface during the deposition

procedure. Upper row: Dz ¼ 15 nm during

deposition; lower row: Dz ¼ 10 nm during

deposition; Qcat ¼ 800 pC which has been

fully dissolved during the burst-like dissolu-

tion from the STM tip; EWE ¼ �540 mV;

the fwhm of the clusters grown with Dz ¼
15 nm is 18G 1 nm, with Dz ¼ 10 nm it

is 28G 1 nm, as determined from the STM

image. Each gray scale value corresponds to a

height of 1 nm. The lower baselines of the

STM scans across the clusters, compared to

the substrate surface, are a scan artefact.

Potentials are quoted with respect to SHE.

(Reprinted from Ref. [15] with permission.)

Figure 6.14. STM image showing the dependence of the cluster height

on the predeposited charge Qcat when fully released from the STM tip

nanoelectrode during the burst-like dissolution step. Substrate: Au

(111), EWE ¼ �450 mV, Dz ¼ 20 nm, ICo2þ ¼ 120 nA during dissolution

from the STM tip, electrolyte: 0.25 M Na2SO4 þ 1 mM CoSO4.

Potentials are quoted with respect to SHE.
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In all experiments Au STM tips have been used because, when properly pre-

pared, they combine the features of sharp STM tips and electrochemically ‘‘clean’’

nanoelectrodes.

6.9

Summary and Outlook

Localized electrodeposition and dissolution processes allow local modification of

substrate surfaces in the range of a few nanometers by solely electrochemical

means. These electrochemical processes are nondestructive to the underlying sub-

strate surface, and allow the most gentle preparation of nanostructures. The solid/

liquid interface provides the unique feature that undersaturation and supersatura-

tion conditions can be precisely adjusted by varying either the electrode potential

or the ion concentration. The latter can be achieved with high accuracy using

STM tips as electrochemical nanoelectrodes. Nanostructures can be deposited at

substrate surface sites which are actively defined by the position of the STM tip.

Calculation of the stationary accumulation or depletion of ions around a STM tip

nanoelectrode at appropriate potentials and the corresponding calculation of local

Figure 6.15. STM image of a single Co

cluster deposited on Au (111) by localized

electrodeposition. The fwhm of the cluster

is 15 nm as measured by STM. The cluster

shows three atomic layers which form a

pyramidal shape. Cluster deposition at

EWE ¼ �460 mV, Dz ¼ 20 nm, cathodic

predeposited tip charge Qcat ¼ 1500 pC

which has been fully dissolved during the

burst-like dissolution from the STM tip.

STM image measured at Itunnel ¼ 916 pA.

The step heights are mean values which

have been derived from a series of

measurements across different clusters

and various line profiles across each cluster,

as exemplarily indicated by the line profile

shown. Electrolyte: 0.25 M Na2SO4 þ 1 mM

CoSO4. Potentials are quoted with respect to

SHE. (Reprinted from Ref. [45] with

permission.)
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changes in metal/metal ion equilibrium potentials at a surface underneath the

STM tip electrode document that STM tip nanoelectrodes allow reproducible appli-

cation in nanostructure formation at solid/liquid interfaces.

The presented examples of localized electrodeposition of Co clusters on Au

(111) or of Pb clusters on n-Si (111) :H surfaces show the potential of STM

based in situ techniques at solid/liquid interfaces in the fields of nanophysics and

nanoelectrochemistry.

Figure 6.16. Localized electrodeposited Pb

cluster on n-Si (111) :H. (a) Bare n-Si (111) :

H surface before cluster deposition; (b) same

n-Si (111) :H surface after deposition of a Pb

cluster; (c) same n-Si (111) :H surface upon a

change of the substrate potential EWE

resulting in dissolution of the Pb cluster.

Electrolyte: 0.1 M HClO4 þ 1 mM Pb(ClO4)2.

Imaging conditions: EWE ¼ �240 mV,

Etip ¼ þ640 mV, Itip ¼ 200 pA. Cluster

deposition parameters: EWE ¼ �240 mV,

cathodic predeposited tip charge Qcat ¼ 2000

pC which has been fully dissolved during the

burst-like dissolution from the STM tip, Pb2þ

ion current during the burst-like dissolution

from the STM tip IPb2þ ¼ 120 nA, tip–

substrate distance during cluster deposition

Dz ¼ 20 nm. Potentials are quoted with

respect to the SHE. (Reprinted from Ref. [17]

with permission.)
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7

Fabrication of Ordered Anodic Nanoporous

Alumina Layers and their Application to

Nanotechnology

Hidetaka Asoh and Sachiko Ono

7.1

Introduction

Nanomaterials not only have potential technological applications in various fields

but also are of fundamental interest in that the properties of a material can change

in this regime of transition between the bulk and atomic/molecular scales. Since

the 1990s, there has been growing interest in the fabrication of nanostructures

in many fields: surface/interface chemistry, electrochemistry, colloidal chemistry,

polymer science, biochemistry, zeolite and clay chemistry, scanning probe micros-

copy (SPM), and others. Above all, nanomaterials with ordered pores of dimen-

sions ranging from the submicrometer to nanometer range have generated consid-

erable interest in both basic research and commercial applications because of the

application of a host or a template to the fabrication of nanodevices [1–6].

Porous-type anodic oxide film, so-called anodic porous alumina, which is formed

by the anodization of Al, is a typical self-ordered nanoporous material. It is often

called a nanochannel or nanohole structure, depending on the dimensions of the

porous-type anodic oxide film. This porous material has thus far been widely ap-

plied as a key material in the fabrication of several types of device [7–31], because

of its potential applications based on a unique solid geometry and its so-called

honeycomb structure on the nanometer scale, as shown in Fig. 7.1.

From the many morphological studies of anodic porous alumina, it is known

that the anodic oxide film on Al consists of two regions: a thick outer region of

porous-type oxide and a thin inner region of barrier-type oxide lying adjacent to

the metal. In 1953, Keller, Hunter and Robinson reported on the structural fea-

tures of porous alumina film determined by electron microscopy, and were the first

to propose a geometrical cell model [32]. Moreover, they suggested that cell dimen-

sions, such as pore and cell diameters and barrier layer thickness, depend primar-

ily on formation voltage, and they increase linearly with voltage. Later, some re-

searchers showed similar lines of evidence supporting their findings concerning

the cell dimensions of the anodic films [33]. For the general background of the

growth mechanism of anodic films prior to the 1990s, see Refs. [32–35].

We will now focus on the applied aspects of anodic porous alumina. Over the

past several decades, although studies have been carried out on the protection or
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design of Al surfaces owing to commercial application, little attention has been

given to the regularity of the self-organized cell structure in anodic porous alu-

mina. In 1995, Masuda and Fukuda reported for the first time that pore configura-

tions with long-range ordering were formed in anodic porous alumina under opti-

mized anodization conditions [36]. Since then, there has been renewed interest in

anodic porous alumina, particularly in its applications in several types of device

with the application of ordered nanostructures, as shown in Fig. 7.1. Therefore,

many studies have been carried out on the improvement in the regularity of the

pore arrangement, the control of the size and position of the pores, and the fabri-

cation of sophisticated structures with two-dimensional (2D) or three-dimensional

(3D) periodicity. At the same time, the application of anodic porous alumina to a

host or template structure has been studied.

In this chapter, we describe state-of-the-art anodic porous alumina films. The

period under review will be from approximately 1995 to the present day. Above

all, we focus on our results on the fabrication of various nanomaterials, as de-

scribed below. In addition, we discuss the possible applications of these nano-

porous alumina layers.

7.2

Self-ordered Anodic Porous Alumina

7.2.1

Introduction

Commercially available anodic porous alumina, for example Anodisc [37], has in-

sufficient pore arrangement, as usually found in anodic porous films formed on Al

without extra pretexturing. Therefore, such porous alumina is not suitable for

device application in which a strictly ordered array of pores without defects is re-

quired. Masuda and Fukuda first reported that the long-range ordering of the pore

Figure 7.1. Application fields of anodic porous alumina.

7.2 Self-ordered Anodic Porous Alumina 139



arrangement of anodic porous alumina could be obtained under optimized anod-

ization conditions for oxalic acid [36]. In addition, they suggested that the ordered

porous film formed by two-step anodization could be applicable to templates for

the fabrication of novel optical devices. Then, they obtained self-ordered anodic

porous alumina in three types of electrolyte at individually specified self-ordering

voltages, i.e., sulfuric acid at 25 V [38], oxalic acid at 40 V [36] and phosphoric

acid at 195 V [39], giving 63 nm, 100 nm and 500 nm pore intervals, respectively.

They reported that the self-ordering of the pore arrangement proceeds through the

rearrangement of the cell configuration, which changes gradually from a random

configuration in the initial stage of anodization to an ordered configuration after

the steady-state growth of the oxide layer. In particular, the self-ordering of the

pore arrangement is strongly dependent on the formation voltage, which is specific

for each electrolyte.

A typical scanning electron microscopy (SEM) image of the self-ordered cell

structure of anodic porous alumina is shown in Fig. 7.2. The self-ordered cell ar-

rangement shows a domain structure at the boundary at which imperfections in

the arrangement accumulated. The size of the domain is dependent on cell size,

and the number of cells existing in each domain is roughly the same as that in

the case of self-ordered anodic porous alumina. Similar results have also been re-

ported by other groups [40–45].

7.2.2

Controlling Factor of Self-ordering of Pore Arrangement in Anodic Porous Alumina

To expand the application field of anodic porous alumina, the fabrication of or-

dered porous alumina with arbitrary pore intervals or the clarification of the mech-

anism for the self-ordering of pore arrangement was required. Jessensky et al. [42]

and Li et al. [43] suggested the correlation between the mechanical stress caused by

Figure 7.2. SEM image of typical self-ordered cell structure of anodic

porous alumina obtained in oxalic acid at 40 V for 6 h at 20 �C. SEM
observation was conducted at the oxide/substrate interface after

removing the anodic film.
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the volume expansion of oxide films and the self-ordering of pore arrangement. In

accordance with their reports, the self-organized arrangement of neighboring pores

in hexagonal arrays can be explained by the repulsive interaction between the

pores. However, definite information was lacking to fully explain such an arrange-

ment. To our knowledge, the mechanism of the self-ordering of pore arrangement

has not yet been fully confirmed.

Ono and coworkers investigated the self-ordering behavior of anodic porous alu-

mina formed in three major acid electrolytes (sulfuric acid, oxalic acid, and phos-

phoric acid) by focusing on current density during oxide growth and the effect of

the ratio of pore diameter to cell diameter. To put it more concretely, the ratio is

controlled by the electric field strength at the barrier layer of porous alumina dur-

ing anodizing, as reported previously by Ono and coworkers [46–49]. Namely, the

ratios of the cell diameter dcell to the pore diameter dpore obtained at different

voltages in different electrolytes have a linear relationship with the log of current

density. In accordance with the classical theory of ionic conduction at a high field

strength for an anodic barrier film grown on various metals [50, 51], the film thick-

ness of each metal is inversely proportional to the logarithm of the ionic current

when each film is formed at the same voltage. Thus, it is indicated that the log of

current density log i is proportional to the electric field strength E, i.e., the forma-

tion voltage/film thickness ratio at the barrier layer [52]. Therefore, we have tried

to prove the correlation between electric field strength and self-ordering behavior.

The confirmation of the controlling factor for the self-ordering of pore arrange-

ment can be helpful for the fabrication of a new self-ordering film by applying the

proposed mechanism.

7.2.3

Typical Current–Time Transients at Constant Voltages

Figure 7.3 shows current–time (I–t) transients during constant-voltage anodizing

in sulfuric acid solution as a typical case [53]. This type of stable I–t curve is usu-

Figure 7.3. Current–time curves of anodizing in 0.3 mol dm�3 sulfuric

acid at 20 �C in the voltage range from 5 to 27 V [53].
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ally obtained when stable porous film growth occurs. With increasing formation

voltage, the current density increased. When the formation voltage exceeded the

self-ordering voltage, i.e., at 27 V, a high current accompanied by intense gas evo-

lution over the entire surface was observed. In this unstable case, there was no film

growth over the entire specimen surface. In the case of oxalic acid solution, a sim-

ilar phenomenon of a high current appeared at 45 V. As revealed by the intense gas

evolution, electronic current caused by the electric breakdown at the barrier layer is

preferential to ionic current.

7.2.4

Change in the Porosity of Anodic Alumina with Increasing Formation Voltage

Figure 7.4 shows the changes in steady-state current density (a) and the porosity

of anodic films (b) with formation voltage [53, 54]. Here, to estimate the porosity

of anodic porous alumina, voltage–time curves were measured during the re-

anodizing of the porous alumina specimens in a neutral solution, as described in

detail in Ref. [53]. This method for porosity measurement is well established and is

called the ‘‘pore-filling’’ technique [55, 56].

The current density increased exponentially for the three types of electrolyte

when the voltage increased to a value close to the individual self-ordering volt-

Figure 7.4. Changes in steady-state current density (a) and porosity

(b) of anodic films with formation voltage measured in three

electrolytes [53].
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age, i.e., sulfuric acid 25 V, oxalic acid 40 V and phosphoric acid 195 V. The self-

ordering voltage is strongly dependent on the pH of each electrolyte, namely, the

oxide dissolution ability. At a voltage higher than the individually specified self-

ordering voltage, an extremely high current was observed in the three electrolytes.

Thus, it is apparent that self-ordering occurs at a voltage just under the critical volt-

age which induces an extremely high current and prevents uniform film growth.

The high-field theory suggests that the log of current density has a linear relation-

ship with electric field strength. Ono et al. reported previously that the theory was

applicable to porous film growth and confirmed the linear relationship between

the log of current density and the ratio of the pore diameter dpore to the cell diam-

eter dcell [49]. This suggests that the dpore=dcell ratio is controlled by the electric field

strength E at the barrier layer and that the ratio decreases with increasing E. There-
fore, it is assumed that self-ordering proceeds in the film with a low dpore=dcell ratio
formed under a high electric field. As shown in Fig. 7.4(b), the porosity of each

anodic film decreased markedly and converged to approximately 0.1 (regardless of

the electrolyte), which corresponded to a dpore=dcell ratio of approximately 0.3, when

the voltage approached the individual self-ordering voltage accompanying the expo-

nential current increase.

For comparison of the three types of electrolyte, formation voltage was normal-

ized to self-ordering voltage. As shown in Fig. 7.5, porosity was plotted against

the ratio of the formation voltage Vf to the self-ordering voltage Vs. The three lines

corresponding to the three different electrolytes decreased in almost the same

manner, regardless of electrolyte type and Vf . The minimum porosity of the films

obtained just under the critical voltage of the extremely high current appears to be

0.1. This indicates an important fact: that self-ordering can be attained when, with

increasing electric field strength, the dpore=dcell ratio approaches 0.3, regardless of

the electrolyte type and Vf itself. Thus, the mechanism of self-ordering is assumed

to be closely related to the high electric field strength at the barrier layer during

anodic film growth, rather than to the individual Vs itself.

Figure 7.5. Porosity plotted as function of ratio of formation voltage

Vf to self-ordering voltage Vs [53].
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In 2002, Nielsch et al. reported that the three types of self-ordered porous alu-

mina all gave a porosity of 0.1 [57]. They explained that the porosity of approxi-

mately 0.1, which was produced as a balance of the formation and dissolution of

anodic oxide, was morphologically most stable from the viewpoint of mechanical

stress. They also claimed that 0.1 was a transitional and optimum porosity value

for self-ordering. However, we have shown clearly that the porosity value of 0.1 for

porous alumina was the optimum and also the minimum value.

7.2.5

Typical Self-ordering Behavior

When the anodizing voltage was three quarters of the established self-ordering

voltage, i.e., 30 V in oxalic acid, the cell size was not uniform, as clearly shown in

Fig. 7.6(a). This implies that irregular film growth proceeds under a low current

density, i.e., a low electric field. Homogeneity of cell size could be attained and do-

mains of self-ordered cell arrays in the same direction appeared when the anodiz-

ing voltage was increased to 40 V, just under the critical voltage of the extremely

high current (Fig. 7.6(b)). To verify the effects of formation voltage and film thick-

Figure 7.6. SEM images of metal/oxide interface after removal of

porous alumina formed in 0.3 mol dm�3 oxalic acid at 20 �C showing

the dependence of cell arrangement on formation voltage and

anodizing time. (a) 30 V for 1 h, (b) 40 V for 1 h, (c) 30 V for 1 h 40

min, and (d) 40 V for 6 h [53].
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ness on the self-ordering, an anodic film was formed at 30 V for a corresponding

time to consume electricity equivalent to that consumed at 40 V for 1 h, namely,

1 h 40 min. As shown in Fig. 7.6(c), the cell homogeneity of the anodic film

formed at 30 V for prolonged time was somewhat improved, but it was apparently

inferior to that associated with 40 V even though the film thicknesses were similar.

Thus, the necessity of a high current density during anodization for the self-order-

ing of cell arrangement besides film thickness was clarified. The size of the do-

main continuously increased with increasing anodizing time up to 6 h as shown

in Fig. 7.6(d), suggesting the need for long-term electrolysis to organize the cell ar-

rangement and to form the resulting thick porous layer. Similar self-ordering re-

sults were also observed in the films formed in sulfuric acid solution and phos-

phoric acid solution [53].

7.2.6

High-current-density/High-electric-field Anodization

The self-ordering of the pore arrangement of anodic porous alumina can be

achieved at the maximum voltage required to induce high-current-density anodiza-

tion while preventing ‘‘burning’’, that is, an extremely high current flow concen-

trated at local points leading to local film thickening or electric breakdown over

the entire surface accompanied by vigorous gas evolution [58]. Such a maximum

voltage was identical to the previously established self-ordering voltage.

A comparison between the I–t curve measured during burning and that during

stable anodizing at 195 V in phosphoric acid solution is shown in Fig. 7.7. With a

rapid current increase, local thickening of the film was detected. Figure 7.8(a)

shows an SEM image of a burnt area indicating a protrusion of thickened anodic

Figure 7.7. Comparison between current–time curve measured at

burning and that at stable anodization at 195 V in 0.2 mol dm�3

phosphoric acid at 0–5 �C [53].
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film with a large number of cracks. The protrusion is divided into three regions:

(A) center, (B) intermediate and (C) outer regions. The substrate surface images

of the corresponding regions after the removal of the anodic films are also shown

in Fig. 7.8(b)–(d). Apparently, the regularity of the cell arrangement is higher in

the center region than that in the outer region. Because the current density seems

to be higher at the center, the regularity of cell arrangement could be further im-

proved. Thus, it is suggested again that the condition of high current density, i.e., a

high electric field, is the most important factor that determines the self-ordering of

the pore arrangement. In addition, the cell size is smaller when the regularity of

the cell arrangement is higher. Compared with the ratio of cell size to applied volt-

age of 2.5 (nm/V) observed for the standard anodic porous films [47, 59], the ratios

obtained here are all low. Therefore, it can be said that cell size is affected by the

electric field strength E and decreases with increasing E at the same voltage. This

finding is similar to that observed for barrier layer thickness [52]. As described in

Figure 7.8. (a) SEM image of burnt protrusion of thickened anodic

film with large number of cracks. The protrusion is divided into three

regions: (A) center, (B) intermediate and (C) outer. (b)–(d) SEM

images of substrate surfaces of the three regions corresponding to A, B

and C in (a) after removal of anodic films [53].
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detail in Ref. [58], the cell size at the exact center spot of the protruded area made

by burning, where the high current density was most concentrated, was extremely

small. This implies the importance of current density in the self-ordering of porous

alumina, regardless of the specific self-ordering voltage itself. Thus, it is suggested

that the condition inducing film growth under a high current density, namely, a

high electric field strength, is the key factor determining the self-ordering of po-

rous alumina rather than the self-ordering voltage itself. Schematic representation

of self-organization under a high electric field is shown in Fig. 7.9.

7.2.7

New Self-ordering Conditions

With the above background, we have studied the self-ordering conditions of anodic

porous alumina grown in solutions of various organic acids such as citric acid [53],

malonic acid [60] and tartaric acid [60], and confirmed new self-ordering condi-

tions in such organic acid electrolytes using the previously suggested mechanism

of anodization at a high electric field at a barrier layer. In these acid electrolytes, a

relatively large cell is available upon application of a high anodization voltage due

to their low acidity. These organic acids are all carboxylic acids, as is oxalic acid.

In 2004, Shingubara et al. [61] reported on the formation of self-ordering porous

anodic alumina in a mixture of sulfuric acid and oxalic acid at a voltage between 25

and 40 V. However, little information is available on porous alumina formed at vol-

tages between 40 and 195 V, and higher than 200 V. Thus, we advanced our prelim-

inary work while considering high-electric-field anodization conditions and found

newly self-ordering conditions in concentrated phosphoric acid solutions in the

voltage range from 160 to 195 V [62] and in a mixture of sulfuric acid and malonic

acid solutions in the voltage range from 25 to 195 V [63]. The details of these anod-

ization conditions will be published elsewhere. In 2005, Chu et al. reported that

self-ordered porous alumina could be obtained in sulfuric acid solutions under a

high electric field of 40–70 V and 1600–2000 A m�2, which is much higher than

Figure 7.9. Schematic representation of self-organization of cell

arrangement at high current density, i.e., high electric field [60].
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that obtained by ordinary anodization (<27 V, <200 A m�2) [64]. This report is

consistent with our hypothesis, in which a high current density, namely, a high

electric field strength, is the key controlling factor for the self-ordering of anodic

porous alumina.

The self-ordering voltages reported to date and the corresponding cell diameters

are summarized in Fig. 7.10. In addition to the conventional self-ordering condi-

tions formed in sulfuric, oxalic and phosphoric acid solutions, new self-ordering

conditions that have been realized recently are shown. Further research on the

self-ordering of anodic porous alumina would clarify the association of the mecha-

nism for the self-ordering of pore arrangement and the anodization at a high elec-

tric field.

7.3

Ideally Ordered Anodic Porous Alumina

7.3.1

Two-step Anodization

The defect-free area of naturally occurring ordering is limited to a size of several

mm2 and appears in a domain structure where the defects are concentrated on the

Figure 7.10. Summary of results of self-ordering voltages and

corresponding cell diameters reported to date.
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boundary between domains. Therefore, it is difficult to achieve an ordered pore ar-

ray of a single domain because the domains do not combine regularly with each

other in the self-ordering process. Two-step anodization proposed by Masuda et al.

is a promising technique for preparing an ideally ordered porous structure with

straight channels over a large area [36, 132]. Since 1995, this technique has been

commonly used to fabricate various nanomaterials. In this process, first anodiza-

tion is carried out at a constant voltage for a long period of more than 10 h. The

regularity of the pore arrangement can be improved by longer anodization [36].

After removal of the alumina layer, an array of shallow concave features is obtained

on the Al substrate. Then, a second anodization is performed for a short period

under the same conditions as for the first anodization. As a result, each concave

area can act as an initiation site for pore generation and guide the growth of chan-

nels. Namely, a porous alumina membrane with a straight channel can be obtained

easily.

However, there has been no study that has tried to clarify the pore nucleation

and growth of porous alumina in the case of two-step anodization by detailed ob-

servation. Thus we examined the pore growth mechanism more closely by trans-

mission electron microscopy (TEM). Figure 7.11 shows the TEM images of the

stripped anodic film formed at different stages. The first anodization was carried

out in 0.3 mol dm�3 oxalic acid at 40 V for 6 h. After removal of the alumina layer,

the specimens were re-anodized at each stage. In the initial stage of film growth,

which corresponds to the decreasing part of the I–t transient, the locally thicker

barrier film develops above the edge of the concave area formed on Al (Fig.

7.11(a)). With further anodization, plural fine pores develop at the center of the

concave area (Fig. 7.11(b)). In the steady state, a close-packed array of hexagonal

cells, each containing a straight pore at the center of hexagonal cells, was observed

(Fig. 7.11(c)). These results indicate that the development of the ordered pores was

controlled by the pattern of the shallow concave areas on the Al substrate, and an

almost ideally ordered porous structure can be obtained without special texturing,

such as standard lithography. A basic principle of pore nucleation and growth of

Figure 7.11. TEM images of stripped films formed in 0.3 mol dm�3

oxalic acid solution at 30 �C at 40 V for time t: (a) t ¼ 3 s, (b) t ¼ 17 s,

and (c) t ¼ 58 s. First anodization was conducted under the same

conditions for 6 h.
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anodic porous alumina in the initial stage of anodization is similar to the case of

the imprinting process we describe below.

7.3.2

Fabrication of Ideally Ordered Anodic Porous Alumina

Concerning the fabrication of a single-domain pore configuration in a 2D plane, in

1997 Masuda et al. [65] and then in 2001 Asoh and coworkers [66, 67] reported that

ideally ordered anodic porous alumina could be obtained by employing an imprint-

ing process for an Al substrate. In 2002, Masuda et al. fabricated a similar nano-

pore array structure in anodic porous alumina based on nanoindentation using

SPM [68]. Several groups have also reported similar results concerning the fabrica-

tion of a single-domain configuration of highly ordered pores using an imprinting

process [69], electron-beam lithography [70], the focused ion beam technique [71,

72], the grating embossing technique [73], holographic lithography [74], and SPM

lithography [75]. Recently, the fabrication of highly ordered anodic alumina using a

combination process involving colloidal crystal templating and subsequent anod-

ization has also been reported [76, 77].

In these fabrication techniques, the shallow concave areas formed on an Al sub-

strate can serve as initiation sites for pore nucleation, thereby guiding the growth

of the porous structure. As for the background of the growth mechanism of ideally

ordered anodic porous alumina with hexagonal cells, see Refs. [65–67]. Here, we

describe the results for anodic porous alumina with square cells formed by the

imprinting process.

7.3.3

Square Cell Arrangement

Tiling of a 2D plane with equilateral polygons is limited to three cases: tiling with

regular triangles, with squares, and with regular hexagons, as shown in Fig. 7.12.

In anodic porous alumina, a cell pattern can be generated by a polygon, the bound-

ary of which is the perpendicular bisector of two adjacent pores [78]. In the case of

self-ordered anodic porous alumina, Voronoi cells are hexagonal in shape on aver-

age, in a triangular lattice, that is, they have a hexagonal close-packed arrangement.

This is because the triangular lattice is the most probable to achieve the closest

packing of uniformly sized cylindrical cells and has the most stable configuration.

However, it was expected that the shape of cells could be controlled as other than

ordinary hexagonal cells by changing the initiation patterns based on the tiling

through the close packing of equilateral cells.

In 2001, Masuda et al. reported the fabrication of ideally ordered anodic porous

alumina with square or triangular cells based on the 2D tiling theory [79]. The

most important concept of this approach is that the arrangement of nuclei (shallow

concave areas) in a 2D plane determines the shape of the obtained cells as a

result of the closely packed tiling. The obtained new types of porous structure

with square and triangular openings, which never occur in nature, have consid-
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erable potential for a variety of applications as a template for the fabrication of

nanostructures.

At the same time, we have investigated the pore nucleation and growth of anodic

porous alumina with hexagonal or square cells by observing the film structure in

the initial stage of anodization. In such a study, it was confirmed that the initiation

sites of the square lattice pattern as shown in Fig. 7.13, which is different from the

Figure 7.12. Cell development in anodic porous alumina based on

Volonoi tessellation. (a) initiation sites, (b) growth of cells, and (c)

three types of ideally ordered cell configuration.

Figure 7.13. Schematic of fabrication process for anodic porous alumina with square cells [81].
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normal hexagonal cell arrangement, markedly control the growth process of a po-

rous structure [80, 81].

7.3.4

Detailed Observation of Square Cells

Figure 7.14 shows a SEM image of a cross-sectional view of the pore array struc-

ture with a square lattice pattern. The anodized specimen was bent into a V-shape,

producing cracks in the oxide film. The growth of straight parallel channels per-

pendicular to the substrate can be observed only in the pretextured area. In addi-

tion, it can be confirmed from the surface morphology that the surroundings of

each hole were thick and ordered small pores were located at the center of the

four nearest holes, that is, the fourfold point of the cell junction. These small pores

were formed to compensate the closest packing of a two-dimensional space by

circular cells in the initial stage of film growth. This compensation is similar to

previous results [69, 82, 83].

Figure 7.15 show the TEM images of the stripped anodic film formed at different

stages. In the initial stage of film growth, which corresponds to the decreasing part

of the I–t transient, a locally thicker barrier film develops above the edge of the

concave area formed on Al as well as under the concave area (Fig. 7.15(a)). With

further anodization, a nearly square cell develops around the initiation site (Fig.

7.15(b) and (c)). Each initiation site was considered to be the center of cell growth,

with growth occurring radially at almost equal rates from all sites. When the con-

tact of two adjacent cells was accomplished, the expansion of cells was stopped and

boundary lines were formed. Finally, ideal square cells were established by the

time that the current reached the final steady state. A steady-state cell structure is

formed by a close-packed array of square cells, each containing a pore with a

square opening at the center (Fig. 7.15(d)). The shape of the pores changed from

circular to square during anodization without additional etching, and was different

Figure 7.14. Cross-sectional view of ordered anodic porous alumina

with square cells. Anodization was conducted in 0.3 mol dm�3 oxalic

acid solution at 30 �C at 60 V for 60 s [81].
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from those observed at the top surface of the films at the corresponding stage. This

indicates that the shape of pores near the cell base is square, while the shape of

those near the outer surface is circular.

A TEM image of an ultramicrotomed cross section showed voids or incorpora-

tion of unoxidized Al into the oxide film at the fourfold point of the cell junction

[81]. The height of the protrusions of the Al substrate at the cell junction was con-

siderably larger than that of protrusions formed in naturally occurring anodic

porous alumina with hexagonal cells [41, 84, 85]. These specific features were

thought to be caused by the inhomogeneous distribution of current at the square

pore base. In addition, this inhomogeneous distribution of current at the square

pore base causes not only the incorporation of unoxidized Al into the oxide film

but also the generation of voids, accompanied by the breakdown of the barrier layer

or gas evolution in protrusions of the Al substrate [86–88]. The formation mecha-

nism of anodic porous alumina with a square cell structure will also give helpful

information on self-ordering in naturally occurring anodic porous alumina with

uniformly sized hexagonal cells. In addition to the fundamental study of pore nu-

cleation and cell structure growth, there is interest in applications in novel devices.

Namely, shape- and size-controlled anodic porous alumina is a useful material as a

template for the fabrication of designed structures on the nanometer scale. For ex-

ample, the synthesis of diamond cylinders or carbon nanotubes with a triangular

Figure 7.15. TEM images of stripped films formed in 0.3 mol dm�3

oxalic acid solution at 30 �C at 60 V for time t: (a) t ¼ 2 s, (b) t ¼ 6 s,

(c) t ¼ 17 s, and (d) t ¼ 30 s [80].
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or square cross section using a porous alumina template has been demonstrated

by Yanagishita et al. [89, 90].

7.4

Anodic Porous Alumina with 3D Periodicity

7.4.1

Modulation of Channel Structure

Several studies have been carried out on the modulation of the channel structure

in the direction of film thickness. For the preparation of such structures, the peri-

odic modulation of the channel diameter in the direction of film thickness, which

can be achieved by varying the formation voltage during anodization, is a promis-

ing process [34, 91]. In fact, the synthesis of Y-junction carbon nanotubes using a

porous alumina template has been demonstrated by J. Li et al. [92]. We have also

proposed the fabrication process for the 3D designed anodic porous alumina hav-

ing different pore diameters in the direction of pore depth using heat treatment,

subsequent dissolution treatment and multi-anodization [93]. Against this back-

ground, a new fabrication process for porous alumina with a more ordered 2D

cell configuration and more sophisticated 3D geometries has been thought to be

necessary for the achievement of various functional applications.

7.4.2

2D/3D Composite Porous Alumina

3D porous materials that are formed using spherical colloidal particles as tem-

plates have attracted considerable attention in recent years because of their poten-

tial for applications in unique optical devices such as photonic crystals [6, 94–99].

Using an inverse opal structure, which could be produced only in the voids be-

tween the particles, it has been possible to fabricate various types of porous mate-

rial using different matrix materials. One of the notable features of colloidal

crystal templating is its simplicity in comparison with conventional lithography

techniques.

In 2005, we proposed a novel approach to the fabrication of the 2D/3D compos-

ite porous alumina structure, which is based on a combination of a templating

process of colloidal crystals and subsequent multistep anodization [100]. Novel

composite porous materials with controlled morphologies may overcome some of

the limitations of the 2D bulk channel structure. An important advantage of the

process proposed here is that it is possible to connect the structures with different

dimensional characteristics by applying additional anodization. Figure 7.16 shows

a schematic of the templating process and typical 2D/3D composite porous alu-

mina structures. For further details of the experimental process, see Ref. [100].

The anodized specimens were bent into a V-shape, producing cracks in the oxide

film. These composite structures consisted of an outer inverse opal structure and
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an inner parallel channel array structure formed on an Al substrate. On the basis

of this image, it was confirmed that the 2D channel array structure could be pro-

duced only underneath the outer 3D porous structure. As shown in Fig. 7.16, poly-

styrene (PS) beads of 204 nm diameter were used as templates. The periodicity of

the pores of the outer inverse opal alumina was almost in agreement with that

of the underlying straight parallel channels on which anodization was conducted

under a constant voltage of 80 V to adjust the channel interval to approximately

200 nm. Therefore, the growth of straight parallel channels perpendicular to the

substrate could be observed underneath each hollow space.

Figure 7.17 demonstrates the ordered pore configuration with a 200 nm interval

in the inner 2D porous alumina. To clearly show the arrangement of 2D pore ar-

rays, the outer 3D porous alumina was removed prior to additional anodization.

This result indicates that the hemispherical scalloped pattern of the bottom layer

in inverse opal alumina can initiate pore development and can guide the growth

Figure 7.16. Schematic of templating process and cross-sectional SEM

image of anodized Al with 2D/3D composite structures. The PS bead

used as template was 204 nm in diameter [100].
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of the channel in the film thickness direction, as discussed in the previous section.

This fabrication process using the scalloped pattern formed on an Al substrate is

somewhat similar to that used in our previous work, which involves the imprinting

process using molds [65–67]. However, this proposed method has an advantage in

that it can be used for large-area patterning using a simple electrochemical process

with a high throughput and a low cost without special tools, including molds for

imprinting.

7.5

Application of Nanoporous Alumina to a Mask for Fabrication of Nanostructures

7.5.1

Nanopatterning: Conventional Lithography vs. Natural Lithography

One of the most significant issues in the development of nanotechnology in both

basic research and commercial applications is the fabrication of semiconductor

materials with ordered nanostructures, because of their potential applications in

various devices, such as quantum electronic devices, photoelectronic devices, func-

tional electrodes, bioreactors, and data storage devices. The techniques commonly

used in fabricating these functional devices with nanometer dimensions are con-

ventional lithographic technologies: top-down patterning techniques using optical,

electron, or X-ray beams. Although these techniques have many advantages, they

are not suited for large-scale patterning with feature sizes of sub-100 nm due to

the limit of their resolution and low throughput. Therefore, a novel patterning pro-

cess that can be used easily and efficiently is required. Recently, many nanolitho-

graphic methods have been developed to overcome these drawbacks. For example,

nanoimprint lithography [101] and SPM lithography [102–104] are typical methods

Figure 7.17. SEM image of surface of inner 2D channel array structure.

To facilitate the observation, pore-widening treatment was carried out

in 5 wt% phosphoric acid at 30 �C for 60 min [100].
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which can be used to fabricate an ordered pattern with a high resolution in the

nanometer range. However, these processes have still not been popularized as

general methods because of the necessity for special tools, including molds for

imprinting or SPM equipment. For further details of new techniques for nanopat-

terning, see the review Ref. [105].

In terms of simple and inexpensive methods, natural lithography [106], which is

based on a self-organization process, has recently attracted considerable attention

as a key fabrication method owing to its relative simplicity and low cost. Several

studies have been reported on the nanopatterning of semiconductors using self-

assembled colloidal particles [107–111] or self-ordered anodic porous alumina. In

particular, anodic porous alumina has attracted considerable interest as a promis-

ing candidate for a host or template structure to fabricate various nanodevices.

Moreover, the formation of anodic porous alumina using an evaporated or sput-

tered film of Al on various substrates has been extensively studied, because the

resulting porous structure can be directly used as a host or a template to fabricate

nanodevices [112–130].

7.5.2

Anodization of Al on a Si Substrate

In recent years, to apply anodic porous alumina to the template structure for the

patterning of metal and semiconductor surfaces, the formation of anodic porous

alumina using evaporated or sputtered films of Al on various substrates including

semiconductor [112–128] and conductive oxide materials (e.g., indium tin oxide

ITO) [129, 130] has been widely studied. In this process, the resulting porous

structure can be used directly as a host or a template to fabricate nanoscale devices,

including its use as an etch mask to transfer a closely packed hexagonal array of

pores into various substrates. However, detailed observation of the structural trans-

formation at the Al2O3/Al/underlying substrate interface has not been carried out

thus far.

To clarify the structural transformation of interface structures during anodiza-

tion, we studied the anodization behavior of Al films sputtered on a Si substrate

using oxalic acid solution, a commonly used solution for anodization [131]. Figure

7.18 shows the current density transient for anodizing the Al film sputtered on the

Si substrate. During the first constant-current stage up to point a, the anodization

of Al on the Si substrate was in progress. Then the current decreased suddenly and

a visible change in the color of the Al2O3/Al/Si structure was observed (point b).

This period implies that the Al film sputtered on the Si substrate was consumed

gradually at the Si surface and changed to a transparent oxide film. When the Al

film was consumed completely, the current reached a minimum value (point c).

Further anodization results in a subsequent sharp increase in current (point d),

implying the localized anodization of the underlying Si substrate. After showing

the first sharp peak of current, a second broad peak was observed. This indicates

that the Si substrate was anodized over the entire area of the specimen following

the destruction of the porous film by extensive gas evolution.
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The transformation of the nanostructure of anodic porous alumina grown on the

Si substrate was comparable to the current transient during anodic alumina film

formation. After removing the anodic alumina film, the geometric pattern that

remained on the Si substrate was observed by SEM, as shown in Fig. 7.19(a)–(d).

When the Al film remained on the Si substrate, the self-ordered scalloped pattern

of the Al film was confirmed, as shown in Fig. 7.19(a). This pattern was in good

agreement with the hemispherical barrier layer of the porous film. The interval be-

tween the scallops, that is, the size of the cells, was approximately 100 nm, corre-

sponding to a formation voltage of 40 V. As the barrier layer of the porous film

reached the Si surface, isolated Al dots were observed at the cell junction, as shown

in Fig. 7.19(b). With further anodization, the Al film was consumed completely as

observed in the flat Si substrate, as shown in Fig. 7.19(c). With overanodization,

convex features, which were suggested to be silicon oxide, were observed at the

center of each cell, as shown in Fig. 7.19(d). These convex features were arranged

hexagonally over the entire area of the specimen corresponding to the cell configu-

ration of anodic porous alumina.

These results indicate that porous alumina directly formed on a Si substrate can

act as a mask for the localized anodization of the underlying Si substrate without

additional through-hole treatment of the barrier layer, namely, silicon oxide can be

produced only in the conductive area between the barrier layer of a porous film and

a Si surface. Although several studies have been carried out on pattern transfer us-

ing through-hole alumina as a mask for dry processes (e.g., reactive ion etching

[115, 116], ion milling [118], vacuum evaporation [118, 132], reactive beam etching

[133], and fast atom beam etching [134]), there have been few studies that at-

tempted to apply the as-anodized oxide film as a mask for pattern transfer into var-

ious substrates without additional through-hole treatment. Recently, Chen et al.

Figure 7.18. Current–time curve for anodization of aluminum film

sputtered on Si in 0.3 mol dm�3 oxalic acid at 20 �C at 40 V. Arrows

mark the average anodization times for observation of images in Fig.

7.19(a)–(d) [131].
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have reported that nanodot arrays of titanium oxide can be prepared from TiN/Al

films on a Si substrate by the localized anodization of a TiN layer using anodic

alumina as a mask [135, 136]. Their result indicates that the formation of oxide

nanodot arrays, which are formed using alumina as a mask for the localized anod-

ization of the underlying substrate, can be achieved even in the case of using an

underlying layer other than a Si substrate. In brief, the localized anodization of

the underlying substrate through the barrier layer of anodic alumina can be re-

garded as a flexible and reproducible patterning technique.

In addition, the formation mechanism of the silicon oxide pattern on the Si

substrate based on localized anodization is similar to that induced by lithography

techniques using a conductive probe in SPM [137–140]. In the case of SPM lithog-

raphy using anodization, when a negative bias is applied to the tip, a local anodiza-

tion process is carried out on the Si surface under moist air between the tip and

the sample. As a result, the growth of silicon oxide can be observed at the locally

scanned area. Although there are many advantages of using SPM lithography, im-

provements in the lithographic speed and area over which fabrication can be per-

formed are necessary for the realization of industrial applications. On the other

hand, our proposed method based on the self-organization process has the advan-

tage of possible use for large-area patterning in one step. In principle, there is no

limitation to the patterned area, because it is unnecessary to use a special operating

system such as a piezoelectric scanner.

Figure 7.19. SEM images of Si surface after removal of anodic porous

alumina, corresponding to marked points in Fig. 7.18 [131].
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7.5.3

Natural Lithography of Si Surfaces Using Anodic Porous Alumina as a Mask

To examine the pattern transfer of anodic porous alumina onto the Si substrate,

the anodized specimen was immersed in hydrofluoric acid (HF) solution to remove

silicon oxide at the center of each cell. With chemical etching in HF solution, the

selective removal of silicon oxide from the Si substrate was easily realized by utiliz-

ing the difference in chemical reactivity between Si and silicon oxide for HF treat-

ment [131]. After removing silicon oxide by wet chemical etching in 47 wt% HF for

90 s, the shallow concave pattern of the Si substrate was observed by atomic force

microscopy (AFM), as shown in Fig. 7.20. The anodization was stopped immedi-

ately at the minimum current, point c in Fig. 7.18. The diameter and depth of the

concave features were 60–80 nm and@10 nm, respectively. The arrangement and

shape of this concave pattern were similar to those of the porous pattern of the

upper anodic porous alumina. Namely, the transfer of the nanoporous pattern of

anodic alumina into the Si substrate could be achieved by removing silicon oxide,

which was produced by the anodic oxidation of the local part of the Si substrate

underneath the barrier layer corresponding to the pore base, as shown schemati-

cally in Fig. 7.21.

The periodicity of hole arrays in a Si substrate is basically determined by the

pore interval of the upper anodic porous alumina, which is known to be strongly

dependent on anodization conditions, such as the types of electrolyte and forma-

tion voltage. Namely, the dimensions of the resultant nanopattern can be adjusted

easily by controlling anodization conditions. In fact, nanohole arrays with a 60 nm

hole periodicity were fabricated on a Si substrate by anodizing an aluminum film

in sulfuric acid at 25 V and subsequent chemical etching in HF. More detailed re-

sults concerning the reduction of the dimensions of the nanopattern are reported

in Ref. [141].

Figure 7.20. AFM image of Si nanohole array fabricated by selective

removal of silicon oxide in HF [142].
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On the basis of the presented patterning mechanism, various modifications and

structuring of a Si substrate can be achieved by chemical [142] or electrochemical

etching [143] and electrochemical deposition of metals [144]. The details of the

procedure have been published elsewhere [142–144].

7.6

Summary

In this chapter we have focused our interest mainly on the fabrication of ordered

anodic nanoporous alumina and its application. As already mentioned above, the

most characteristic feature of this material has been emphasized with the ex-

tremely unique geometrical structure formed by self-organization of each cell. The

regularity and periodicity of pore arrays in anodic porous alumina is basically de-

termined by anodization conditions, such as the type of electrolyte and anodization

voltage. Therefore, the clarification of the mechanism for self-ordering of pore

arrangement will continue to expand the field of application of anodic porous

alumina. In addition, some of the recent applications discussed herein have an ad-

vantage in that they can be used for large-area patterning using a simple electro-

Figure 7.21. Schematic of patterning process by localized anodization

of Si: (a) aluminum film sputtered on Si substrate; (b), (c) transforma-

tion of anodic porous alumina grown on Si substrate during anodiza-

tion; (d) silicon oxide nanodot arrays formed after removal of alumina

film; (e) nanohole arrays formed on Si after chemical etching in HF

[141].
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chemical process with a high throughput and low cost, that cannot be achieved

with conventional lithographic techniques.

As regards new types of porous oxide film other than porous alumina, some

groups have recently reported that a variety of metals such as Ti [145, 146], W

[147, 148], Sn [149], Zr [150, 151], Nb [152], Hf [153], and Ta [154], have been

found to form self-organized porous structures under optimized anodization con-

ditions. We are now studying the formation of porous niobium oxide, porous

tantalum oxide and porous tin oxide with a thick porous layer on the micrometer

scale, with the expectation that these oxide films can be used for catalysts and

chemical-sensing applications [155, 156]. Such similar work will be very useful for

the development of new functional materials. In addition to the device applica-

tions, there is strong interest in the fundamental study of the self-organized porous

oxide films formed by anodization. Lastly, we are convinced that the porous materi-

als and various fabrication techniques described here will be applied increasingly

in many research fields that require ordered surface morphology or periodic po-

rous structure on the nanometer scale in the near future.
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Appl. Phys. Lett., 80, 4693 (2002).

110 Y. Lu, S. Theppakuttai, S. C. Chen,

Appl. Phys. Lett., 82, 4143 (2003).

111 K. H. Park, S. Lee, K. H. Koh, R.

Lacerda, K. B. K. Teo, W. I. Milne,

J. Appl. Phys., 97, 024311 (2005).

112 S. Gavrilov, S. Lemeshko, V.

Shevyakov, V. Roschin, Nanotech-
nology, 10, 213 (1999).

113 S. Shingubara, O. Okino, Y.

Sayama, H. Sakaue, T. Takahagi,

Solid-State Electronics, 43, 1143
(1999).

114 T. Iwasaki, T. Motoi, T. Den, Appl.
Phys. Lett., 75, 2044 (1999).

115 D. Crouse, Y.-H. Lo, A. E. Miller, M.

Crouse, Appl. Phys. Lett., 76, 49
(2000).

116 S. Shingubara, O. Okino, Y.

Murakami, H. Sakaue, T. Takahagi,

J. Vac. Sci. Technol. B, 19, 1901 (2001).

117 W. Hu, D. Gong, Z. Chen, L. Yuan,

K. Saito, C. A. Grimes, P.

Kichambare, Appl. Phys. Lett., 79,
3083 (2001).

118 H. Masuda, K. Yasui, Y. Sakamoto,

M. Nakao, T. Tamamura, K. Nishio,

Jpn. J. Appl. Phys., 40, L1267 (2001).

119 S. Shingubara, Y. Murakami, H.

Sakaue, T. Takahagi, Jpn. J. Appl.
Phys., 41, L340 (2002).

120 A. Cai, H. Zhang, H. Hua, Z.

Zhang, Nanotechnology, 13, 627
(2002).

121 M. T. Wu, I. C. Leu, J. H. Yen, M. H.

Hon, Electrochem. Solid-State Lett., 7,
C61 (2004).

122 M. T. Wu, I. C. Leu, M. H. Hon,

J. Mater. Res., 19, 888 (2004).

123 L. Pu, Y. Shi, J. M. Zhu, X. M. Bao,

R. Zhang, Y. D. Zheng, Chem.
Commun., (8) 942 (2004).

124 N. V. Myung, J. Lim, J.-P. Fleurial,

M. Yun, W. West, D. Choi,

Nanotechnology, 15, 833 (2004).

125 H. Shiraki, Y. Kimura, H. Ishii, S.

Ono, K. Itaya, M. Niwano, Appl. Surf.
Sci., 237, 369 (2004).

126 F. Müller, A.-D. Müller, S.

Schulze, M. Hietschold, J. Mater.
Sci., 39, 3199 (2004).

127 M. Kokonou, A. G. Nassiopoulou,

K. P. Giannakopoulos, Nanotech-
nology, 16, 103 (2005).

128 M. Tian, S. Xu, J. Wang, N. Kumar,

E. Wertz, Q. Li, P. M. Campbell,

M. H. W. Chan, T. E. Mallouk, Nano
Lett., 5, 697 (2005).

129 S. Z. Chu, K. Wada, S. Inoue, S.

Todoroki, J. Electrochem. Soc., 149,
B321 (2002).

130 S. Z. Chu, K. Wada, S. Inoue, S.

Todoroki, Chem. Mater., 14, 266
(2002).

131 H. Asoh, M. Matsuo, M. Yoshihama,

S. Ono, Appl. Phys. Lett., 83, 4408
(2003).

References 165



132 H. Masuda, M. Satoh, Jpn. J. Appl.
Phys., 35, L126 (1996).

133 M. Nakao, S. Oku, T. Tamamura, K.

Yasui, H. Masuda, Jpn. J. Appl. Phys.,
38, 1052 (1999).

134 Y. Kanamori, K. Hane, H. Sai, H.

Yugami, Appl. Phys. Lett., 78, 142
(2001).

135 P.-L. Chen, C.-T. Kuo, T.-G. Tsai,

B.-W. Wu, C.-C. Hsu, F.-M. Pan, Appl.
Phys. Lett., 82, 2796 (2003).

136 P.-L. Chen, C.-T. Kuo, F.-M. Pan,

T.-G. Tsai, Appl. Phys. Lett., 84, 3888
(2004).

137 E. S. Snow, P. M. Campbell, P. J.

McMarr, Appl. Phys. Lett., 63, 749
(1993).

138 H. Sugimura, T. Yamamoto, N.

Nakagiri, M. Miyashita, T. Onuki,

Appl. Phys. Lett., 65, 1569 (1994).

139 M. Ara, H. Graaf, H. Tada, Appl.
Phys. Lett., 80, 2565 (2002).

140 M. Cavallini, P. Mei, F. Biscarini,

R. Garcia, Appl. Phys. Lett., 83, 5286
(2003).

141 H. Asoh, A. Oide, S. Ono, Appl. Surf.
Sci., 252. 1668 (2005).

142 A. Oide, H. Asoh, S. Ono, Electro-
chem. Solid-State Lett., 8, G172 (2005).

143 H. Asoh, K. Sasaki, S. Ono,

Electrochem. Commun., 7, 953 (2005).

144 S. Ono, A. Oide, H. Asoh, Electro-

chimica Acta, in press (2006).

145 D. Gong, C. A. Grimes, O. K.

Varghese, W. Hu, R. S. Singh, Z.

Chen, E. C. Dickey, J. Mater. Res., 16,
3331 (2001).

146 R. Beranek, H. Hildebrand, P.

Schmuki, Electrochem. Solid-State Lett.,
6, B12 (2003).

147 N. Mukherjee, M. Paulose, O. K.

Varghese, G. K. Mor, C. A. Grimes,

J. Mater. Res., 18, 2296 (2003).

148 H. Tsuchiya, J. M. Macak, I. Sieber,

L. Taveira, A. Ghicov, K. Sirotna, P.

Schmuki, Electrochem. Commun., 7,
295 (2005).

149 H.-C. Shin, J. Dong, M. Liu, Adv.
Mater., 16, 237 (2004).

150 H. Tsuchiya, P. Schmuki,

Electrochem. Commun., 6, 1131
(2004).

151 W.-J. Lee, W. H. Smyrl, Electrochem.
Solid-State Lett., 8, B7 (2005).

152 I. Sieber, H. Hildebrand, A.

Friedrich, P. Schmuki, Electrochem.
Commun., 7, 97 (2005).

153 H. Tsuchiya, P. Schmuki,

Electrochem. Commun., 7, 49 (2005).

154 I. V. Sieber, P. Schmuki,

J. Electrochem. Soc., 152, C639 (2005).

155 S. Ono, T. Nagasaka, H. Shimazaki,

H. Asoh, in Pits and Pores III: Forma-

tion, Properties, and Significance for

Advanced Materials, P. Schmuki, D. J.

Lockwood, Y. H. Ogata, M. Seo, H. S.

Isaacs (Eds.), PV2004-19, p. 123, The

Electrochemical Society Proceedings

Series, The Electrochemical Society,

Pennington, NJ, in press.

156 S. Ono, H. Asoh, 113th Meeting of

Surface Finish Society of Japan,

Kawagoe, Japan, March 15, 2006,

p. 102 (abstracts).

166 7 Fabrication of Ordered Anodic Nanoporous Alumina Layers



8

Electrochemical Fabrication of Metal

Nanocontacts and Nanogaps

Fang Chen and N. J. Tao

8.1

Introduction

The rapid progress in microelectronics over the past several decades relies critically

on miniaturization which has been achieved by carving smaller and smaller fea-

tures on semiconductor chips. As the conventional semiconductor devices shrink

down to the nanometer scale, various nanoscale building blocks such as nanocon-

tacts and carbon nanotubes [1, 2] single organic molecules [3] and even single

atoms [4], have been considered as potential alternatives for ever smaller devices.

Important tasks on the route towards the ultimate degree of miniaturization are

to develop methods to fabricate various nanoscale building blocks, to assemble

the building blocks into devices, and to measure the fundamental electron trans-

port properties of the devices.

A number of powerful experimental techniques have become available over the

past two decades, including scanning tunneling microscopy (STM) and atomic

force microscopy (AFM), and other scanning probe methods. In addition to their

well-known capabilities in imaging and spectroscopy, STM and AFM are capable

of creating nanoscale structures. For example, Ringger [5] and Staufer [6] used

STM as a nanolithographic tool in vacuum. Dagata et al. [7] used a STM tip to in-

duce local oxidation on a silicon substrate in air. Penner et al. [8] and Kolb et al. [9]

have pioneered the electrochemical STM method to generate metal, semiconductor

and polymer nanostructures. Gimzewski et al. [10] employed an STM tip to study

the conductance in atomic-sized contacts and Durig et al. [11] measured the forces

of nanoscale contacts using AFM. Both STM and AFM have also been used to mea-

sure the conductance of single molecules positioned between the STM or AFM tip

and a solid substrate [12–16].

STM and AFM, as well as other scanning probe-related methods, rely on

mechanical actuations. Another mechanically actuated technique is mechanically

controllable break junction (MCBJ) [17, 18], which is applied to create and study

molecular/atomic sized junctions. The basic principle of the MCBJ technique is to

break a notched metal wire supported on a substrate into two facing electrodes by

bending the substrate. The breakdown process and the separation between the
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electrodes can be precisely controlled with a piezoelectric transducer. Although

MCBJ does not have the ability to image, it offers far better stability than the STM

and AFM. It has been shown that by carefully controlling the very last stage of the

breakdown of the metal wire, a single atom contact can be created and held for

many hours. Furthermore, by depositing a layer of dithiol molecules onto the

metal wire, a molecule junction consisting of a molecule sandwiched between two

electrodes via metal–thiolate bonds can be formed [19–21].

The scanning probe and the MCBJ techniques have provided us with important

insights into the fundamental properties of nanoscale structures and molecules.

However, since they rely on mechanical actuations to achieve controllability and

flexibility, they are not compatible with device applications. An alternative way to

fabricate nanoscale structures uses electrochemical methods combined with some

prefabricated structures as template or with conventional lithographic techniques.

For example, by electrochemically depositing metal into various templates, includ-

ing nanoscale channels within a porous material, step edges on crystal surfaces,

and self-assembled molecular structures, metal nanoparticles and nanocontacts

with dimensions controlled by the template structures have been fabricated. More

detailed information regarding the electrochemical fabrication using these tem-

plates can be found in a recent review [22]. Another kind of unique template is

the pre-designated pattern electrode, on which a metal film can be electrochemi-

cally deposited along the original shape of the electrode. As a result, the spacing

between two or three electrodes can be shrunk to a desirable size, which may not

be reached by means of conventional microfabrication techniques, such as photo-

lithography, electron beam lithography (EBL), or focus ion beam (FIB) milling. For

example, the electrochemical methods can fabricate electrodes separated with a gap

of@1 nm which cannot be easily achieved using EBL. Another unique advantage

of the electrochemical fabrication methods is the reversibility, i.e., a nanostructure

can be dissolved and re-fabricated until the most desirable structure is created.

In this chapter, we mainly focus on electrochemical fabrications of electrodes

separated with a molecular scale gap (referred to as nanogaps), and metal nanocon-

tacts (referred to as quantum point contacts or atomic scale contacts). The remain-

der of this chapter is organized as follows: the electrochemical fabrications of metal

nanocontacts are described in Section 2, and electrodes separated with nanoscale

gaps in Section 3. In each section, we will start with various electrochemical fabri-

cation methods. We will then discuss some important physical properties of the

nanocontacts and nanogaps, and summarize some of the applications and poten-

tial applications.

8.2

Electrochemical Fabrication of Metal Nanocontacts

When two metal pieces are brought together, a contact is formed and electron

transport through the contact between the two pieces can be studied. If the contact
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size is much greater than the mean free path of electrons, which are typically of

the order of a few tens of nm at room temperature, the transport is described by

classical diffusive scattering. If the contact is reduced to below the mean free path

the electron transport through the contact becomes ballistic. Yanson et al. [23] de-

veloped a spear–anvil technique to study electron transport in metallic point con-

tacts in which each point contact is formed by bringing a metal needle into contact

with a metal surface. This technique was used to create stable contacts with typical

resistance ranging from @0.1 to @10 W, corresponding to contact diameters be-

tween 10 and 100 nm, which were used to demonstrate the ballistic nature of

electron transport at low temperature. When the contact diameters are further de-

creased down to the order of the electron wavelength, which is of the order of a few

Å, the conductance of the contact becomes quantized. A comprehensive review of

nanocontacts formed by mechanical techniques has been published recently [4].

Here we will mainly focus on electrochemical fabrication of metal nanocontacts.

8.2.1

STM/AFM Assisted Method

STM is a versatile tool to study the topology and electronic properties of conductive

surfaces with atomic resolution, and the sharp tip of STM is also suitable to create

atomic scale contacts. In the latter application, an atomic scale contact is formed

when the tip is pressed into the substrate, during which the conductance between

the tip and the substrate is recorded [10]. Just before the tip touches the substrate,

a salient change in conduction occurs due to electron tunneling. When a contact is

established, the tunneling process is replaced by the ballistic transport mechanism,

and the transition from the tunneling regime to ballistic transport is observed as

an abrupt jump in the conductance, from which the contact diameter can be esti-

mated. An atomic contact can be also created by pulling out the tip that is in

contact with the substrate [24].

Both pressing and pulling tips involve mechanical movement, which makes

the nanocontacts unstable. Li and Tao [25, 26] demonstrated an electrochemical

method to create atomic contacts using an electrochemical STM setup (Fig. 8.1).

In their approach, the STM tip is first held at a fixed distance of 10–150 nm from

an Au substrate in a Cu plating solution, and then Cu is selectively electroplated

onto the STM tip. When the sharpest part of the growing Cu reaches the substrate,

a contact is formed between the tip and the substrate, which is reflected by a sharp

increase in the current that flows between the tip and substrate. The width of the

nanocontact can be varied reversibly by dissolving or re-depositing Cu via control-

ling the potentials applied to the tip and substrate. This electrochemical method

does not involve mechanical movements, which facilitates the formation of nano-

scale contacts with long term stability [26–28].

Schindler et al. [29, 30] used a STM tip to deposit Au clusters onto n-Si(111): H

substrates from a gold plating electrolyte, creating Au–silicon contacts at the solid/

liquid interface. The contacts showed a Schottky diode behavior with current den-
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sities much higher than expected from thermionic emission. The method allows

in situ studies of electronic properties at any (semi-) conducting nanostructure at

solid/liquid interfaces under well-defined conditions.

Snow et al. [31–33] reported an AFM anodization method to fabricate Al point

contacts, where the AFM tip is first used to anodize a 1 mm wide Al thin film into

a 40 nm wide by 500 nm long nanowire. The anodization process was similar to

conventional electrochemical anodization, except that the AFM tip was used as

the cathode and the water bridge due to the capillary effect serves as a faradaic

cell. By further anodizing a section of the nanowire, an atomic scale point contact

was formed. In order to achieve the high controllability necessary to fabricate

atomic sized features, in situ electrical measurements were used as feedback to

monitor the anodization. In some of the samples, the conductance can be stabi-

lized at the lowest few quantum steps for a long time, which corresponds to the

formation of an atomic scale contact.

8.2.2

Electrodeposition on Surface-supported Electrodes

STM and AFM in the above methods are used as nice precision control tools, but

they suffer from stability and throughput problems. One way to avoid using STM

Figure 8.1. (a) Schematic drawing of the experimental setup. (b) and

(c) the deposition/dissolution current vs. potential plots for Au

substrate and Pt0:8Ir0:2 by sweeping the potential linearly at a rate of 50

mV/s. A pair of arrows in (c) point out the underpotential deposition/

dissolution in the present conditions. Reprinted with permission from

Ref. [25]. 8 1998, American Institute of Physics.

170 8 Electrochemical Fabrication of Metal Nanocontacts and Nanogaps



and AFM is to create atomic scale contacts supported on a solid substrate such as a

silicon chip. Typically this method starts with a pair of metal electrodes, which is

fabricated by conventional lithographic techniques. The initial separation between

the two electrodes varies from a few tens of nm to many mm, depending on the

resolution of the lithographic tools. The electrodes are then immersed in an elec-

troplating solution and serve as the working electrodes, on which metal ions are

reduced and electrocrystallized to form a metal film (see Fig. 8.2). Consequently,

the electrode separation decreases and eventually a small contact is formed be-

tween the electrodes. By carefully choosing feedback signals, such as deposition

current or growth time, metal contacts with atomic size can be obtained. Using

this technique, Morpurgo et al. [34] have observed conductance quantization dur-

ing the formation of an Au contact. They prepared the initial Au electrodes with

EBL, which can control the gap between the electrodes to ~50 nm, and then

formed an atomic scale contact by depositing metal into the gap. Their results in-

dicated that an extremely low deposition rate is necessary to get well defined nano-

contacts. Li et al. [35] reported Cu deposition on EBL fabricated electrodes with the

help of a bipotentiostat that can simultaneously control the deposition rate and

measure the conductance between the electrodes. In order to adjust the size of

the contacts precisely, they used the tunneling current to act as a feedback signal,

which is very sensitive to the distance between the electrodes before the metallic

atoms form contacts. By stabilizing the tunneling current on various steps using

a feedback loop, they have demonstrated stable molecular-scale gaps with sub-

ångstrom precision. FIB milling is another powerful tool to define nanometer sep-

arated electrodes, which is realized by cleaving metal nanocontacts with a heavy

ion beam [36].

Figure 8.2. (A) The initial electrode pairs with large separation are

fabricated by conventional lithography. (B) Metal is electrodeposited

onto the electrodes, reducing their separation. Vdc controls the

electrodeposition rate while Vac is used to monitor the conductance

and thus the separation between the electrodes. When deposition is

stopped before the electrodes touch, separations on 1 nm scale are

obtained reproducibly. Reprinted with permission from Ref. [34].

8 1999, American Institute of Physics.
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Using EBL or FIB, one can fabricate electrodes separated by a few tens of nm,

but such a small initial separation is not necessary to construct metal nanocontacts

in electrochemical fabrications. A conventional photolithography technique was

also used to produce the relatively large electrode pairs with micrometer scale sep-

aration. Starting from these micron-scale spaced electrodes, atomic scale contacts

can also be formed by electrodeposition, although it is harder to control the electro-

deposition processes than with the EBL- and FIB-fabricated electrodes [37–40].

Electrochemical deposition is a convenient method to fabricate metal nanocon-

tacts and to study the various properties of the nanocontacts. A variety of metal

nanocontacts have been produced including Au [34, 41], Cu [39], Ag [42], Al [43],

Pt [44] and Ni [40, 45, 46]. Nakabayashi et al. fabricated contacts by electrochemi-

cally growing a Zn fractal into contact with a Cu ring electrode, where the Zn

fractal is synthesized at an immiscible interface between water and 4-methyl-2-

pentanone so that it is quasi two-dimensional [47].

8.2.3

Self-terminated Method

The electrodeposition methods described above require sophisticated bipotentiostat

or feedback loops to control the fabrication process. A simpler electrochemical

method to fabricate metal nanocontacts is the so-called self-terminated method

[48, 49]. The basic principle is illustrated in Fig. 8.3. It starts with a pair of elec-

trodes separated by a relatively large gap in an electrolyte. When a bias voltage be-

tween the two electrodes, metal atoms are etched off from the anode and deposited

onto the cathode. The etching takes place all over the anode surface, but the depo-

Figure 8.3. (a) Schematic illustration of the setup. Metal atoms etched

off the left electrode are guided and deposited onto the right electrode

by applying a voltage between the electrodes with an external resistor

in series. The gap resistance decreases as the electrode gap shrinks

which results in a drop in etching/deposition voltage and eventually

terminates the etching/deposition processes. (b) Snapshots of an

experiment that started with a pair of 25 mm Cu electrodes separated

by a@20 mm gap. Reprinted with permission from Ref. [48]. 8 2002,

American Institute of Physics.
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sition is localized to the sharpest point on the cathode, due to the high electric field

and metal ion concentration near the sharpest point. Consequently, the gap nar-

rows and disappears eventually when a point contact is formed between the two

electrodes. In order to control the formation of the contact between the electrodes,

the etching and deposition processes must be terminated immediately after a de-

sired contact is formed. This self-termination mechanism was introduced by con-

necting one electrode in series with an external resistor Rext, thus the voltage drop

Vgap on the gap can be derived by:

Vgap ¼ Rgap

Rgap þ Rext
V0 ð8:1Þ

where Rgap is the resistance between the two electrodes, and Vo is the applied volt-

age. Initially Rgap gRext, Vgap is@V0 according to Eq. (8.1), so the etching and de-

position take place at full speed. As the gap narrows by a few nm, electron tunnel-

ing across the gap occurs and Rgap decreases. This results in a decreasing Vgap, or

a slowdown in the etching and deposition rates. Eventually, when Rgap fRext,

Vgap @ 0, which terminates the etching and deposition. In this work, the final gap

width or contact size is determined by Rext. If Rext is greater than h=2e2 (@13 KW),

it terminates with a small tunneling gap between the electrodes. On the other

hand, if Rext is smaller than h=2e2, it terminates with an atomic-scale contact be-

tween the electrodes. This self-termination method allows one to simultaneously

fabricate an array of metal nanocontacts, which are suitable for device and sensor

applications (see Section 8.2.7).

8.2.4

Electrochemical Etching

Li et al. demonstrated an electrochemical etching strategy to prepare nanocontacts.

In this method, a metal wire supported on a solid substrate with an initial diame-

ter of a few tens of mm is glued onto a glass slide [50]. The glue covers the entire

wire except for a small portion that is exposed to electrolyte for electrochemical

etching or re-deposition. The exposed portion is less than a few mm so that ionic

conduction through the electrolyte is negligible compared to the electronic conduc-

tion through the wire. By electrochemical etching, the diameter of the wire is re-

duced to the atomic scale, at which the conductance becomes quantized. The pro-

cess can be reversed to increase the diameter by electrochemical deposition. When

the conductance is greater than the preset value, etching is activated to reduce the

diameter of the wire. While the conductance is smaller than the preset value, depo-

sition is turned on to increase the diameter. By repeating the etching and depos-

iting process, the resultant atomic-scale contacts can last from minutes to days.

Further improvement of the stability may be achieved by ‘‘coating’’ the wire with

appropriate molecules. The method has been successfully used to fabricate metal

contact with conductance quantized at different steps, as well as being applicable

to various metals, including Ag, Cu, Pd, Pb and Ni [51, 52]. These experiments in-
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dicated that while Cu, Ag, Ni, and Pd can form stable contacts with conductance

quantized near 1 G0, the conductance quantization of Pb contacts is rather unsta-

ble. A nice feature of the approach is that the supporting electrodes can be reused

by dissolving away the quantum contacts.

8.2.5

Nanocontacts Prepared Using Nanopores

Elhoussine et al. employed nanopores of track-etched polymer membranes as the

templates to deposit magnetic nanocontacts (Ni) [53, 54]. The pore diameters

ranged from 60 to 120 nm and pore densities were about 108/cm2. The bottom

side of the membrane is covered with a thick gold layer by electron beam evapora-

tion, which plays the role of the cathode for nanowire electrodeposition. On the top

side, another gold electrode is deposited through a metallic mask. These two con-

ducting layers serve for the resistance measurement of the nanocontact. Generally,

there are two different configurations to form stable nanocontacts: in one case, the

nanocontact is formed between a growing Ni nanowire and the upper electro-

deposited Ni film; in the other case, the nanocontact takes place inside the pore

via Ni deposition on the upper Au electrode. As expected for ferromagnetic metals

without spin degeneracy, these experiments showed that the conductance of the

contacts is quantized in units of e2=h. This system might be useful for studying

ballistic spin transport through electrodeposited nanocontacts and tunneling

through controllable magnetic nanogaps.

8.2.6

Solid State Electrochemical Reaction

Compared with conventional electrochemistry, taking place at solid/liquid inter-

face, there is another kind of electrochemical reaction occurring in a solid state

electrolyte. Certain sulfides and selenides are good solid electrolytes, exhibiting

ion mobilities as high as 103 cm2 V�1 s�1 and good thermal stability. Aono et al.

provided a solid electrochemical reaction to form a quantum point contact. They

found that a silver nano-protrusion can be formed at the surface of a silver sulfide

(Ag2S) crystal [55, 56]. This substance has a structure that allows positive silver

ions to travel like a liquid through a lattice of negative sulfur ions when a certain

bias is applied to the two ends. Silver ions can move in the reverse direction by

changing the polarity of the bias voltage.

Figure 8.4 depicts the basic principal for making Ag atomic contacts in a switch-

able manner. STM tips made of silver sulfide are positioned near a conductive sam-

ple and loaded with an appropriate amount of positive voltage [57]. This electric

field causes positive silver ions to be drawn out of the end of the tip, and a bridge

of silver atoms is formed locally (Fig. 8.4(a)). Conversely, loading negative voltage

onto the tip causes the silver ions to be drawn back into the sulfur ion lattice,

which results in loss of contact between the two electrodes (Fig. 8.4(b)). So growth

and shrinkage of the silver contacts are easily controlled by changing the polarity of
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the bias voltage applied to the material. The conductance through the device can be

as small as one quantum unit of conductance, suggesting that the silver bridge can

touch the substrate with just one atom. Besides Ag contacts, a nanometer-scale

switch that uses a copper sulfide film was also tried and its performance described

[58].

8.2.7

Properties of Metal Nanocontacts

Nanoscale metal contacts possess properties that are different from their bulk

counterparts. For example, the electron transport properties cannot be described

by the classical theories when the size of the contacts becomes comparable to, or

even smaller than, the characteristic length scales, such as electron mean free

path (the average distance over which electrons can traverse without experiencing

a scattering event) and the de Broglie wavelength of conduction electrons. As a

consequence, while a macroscopic gold wire is more conductive than lead by an

order of magnitude, a gold atom contact is three times more conductive than a

lead atom contact [59], This kind of ‘‘unusual’’ property can even be observed at

room temperature because the energy scales involved in metals are much greater

than room temperature thermal energy. Interesting ‘‘unusual’’ properties are not

limited to electrical properties. It has been found that the electrical properties of

atomic scale contacts are intimately related to their mechanical properties [4]. Re-

searchers around the world have also been exploring the magnetic and chemical

properties of these atomic scale contacts. We discuss some of these properties below.

8.2.7.1 Mechanical Properties

Mechanical properties in metal nanocontacts have been widely investigated using

STM and MCBJ [60, 61]. For example, it has been found that an atomic scale con-

Figure 8.4. The principle of the atomic switch formed from a solid

electrochemical reaction. (a) The switch is on when a positive voltage

is applied on the Ag/Ag2S layer supported on the cathode; (b) the

switch is off when an opposite bias is added. Reprinted from website:

http://www.riken.jp/engn/r-world/info/release/news/2002/apr/
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tact has a mechanical strength of an ideal metal crystal, much greater than that of

macroscopic contacts. Agrait et al. have studied Pb contacts at 4.2 K [62] using an

STM supplemented by a force sensor. They found that for contact radii between 3

and 13 nm the pressure in the contact during plastic deformation was approxi-

mately 1 GPa. Further experiments by the group on Au contacts between 2 and

6 nm in diameter, at 4.2 K [63] and at room temperature [64], and on contacts of

a single atom at room temperature [65], showed that the deformation process, ei-

ther contraction or elongation, proceeds in alternating elastic and yielding stages.

Since mechanical stress is concentrated at the narrowest point of a contact, it is

natural to assume that plastic deformation will involve mostly the narrowest por-

tion and will also control the electrical conductance. Using this assumption in con-

junction with volume conservation, it is possible to estimate the length involved

in plastic deformation from the curves of conductance vs. elongation [66]. Stalder

et al. concluded that the plastic flow is confined within a region comprising five to

six atomic layers (assuming 0.2 nm for the layer spacing) [67].

He et al. [68] studied the effect of molecular adsorption on the mechanical stabil-

ity of gold nanocontacts. By performing the measurement in electrolytes contain-

ing various adsorbates, they were able to control the surface coverage of adsorbates

on the nanocontacts by controlling the electrode potential. The length over which a

contact can be elongated before losing stability provides important mechanical in-

formation about these nanocontacts. Figure 8.5 plots the average elongation length

of Au nanocontacts with conductance at the lowest quantum step as a function of

potential [69]. In the absence of molecular adsorbates, the elongation length is

about 1.2 Å [65, 70], which is largely independent of the potential. When adding

adenine, a molecule known to adsorb on gold, the elongation length becomes de-

Figure 8.5. Average elongation length of Au nanocontacts with

conductance at the lowest quantum step as a function of potential in

0.1 M NaClO4 containing different amounts of adenine. Reprinted with

permission from Ref. [68]. 8 2002, Elsevier.
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pendent on the potential. At low potentials where adenine does not adsorb onto

gold, the elongation is @1.2 Å, about the same as that in the absence of adenine.

However, on increasing the potential from �0.8 V to 0 V, adenine begins to adsorb

onto the Au contacts and the elongation length increases from@1.2 to@4.5 Å. The

large increase in the elongation length indicates an enhanced stability of the con-

tacts by molecular adsorbates. The strong interactions between the adsorbates and

the nanocontacts apparently change the atomic scale configuration of the nanocon-

tacts and thus the mechanical properties.

The temperature effect on the mechanical properties of various metallic atomic

contacts has not been studied systematically. For Au contacts no significant differ-

ence in the conductance quantization is observed between room temperature and

low temperature (e.g., 4.2 K) [64, 65, 71]. However, the contacts are much more

stable at low temperatures, which is due in part to the slowing down of diffusion

processes and in part to the higher stability of the cryogenic setup.

8.2.7.2 Electron Transport

Macroscopic conductors are characterized by Ohm’s law, which establishes that the

conductance G of a given sample is directly proportional to its cross sectional area

S and inversely proportional to its length L,

G ¼ sS=L ð8:2Þ

where s is the conductivity of the sample. Although conductance is still a useful

quantity to describe atomic scale conductors, the above relation is no longer appli-

cable. Atomic scale conductors are a limiting case of mesoscopic systems in which

quantum coherence plays a central role in the transport properties. In mesoscopic

systems one can identify different transport regimes according to the relative size

of various length scales. These scales are, in turn, determined by different scatter-

ing mechanisms. One of the important length scales is the phase-coherence length

Lj, which measures the distance over which quantum coherence is preserved. Di-

rect calculation of the coherence length from microscopic theories is a difficult

task. One can, however, obtain information on Lj indirectly from weak localization

experiments [13]. A typical value for Au at T ¼ 1 K is around 1 mm [72]. The meso-

scopic regime is determined by the condition L < Lj, where L is a typical length

scale of the sample. Another important length scale is the elastic mean free path

i, which roughly measures the distance between two successive elastic collisions

of the electron with static impurities. The regime Lg i is called diffusive. In a

semi-classical picture the electron motion in this regime can be viewed as a

random walk of step size i among the impurities. On the other hand, when Lf i

the electron transport becomes ballistic in which case the electron momentum can

be assumed to be constant and changes only via scattering with the boundaries of

the sample. These two regimes are illustrated in Fig. 8.6 [73].

For an atomic scale contact, the electron transport is not only ballistic but also

exhibits quantum behavior because its diameter is comparable to the Fermi
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wavelength, lF, of the electrons. The conductance of the system is described by the

Landauer formula [74]:

G ¼ 2e2

h

XN
i¼1

Ti ð8:3Þ

where e is the electron charge, h is Planck’s constant, N is the number of

conduction channels and Ti is the transmission probability of each mode. In

an ideal case, Ti is either 0 or 1 and Eq. (8.3) is simplified as G ¼ NG0, where

G0 ¼ 2e2=h@ 1=12:9 kW�1 is the conductance quantum, so the conductance is

quantized. This conductance quantization phenomenon was first clearly demon-

strated in semiconductor devices containing a two-dimensional electron gas con-

fined in a narrow constriction by the gate voltage, where lF @ 400 Å is much larger

than the atomic scale [75, 76]. Similar conductance quantization has been observed

in three-dimensional metallic contacts created by mechanically breaking a fine

metal wire [77] or separating two electrodes in contact [10, 24, 78–80]. Since the

wavelength of conduction electrons in a typical metal is only a few Å, comparable

to the size of an atom, a metallic wire with conductance quantized at the lowest

steps must be atomically thin. This conclusion was supported by high resolution

transmission electron microscopy [81].

8.2.7.3 Electrochemical Properties

Xu et al. measured the quantized conductance changes by modulating the poten-

tial of the contacts in an electrolyte. In the regime of double layer charging, the po-

Figure 8.6. Schematic illustration of a diffusive (a) and ballistic (b)

conductor. Reprinted with permission from [73]. 8 2002, Elsevier.
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tential modulation induces a conductance modulation with a phase shift of about

180�, but the amplitude depends on the atomic configuration of the wire. A statis-

tical analysis of over 1000 contacts shows that the amplitudes in most contacts with

conductance quantized near 1 G0 (the thinnest contacts) are about 0.55 G0 V�1.

The authors attributed the potential-induced conductance modulation to a change

in the effective diameters of the contacts, in a fashion similar to the split gate con-

trol in the semiconductor quantum wires. A simple model was proposed to explain

the phase and the amplitude of the conductance modulation as well as the depen-

dence of the conductance modulation on the diameter of the wire [82, 83].

On the other hand, Xu et al. [83] also studied the potential-induced conductance

modulation in electrolytes containing, F�, Cl�, Br�, and I�. These anions are

known to adsorb onto Au electrodes with different strengths [84]. At very negative

potentials, the conductance modulations are the same for all the electrolytes, since

no substantial anion adsorption takes place. On increasing the potential, however,

the induced conductance modulation increases as anions adsorb onto the contact.

Figure 8.7 displays that the dependence of the conductance change on the poten-

tial correlates well with the adsorption strengths of the anions, in the sequence

F� < Cl� < Br� < I�, which is consistent with measurements performed on clas-

sical metal films [85–89]. The significant increase in the conductance modulation

upon anion adsorption is attributed to the scattering of the conduction electrons in

the contact by the adsorbed anions [90, 91]. Because the contact is typically a few

atoms long, enough to accommodate only a few ions, the sensitive dependence of

the conductance on the adsorption suggests a method to detect a single or a few

ions. It has also been observed that the conductance of the atomic scale contacts

drops abruptly to a fractional value upon molecular adsorption (Fig. 8.7) [92, 93].

The largest conductance drop occurs for the contacts with conductance at the low-

Figure 8.7. The dependence of DG=G on electrochemical potential for

nanocontacts with conductance near 1G0 in 0.5 M NaF, 0.01 M

NaClþ 0.5 M NaF, 0.01 M NaBrþ 0.5 M NaF, and 0.01 M NaIþ 0.5

M NaF. Reprinted with permission from Ref. [83]. 8 2002, American

Chemical Society.
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est quantum step, and the drop diminishes quickly at higher steps as the quantum

ballistic regime is replaced by the classical diffusive regime.

8.2.7.4 Device Properties

Xie et al. [42, 94] reported a gate-controlled atomic quantum switch that opens and

closes an electrical circuit reproducibly by controlling the configuration of silver

atoms within an atomic scale contact. The only movable parts of the switch are

the contacting atoms, which are entirely controlled by an external electrochemical

voltage applied to an independent third gate electrode. Figure 8.8(a) demonstrates

the control setup and Fig. 8.8(b) a typical switching result. Controlled switching

was performed between a quantized, electrically conducting ‘‘on state’’, exhibiting

a conductance of G0 ¼ 2e2=h (A1/12.9 kW) or pre-selectable multiples of this

value, and an insulating ‘‘off state’’ [95]. Depending on the properties of the indi-

vidual contacts, typical on/off ratios between 1000 and more than 3000 were

achieved. The switching processes do not occur instantaneously after the control

potential is changed, there is a characteristic delay of the order of seconds, depend-

ing on contact geometry and ion concentrations. The atomic scale switching pro-

cess itself, however, occurs on a much shorter time scale.

Figure 8.8. (a) Schematic diagram of the experimental setup. (b)

Quantum conductance switch controlled by an electrochemical gate. By

varying the electrochemical control potential (CP), a digital switching of

the quantum point contact between an insulating ‘‘off state’’ and a

quantized conducting ‘‘on state’’ at 1 G0 ¼ 2e2=h is induced. The

conductance switches sharply following the changes in electrochemical

control potential applied to the reference electrode. Reprinted with

permission from Ref. [42]. 8 2004, American Physical Society.
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Kozicki et al. reported nanoscale memory devices using Se-rich GeaSe as solid

electrolytes [96, 97]. By placing an anode that has oxidizable Ag and an inert cath-

ode (e.g., Ni) in contact with a thin layer of such a material, a device is formed that

has an intrinsically high resistance, but which can be switched to a low-resistance

state at small voltages via reduction of the silver ions. An opposite bias will bring

the device back to the high-resistance state, and this reversible switching effect is

the basis of programmable metallization cell technology [98]. In detail, electron

beam lithography was used to make sub-100 nm openings in polymethylmethacry-

late layers which served as the dielectric between the electrodes. The AgaGeaSe
[99] electrolyte was created by the photodiffusion of an Ag layer into the GeaSe
base glass [100, 101], and the solid electrolyte film was formed in these via-holes

so that their small diameter defined the active switching area between the elec-

trodes. The nanoscale devices write at an applied bias as low as 0.2 V, erase by

�0.5 V, and fall from over 107 W to a low-resistance state (e.g., 104 W for a 10 mA

programming current) in less than 100 ns. Cycling appears excellent with pro-

jected endurance well beyond 1011 cycles. Kozicki et al. also fabricated non-volatile

memory based on Ag- or Cu-doped WO3, which showed great promise as memory

devices. In this case, Cu is the material that is already in use in advanced inte-

grated circuits, and if Cu can be ‘‘converted’’ into embedded memory elements,

the cost will be decreased to a quite low level [102, 103].

Aono’s group demonstrated a single-atom memory device using a solid electro-

chemical reaction [104, 105]. They constructed a crossbar structure using silver

sulfide-coated silver wire and platinum wire, in order to easily create switches at

the crossing points. When the voltage loaded between the silver and platinum con-

tacts was changed at a high speed, switching was enabled at a frequency of 1 MHz,

and this kind of switch is expected to be able to function at 10 GHz in the future.

Using this strategy, they have succeeded in achieving four different states, referred

to as ‘‘0’’, ‘‘1’’, ‘‘2’’, and ‘‘3’’, using one terminal, by controlling the degree of con-

tact of a switch. ‘‘0’’ is the off state, in which a switch is detached, ‘‘1’’ is a state in

which a switch is connected with one atom, generating slight electrical conductiv-

ity, ‘‘2’’ is a state in which a switch is connected with more atoms, generating an

electrical conductivity two times higher than that in ‘‘1’’, and ‘‘3’’ is a state in

which a switch is connected with still more atoms, generating an electrical conduc-

tivity three times higher than that in ‘‘1’’. A switch with two terminals can achieve

16 ð4� 4Þ different states. Moreover, they also created three types of logical circuits

necessary for computer calculations (AND circuit, OR circuit, and NOT circuit) us-

ing the above crossbar structure and atomic switches.

8.2.7.5 Magnetic Properties

Equation (8.3) describes the conductance quantization in units of 2e2=h, and the

factor ‘‘2’’ is due to spin degeneracy. For a ferromagnetic material in which the

exchange splitting energy lifts the spin degeneracy, the conductance quantization

should be in units of e2=h. This conductance quantization at integer multiples of

e2=2h has been reported by several groups working on ferromagnetic materials

[54, 106, 107].
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Another interesting magnetic property in nanocontacts is ballistic magnetoresis-

tance (BMR) which occurs when the spin-flip mean free path is long compared

with the magnetic domain-wall width. When a magnetic-domain wall resides in

the nanocontact, the electrical resistance changes with the external magnetic field,

and the resulting magnetoresistive effect is much larger than giant magnetoresis-

tance (GMR) or tunneling magnetoresistance (TMR). Consequently, BMR has the

potential to replace TMR in nonvolatile memory chips and replace GMR in hard-

disk read heads [108, 109]. Theoretically, there is so far no consensus on the trans-

port mechanism to explain very large values of BMR. Experimentally, there is large

variation in the magnitude of the BMR.

Garcia et al. performed a series of experiments on atomic scale contacts of Fe, Co

and Ni, and observed BMR of several hundred percent [110–114]. Their results

indicated the trend that the smaller the contact the larger the magnetoresistance

response, and these large values of the magnetoresistance were attributed to spin

ballistic transport through a magnetic ‘‘dead layer’’ at the contact. Yang et al.

studied the magnetoresistance effect of Ni nanocontacts by sweeping an external

magnetic field during electrodeposition and etching of nanocontacts [45, 115,

116]. The observed magnetoresistance can be greater than 10% for nanocontacts

with conductance values smaller than 50e2=h. However, Chopra and Hua reported

a 100 000% BMR effect in electrodeposited Ni nanocontacts [117–119].

In addition to Fe, Co and Ni, the magnetoresistance effect has been observed

in other materials. For example, Versluijs et al. observed 500% magnetoresistance

in magnetite Fe3O4 crystallites [120–122]. Yu et al. [123, 124] reported magneto-

transport properties in electrochemically fabricated atomic scale gold nanocontacts.

At low temperatures, Au nanocontacts exhibit large zero bias anomalies in the dif-

ferential conductance measurements. They pointed out that the anomalies are con-

sistent with a reduced local density of states in the disordered metal, which may

originate from Coulomb interactions in the granular material.

Recently, Chopra et al. [125] measured complete magnetoresistance loops across

magnetic quantum point contacts of cobalt that are as small as a single atom. ‘Dis-

crete’ or quantum magnetoresistance loops were observed which were associated

with varying transmission probability from the available discrete conductance

channels. A remarkable feature of these quantum contacts is the discovery of a

rapid oscillatory decay in magnetoresistance with increasing contact size. The

results provide an evolutionary trace of spin-dependent transport from a single

atom to larger ensembles. This study also rules out the possible magnetostrictive,

magnetostatic and magnetomechanical effects that might mimic BMR [40, 126].

8.2.7.6 Sensing Properties

As mentioned before, the conductance of atomic scale contacts is sensitively de-

pendent on molecule adsorption. Therefore, these kinds of nanocontacts may be

useful for detecting trace amounts of molecules. Since a metal nanocontact with

conductance at the lowest step consists of only a few atoms [81], a microscopic

theory that treats the individual atoms and adsorbate molecules seems necessary

and the adsorbate scattering is expected to be an important mechanism. Landman
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et al. simulated the adsorption of a methyl thiol molecule onto an Au contact made

of a chain of four Au atoms between two well-defined electrodes [127]. They found

that the molecule binds strongly to the Au atom and becomes a part of the contact.

The final conductance of the molecule–Au contact can be even greater than the Au

contact. Using a self-consistent scheme, Lang has calculated the conductance

through a chain of three Al atoms connected to Jellium electrodes [128]. Substitut-

ing one of the Al atoms with a sulfur atom decreases the conductance. The theoret-

ical work mentioned above predicts an adsorbate-induced conductance change, but

further theoretical work is needed to explain other experimental observations.

Bogozi et al. [92] studied the changes in the quantized conductance upon adsorp-

tion of dopamine, mercaptopropionic acid (MPA), and 2,2 0-bipyridine (22BPY) in

electrolytes. The conductance decreases as the molecules adsorb onto the nanocon-

tacts, which is attributed to the scattering of the conduction electrons by the adsor-

bates as the electrons impinge on the surface [91, 129]. The relative conductance

change is as large as @50% for the nanocontacts with conductance quantized at

the lowest step, 1 G0, but it diminishes at higher conductance steps, where classi-

cal diffusive scattering eventually takes over. Figure 8.9 shows the comparative re-

sults, from which the highest sensitivity is found with the nanocontacts at low

quantum steps, corresponding to a few atoms in thickness. While the thickness-

dependent sensitivity is expected from the semi-classical theory as well as the sim-

ple surface-to-volume ratio argument, these theories deviate significantly from the

experimental data for the thinnest nanocontacts. In addition to the thickness de-

pendence, the adsorbate-induced conductance change depends on the strengths of

absorption of the molecules to the nanocontacts. MPA induces the largest change,

dopamine the least, and 22BPY is in between, consistent with the relative binding

strengths of these three molecules to Cu electrodes. The sensitive dependence

of the quantized conductance on molecular adsorption may be used for molecular

detection.

Castle et al. [49] employed a self-limiting electrodeposition method to form

atomic scale Au contacts with quantized conductance, and measured AC imped-

ance change due to the adsorption of hexadecanethiol (HDT) onto the atom-scale

junction. The molecule is a Lewis base and the adsorption onto the atomic scale

junction caused a 71G 1% increase in the resistance.

8.3

Electrochemical Fabrication of Metal Nanogaps

The electrochemical deposition method has also been widely used to create metal

electrodes with nanometer spacing (referred to as nanogaps or nanoelectrodes)

ranging from less than 1 nm to more than 100 nm for different systems, which

can be used to connect small molecules or biomolecules, nanoparticles and nano-

tubes into electrical circuits. Such electrically wired systems can lead to many ap-

plications. For example, Javey et al. [130] studied electron transport in single-walled

carbon nanotubes with lengths ranging from several microns down to 10 nm.
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To date, there are many different approaches to the fabrication of electrodes

separated with nanogaps. Conventional top-down lithography techniques, such as

electron beam lithography, can routinely fabricate electrodes with gaps of a few

tens of nm, which is often still too wide for many applications. The MCBJ method

[18] mentioned earlier can create gaps of a few nm or less, but the involvement of

mechanical actuation is not desirable for many applications. Electromigration is

another way to produce nanogaps between electrodes [131, 132]. It works by pass-

ing a current through a nanometer scale metal contact. An attractive feature of the

technique is the self-termination mechanism because the current drops sharply

once a gap is opened anywhere along the contact [133]. The gap size is, however,

not controllable after formation since electromigration is not reversible.

The electrochemical method is a versatile approach to the fabrication of elec-

trodes separated by a controllable gap. By electrodepositing metal atoms onto a

specific face of electrodes, one can narrow the gap from the micrometer scale

Figure 8.9. (a) Comparison of dopamine-, MPA-, and 22BPY-induced

conductance changes in a Cu nanocontact with conductance at various

quantum steps. The changes are consistent with the relative binding

strengths of the three molecules. Due to the rapid decay in the

changes, a logarithmic scale is used. (b) Repeated measurements of

MPA- and 22BPY-induced conductance changes in nanocontacts

quantized at 10 G0. Each data point was obtained from a freshly

fabricated nanowire from different chips in order to minimize

contamination. Reprinted with permission from Ref. [92]. 8 2001,

American Chemical Society.
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down to a few nm or less. Moreover, the electrodeposition process can be reversed

in the electrodissolution mode to etch away unwanted metal atoms from the elec-

trodes back to the electrolyte, thus re-widening the gap until a desired gap width is

achieved. The most important feature of the electrochemical method is the possi-

bility to precisely control the gap size with a feedback system. Such signals include

the current, resistance, or impedance measured between the electrodes, which can

serve as indicators and allow one to monitor the spacing between the electrodes.

For example, when the spacing decreases below a couple of nm, electron tunneling

between the two electrodes can be used to determine the gap width. There are sev-

eral different ways to control the electrochemical processes and these are discussed

below.

8.3.1

AC-loop Monitoring System

Morpurgo et al. [34] demonstrated an ac-loop monitoring technique to form nano-

gaps. During the electrodeposition process, they monitored the resistance between

two prefabricated electrodes by applying a 4 mV ac bias at 1 Hz using a lock-in

amplifier (Fig. 8.10). Three phases of electrodeposition corresponding to different

ranges of electrode separation were identified from the time evolution of the resis-

tance. In the first phase, when the electrodes are far apart, the ac monitor current

(@20 nA) is small and roughly constant. This current is proportional to the im-

mersed surface area of the electrodes (dominated by the surfaces of the counter

electrode, gold contact in this case) and results from the ac modulation of the dc

deposition current. The second phase is marked by a sudden increase in the mon-

itor current. At this point the electrodes are already very close, less than 5 nm. The

additional current observed in this phase is presumably due to direct tunneling

between the contacts, enhanced by the screening effect of ions in the gap, which

reduces the height of the tunnel barrier. The third phase, when the electrodes fi-

Figure 8.10. A typical ac monitoring system used to control the

nanogap width during the electrochemical fabrication. Reprinted with

permission from Ref. [34]. 8 1999, American Institute of Physics.
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nally touch, is marked by a sudden jump in the monitor current. During the

second phase of electrodeposition, when the electrodes are very close together but

not yet touching, the monitor current is extremely sensitive to electrode distance,

enabling control of the separation on an atomic scale. Based on this technique,

Kervennic et al. [44] have fabricated pairs of platinum electrodes with calibrated

separation between 20 and 3.5 nm (Fig. 8.11).

Deshmukh et al. [131] described an electrochemical method to fabricate two

electrodes made of dissimilar metals separated by a nanogap. To keep electrodepo-

sition on one of the facing electrodes while making the resistance measurements,

the electrode pairs are connected by a 400 mF capacitor. This method enables the

fabrication of asymmetric tunnel junctions made of two different metals that ex-

hibit distinct magnetic properties or work functions, which are very difficult to

achieve with conventional lithography techniques. Using the method, Kashimura

et al. [134] fabricated nanogap electrodes with a gold and platinum finger. They

also proposed an electric circuit to form multi-nano electrodes, which offers the

potential to develop a variety of molecular devices, since it allows the selection of

electrode material, electrode shape, molecular design and method for interfacing

between single molecules and electrodes, etc., selective chemisorption.

8.3.2

DC-loop Monitoring System

Tao et al. [35] have developed a method in which a bipotentiostat is used to carry

out both electrodeposition and in situ monitoring processes. Pairs of Au electrodes

with an initial spacing of tens of nm serve as working electrodes 1 and 2 (WE1 and

WE2), both of which are kept in negative potential to induce electrodeposition on

Figure 8.11. Pairs of platinum electrodes with separation between 20

and 3.5 nm after the controlled electrodeposition. Reprinted with

permission from Ref. [44]. 8 2002, American Institute of Physics.
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them. There exists a small bias difference between WE1 and WE2, usually in the

range of tens of mV. By carefully insulating the working electrodes, they can

measure the tunneling current from pA to mA, and clearly observed the stepwise

variation in the tunneling current during deposition and etching. The stepwise

tunneling current originates from the discrete nature of atoms and a series of

structural relaxations of the atoms at the electrodes between stable configurations

upon deposition and etching. By stabilizing the tunneling current on various steps

using a feedback loop, stable molecular-scale gaps, typically, @0.5 Å can be fabri-

cated. This method affords the advantage of making gaps smaller than 1 nm, but

is not suitable for larger gaps.

8.3.3

Electric Double Layer as Feedback

Recently, Tian et al. [135] reported a simple chronopotentiometry method where

they used the electrical double layer as the feedback signal to control the gap

widths ranging from 4.5 nm down to 2 Å (Fig. 8.12). They used one of the initial

electrode pairs as the working electrode (WE) and the other as the reference elec-

trode (RE) and monitored the potential difference between WE and RE during the

electrodeposition process. Since a constant current is applied between WE and a

counter electrode, the potential difference is a fixed value initially when WE and

RE are far apart. When the separation between the two electrodes is reduced below

the double layer thickness, the potential difference decreases since electrode poten-

tial mainly drops across the electrical double layers of the WE and RE electrodes.

So, using the potential drop as a feedback, they were able to control the size of

the gap over a much greater range than that achieved using tunneling current as

a feedback signal [35]. For example, in a diluted electrolyte, the largest gap size

Figure 8.12. Electrochemical setup using electric double layer as

feedback to fabricate metallic electrodes with controlled gap widths

over a wide range from about 10 nm down to several ångstrom

nanogaps. Reprinted with permission from Ref. [135]. 8 2005, Wiley-

VCH.
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accessible for fabrication was found to be as large as 10 nm. The entire process is

simple and controllable; enabling rapid fabrication of a wide range of nano-

gaps without requiring any sophisticated instrumentation or elaborate lithography

techniques.

8.3.4

High-frequency Impedance as Feedback

The feedback signal of the above methods normally utilizes a dc or low frequency

ac voltage (<10 Hz), in order to minimize the ratio of capacitive reactance to the

whole reactance, so the region that the electron can tunnel between electrodes is

the gap width people can reach, typically @1 nm. Recently, Chen et al. [38, 136]

used a high-frequency impedance as the feedback to control nanogaps over a wider

range. In this case, a well designated feedback loop is necessary to monitor the

electrodeposition process with different ac amplitudes and frequencies. Through

this work, the measured impedance shows distinctive dependence on the ac fre-

quency. At a relatively high frequency (e.g., 3 kHz), the impedance is dominated

by capacitive reactance which has been used to fabricate nanogaps of a few tens of

nm. This distance is affected by the frequency and the amplitude of the ac signal,

and the gap can be further finely tuned to around 1 nm by simply controlling the

subsequent deposition time. At low frequency, such as 300 Hz, the impedance is

dominated by resistive reactance, reflecting tunneling events between the electro-

des. Consequently, the impedance changes significantly only when the gap size is

reduced below a few nm. This method can also be used to study the impedance of

a confined, nanoscale electrochemical system that is either in equilibrium or in a

dynamic state.

8.3.5

Application of Nanogaps

As we have mentioned at the beginning of this section, the most profitable applica-

tion of metal electrodes separated by nanogaps is to study electron transport in

various nanostructures, such as nanoparticles, polymer and even molecular junc-

tions. Below, we provide a brief overview of some of the applications.

One interesting example is conducting polymers. Conducting polymers have at-

tracted much attention in electrochemical synthesis because they can be directly

synthesized by electrochemical methods onto metal electrodes and their conduc-

tances are tunable by controlling electrochemical parameters [137, 138]. He et al.

[139] fabricated nanoelectrodes with a separation as small as nm using an electro-

deposition method. They then bridged the small gap with polyaniline. In contrast

to the bulk polyaniline, the conductance values of the nanoscale polyaniline junc-

tion switch in discrete steps from insulating to conductive phases as a function of

the electrode potential. One possible explanation of the discrete conductance steps

is individual polymer strands that are successively switched from neutral (insulat-

ing) state to oxidized (conducting) state [140]. Using polyaniline nanojunctions
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functionalized with peptides, Alvaro et al. [141] demonstrated chemical sensor ap-

plications. By choosing different peptide sequences, they detected a trace amount

of heavy metal ions in drinking water. The signal transduction mechanism of the

sensor is based on the change in the nanojunction conductance as a result of poly-

mer conformational changes induced by the metal-ion chelating peptide.

Recently, Hu et al. [142, 143] demonstrated a successful example of the connec-

tion of conjugated polymer molecules between lateral electrodes by chemical bond-

ing. Au nanogap electrodes with gap width@18 nm were generated by combining

conventional e-beam lithography and controlled electroplating techniques, then

poly(p-phenyleneethynylene) derivatives with thiol end groups(TA-PPE) [144] were

wired into the electrode pairs monitored with a current–time circuit. As soon

as one polymer molecule or one polymer bundle was connected into the circuit,

the first current jump was observed in the current signal, and therefore the self-

assembly process was stopped by gently removing the polymer solution. In the

following measurements, they observed highly periodic and identical stepwise fea-

tures in current vs. voltage (I–V) curves at room temperature, which were attrib-

uted to the opening of different conducting channels that are associated with the

unoccupied molecular orbitals of the polymer molecule. Furthermore, Hu et al. in-

vestigated the photoresponse and transistor behavior of TA-PPE in self-assembled

nanodevices [145]. With photoirradiation on/off, the tunneling junction can be

switched on/off quickly as a nanometer-scale photoswitch. With an increase in

gate bias, strong conductance oscillation was observed in this self-assembled tran-

sistor at the low temperature of 147 K, which is very likely due to single-electron

charging oscillations arising from electron tunneling through the device.

Nanoparticles are also a system that has many interesting transport properties

and potential device applications. Kervennic et al. [44] fabricated pairs of platinum

electrodes with separation between 20 and 3.5 nm using a symmetric electrodepo-

sition setup. By electrostatically capturing Au nanoparticles with different sizes

into the nanogaps, they measured the electron transport of the system. The room-

temperature resistance of trapped particles typically ranges between 100 MW and

10 GW, whereas the resistance across the electrodes before trapping is always

larger than 100 GW. The I–V curves measured on a 5 nm particle exhibit a pro-

nounced nonlinearity, and current suppression was observed at low bias, which is

consistent with Coulomb blockade through the cluster. Similarly, Deshmukh et al.

[146] have measured the I–V characteristics of 2 nm Au particles at the low

temperature of 4.2 K, and the particles were incorporated between Au and Cu elec-

trodes. In this case, Cu was selectively electrodeposited on one of the initial Au

electrodes. Their results showed that@15% of the devices exhibit a Coulomb block-

ade and the rest exhibit either single-junction tunneling or linear current–voltage

characteristics due to tunneling via multiple nanoparticles. Olofsson et al. also

studied the charge transport phenomena in self-assembled monolayer modified

Au nanoparticles using electrochemically fabricated electrodes [147].

Another application of nanogaps is to measure the charge transport properties

in single molecules. Li et al. [148] have used the electrochemically fabricated elec-

trodes to study I–V characteristics in small molecules. They started with a pair of
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metal electrodes fabricated with electron beam lithography on a Si substrate. The

initial gap between the electrodes is between 20 and 60 nm, which is then reduced

to@1 nm by electrodeposition of Au on the electrodes. They then bridged the gap

with molecules terminated with thiols to form AuaS bonds between molecules and

electrodes. This approach has two major advantages. First, it is highly stable, which

allowed them to carefully study the electron transport under different conditions

(temperature, magnetic field, etc.). Second, the molecular junctions are supported

on an oxidized Si chip, making it possible to study the gate effect on the electron

transport of the molecules. Park et al. used self-terminated electrochemical proce-

dures to bridge thiol molecules between prefabricated Pt electrode pairs and mea-

sured the temperature-dependent current–voltage characteristic of this molecular

junction. In their work, 1,4-benzenedimethanethiol(BDMT) molecules were firstly

adsorbed on the surface of Pt electrodes which were fabricated by conventional e-

beam lithography; then a dc bias voltage was applied between the two electrodes in

an electroplating solution containing 0.1 M K2PtCl4 and 0.5 M H2SO4, so that the

electrochemical deposition of Pt occurred on the negatively biased electrode. Once

the sharpest part of the growing Pt electrode contacted with BDMT molecules

adsorbed on the other electrode, they stopped the electrodeposition process and

measured the I–V properties of the bridged molecules at different temperature.

Their results indicated that the I–V curves are nonlinear and asymmetric over the

entire temperature range and the current decreases with decreasing temperature

down to 40 K.

However, for most of the electrochemical fabrications to form metal–molecule–

metal junctions, the yield of successful molecular junctions is too low to produce a

large number of molecular junctions for statistical analysis. More critically, the

number of molecules and the binding geometries of the molecules to the Au elec-

trodes are unknown in most cases.

8.4

Summary

This chapter provides an overview of various electrochemical methods for fabricat-

ing well defined nanocontacts and nanogaps. Attractive features of the methods are

reversibility (via deposition and etching), controllability (via electrode potential)

and relatively simple experimental apparatus. Electrochemically fabricated nano-

contacts have many fascinating properties, including conductance quantization,

BMR behavior and conductance changes due to molecular adsorption. Potential ap-

plications of the nanocontacts range from single atom memory devices and hard

disk heads to chemical and biosensors. On the other hand, nanogaps are suitable

for wiring nanostructures into electrical circuits and thus allowing one to study

electron transport in the nanostructures and develop applications based on electri-

cally wired nanostructures.

In spite of the great success, there are still many open questions and remaining

challenges. For example, because the length scale of the nanocontacts and nano-
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gaps is comparable with the double layer thickness of the electrode/electrolyte

interfaces, the applicability of the theories developed for bulk electrodes becomes

questionable. Another remaining challenge is the ability to precisely control the

gap size over a wide range. For a gap size narrower than a few nm, electron tun-

neling provides a good feedback signal that can control the gap size down to a sin-

gle atom. However, long term stability of such a small gap varies from run to run.

For larger gap widths, the tunneling current becomes too small to be measured.

Although several alternative feedback signals have been used, these signals often

depend on the microscopic state of the initial electrodes such as local surface mor-

phology, and electrode geometries that are not easily reproduced by tuning macro-

scopic parameters.
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9

Nanowires by Electrochemical Step Edge

Decoration (ESED)

Reginald M. Penner

9.1

Introduction

In 1999, Michael Zach demonstrated that MoO2, an electronically conductive ox-

ide, could be selectively electrodeposited at the step edges present on a graphite

electrode. When this electrodeposition was continued for several hundred seconds,

electrically continuous MoO2 nanowires were formed along the step edges on the

graphite surface and these nanowires could be more than 100 mm in length [1].

Zach’s observations marked the beginning of the development by this research

group of a new family of methods for preparing nanowires based on the electro-

crystallization of materials at the step edges present on the basal plane of highly

oriented pyrolytic graphite (HOPG) electrodes [2, 3]. Collectively, we term these

methods electrochemical step edge decoration or ESED.

ESED can be implemented in three different modes to produce nanowires. The

most straightforward approach, effective for many metals and metal oxides (Table

9.1), is simply to electrodeposit the material of interest directly at step edges[1, 4–

8]. For compounds, such as CdSe and Bi2Te3, direct electrodeposition fails to pro-

duce the required stoichiometry, and instead, cyclic electrodeposition/stripping

protocols have been developed to produce nanowires possessing the correct compo-

sition [9, 10]. The third method involves the formation by ESED of nanowires of

a precursor material that is subsequently reacted with a second gas phase reactant

at elevated temperature to produce nanowires of the desired compound. This

‘‘electrochemical/chemical’’ approach was originally applied to the synthesis of

semiconductor nanoparticles [11–15] but recently we have adapted it to the synthe-

sis of nanowires composed of the compounds CdS (from cadmium metal using

H2S) [16] and MoS2 (from MoO2 using H2S) [17, 18] as well as the metal molyb-

denum (also from MoO2 but using H2) [1, 8]. A final nuance is the possibility of

reducing the diameters of nanowires by electrooxidation. Electrooxidation has been

employed to ‘‘etch’’ nanowires of antimony, gold and Bi2Te3, reducing the diameter

of these nanowires from more than 100 nm to less than 50 nm [5]. In this chapter,

we review progress in the area of ESED nanowire synthesis, describing each of

these ESED methods in greater detail.
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9.2

General Considerations

Based on our experience with ESED over a period of more than 6 years, the local-

ization of electrodeposition at step edges is only possible at HOPG and other lay-

ered materials such as MoS2. We have been unsuccessful, for example, at achiev-

ing step edge decoration at hydrogen-terminated silicon electrode surfaces, in spite

of the fact that H-Si(111) exhibits a very low surface free energy, very much like

that of HOPG. What makes HOPG unique? The answer seems to be that step

edges on HOPG behave like linear nanoelectrodes – lines along which electron

transfer to solution-phase redox species is catalyzed. This idea is at least 15 years

old, since the electrocatalytic nature of step edges on graphite was recognized and

Table 9.1. Summary of nanowire syntheses by electrochemical step edge decoration.

Material ESED Method Wire diameter (nm) Functional properties evaluated Ref(s).

Mo E/C[a] 1000–15 electrical 1, 8

MoO2 direct 1250–20 none 1, 8

MnO2 direct 150–40 none 19

Pd direct 500–50 electrical, hydrogen sensing 4, 6

Ag direct 1000–200 electrical, ammonia sensing 20, 21

Pt, Cu direct 750–60 electrical 2, 7

AgxO direct 1100–700 electrical, ammonia sensing 22

Au directþ EO[b] 300–50 none 5, 7

Sb directþ EO 300–30 none 5

Bi2Te3 cyclic ED/S[c] þ EO 300–30 electrical, thermoelectric

power generation

5, 10

CdSe cyclic ED/S 300–30 photoluminescence 9

CdS E/C 116–550 photoluminescence,

photoconductivity

16

MoS2 E/C 800–50 (w)� 3–100 (h) optical absorbance 17, 18

SiO2 CVD[d] 80 (w)� 20–40 (h) none 23

aE/C ¼ electrochemical/chemical. bEO ¼ electrooxidation. cED/S ¼
electrodeposition/stripping. dSiO2 ‘‘nanowires’’ were obtained by

reacting SiCl4 vapor with water physisorbed at step edges on the

HOPG basal plane. This synthesis is a chemical, not electrochemical,

process.
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investigated by McCreary and coworkers [19–21] who demonstrated a clear correla-

tion between the presence of lattice defects on graphite surfaces and the rate of

electron transfer to solution-phase redox species.

Irrespective of the material that is electrodeposited, the formation of nanowires

by ESED occurs in two steps: First, nanoparticles are nucleated on step edges and

terraces of the HOPG surface, and second, these nanoparticles are grown until

they coalesce into electrically continuous nanowires. This mechanism produces

polycrystalline nanowires with a distinctive morphology in which grains of the

deposited material, each derived from a nanoscopic nucleus, are arrayed in a line

along the axis of each nanowire, as shown in Fig. 9.1. A second implication of

this mechanism, also shown in Fig. 9.1, is that the minimum nanowire diameter,

dia.min:, is inversely proportional to the density of nuclei present on the step edges,

d. Since an objective of nanowire growth is often to obtain the smallest possible

nanowires, within the context of the ESED method this objective translates into a

requirement for the highest possible d values.

A clear trend has become apparent as we have attempted to prepare nanowires

from a variety of different electrodeposited materials. We find that d increases as

the heterogeneous electron transfer rate constant for the deposition reaction be-

comes smaller. In other words, reactions that are kinetically slow, such as the elec-

trodeposition of MoO2 from MoO4
2�, produce a high nucleation density at step

edges (d > 20 mm�1) and readily form nanowires, whereas reactions that are kineti-

cally facile, such as silver ion reduction, tend to produce a low nucleation density

(d < 5 mm�1). The products of these fast electron transfer reactions are the most

challenging from which to obtain nanowires using the ESED method. This corre-

lation is qualitative since reliable rate constants for many of the reactions we have

Figure 9.1. Reciprocal relationship between the nucleation density, d,

and the minimum nanowire diameter, dia.min: for nanowires prepared

by ESED.
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investigated have not been measured, but it is useful to ask what is its origin? One

possible explanation is the following: A large d is promoted by the application of a

large overpotential, but nucleation is also inhibited in the vicinity of growing nuclei

by the formation, around each growing nucleus, of a diffusion layer that is de-

pleted of reactant. Since this nucleation ‘‘self inhibition’’ requires rapid, diffusion-

controlled growth it is reduced or eliminated in cases where the kinetic barriers

slow the growth of nuclei and eliminate the diffusion layers around growing nuclei

(in the limit of kinetically controlled growth, no concentration polarization is pres-

ent). Conversely, nucleation ‘‘self-inhibition’’ occurs efficiently, and is very difficult

to eliminate, for deposition reactions that are kinetically facile.

9.3

Direct Nanowire Electrodeposition

Step edge localized growth on HOPG surfaces is most easily achieved for the elec-

trodeposition of electronically conductive metal oxides such as MoO2 [1, 8], Cu2O

[3] or MnO2 [22]. For these materials, ESED is implemented by applying a single,

small amplitude potentiostatic pulse lasting several hundred seconds and the de-

gree of step edge selectivity is directly related to the electrodeposition overpotential,

hdep, of this pulse. This effect is shown in Fig. 9.2 for the electrodeposition of

MoO2 according to the reaction:

MoO4
2� þ 2H2Oþ 2e� ! MoO2 þ 4OH� ð9:1Þ

At an applied potential of just �0.70 V vs. SCE, nearly perfect step edge selectivity

is observed for the deposition of MoO2 (Fig. 9.2C) with virtually no electrodeposi-

tion observed away from step edges on the terraces of this surface. As this potential

is made progressively more negative (Fig. 9.2D–E), an increasing number of par-

ticles are seen on these terraces until at the most negative potential of �2.2 V

(Fig. 9.2F), step edges can hardly be distinguished from terraces. In practice, the

value of hdep employed for nanowire growth is a compromise.

Another characteristic of the ESED experiment is the observation of a pseudo-

constant deposition current during nanowire growth (Fig. 9.2B). This constant cur-

rent permits the derivation of an equation governing the time dependence of nano-

wire growth:

rðtÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ideptdepVm

pnFl

r
ð9:2Þ

where idep is the deposition current density, tdep is the deposition duration, Vm

is the molar volume of the deposited material (19.8 cm3 mol�1 for MoO2), n is

the number of electrons transferred, and l is the total length of nanowires on the

graphite surface. Equation (9.2) predicts that growing nanowires become smoother,
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and this effect is shown in the calculation of Fig. 9.3A which shows the time evo-

lution of the mean nanowire radius, hri, and the standard deviation of the radius,

sr , for a nanowire consisting of a linear ensemble of 20 nm nanoparticles. Wire

diameter distributions (Fig. 9.3B) become narrower as a function of growth time

as a consequence of these ‘‘convergent’’ growth kinetics.

Nanowires composed of metals, including antimony, copper, silver, gold, plati-

num, and palladium have also been obtained by this direct deposition ESED tech-

nique (Table 9.1). However, the deposition algorithm in this case is more complex

than for metal oxides, involving the application of three successive voltage pulses

as shown in Fig. 9.4.

Copper nanowires produced using this procedure are shown in the scanning

electron micrographs of Fig. 9.5. In these images, the distinctive grain structure

alluded to in Fig. 9.1 is readily apparent.

Figure 9.2. (A) Cyclic voltammogram at 20

mV s�1 for an HOPG working electrode in an

aqueous plating solution containing 1 mM

Na2MoO4, 1.0 M NaCl, 1.0 M NH4Cl and

adjusted to pH 8.5 with the addition of

aqueous NH3. (B) Current versus time for the

electrodeposition of MoO2 from the plating

solution described in (A). (C to F) Scanning

electron microscope (SEM) images of

graphite surfaces after the electrodeposition

of MoO2 for 256 s (or 1024 s in (C) only). The

plating solution in these experiments was 7

mM Na2MoO4, 1.0 M NaCl, 1.0 M NH4Cl, pH

8.5. The deposition potential becomes

progressively more negative in these six

experiments as follows: �0.70 V vs. SCE (C),

�0.85 V (D), �1.1 V (E), and �2.2 V (F).

After Ref. [8].
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9.4

Compound Nanowires by Cyclic Electrodeposition/Stripping

Compounds are difficult to electrodeposit potentiostatically from solutions contain-

ing two or more precursor species because it is difficult to locate a potential corre-

sponding to the correct stoichiometry. An additional complication is the possibility

that compound formation from electrodeposited precursors can be incomplete.

One strategy that circumvents both of these issues is cyclic electrodeposition/

stripping. In a cyclic electrodeposition/stripping experiment, the compound of in-

terest is electrodeposited together with excesses of one or more reactants in a for-

ward scan, say, to negative potentials. These excess reactants are then electrochem-

ically removed (‘‘stripped’’) during a subsequent positive-going scan leaving the

compound of interest. By repeating this electrodeposition/stripping scan sequence,

Sailor and coworkers [23] demonstrated that highly stoichiometric CdSe films

could be synthesized. We have adapted the Sailor strategy to the synthesis of nano-

wires composed of two different compounds: Bi2Te3, a material of interest for ther-

moelectric applications [10], and CdSe, a direct-gap semiconductor [9].

Figure 9.3. (A) Calculated mean nanowire radius, hri, and radius

distribution, versus time calculated using Eq. (9.1) starting with a

nanowire consisting of hemispherical silver particles with a radius of

20 nm. Other parameters used in this calculation were the following:

idep ¼ 1� 10�9 A cm�2, Vm ¼ 10:26 cm3 mol�1, l ¼ 1 cm. Dotted lines

show increase in radius for largest (rmax) and smallest (rmin) wire

segments. The standard deviation of the radius, sr , versus time is

plotted as labelled. (B) Histogram of wire radii shown at several times

during the deposition. After Ref. [5].
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Figure 9.4. Potential program required for ‘‘direct’’ ESED of metal

nanowires. Step 1, þ0.80 V vs. SCE� 5 s causes the selective oxidation

of step edges. Step 2, (�1.0 V) vs. Erev � 5–50 ms nucleates metal

nanoparticles at step edges. Step 3, ð�20Þ � ð�150Þ mV vs. Erev
results in growth of nanoparticles without further nucleation.

Figure 9.5. Scanning electron micrographs of copper nanowires. These

nanowires were electrodeposited from an 2.0 mM CuSO4 5H2O, 0.1 M

Na2SO4 using Enucl ¼ �800 mVSCE and Egrow ¼ �5 mVSCE. The growth

times employed in each experiment were: A, 120 s; B, 600 s; C, 2700 s.

After Ref. [7].
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In the case of Bi2Te3 [10], a negative-going ‘‘forward’’ voltammetric scan to �400

mV (peak (i), Fig. 9.6B) deposits both Bi2Te3 and excess bismuth. On the return

scan, excess bismuth is selectively removed (at peak (ii)), but the positive limit of

this scan remains on the negative side of peak (iii) which involves the oxidation of

Bi2Te3.

The net synthesis reaction is:

2Bi3þ þ 3HTeO2
þ þ 3H2Oþ 18e� > Bi2Te3 þ 9OH� ð9:3Þ

The synthesis by electrodeposition/stripping of CdSe nanowires is analogous to

this, involving the electrodeposition of cadmium-rich CdSe nanowires [9], and the

subsequent stripping of cadmium. Nanowires of these two materials are shown in

Fig. 9.7. A high degree of wire diameter control is obtained in these experiments

using the number of E/S cycles as shown there.

9.5

Electrochemical/Chemical Synthesis of Nanowires

Some materials cannot be prepared directly using electrodeposition. Two examples

are MoS2 and molybdenum metal. Nanowires of these two materials can neverthe-

Figure 9.6. (A) Potential program used for

the synthesis and electrooxidation of Bi2Te3
nanowires on HOPG electrodes. The electro-

deposition of Bi2Te3 nanowires involves three

steps: 1. Potentiostatic oxidation of step

edges on the HOPG surface at Eox ¼ 0:80 V

vs. SCE for a time, tox ¼ 5 s. 2. Potentiostatic

nucleation of Bi2Te3 at Enucl ¼ �0:6 V for

tnucl ¼ 5 ms. 3. Cyclic electrodeposition of

stoichiometric Bi2Te3 involving n potential

cycles at 20 mV s�1 between a positive limit

of EðþÞ (þ0.30 V) and a negative limit of Eð�Þ
(�0.05 V). Electrooxidation at þ0.37 V to

reduce the nanowire diameter adds a fourth

step. (B) Cyclic voltammograms at 20 mV s�1

for an HOPG electrode in contact with 1.5

mM Bi(NO3)3 and 1.0 mM TeO, in 1 M HNO3.

(C) CVs acquired during the growth of Bi2Te3
nanowires using cyclic electrodeposition/

stripping. The CV is shown at scans 1, 5 and

40 as indicated. After Ref. [10].
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less be obtained by electrodepositing nanowires of a precursor material (MoO2

in both cases), and then reacting these nanowires at elevated temperature with a

gas-phase species producing the desired product (H2 in the case of molybdenum

metal, and H2S in the case of MoS2) [1, 8, 17, 18]. This strategy, called electro-

chemical/chemical synthesis [3, 15], significantly expands the palette of materials

that can be rendered as nanowires using the ESED method. The conversion from

precursor to product can cause dramatic morphological changes in the nanowires,

as illustrated for MoS2 in Fig. 9.8. In this case, nanowires of MoO2 were electro-

deposited as shown in Fig. 9.2. These nanowires were then exposed to H2S at

700 �C in order to effect the conversion according to the reaction:

MoO2 þ 2H2S ! MoS2 þ 2H2O ð9:4Þ

Figure 9.7. (A), (D) – Diameter versus number of electrodeposition/

stripping scans for the synthesis of Bi2Te3 nanowires (A) and CdSe

nanowires (D). (B), (C) – Scanning electron micrographs of Bi2Te3
nanowires prepared using the conditions specified in Fig. 9.6 using 10

(E) and 50 (F) E/S cycles. (E), (F) – Scanning electron micrographs of

CdSe nanowires synthesized by scanning at 20 mV s�1 between �1.0 V

and 0.8 V in aqueous 100 mM CdSO4 and 1 mM SeO2 aqueous solu-

tion, pH ¼ 2:7 for 1 cycle (E) and 5 cycles (F). After Refs. [10] and [9].
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MoS2 is a layered material in which covalently bound SaMoaS layers are disposed

in van der Waals contact with one another. As the conversion from MoO2 to MoS2
proceeds, these nanowires flatten and increase in width as MoS2 layers are formed

in van der Waals contact with the graphite surface (Fig. 9.8). The resulting MoS2
nanowires can be as thin as 7 nm, corresponding to 12 MoS2 layers [18].

9.6

Nanowire ‘‘Thinning’’ by Electrooxidation

A weakness of the ESED method is that nanowires with a diameter smaller than 80

nm are rarely obtained. As already discussed in Fig. 9.1, this minimum diameter is

directly related to the maximum density of nuclei that can be formed along step

edges. This correlation immediately suggests that a strategy for obtaining smaller

nanowires is to increase the nucleation density, and we are working towards meth-

ods for accomplishing this objective but definitive results for this approach have

not yet been obtained. A second strategy is to grow larger nanowires using the

ESED method, and then to reduce the diameter of these either by chemical etching

or by electrochemical oxidation. We have recently succeeded in applying this ‘‘elec-

trooxidation’’ approach for nanowires of the materials antimony, gold, and Bi2Te3
[5].

Figure 9.8. (A) Diameter of MoOx nanowires as measured by SEM

plotted as a function of the square root of the deposition time. Error

bars indicateG1s in the diameter distribution. (B), (D): SEM images of

MoOx nanowires prepared for deposition times of 400 s (B) and 5 s

(D). (C), (E): MoS2 nanowires obtained from the nanowires shown in

(B) and (D) by heating in H2S at 700 �C for 84 h. After Ref. [18].
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This approach was successful only when the electrooxidation process was carried

out under conditions approximating kinetic control of the oxidation reaction. In

this limit, data like that shown in Fig. 9.9 was obtained. Specifically, wire diameter

versus time plots were linear, in accordance with the equation [5]:

rðtÞ ¼ ro2 � joxtoxVm

nF
ð9:5Þ

where ro2 is the initial radius of a nanowire subjected to oxidation and Jox and tox,
are the oxidation current density and duration, respectively. The derivation of Eq.

(9.5) assumes that etching occurs by a kinetically controlled process. Electrooxida-

tion permitted nanowires with an initial diameter of 100–150 nm to be reduced to

a minimum diameter of 30 nm in the case of Bi2Te3 and antimony, and 50 nm in

the case of gold. When a higher rate of electrooxidation was employed, nanowires

decomposed promptly into linear particle ensembles along step edges, indicating

that the rate of the nanowire narrowing, dr/dt was highest at constrictions in these

nanowires [5].

Figure 9.9. (A) Plots of mean nanowire diameter, hdia.i, versus tox
for gold, antimony, and Bi2Te3. Each data point plotted represents a

separate nanowire growth experiment involving, for a particular material,

nucleation and growth under identical conditions, followed by electro-

oxidation for various ‘‘etching times’’. (B), (C) – Antimony nanowires

before (B) and after (C) electrooxidation for 500 s. (D), (E) – Gold

nanowires before (D) and after (E) electrooxidation for 1300 s, and (F),

(G) – Bismuth telluride nanowires before (F) and after (G) electro-

oxidation for 800 s. After Ref. [5].
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9.7

Summary

Electrochemical step edge decoration is a method by which ensembles of nano-

wires can be prepared on HOPG electrode surfaces. These nanowires are polycrys-

talline and are organized into dense arrays containing many hundreds of wires.

These are two of the principle disadvantages of the ESED technique. On the other

hand, these nanowires can be extremely long (<100 mm) and are often narrowly

dispersed in term of the diameter distribution, and have a diameter that can be ad-

justed over a wide range, down to 30 nm for several materials in recent experi-

ments. Moreover, ESED can be applied to the synthesis of a wide variety of materi-

als, extending even to some materials that are inaccessible by electrodeposition.

ESED will continue to command our attention only if we are able to solve two

vexing problems: First, methods like electrooxidation must be developed that per-

mit the synthesis of ‘‘quantum wires’’ in the sub-10 nm diameter range. The prop-

erties of such nanowires can be expected to be significantly diameter-dependent, a

fascinating regime that we have hardly broached in our synthesis efforts up until

now. Second, a means must be discovered for ‘‘patterning’’ step edges on surfaces.

Ideally, such a method would permit the synthesis by ESED of single nanowires, or

even the design of nanowire-based circuits. In our laboratory, we are endeavoring

to solve these two problems.
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10

Electrochemical Fabrication of Arrayed

Nanostructures

Takayuki Homma

10.1

Introduction

Precise fabrication of nanostructures is fundamental for manufacturing various ad-

vanced devices and systems. In particular, the fabrication process for well-ordered

structures on a Si wafer surface is significant for its broad area of application, such

as semiconductor devices and MEMS, etc. These structures have been fabricated

mainly using physical (dry) processes such as sputtering, reactive ion etching

(RIE) and deep reactive ion etching (DRIE), in combination with photolithographic

processes. On the other hand, electrochemical processes have certain advantages

and numbers of attempts have been made to develop processes suitable for these

applications [1]. In this chapter, electrochemical approaches to the fabrication of

well-ordered, arrayed nanostructures onto a Si surface will be described, mainly

focusing upon the recent work of the author’s group.

10.2

Formation of Metal Nanodots Along the Step Edge of the Si(111) Surface

The hydrogen terminated Si(111) surface has wide and atomically flat terraces

separated by steps, one atomic bilayer in height [2, 3], which can be utilized as a

‘‘model’’ for investigating Si wafer surfaces. By using the H-Si(111) surface, the ini-

tial nucleation mechanism of trace amounts of metal species, such as Cu, in aque-

ous fluoride solution was investigated [4].

Figure 10.1 shows a representative STM image of the H-Si(111) surface prepared

in Ar-sparged 40% NH4F solution followed by another immersion in Ar-sparged

40% NH4F solution for 10 s. By the first immersion, an ideal surface with large,

pit-free terraces can be obtained, as is seen in Fig. 10.1(a). Note that the double-

immersion procedure is used simply for consistency with subsequent Cu-

containing experiments, and follows an initial 15 min immersion in the clean

solution.
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Figures 10.1(b) and (c) show the effect of 10 mM CuSO4 dissolved in the second

solution. After the 10 s immersion (Fig. 10.1(b)), numerous particles, several nano-

meters in diameter, are observed, located at the step edges. After 30 s immersion in

the same solution (Fig. 10.1(c)), the average size of the particles has increased

while their number and distribution seem to remain almost unchanged. The re-

sults of XPS analysis indicated that these particles are Cu, and such a spontaneous

nucleation has been known as a result of electroless-type deposition driven by elec-

trons that accumulate in the Si conduction band during fluoride-enhanced Si dis-

solution [5–8].

The electrochemical reduction of the cupric ions in the solution to copper metal

particles on the silicon surface is generally treated as:

Cu2þðaqÞ þ 2e�ðSiÞ ! Cu0ðcÞ ð10:1Þ

While it is known that the reduction of Cu2þ to Cu0 takes place via Cu1þ as follows

[9]:

Cu2þðaqÞ þ e�ðSiÞ ! Cu1þðaqÞ ð10:2Þ
Cu1þðaqÞ þ e�ðSiÞ ! Cu0ðcÞ ð10:3Þ

The open circuit potential of H-Si(111) in 40% NH4F solution was measured

to be �0.8 V vs. NHE [3], which is sufficiently negative to the redox potential of

Cu2þ/Cu1þ (þ0.159 V vs. NHE [10]) so that reaction (10.2) is expected to be rapid.

Reaction (10.3) is also thermodynamically favorable (þ0.521 V vs. NHE [10]) and is

expected to be rapid if a nucleus of copper is available. However, stable progress of

this reaction requires sites which can stabilize the Cu nuclei. Preferential deposi-

tion of metals at defect sites such as step edges and pits has been reported, not

only for the electrochemical processes but for the dry processes [11–14], and can

be explained in terms of the higher local surface free energy or ‘‘activity’’ of these

Figure 10.1. STM images of H-Si(111) prepared in argon-sparged

40% NH4F followed by (a) 10 s immersion in argon-sparged

40% NH4F; (b) 10 s immersion in argon-sparged 40% NH4F with

10 mM CuSO4; (c) 30 s immersion in argon-sparged 40% NH4F with

10 mM CuSO4. Z scale (black to white): 0 to 2 nm [4].
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sites [15]. However, in the case of the Si surfaces described above, they are passi-

vated by hydrogen so that even the step edges on these surfaces are expected to

have relatively low surface free energies and would not be the active sites for the

deposition. One possibility for the preferential nucleation of Cu at step edges

comes from known polynuclear complexes of Cu1þ with bridging hydroxide li-

gands, which form spontaneously in aqueous solution [16]. Based upon this, it is

expected that dihydroxy groups at kink sites on the steps on H-Si(111) will bind

Cu1þ:

ð10:4Þ

The dihydroxy group is a possible intermediate during etching at kink sites on

the Si(111) surface [17]. Alternatively, anionic forms of such multivalent surface

binding sites may play the key role in localizing copper nucleation at steps. If

such sites do bind Cu1þ, they could provide the coordination site at which copper

is eventually reduced to Cu0. The presence of copper at step edges is expected to

provide a lower activation barrier for the reaction of other Cu1þ ions, resulting in

preferential deposition of Cu clusters at step edges. Such a process can be applied

to other metal species, such as Ag [18], as well as the formation of continuous par-

ticles as ‘‘step-edge decoration’’ [18, 19].

10.3

Maskless Fabrication of Metal Nanodot Arrays using Electroless Deposition Induced

by Controlled Local Surface Activities

As described, by utilizing the nature of the Si surface in combination with electro-

chemical properties, spontaneous formation of metal nanoparticles along the step

edges has been achieved. While this process is attractive for the formation of an

ordered nanostructure, it has limitation for the design of the patterned structures

due to the condition of the step edges. Therefore, processes with flexibility in

designing the patterns are required. For this, the ‘‘deposition selectivity’’ at the sur-

face is a significant issue. From this viewpoint, it should be noted that one of

the major differences between the physical (dry) and electrochemical deposition

processes could be described in terms of the ‘‘area selectivity.’’ In the case of the

physical processes, the deposition takes place at the entire surface without area se-

lectivity, so that removal of unnecessary deposits by lift-off or dry/wet etching is

required in order to form designed structures. On the other hand, the electrochem-

ical processes take place only at the sites where the electron transfer occurs. There-

fore, by supplying electrons to the selected area, patterned formation can be carried

out, possibly without photolithography processes. Numbers of processes have been

proposed for the ‘‘maskless’’ formation of patterned micro/nano structures via
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electrochemical approaches, using scanning probe microscope and other tech-

niques [20–23]. Furthermore, the electroless deposition process is more advanta-

geous for the formation of patterned nanostructures, since it does not require a

current supply using external equipment so that the deposition can take place at

electrically isolated regions. In order to carry out the electroless deposition reaction

at local sites, for example, irradiation with a laser beam has been proposed [24, 25].

In this case, the temperature of the deposition bath is kept low to prevent sponta-

neous deposition, the irradiation increases the temperature locally, thus initiating

the deposition. Patterned deposition can be achieved by scanning the laser beam.

An alternative approach is to ‘‘build-in’’ the local difference in the activity to de-

signed surface sites. The author’s group has investigated spontaneous deposition

process of trace metal species on a Si wafer surface immersed in dilute HF (DHF)

solution, and found that preferential deposition takes place at the surface defect

sites [26], typically shown in Fig. 10.2. In these specimens, the defects were inten-

tionally formed on the Si wafer surface, either by treating with a jet of SiO2 slurry

to form pit-like defects, or by scratching with diamond slurry. As described above,

trace metal ions in aqueous fluoride solution ‘‘electrolessly’’ deposit at the wafer

surface by attracting an electron from the Si wafer, these results indicate that the

defect sites possess higher activity for the reductive deposition of metal ions.

Such a local difference in surface activity has been investigated using scanning

surface potential microscopy (SPoM) [27].

Figure 10.3 shows representative tapping mode atomic force microscopy

(TMAFM) and corresponding SPoM images for clean, H-terminated Si(100) wafer

surfaces with or without the surface defects. The SPoM image for a wafer surface

without the defects, shown in Fig. 10.3(d), represents a uniform feature with no

indication of local deviation of the potential at the surface. On the other hand, the

Figure 10.2. TMAFM images of Si(100) wafer surfaces with (a) pit-like

defects and (b)scratch-like defects after immersion in DHF solution

containing trace amount of metal species. Z scale (black to white): 0 to

10 nm.
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surface defect sites possess locally negative potential relative to the non-defect (flat)

regions, as is clearly seen in Figs. 10.3(e) and (f ), suggesting that such a negative

shift in potential enhances the reductive deposition reaction of the metal ion spe-

cies at the defect sites.

Based upon these results, formation of patterned defects at Si wafer surfaces for

fabricating patterned nanostructures was attempted using a nanoindentation tech-

nique with an AFM equipped with a diamond probe [27, 28].

Figure 10.4 shows representative TMAFM and SPoM images of the wafers with

the surface defects intentionally formed by nanoindentation with various loading

forces. The indentation with a larger loading force forms larger pit-like defects,

which results in larger shift in the potential. Figure 10.5 plots such a relation,

clearly indicating the correlation between the loading force of the indentation, in

other words, ‘‘the degree of the defect,’’ and the potential shift.

Based upon these results, attempts were made to achieve the selective deposition

of metals using the pre-formed defect sites. In order to achieve spontaneous, i.e.,

electroless deposition at these sites, the conditions of the solution were optimized.

Key parameters were the concentrations of metal ion species and fluoride, as well

as the immersing time. In particular, optimization of the fluoride concentration

was significant, and it was found that a very low concentration of fluoride was ef-

fective in enhancing the selectivity of the deposition at the defect sites. For exam-

ple, Fig. 10.6 shows TMAFM images of a clean H-Si(100) wafer surface with pat-

Figure 10.3. TMAFM images, (a)–(c), and corresponding SPoM

images, (d)–(f ), of clean H-Si(100) wafer surfaces without any defects,

(a) and (d); with pit-like defects, (b) and (e); and with scratch-like

defects (c) and (f ), respectively. Z scale (black to white): 0 to 10 nm,

(a)–(c), and 0 to �100 mV, (d)–(f ).
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terned defect sites formed by nanoindentation, before and after immersing in the

0.025% DHF solution containing 500 ppb of Cu(NO3)2 for 1 min. In spite of such

an extremely simple procedure, Cu nanodots are selectively formed exactly at the

patterned defect sites. It is considered that, under such a dilute condition of fluo-

Figure 10.4. TMAFM images, (a)–(c), and corresponding SPoM

images, (d)–(f ), of clean H-Si(100) wafer surfaces with patterned

nanodefects formed by the nanoindentation. The indentation force to

form the defects is 16.0 mN (a) and (d), 28.4 mN (b) and (e), and

41.2 mN (c) and (f ), respectively. Z scale (black to white): 0 to 10 nm,

(a)–(c), and 0 to �200 mV, (d)–(f ). Cross sectional profiles for the

TMAFM and SPoM images are also shown [27].

Figure 10.5. Potential shift profile at the defect sites formed by

nanoindentation with various loading forces.
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ride, most of the surface area of Si is oxidized when immersing in the solution,

effectively passivating the reductive reaction of the metal ion species, while the de-

fect sites, which possess locally negative potential, still keep their ‘‘activity’’ to ini-

tiate the reductive deposition reaction of metal ion species. In addition, in the

5� 5 array of patterned defect sites in Fig. 10.6, the rows indicated as A–E were

formed with different loading force and, as is seen in the figure, larger dots are

observed at the defect sites formed with larger loading force, i.e., those possessing

larger potential shift. Such a trend is plotted in Fig. 10.7. These results indicate the

possibility of simultaneous formation of the nanostructures with various feature

sizes, which should be advantageous as a nanofabrication process. It was also con-

firmed that the process could be applied to various metal species such as Cu, Ag,

Au, Co, etc. with various feature sizes, as shown in Fig. 10.8.

As described, maskless fabrication of arrayed metal nanostructures onto a Si wa-

fer can be achieved in combination with pre-patterning of nanodefects and an

‘‘electroless’’ deposition process. This process is extremely simple and does not re-

Figure 10.6. TMAFM image of clean H-Si(100) wafer surface with

5� 5 patterned defects formed by nannoindentation before and after

immersion for 1 min in DHF solution containing a trace amount of Cu.

Indentation forces for the rows A to E are 15.8 mN, 22.2 mN, 28.6 mN,

34.7 mN and 41.2 mN, respectively. Z scale (black to white): 0 to 5 nm

[27].

Figure 10.7. Height of the deposits at the nanodefect sites with

respect to the indentation force for their formation.
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quire photolithography processes or even external current supply, yet precise for-

mation of nanostructures can be easily achieved, which should be advantageous

for the formation of various nanostructures and patterns.

10.4

Conclusion

In this chapter, electrochemical processes to fabricate well-ordered, arrayed nano-

structures have been described, mainly those for Si wafer surfaces. Investigation

of the initial nucleation process of trace amounts of Cu on H-terminated Si(111)

surface in aqueous fluoride solution revealed that Cu nucleates preferentially along

step edges. It was suggested that Si-(OH)2-Cu
1þ complexes are formed at the kink

sites, resulting in the preferential nucleation of Cu at the step edges. On the other

hand, by controlling local activity for the deposition reaction at the Si wafer sur-

face, a maskless and electroless fabrication process of metal nanostructures, such

as an array of nanodots, was developed. This consists of the formation of patterned

nanodefects at the wafer surface and immersion in a dilute HF solution containing

trace amount of metal ion species. The scanning surface potential microscopy

(SPoM) analysis clarified that the defect sites locally possessed negative potential,

i.e., higher activity for the reductive deposition of metal ions, and fabrication of a

nanodot array of Cu, Ag, Au, and Co, was achieved.

Figure 10.8. TMAFM images of metal nanodot arrays fabricated on the

H-Si(100) wafer surface; (a) and (b) Cu, (c) and (d) Ag, (e) Co, and (f )

Au [27, 28].
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These processes demonstrate the capability and possibility of electrochemical

processes for nanofabrication, and further precise processes can be developed for

various applications, with a deep understanding of the mechanism of the reactions

for these processes.
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11

Electrodeposition of Two-dimensional Magnetic

Nanostructures on Single Crystal Electrode

Surfaces

Philippe Allongue and Fouad Maroun

11.1

Introduction

The energy required to magnetize a ferromagnetic material depends on the direc-

tion of the applied field because ferromagnetic materials exhibit ‘easy’ and ‘hard’

directions of magnetization (magnetocrystalline anisotropy) [1]. This anisotropy

is used in current hard disk technology. The in-plane magnetic moment of the in-

dividual grains is determined from their crystal in-plane orientation. About 1000

grains are necessary to define the average direction of magnetization corresponding

to the storage of one bit of information (Fig. 11.1(a)) [2]. The magnetic anisotropy

may also arise from the shape of the magnetic structure (shape anisotropy). As the

easy axis of magnetization lies parallel to the length of a permanent magnet, the

direction of magnetization of a nanostructure may be fixed by adjusting its aspect

ratio (Fig. 11.1(b)). Another source of anisotropy is the surface of a material or the

interface between a ferromagnetic material and another metal. For instance ultra-

thin magnetic films sandwiched between two nonmagnetic layers often present

perpendicular magnetization anisotropy (PMA) below a critical thickness of only a

few atomic layers whereas shape anisotropy should favor in-plane magnetization

(Fig. 11.1(c)) [3, 4]. The interface anisotropy will be discussed in more detail in

this chapter.

The possibility of manipulating the orientation and magnitude of the magnetic

moment of atoms through their environment (PMA is one example) is now inten-

sively investigated, in particular to design new recording media. Future recording

technology will rely on new media [5] fabricated by assembling nanostructures

of controlled structure, size and shape [6] in order to create arrays of macro spins,

i.e. monodomain magnets at room temperature, with reproducible characteristics,

each of them capable of storing one bit of information. This is a completely new

approach with regards to the former strategy used to increase the capability of the

hard disk. As explained above, it is not quite possible to reduce the number of

grains per bit because of a random surface orientation of the grains (see Fig.

11.1(a)) and it is also not quite possible to further decrease the grain size. Indeed,

below a critical size, the grains lose their ferromagnetic properties and become
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superparamagnetic, i.e., their magnetization is no longer stabilized in one specific

direction but flips randomly due to thermal activation. New materials need there-

fore to be designed to push the superparamagnetic limit.

The composition, the physical dimensions and the assembly of building blocks,

and, equally very important, the crystal structure of all the elementary components

and interfaces determine the functionality and performance of a magnetic device.

The increasing importance of interfaces and crystal structure justifies the compar-

ison of different growth methods since there is a strong interplay between the crys-

talline structure of thin films and their elaboration conditions. Physical methods

are most often employed for film growth but in a few examples electrochemical de-

position has proven its versatility, especially in the context of high technology. Be-

fore the inception of GMR sensors, the magnetic heads were, for instance, fabri-

cated by electrochemical deposition of magnetic alloys [7]. Superconformal film

growth is presently used for the Cu interconnect in the microelectronic industry

[8]. In the academic context, electrodeposition has also proven that it may be com-

plementary to UHV growth. After years of progress with the preparation of clean

surfaces of noble metal single crystals at ambient pressure [9] and the advent of

the electrochemical STM for in situ real time observations of surface processes at

a metal [10–12] and semiconductor electrodes [13], a true electrochemical surface

science has developed, in particular to investigate the early stages of metal growth

on various single crystal electrodes. Concerning magnetic materials a few studies

have demonstrated that ultrathin Cu/Co/Au(111) electrodeposited layers exhibit

PMA [14, 15] and, in some cases, attempted correlation of the film structure and

morphology with their magnetic properties using in situ magnetic characteriza-

Figure 11.1. The different magnetic anisotropies of ferromagnetic

materials. (a) Magnetocrystalline anisotropy determines the mean easy

axis of each nanocrystal. About 1000 grains are necessary in current

hard disk drives to define one bit, i.e. a well-defined magnetization

axis. (b) Shape anisotropy: the aspect ratio L/D of a structure or

nanostructure determines the easy axis of magnetization. (c) Surface

anisotropy: the moment of an ultrathin ferromagnetic layer sandwiched

between layers of a noble metal is often perpendicular to the surface

due to surface anisotropy while the shape anisotropy would favor in-

plane magnetization (see case (b)).
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tions [15–17]. Self-ordered metal electrodeposition by replication of atomic scale pat-

terns created on single electrode surfaces has also been achieved by electrodeposi-

tion, as reviewed elsewhere [18] and GMR sensors, presenting a significant GMR

value, have also been grown electrochemically, as reviewed in Chapter 12.

While the above brief overview indicates that electrodeposition might be a rele-

vant technique to realize two-imensional nanoscale materials and nanostructures

on planar surfaces, there is one domain where the advantage of electrodeposition

seems more obvious compared to UHV growth. Electrodeposition is for instance

very suitable to grow ensemble or individual nanostructures by template electro-

deposition inside nanoscale patterns and, more generally, when one needs to fill a

surface with a complex form, as is the case in the top-down approach. A large

amount of work has been dedicated to the fabrication and characterization (magne-

tostatic and magneto-transport properties) of mm long magnetic nanowires and

rods of a few tens of nm in diameter grown in nanoporous membranes [19, 20].

These one-dimensional nanostructures could be of great interest in various appli-

cation fields [21]. Inverse opal structures have also been grown by electrodeposi-

tion through self-assembled polystyrene beads [22]. Tip induced cluster deposition

with an electrochemical scanning probe microscope (SPM) has been investigated

to fabricate arrays of dots within the bottom-up approach [23], with the advantage

that the electrochemical environment allows full control and reproducibility of the

chemical nature and size of the deposited dots. The reader is referred to Chapter 6

for details on the fabrication methods on metal and semiconductor surfaces.

In this chapter we will focus on the electrochemical growth of ultrathin layers of

the three iron group metals on a single crystal Au(111) electrode surface. This field

was almost unexplored when we started our investigations. We aimed to explore

the morphology and structure of electrodeposited magnetic layers and whether

they exhibit PMA. We also aimed to compare the performances of electrodeposited

systems with those of their counterpart prepared by molecular beam epitaxy

(MBE). The published and unpublished results described below outline the strong

influence of the deposition conditions on the magnetic properties and the critical

role of interfaces and surface chemistry on PMA. This chapter is organized as fol-

lows. Section 2 deals with the magnetism of ultrathin films and gives the basic

equations describing the systems. A specific sub-section addresses instrumental

questions for in situ magnetic characterizations in the electrochemical environ-

ment. Another sub-section describes how experimental data can be measured and

exploited. Section 3 reviews results obtained in our group on the electrodeposition

of Ni, Co and Fe on Au(111). In each case, the nucleation and growth is described

and the specific magnetic properties outlined in comparison with MBE layers.

11.2

Ultrathin Magnetic Films

Ultrathin magnetic layers are very interesting systems from a fundamental and

a technological viewpoint [3, 4]. They often present perpendicular magnetization

anisotropy (PMA), i.e. an out-of-plane magnetization, which is one phenomenon
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of strong interest for high-density data storage [24–26]. PMA was predicted very

early by Néel because of the symmetry breaking at the interface. The amplitude of

the phenomenon was however not quite correct and modern experimental studies

have evidenced that PMA may have different physical origins [3, 4]. For instance

the PMA of Co/Au(111) layers mainly arises from a modification of the magnetic

moment of cobalt atoms hybridized with the gold atoms at the Co/Au interface

which explains why the cobalt layer must be thinner than t� @ 4 ML to observe in

the UHV an out-of-plane magnetization with Co films evaporated on Au(111) [3].

In the case of Ni/Cu(001) films, the magnetization is perpendicular for Ni layers

thicker than 7 ML, which is unusual and has prompted many studies. Structural

investigations have demonstrated that PMA arises from a modification of the in-

plane NiaNi atomic spacing (magnetoelastic effects) induced by the lattice mis-

match between Ni and Cu. The magnetization reorientation transition of Ni/Cu

layers may further be manipulated by introducing an oxygen monolayer as surfac-

tant during Ni growth [27]. A reversible switching out of plane $ in-plane orienta-

tion of the magnetization was observed via the adsorption/desorption of H2 on Ni

[28].

All the above studies of ultrathin layers outline the strong influence of the

atomic scale environment on the moment and anisotropy of magnetic atoms [24].

These parameters have been experimentally measured by Gambardella et al. [29]

using X-ray magnetic circular dichroism (XMCD) in the case of Co clusters of con-

trolled size deposited on Pt(111). The results proved that the magnetic moment per

cobalt atom decreases rapidly with the cluster size and that it reaches its bulk value

for clusters composed of more than 15 atoms. The oscillatory magnetic anisotropy

in atomic chains of Co atoms decorating a stepped Pt(111) surface is also a remark-

able example of the influence of the atomic structure [30]. In the case of two-

dimensional monoatomic cobalt islands deposited on Pt(111), recent detailed cor-

relation between STM images and magnetic susceptibility measurements has

evidenced a larger magnetic anisotropy of cobalt atoms located at the island perim-

eter compared to that of cobalt atoms in the islands [31].

The above short overview clearly shows that interface anisotropy depends not

only the hybridization of magnetic atoms at the interfaces but also on the crystal-

line structure of the magnetic layers (orientation and strain). The morphology of

the interfaces (roughness, intermixing, etc.) is also a critical parameter. For these

reasons, it is important to compare different growth methods and morphologies

of the deposited magnetic layers. It is in this context that we have undertaken the

research which is summarized in this chapter.

11.2.1

Magnetic Moment of Ultrathin Films

The orientation of the magnetization vector M of an hcp cobalt layer with the c axis
normal to the surface is defined by the tilt angle y from the surface normal (Fig.

11.2(a)): y is determined by minimizing the sum of the dipolar (Ed), magnetocrys-
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talline (Emc), interface (ES), and Zeeman (EZ) energies, upon application of an ex-

ternal field H parallel to the surface normal:

ED ¼ �2pMs
2 sin2 y ð11:1Þ

Emc ¼ K1 sin
2 yþ K2 sin

4 y ð11:2Þ
ES ¼ ðKS sin2 yÞ=tM ð11:3Þ
EZ ¼ �HMS cos y ð11:4Þ

where tM is the metal thickness and MS the magnetization at saturation. K1 and K2

(both >0) are the bulk magnetocrystalline anisotropy constants of the magnetic

material (for metals other than cobalt K2 fK1) [1]. The interface constant

KS ¼ KS
Up þ KS

Down stands for the contributions of the upper interface (with the

outer media, i.e. capping metallic layer, solution etc.) and bottom interface (with

the substrate). The term ED tends to align M in the plane of the layer and Emc

tends to align M perpendicular to the surface plane. ES also favors an out-of-plane

easy axis of magnetization if KS > 0. Minimization of the total energy EðyÞ ¼
ED þ Emc þ ES þ EZ with respect to y at a fixed field H yields:

sin y½Keff þ K2 sin
2 yþHMS=ð2 cos yÞ� ¼ 0 ð11:5Þ

where

Figure 11.2. (a) Scheme corresponding to

Eqs. (11.1)–(11.4). For a field H applied

normal to the surface plane, the angle y

between the magnetization vector and the

surface normal is given by Eq. (11.5). (b)

Schematic hysteresis loop. The loop is open

(HC 0 0) and the remnant magnetization

MR 0 0. In this example, MR=MS @ 0:5 which

corresponds to y ¼ 60�. A perfectly square

loop (MR ¼ MS) would be observed when M

is strictly perpendicular (y ¼ 0). (c) Plots of

MR=MS as a function of the cobalt thickness

for electrodeposited Cu/Co/Au(111) sandwich

layers. Symbols correspond to experimental

data obtained for Co deposition at �1.3 V/

MSE (�) and �1.6 V/MSE (o). The solid lines

are calculated curves using Eq. (11.7) used to

determine the KS and t� values. Note the

significant influence of the applied potential

(see also Table 11.1). After Ref. [15].
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Keff ¼ K1 � 2pMs
2 þ KS=tM: ð11:6Þ

If KS > 0 then Keff may beb 0 when tM ! 0 (Eq. (11.6)) and the only solution

of Eq. (11.5) is sin y ¼ 0, i.e. y ¼ 0, which means that M is strictly perpendicular

to the surface plane. Upon film thickening Keff becomes inevitably negative

(K1 < 2pMs
2) and the expression in brackets in Eq. (11.5) may be zero for y0 0.

This means that, above a critical thickness, which depends on KS, M is oblique

and presents an in-plane component. KS is experimentally determined by plotting

the variations of MR=MS ¼ cos y as a function of the ferromagnetic layer thickness,

MR and MS being the remnant (H ¼ 0) and saturation magnetization derived from

the M–H hysteresis loop with the field H perpendicular to the film (Fig. 11.2). At

zero field, sin2 y ¼ �Keff=2K2 from Eq. (11.5). Therefore:

MR=MS ¼ ½1þ ðK1 � 2pMs
2 þ KS=tMÞ=ð2K2Þ�1=2 ð11:7Þ

The plot MR=MS vs. tM yields the KS-value by fitting the data with Eq. (11.7) in

which K1, K2 and MS are the bulk values of the considered material. The criti-

cal thickness t�, usually defined as the thickness for which y ¼ 45� (MR=MS ¼
cos y ¼ 0:707) is given by:

t� ¼ KS=ð2pMs
2 � K1 � K2Þ ð11:8Þ

The larger KS the larger t� and the stronger is PMA. As explained above, the KS

value may originate from quite different physical effects. In the case of a purely

interface PMA, KS is essentially phenomenological and it remains very difficult to

calculate from ab initio calculation [3]. However, when PMA arises from elastic

strain, an analytical expression for ES can be given. In the case of a uniformly (in-

plane) strained film and a magnetization perpendicular to the interface:

ES ¼ ð3=2ÞleEytC=tM ¼ KS=tM ð11:9Þ

Where l is the magnetostriction coefficient, Ey the Young’s modulus,

e ¼ ðabulk � alayerÞ=abulk is the in-plane stress and tC the critical thickness above

which misfit dislocations appear.

As discussed below, in our experiments, the magnetization lies ultimately in the

surface plane at zero field above a critical film thickness. However, if a magnetic

field is applied perpendicular to the surface the magnetization is tilted out of the

surface plane. Therefore the MOKE and AGFM signals are non-zero in the perpen-

dicular configuration of these techniques. For tM g t�, the measured signal is:

M cos y ¼ tMHMS
2=ð4pMs

2 � 2K1 � 4K2Þ ð11:10Þ

This equation shows that the projection of M on the surface normal, measured at a

fixed field, is proportional to the film thickness. The proportionality coefficient de-

pends on the deposited material, since Ms, K1 and K2 are physical characteristics of
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the ferromagnetic metal. The factor increases with increasing magneto-crystalline

anisotropy, i.e. with increasing K1 and K2 and it decreases with increasing Ms.

11.2.2

In Situ Magnetic Characterizations

Standard characterization techniques of magnetic materials and systems include

the magneto optical Kerr effect (MOKE) [32], superconducting quantum interfer-

ence device (SQUID), ferromagnetic resonance (FMR) [33], vibrating sample mag-

netometer (VSM) and alternating gradient field or force magnetometer (AGFM)

[34]. All these techniques allow the recording of hysteresis loops M–H of macro-

scopic samples (variations of M as a function of H, see Fig. 11.2). Other techni-

ques, like MOKE microscopy [35] and magnetic force microscopy (MFM) [36],

allow local probing, with 500 nm to 100 nm or less lateral resolution, of the mag-

netization of the sample. Spin polarized STM [37] has recently emerged and allows

magnetic characterization at the atomic scale.

In the case of the electrodeposition of iron group metals, fast surface oxidation

is anticipated in air, which likely alters the PMA. Hence ex situ measurements re-

quire capping of the magnetic films with a noble metal [14, 15]. The plots MR=MS

shown in Fig. 11.2(c) were obtained with electrodeposited Co/Au(111) layers

capped in situ with a copper layer (CuSO4 was added to the solution at the end of

deposition to deposit Cu at �1.15 VMSE without exposing the sample to air) [15].

The cobalt thickness was measured using Rutherford backscattering for accurate

correlations between MR=MS and tCo. These curves clearly demonstrate strong

PMA since, as discussed later, the KS values derived from these data are larger

than for the corresponding MBE layers (see later, Table 11.1). In situ magnetic char-

acterizations present, however, more versatility to investigate independently the two

Table 11.1. KS and t� values of Co/Au(111) layers.

Structure[a] t*/ML KS/erg cmC2 KS
Down/erg cmC2 KS

Up/erg cmC2

Cu/Co/Au(111)

ED (�1.3 V) [15] 7.2 0.78 0.72[b] –

ED (�1.6 V) [15] 6.2 0.72 0.66[b] –

MBE ([61]) 6.6 0.64 0.58 0.06

Medium/Co/Au(111)

Sulfate [16] 1.6 0.21 – �0.51[c]

Thiocyanate [16] 4 0.46 – �0.26

UHV [3] 4 0.58 �0.28[c]

aMBE ¼ molecular beam epitaxy; ED ¼ electrodeposition. bValue

estimated using KS
Up ¼ 0:06 erg cm�2 for the Cu/Co interface. cValue

estimated using KS
Down ¼ 0:72 erg cm�2 for the Co/Au(111) interface.
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interfaces (e.g. Co/Au and Co with its outer environment) and therefore explore the

influence of surface chemistry on magnetization at the nanoscale, like in UHV

studies, provided that the technique is sensitive enough. Another advantage of in
situ measurements is accurate correlation between the film’s thickness and the

magnetization without capping the film with a noble metal (see experimental pro-

cedure below).

A few groups have developed highly sensitive in situ AGFM [16, 17, 38, 39]

and MOKE measurements [39–42] whose configuration and operating conditions

were adapted to the electrochemical environment. As shown below, our group has

achieved sub-monolayer sensitivity with custom built in situ AGFM and in situ
MOKE set-ups. The principle of both techniques and the performances of our ex-

perimental set-up are briefly detailed in the following paragraphs.

11.2.2.1 Alternating Gradient Field Magnetometry (AGFM)

For these experiments we used a set-up built at the Laboratory of Magnetism

(UFRGS, Porto Alegre, Brazil): the sample is fixed on a glass rod itself held by a

piezo-electric element (Fig. 11.3(a)). The alternative magnetic field gradient ‘B is

generated by two small coils at a frequency equal to that of the free mechanical res-

onance of the system ‘‘rodþ sample’’ (in the range 10–100 Hz) to apply a force

M � ‘B on the sample and excite the free mechanical oscillations of the system.

Figure 11.3. (a) Principle of AGFM: a light

sample is hanging at the extremity of the

glass rod, itself connected to a bimorph

piezoelectric element. The alternative field

gradient ‘B generated with the two coils

in anti-Helmholtz configuration applies a

force F@M � ‘B on the sample, which

excites the free oscillations of the

‘‘rodþ sample’’ ensemble (frequency o0) and

generates an alternative voltage at the

bimorph measured with a lock-in amplifier.

Note that B ¼ 0 in the middle of the two

coils. The external field H is applied with an

electromagnet (not shown). (b) Principle of

MOKE: a laser light is linearly polarized with a

polarizer illuminates the sample. The reflected

beam is splitted into two beams. Photodiode

2 measures the intensity of the first beam and

yields the sample reflectivity, and Photodiode

1 measures the intensity of the second beam

after crossing the analyser, and yields the

MOKE signal multiplied by the reflectivity. A

coil in the vicinity of the sample allows

application of an external magnetic field.
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The amplitude of oscillations is detected by the piezo-electric element through a

lock-in amplifier. The AGFM signal is therefore an alternative voltage proportional

to the component of M which is parallel to the vector ‘B. The components M? (H
perpendicular to the surface) and M== (H in the surface plane) are measured with

different sample holders. The time resolution of this electrochemical AGFM is 3

data points per second, i.e. a complete hysteresis loop necessitates@3 min, and

its sensitivity limit is 0.1 ML of Co.

11.2.2.2 Magneto Optical Kerr Effect (MOKE)

MOKE is based on the rotation of the polarisation of a polarised light when it is

reflected on a magnetic material. The Kerr rotation angle yKerr is proportional to

the vectorial product MnE, where E is the electric field of the incident light [43,

44]. In the set-up built at our laboratory (Fig. 11.3(b)), the laser beam which is po-

larised linearly with a polarizer, reflects onto the sample and then splits into two

beams: one for measuring the sample reflectivity and the other, which crosses an

analyser, for measuring yKerr. At normal incidence, as depicted in the figure,

PMOKE (P ¼ polar) is only sensitive to the projection of M on the surface normal.

The time resolution of this set-up is 1000 data points per second, i.e. we can ac-

quire a full hysteresis loop in less than 1 s, and its sensitivity limit is 0.1 ML of Co.

11.2.3

Description and Exploitation of in Situ Magnetic Measurements

A typical in situ AGFM experiment consists in depositing (phase A), stabilizing the

deposit (phase B) and stripping the layer (phase C) while recording the transients

of current and magnetization at a fixed field H (Fig. 11.4(a)). The example con-

cerns Co deposition on Au(111) with the field parallel to the surface. Because of

the slow sampling rate of the AGFM technique, phase B must be a few minutes

long to record a complete AGFM hysteresis loop (HL) M–H at a fixed film thick-

ness. An in situ MOKE experiment is similar except that one sweeps the field H
continuously to record 2 to 5 hysteresis loops per second thanks to the superior

sampling rate of the technique. Much more complete information is therefore ob-

tained: Fig. 11.4(b) presents a series of PMOKE M–H loops (H normal to the sur-

face) acquired every second during the growth of the first two monolayers of cobalt

on Au(111). After phase B (which may be omitted in MOKE experiments), the film

is dissolved by sweeping the potential anodically and the measure of the anodic

charge Q A is converted into a film thickness tM. By repeating this routine for in-

creasing deposition times, the dependence of the magnetic signal on the layer

thickness is obtained.

In situ magnetic measurements give several pieces of information. The first is

the magnetization reorientation transition with increasing thickness. In the case

of AGFM, it is necessary to record the two transients of magnetization at fixed field

with the field perpendicular and parallel to the sample surface (separate experi-

ments). One may also record M–H loops with the routine in Fig. 11.4(a). In the
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case of MOKE real time recording of the M–H loops provides in one experiment

the whole information by measuring the time dependence of the ratio MR=MS

plus the coercive field. Another important piece of information is the variations of

the magnetic moment per atom since, in the case of ultrathin magnetic layers, mM

may depend on the film thickness [24, 45] and is also influenced by the incorpora-

tion of impurities or foreign species and even by the controlled adsorption of mol-

ecules on the surface [27, 28]. To determine mM the sample must be magnetically

saturated. In that case MS is simply proportional to the deposited volume:

MS ¼ KmMAtM ¼ RMtM ð11:11Þ

where A is the electrode surface area and K an instrumental constant. Therefore,

measuring RM ¼ MSðtMÞ=tM ¼ AKmM gives insights into the thickness depen-

dence of mM. Examples of such data exploitation will be presented in the next

section.

Figure 11.4. (a) Routine of potential used for

an in situ AGFM experiment. The example

concerns Co/Au(111) growth with the field H

parallel to the surface plane. The solution

composition is 1 mM CoSO4, pH ¼ 3:5. In

phase A, the potential is stepped negatively to

�1.3 V to deposit cobalt; in phase B the

potential is stepped back to a rest potential

(at �1.15 V) to stabilize the films and record

an hysteresis loop M–H. In phase C, the film

is dissolved and the charge Q A is converted

into an equivalent cobalt thickness tCo. The

potential, the current and the magnetization

M at fixed H are recorded. (b) Series of M–H

loops recorded every second by in situ PMOKE

(perpendicular configuration) during the

deposition of the first 2 ML of Co on Au(111).

Note the open and square loop.
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11.3

Electrochemical Growth and Magnetic Properties of Iron Group Films on Au(111)

In this section we compare the nucleation and growth modes, and the structure of

the three metals. We also compare the structural results with previous work on the

same films prepared by resistive evaporation in the UHV. These studies showed

that the nucleation of Ni [46], Co [47] and Fe [48, 49] on Au(111) is driven by place

exchange. Because of the large surface density of nuclei, this specific nucleation

process results in rough ferromagnetic layers due to 3D growth (the lateral expan-

sion of the initial clusters is limited by their coalescence).

Another important issue motivating this work is to correlate the structure of

electrodeposited ultrathin layers with their magnetic properties, which had not

been studied before. Indeed, Co and Fe/Au(111) MBE layers present PMA while

Ni/Au(111) layers do not present PMA [3]. The in situ magnetic measurements de-

scribed below demonstrate the good quality of the materials grown by electrodepo-

sition, since PMA is observed with Co and Fe, in spite of the strong sensitivity of

this phenomenon to interface imperfections and contaminations. Electrodeposited

Ni/Au(111) layers present a 6 ML-thick magnetically ‘‘dead layer’’, likewise the

MBE layers [3]. Above this thickness an in-plane magnetization is observed.

11.3.1

Electrochemistry of Au(111) in Iron Group Metal Solutions

In this section all potentials are quoted versus the mercury sulfate electrode (MSE).

The voltammograms of Au(111) in the three 1 mM metallic sulfate solutions of pH

3.5 are shown in Fig. 11.5. A common feature is the presence of a cathodic peak

at �1.15 V corresponding to the proton reduction reaction (Hþ þ e� ! 1
2H2). The

second cathodic peak corresponds to metal deposition (M2þ þ 2e� ! M) and the

anodic one to the dissolution of the deposited layer (M ! M2þ þ 2e�). As the po-

Figure 11.5. Voltammograms of Au(111) in 1 mM NiSO4 (a), 1 mM

CoSO4 (b) and 1 mM FeSO4 (c) solutions of pH 3.5 (after Ref. [56]).

The sweep rate is 50 mV s�1 in all cases. A mercury sulfate electrode is

used as a reference. The cathodic peaks correspond to Hþ reduction

and metal deposition. The anodic peak corresponds to metal

dissolution.
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sition of the deposition peak is more negative than that of the proton reduction,

the latter reaction takes place in parallel with the deposition of the three metals.

For nickel (Fig. 11.5(a)) the deposition peak is positioned at �1.4 V and the disso-

lution starts at �0.7 V. In the case of cobalt, there are two cathodic peaks for Co

deposition: a narrow peak at �1.3 V (Fig. 11.5(b)), which corresponds to the forma-

tion of the first cobalt bilayer, and a broader one at �1.4 V, well resolved at a sweep

rate of 10 mV s�1 (not shown), which corresponds to the growth of additional co-

balt atomic planes [50]. The dissolution starts at a more negative potential than for

Ni. Iron deposition occurs at an even more negative potential (peak at �1.5 V) and

the dissolution peak is also shifted negatively.

Voltammetry evidences therefore that the hydrogen evolution reaction (HER)

Hþ þ e� ! 1
2H2 occurs in parallel to the electrodeposition of the three metals. It

is a complex multistep reaction involving an adsorption step of H on the metal sur-

face [51]. The role of HER may therefore be critical regarding the magnetic proper-

ties and the growth modes of electrodeposited magnetic layers. It is for instance

known that H-adsorption on Ni growth in the UHV promotes fast Ni on Ni surface

diffusion [52]. The H-adsorption at the electrochemical interface should therefore

favor 2D growth. However, as soon an OH layer forms, the greater electronic cor-

rugation of the surface likely reduces surface diffusion [53] and affects the result-

ing film morphology. Concerning magnetism the HER might, however, be detri-

mental, since it often leads to H incorporation, a phenomenon that often reduces

the magnetization of layers, particularly in the case of Ni and Fe which easily ab-
sorb hydrogen [51].

11.3.2

Ni/Au(111)

11.3.2.1 Morphology and Structure

UHV studies of Ni/Au(111) MBE growth focused on the nucleation stage which is

driven by place exchange of the Au atoms at the elbows of the 22� ffiffiffi
3

p
surface re-

construction surface by Ni atoms. The place exchange is favored by the larger sur-

face energy of Ni compared to Au [46]. No data are available concerning multilayer

Ni films. In the electrochemical environment, a place exchange mechanism is also

observed at very small overpotentials [54, 55]. On increasing slightly the overpoten-

tial a Ni monolayer grows until complete coverage of the surface (Fig. 11.6(a),

U ¼ �1:15 V). Another characteristic of the sub-monolayer Ni film is the strongly

anisotropic needle growth starting from the reconstruction elbows or from the step

edges, perpendicular to the domain walls of the reconstruction pattern. The nee-

dles are n� 11 Å in width, with n an integer 1a na 5. However for n > 5, the

needles expand laterally and a disordered moiré pattern appears simultaneously.

These observations reproduce those reported by Magnussen and coworkers [54,

55]. At potentials more negative than �1.3 V the nucleation becomes homogenous

on the gold terraces and the growth of the first monolayer is isotropic (Fig. 11.6(b)).

The growth proceeds then in a layer by layer fashion, which results in very smooth

films. The ordered hexagonal moiré on the second Ni plane (period 20G 1 Å) sug-
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gests a NiaNi spacing distance of 2.5 Å, which is very close to the bulk value in

Ni(111). The moiré orientation pertains further to the alignment of the Ni(111) lat-

tice with the Au(111) lattice. More details can be found in Ref. [56].

11.3.2.2 Magnetic Properties

Likewise evaporated Ni/Au(111) layers [3] electrodeposited Ni films exhibit the

same magnetic characteristics. Fig. 11.7(a) shows a series of M–H loops recorded

by AGFM during phase B of the routine in Fig. 11.4(a) with H applied parallel to

the surface and for increasing film thickness. The data call for three observations:

(i) All M–H loops are square (Fig. 11.7(a)) which indicates a fully in-plane magne-

tization in accordance with previous works in the UHV [3]. (ii) The magnetiza-

tion at zero field (MR) drops to zero at about 9 ML (Fig. 11.7(b), open squares).

(iii) No magnetic signal is measurable below@6 ML (Fig. 11.7(b), filled circles),

which suggests that ferromagnetism vanishes completely below this thickness

(the detection limit of our AGFM corresponds to 0.3 ML of nickel or 0.1 ML of

cobalt).

The decrease in MR (Fig. 11.7(b), open squares) may be attributed to the

known decrease in the Curie temperature TC close or below room temperature

with decreasing Ni thickness. TC is the temperature of the ferromagnetic/

superparamagnetic transition. A system is ferromagnetic below TC only. Near

TC the magnetic moment varies as M@ ð1� T=TCÞb (the value of b depends

on the system dimensionality and the number of degrees of freedom for the

spin reorientation. In two dimensions theory predicts b ¼ 0:125) [24], and the

theoretical decrease in TC with decreasing thickness is given by the expression

TCðtMÞ=TCðbulkÞ ¼ 1� ðt0=tMÞl where t0 is the critical thickness below which the

film is paramagnetic for all temperatures (TC ¼ 0) and the value of the exponent l

depends on the model (l@ 1:5) [24]. Experimentally the critical Ni thickness deter-

mined from the decrease in MR (9 ML) is significantly larger than that observed in

Figure 11.6. In situ STM images of Ni growth from a 1 mM NiSO4

solution at �1.15 V (a) and �1.3 V (b). The numbers in image (b)

indicate the local thickness expressed in ML (after Ref. [56]). Frames

(a)–(b) are respectively 1040� 1080 Å2 and 1100� 1000 Å2. Notice the

layer by layer growth.
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the UHV studies (@5 ML) [24, 45]. The reason for this discrepancy is discussed in

the next paragraph.

Figure 11.7(b) evidences also that the magnetic moment per atom decreases at

low Ni thickness since RNi (filled circles) decreases with tNi (see Eq. (11.11)). RNi

drops to zero below 6 ML, which suggests that the first 6 ML can be considered as

a magnetically ‘‘dead layer’’, a phenomenon which has been observed with Ni

layers deposited by other techniques and has been investigated theoretically [57,

58]. In our case the incorporation of H into electrodeposited Ni films was proven

on comparing the physical thickness of the electrodeposited Ni films measured by

RBS (tRBS) with that given from the electrochemical dissolution charge of the film

(tNi): The plot of the ratio tNi=tRBS as a function of tRBS (Fig. 11.7(c), open circles)

remarkably evidences the H-incorporation during the growth of the first 5 ML of

nickel, which may explain the vanishing of ferromagnetism below this thickness.

11.3.3

Co/Au(111)

11.3.3.1 Morphology and Structure

The nucleation of Co on Au(111) in UHV takes place at the elbows of the Au recon-

struction, by the same place exchange mechanism and for the same energetic rea-

sons as for Ni [47], which results in a rough morphology. The replication of

the reconstruction pattern was used to self-order Co clusters on vicinal Au(111)

surfaces [59].

In the electrochemical environment, Co nucleation takes place also at the elbows

of the Au(111) reconstruction. However, this necessitates applying a very small

Figure 11.7. In situ magnetic properties of Ni/Au(111) layers with the

field applied parallel to the surface plane (AGFM measurements): (a)

M–H loops recorded during phase B of Fig. 11.4(a), for different layers

grown at �1.4 V. (b) Plots of RNi (�), MR (i) (left-hand side vertical

scale) and tNi=tRBS (o) (right-hand side vertical scale) as a function of

the Ni coverage. The value of MR was divided by 20 to fit the same

vertical scale as RNi. Note the close correlation between the decrease

in RNi (resp. MR) below 6 ML (resp. 8 ML) and the incorporation of

hydrogen into Ni during the growth of the first 5–6 ML. See text for

more explanation. After Ref. [62].
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overpotential, at which the lateral growth becomes hindered after a while, probably

because of Co hydroxide formation induced by the increase of the local pH. In situ
STM measurements show that for an overpotential large enough (U < �1:25 V),

cobalt grows as biatomic islands of apparent height 3.4 Å due to a different tunnel-

ling barrier on Au and on Co [56]. The nucleation is selective at the gold step edges

for U < �1:3 V (Fig. 11.8(a)) and it becomes homogenous on terraces at �1.6 V

Figure 11.8. Co growth from a 1 mM CoSO4 sulfate solution,

pH ¼ 3:5. (a), (b) In situ STM images of submonolayer films deposited

at �1.3 V (a) and �1.6 V (b). All islands are biatomic ([60]). Note the

different island densities. (c) Plot of tCo as a function of deposition

time, showing the larger growth rate of the first 2 ML. (d) In situ STM

image showing Co growth after addition of thiocyanates to the

solution. A Co UPD layer is imaged at �0.8 V (bottom) and 3D growth

is observed at �1.3 V (top) (after Ref. [16]). STM frames are

respectively 1500� 1500 Å2 (a), (b) and 900� 900 Å2 (d).
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(Fig. 11.8(b)). As a result, for constant cobalt coverage, the island average size is

smaller at �1.6 V. The following growth step is the lateral expansion of the Co is-

lands until complete coverage of the gold surface. Only after the completion of the

Co bilayer does the next Co atomic plane start growing and growth proceeds then

in a layer-by-layer fashion [15, 56]. Electrochemical measurements confirm that the

growth rate depends on the number of deposited atomic layers: the growth rate of

the first 2 ML is about 4 times larger than that of subsequent atomic layers (Fig.

11.8(c)). The same trend is observed for all deposition potentials [56]. Adding trace

amounts of thiocyanates (SCN�) results in profound alterations of the above

scheme, as shown in Fig. 11.8(d) [16]. In the first place anion-induced Co UPD

(under potential deposition) occurs and, atop of this monolayer, 3D nm-sized Co

clusters grow randomly.

From a structural viewpoint, the hexagonal moiré pattern (28 Å) observed by

STM on top of the cobalt bilayer grown from the sulfate-containing solution (Fig.

11.8(b)–(c)) indicates the presence of residual strain (@4%), which progressively re-

duces upon further deposition (@2.5% for a trilayer) [15]. The strain relief mecha-

nism involves Au/Co intermixing at the interface, as evidenced by the presence of

nm-sized alloy islands just after the dissolution of the cobalt layer [15, 56]. Ex situ
X-ray diffraction and EXAFS measurements [15], after capping Co with Cu or Au,

give evidence of the epitaxial growth hcp Co(0001)/Au(111) with the c axis perpen-
dicular to the surface plane and with no rotation of the Co lattice with respect to

the gold lattice. No structural information is available for Co layer electrodeposited

in the presence of thiocynates.

11.3.3.2 Magnetic Properties

MBE bare and capped Co/Au(111) layers are a prototype system exhibiting inter-

face PMA which has been investigated in many groups [3]. For Cu-capped Co films

deposited on Au(111) an overall interface anisotropy constant KS ¼ 0:66 erg cm�2

was found [61]. As shown in Table 11.1, electrodeposited Cu/Co/Au(111) films

present also perpendicular anisotropy, which is comparable in strength (KS ¼ 0:72

to 0.78 erg cm�2 and t� ¼ 6 to 7 ML) [15]. This result is remarkable because the

MBE and electrodeposited layers have quite different morphologies. This is a

strong indication that a sharp interface is obtained by electrodeposition since

PMA is mainly due to an interface effect in this case. The slightly larger KS value

found for films electrodeposited at �1.3 V (see Fig. 11.2(c) and Table 11.1) is attrib-

uted to a contribution of the residual elastic strain at the Co/Au interface. Deposi-

tion at �1.6 V promotes a larger density of stacking faults in the cobalt layer due

the larger growth rate at this potential, which lowers KS. After this result we fo-

cused on in situ magnetic measurements.

In order to probe the presence of PMA in bare Co films electrodeposited on

Au(111) we performed in situ AGFM and MOKE experiments (with the field ap-

plied perpendicularly to the surface H?). Figure 11.9(a) presents a series of transi-

ents M–time measured at different deposition potentials using electrochemical

AGFM at fixed field H? ¼ 600 Oe. All curves present a sharp peak within the first

10 s of deposition. The amplitude of the peak is almost independent of the applied
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potential and its maximum corresponds always to an equivalent cobalt thickness

of@1.6 ML or a surface coverage 0.8 (the first Co islands are biatomic, see STM

observations in Fig. 11.8). In situ AGFM hysteresis cycles (not shown) showed

that for a Co thickness < 1:6 ML, M is strictly perpendicular to the surface, which

is consistent with the fact that the M–time peak amplitude is independent of

the applied field. They also show that the peak maximum corresponds also to

MR=MS @ 0:7, i.e., the Co thickness at the peak maximum is t�. After the peak,

the hysteresis cycles are linear and reversible, indicating an in-plane magnetiza-

tion. In correspondence, M presents a linear dependence as a function of time as

expected from Eq. (11.10). The mean slope is relatively large because of the large

K1 and K2 values of cobalt. A close inspection of the transients M–time evidences

Figure 11.9. Magnetic properties of Co/

Au(111) layers. (a) In situ AGFM transients of

magnetization M–time recorded at different

potentials (as indicated in the figure). The

field is applied perpendicular to the surface

(H? ¼ 600 Oe). The first peak indicates out-

of-plane magnetization. A reorientation

transition out-of-plane ! in-plane magnetiza-

tion occurs above 10 s (after Ref. [62]).

(b)–(d) In situ MOKE measurements: Tran-

sients M–time at different potentials (b); thick-

ness dependence of HC (c) and MR=M (H ¼
1000 Oe) (d) (after Ref. [63]). Notice the poten-

tial dependence of the maximum of HC and

of the rise of the MR=M (H ¼ 1000 Oe)

(potentials are indicated in the figure).
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a second peak when �1.4 V < U < �1:2 V, which is discussed below. The maxi-

mum corresponds to 2.6 ML of cobalt. The same transient measurements in the

thiocyanate-containing solution also give a peak of perpendicular magnetization,

whose maximum corresponds to 4.4 ML [16].

The bottom of Table 11.1 compares the t� values for Co/Au(111) layers grown in

different solutions, determined as the thickness corresponding to the peak maxi-

mum of the M–time transient. KS was then calculated by inverting Eq. (11.8). t�

(or equivalently KS) is drastically smaller than in the case of capped layers. The de-

composition KS ¼ KS
Down þ KS

Up evidences that the difference in KS is due to the

upper interface because the anisotropy of the Co/Au interface (KS
Down) is identical

for the different systems. The negative value of KS
Up in the sulphate-containing

solution means that the cobalt/solution interface tends to align M in the plane of

the sample. In the thiocyanate-containing solution, KS
Up is also negative but its

contribution is smaller. This difference between the KS
Up values in the sulfate

and the thiocyanate solutions might be due to the different Co deposit morpholo-

gies. However, we checked that introducing thiocycanate species in the sulfate so-

lution after the deposition of 3–4 ML of cobalt is enough to induce a reorientation

transition in-plane ! out-of-plane of M. This is a direct proof that specific thiocy-

canate adsorption on cobalt has a strong influence on the overall PMA. Neverthe-

less, its contribution to PMA remains smaller than that of a Cu capping (see Table

11.1).

One intriguing result derived from AGFM transient measurements is that each

of the two peaks in the M–time transient (Fig. 11.9(a)) corresponds to a cobalt

thickness (1.6 ML and 2.6 ML) that is independent of the deposition potential. It

is difficult to address the origin of the peaks without complementary information.

Moreover, no correlation was possible between the observed magnetic behavior

and, for example, the size of the Co islands, which depends critically on the depo-

sition potential, as shown by STM. Such details are important to understand the

magnetic properties of the electrodeposited Co films, and might be accessed by de-

termining the ratio MR=MS as well as the coercive field (HC) as a function of the

Co coverage. The high sampling rate of our MOKE set-up allows the acquisition of

hysteresis cycles every 0.5 s and thus gives access to the full cycle at every stages of

the growth.

The result of the analysis of a complete sequence of M–H loops is presented in

Fig. 11.9(b)–(d). The magnetisation curves at a 500 Oe applied magnetic field as a

function of the deposition time present the same features as those obtained by

AGFM (Fig. 11.8(b)). This similarity indicates that the data correction we perform

to extract the MOKE magnetic signal is quite reliable and correct. The coverage de-

pendence of HC is a bell curve: starting from zero, HC goes through a maximum

for a coveragea 2 ML, corresponding to the first AGFM peak (Fig. 11.9(a)) and re-

turns to 0 above@2 ML (Fig. 11.9(c)). The key information is that the maximum of

HC increases from 40 Oe to 370 Oe when the deposition potential varies between

�1.45 V and �1.26 V, i.e. when the mean size of the Co biatomic islands decreases

as observed by STM (Fig. 11.8). The wider the islands the larger is HC. This behav-

ior resembles that of particles that are small enough (less than 10–100 nm) to be
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considered as a macro-spin [64]. However, this kind of direct correlation is difficult

because the magnetic interaction energy between neighboring Co islands as well

as the magnetic anisotropy should be taken into account for a correct description

of this behavior. The second important information is the variation of MR=MS

with the Co coverage and the deposition potential. Bell curves are again observed:

MR=MS increases from zero, reaches a saturation value and returns to 0 above@2

ML (Fig. 11.9(d)). The decrease in the maximum value for deposition potentials

lower than �1.4 V may be assigned to the fact that the third atomic cobalt plane

nucleates atop the Co bilayer before this latter is completed. Trilayer Co islands

are indeed expected to have an in-plane magnetization. Another intriguing behav-

ior is that the onset of the rise of MR=MS depends on the deposition potential. This

onset corresponds to a Co coverage, or equivalently, a Co mean island size, below

which the remnant magnetization is zero. In other words, the Co islands must

reach a critical size to be ferromagnetic at room temperature. It is reached for a

Co coverage of @0.5 ML at �1.26 V and of @1.5 ML at �1.45 V. This is again

consistent with the STM observations, because the Co island size decreases with

increasing overpotential (Fig. 11.8(a) and (b)). Other studies of the magnetism of

small Co particles support this conclusion [65].

The last point to be addressed is the origin of the two peaks in the magnetization

transients (Fig. 11.9(a) and (b)). We will not go into the details of the explanation of

the first peak because it involves a reorientation of the magnetization, which adds

some complication. We only focus on the second peak, which corresponds to a sit-

uation where the magnetization is always in the plane, which eases the discussion.

Indeed, after the first peak of magnetization the M–H loops (not shown) are

strictly linear and therefore pertain to the in-plane orientation of M. Since the co-

balt thickness is proportional to time after the growth of the first Co bilayer (see

Fig. 11.8(c)), a linear M–time plot should be expected from Eq. (11.10). The pres-

ence of a second peak indicates therefore a nonlinear dependence of M on the Co

thickness. One plausible interpretation is that the anisotropy mainly depends on

the number of Co atoms located at the edges of the Co islands composing the third

atomic layer. Indeed, during the two-dimensional growth of the third cobalt plane

observed by STM [56] the number of step atoms presents a bell dependence with

the atomic plane coverage. Recent UHV studies have evidenced a stronger aniso-

tropy of step Co atoms deposited on Pt(111) [31].

11.3.4

Fe/Au(111)

11.3.4.1 Morphology and Structure

Iron MBE growth on reconstructed Au(111) was investigated by STM [48, 49]. Sim-

ilarly to Ni and Co, Fe clusters nucleate on Au(111) reconstruction elbows and a

metastable pseudomorphic fcc g-Fe(111) monolayer (12% strain) is formed (the g-Fe

phase is thermodynamically stable in the temperature range 910–1400 �C). Subse-
quent iron growth is not layer by layer and the resulting films are rough. Rectan-

gular features are observed above 3.2 ML. This was interpreted as a structural tran-
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sition g-Fe(111) ! of bcc or a-Fe(110) because the [100]bcc lattice spacing of bcc Fe

(2.87 Å) is quite close to the [1–10]fcc Au lattice (2.88 Å). On Cu(111) the same tran-

sition occurs for 2.3 ML [66].

In situ STM observations of Fe electrochemical growth on Au(111) show that the

growth is 3D for U > �1:45 V and 2D for U < �1:45 V [67]. We hereby focus

on the 2D growth at �1.5 V. The process begins with the formation of 1 ML thick

anisotropic features which expand laterally (not shown), whose height is 2.3 Å, in

agreement with UHV-STM observations [48, 49]. The absence of moiré pattern on

the first 2–3 ML (Fig. 11.10(b)), suggests pseudomorphic growth, in analogy with

MBE layers, and subsequent growth is nearly a layer-by-layer process, as shown by

Figure 11.10. Growth and magnetic

properties of Fe/Au(111) layers in 1 mM

FeSO4 solution of pH 3.5. In situ STM

imagesa 2 ML-thick (a) and@3 ML-thick (b)

iron films. Numbers in images are the local

thickness in ML (after Ref. [67]). Frames are

respectively 1000� 1000 Å2 and 2300 �
2300 Å2. (c) In situ AGFM transients of mag-

netization with the field perpendicular (black

line) and parallel (grey line) to the surface

(H ¼ 600 Oe in both cases). Note the reorien-

tation transition out-of-plane ! in-plane

magnetization (after Ref. [70]). (d) Hysteresis

loops M–H recorded in situ of a 2 ML-thick

Fe/Au(111) layer before (�) and after (o) Cu

capping (after [Phys. B 2004]). The field is

applied perpendicular to the surface. Note

the transition out-of-plane ! in-plane

reorientation upon Cu deposition.
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the film morphology in Fig. 11.10(a) and (b). At these coverages, the morphology

of electrodeposited films is much smoother than that of MBE layers. In addition

rectangular features are not observed below 5 ML. The structural transition

g-Fe(111) ! a-Fe(110) seems therefore to appear later than in the UHV.

11.3.4.2 Magnetic Properties

In the UHV, MBE Fe ultrathin films deposited on Au(111) undergo a reorientation

transition out-of-plane ! in-plane of the magnetization around 2.8 ML. The pro-

cess seems therefore strongly correlated with the structural transition g-Fe(111) !
a-Fe(110) occurring around 3 ML [68]. The same process is observed in the case of

Fe/Cu(111) layers [66]. The smaller t�-value of 2.3 ML for Fe/Cu(111) correlates

with the reduced tensile strain in the case of Cu (the mismatch between g-Fe and

Cu is <1% against 12% with Au). Figure 11.10(c) presents M–time transients re-

corded with the field perpendicular (H? ¼ 600 Oe) and parallel (H== ¼ 600 Oe)

during iron electrodeposition at �1.5 V. Note that the almost nonexistent slope in

the M?–time after the peak is consistent with the greater MS value and the smaller

K1 value for iron (Eq. (11.10)). The comparison of the two transients with H? and

H== pertains to a transition out-of-plane ! in-plane of the magnetization for a

coverage of@2 ML [38, 39], a value which is smaller than that obtained for MBE

layers (2.8 ML) (Table 11.2). The difference with respect to MBE layers is, however,

that the magnetization reorientation transition (2 ML) occurs before the structural

transition g-Fe(111) ! a-Fe(110) at 5 ML, which indicates that the Fe/solution in-

terface contributes to align M in the plane, as in the case of cobalt layers. A further

difference with MBE films concerns the M–H loops, which are open and square

down to an iron coverage of 1.5 ML (MR=MS @ 1); by comparison S-shaped loops

with MR=MS f 1 are obtained for 1.5 ML-thick MBE layers [68]. The Curie temper-

ature of 1.5 ML-thick layers must therefore be higher for electrodeposited layers

than for MBE layers. Above 2 ML, reversible loops are measured. Inverting Eq.

(11.8) yields an interface anisotropy constant KS @ 0:72 erg cm�2 (Table 11.2).

We studied the effect of capping a 2 ML-thick Fe/Au(111) layer with a Cu over-

layer. Figure 11.10(d) shows two M–H loops recorded with the field applied per-

Table 11.2. KS and t� values of Fe/Au(111) layers.

Structure[a] t*/ML KS/erg cmC2

Solution/Fe/Au(111) (ED, �1.5 V) [70] 2.8 @0.72[b]

UHV/Fe/Au(111) [68] 2 –

Cu/Fe/Au(111) (ED, �1.5 V) [67] – @1

Cu/Co/Au(111) :MBE multilayer [3] 0.72

aMBE ¼ molecular beam epitaxy; ED ¼ electrodeposition. bValue

estimated from reversible hysteresis loop (see procedure in Ref. [15]).
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pendicular to the surface. The bare layer presents a square and open loop (filled

symbols), which means a strictly perpendicular easy axis of magnetization. After

Cu capping the magnetization is in-plane since a reversible hysteresis is observed

(open symbols). Likewise for MBE Cu/Fe/Au(111) layers [69] reversible hysteresis

loops with no remnant magnetization and a small coercive field are obtained

with electrodeposited layers. Their analysis yields an anisotropy constant KS @ 1

erg cm�2 somewhat larger than the 0.72 erg/cm2 measured with Fe/Au(11) multi-

layers [3]. Table 11.2 summarizes the magnetic anisotropy of different Fe/Au(111)

layers. The origin of the rotation of the magnetization easy axis after Cu deposition

may be related to structural changes, like the partial strain relaxation of the pseu-

domorphic g-Fe layer, upon Cu deposition.

11.4

Concluding Remarks

This chapter demonstrates that electrodeposition is a very suitable technique for

growing epitaxial ultrathin magnetic layers on well defined electrode surfaces. In

particular in situ STM imaging gives valuable information, demonstrating that

clean and sharp interfaces are obtained, which was a critical issue in controlling

the magnetic anisotropy of such systems. Ni(111), Co(0001) and g-Fe(111) epitaxial

layers are grown by being electrodeposited on Au(111). The morphology of electro-

deposited films appears to be much smoother than that of corresponding MBE

layers because of a different growth mechanism at the electrochemical interface:

the step-flow like mechanism is not observed in the UHV. Instead the nucleation

is driven by place exchange in that case, which results in rough layers. An addi-

tional favorable factor might be the H-termination of the surface, which enhances

adatom mobility and therefore flattening of the topography. Indeed, hydrogen evo-

lution takes place during metal deposition. However, in the case of Ni, hydrogen

evolution induces hydrogen incorporation which reduces the magnetization.

From a magnetic viewpoint, these studies have also demonstrated the impor-

tance of performing in situ characterizations, to investigate in real time the proper-

ties of ultrathin layers without capping with a noble metal. In that respect the

larger sampling rate of MOKE allows recording of M–H loops during the deposi-

tion and yields more complete information. Thanks to in situ magnetic measure-

ments, the strong influence of surface chemistry could be evidenced for the first

time at ambient in the case of cobalt. After capping with a metal overlayer, the elec-

trodeposited sandwiched Co and Fe layers present an anisotropy constant KS which

is comparable or larger than for MBE layers.

Future perspectives include exploiting further the potential of electrochemistry

in the preparation of advanced multilayers and the development of technologically

relevant substrates. For instance we have obtained Au(111)/Si(111) buffer films,

which can be prepared either ultraflat or divided into a large density of Au(111)

dots decorating the steps of a vicinal Si(111) surface [71]. These Au layers and
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dots may be used as templates for the growth of magnetic two-dimensional films

or dots [18].
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M. Farhoud, M. Walsh, H. I. Smith,

J. Appl. Phys. 91 (2002) 6848.

21 L. Sun, Y. Hao, C.-L. Chien, P. C.

Searson, IBM J. Res. Dev. 49 (2005)

79.

22 P. N. Bartlett, P. R. Birkin, M.

Ghanem, Chem. Comm. (2000) 1671.

23 D. M. Kolb, R. Ullmann, T. Will,

Science, 275 (1997) 1097; G. E.

Engelmann, J. C. Ziegler, D. M.

Kolb, Surf. Sci. 401 (1998) L420.

24 F. J. Himpsel, J. E. Ortega, G. J.

Mankey, R. F. Willis, Surf. Sci. Rep.,
47 (1998) 511.

25 M. F. Doerner, R. L. White, MRS
Bull., September, (1996) 28.

26 T. Suzuki, MRS Bull., September,

(1996) 42.

27 J. Hong, R. Q. Wu, J. Lindner, E.

Kosubek, K. Baberschke, Phys. Rev.
Lett. 92 (2004) 147202.

28 D. Sander, W. Pan, S. Ouazi, J.

Kirschner, W. Meyer, M. Krause,

S. Müller, L. Hammer, K. Heinz,

Phys. Rev. Lett. 93 (2004) 247203.

29 P. Gambardella, S. Rusponi, M.

Veronese, S. S. Dhesi, C. Grazioli,

A. Dallmeyer, I. Cabria, R. Zeller,

P. H. Dederichs, K. Kern, C.

Carbone, H. Brune, Science 300
(2003) 1130.

30 P. Gambardella, A. Dallmeyer, K.

Maiti, M. C. Malagoli, S. Rusponi,

P. Ohresser, W. Eberhardt, C.

Carbone, K. Kern, Phys. Rev. Lett. 93
(2004) 077203; P. Gambardella, M.

Blanc, L. Burgi, K. Kuhnke, K.

Kern, Surf. Sci. 449 (2000) 93.

31 S. Rusponi, T. Cren, N. Weiss, M.

Epple, P. Buluschek, L. Claude, H.

Brune, Nature Mater. 2 (2003) 546.

32 Z. Q. Qui, S. D. Bader, Rev. Sci.
Instrum., 71 (2000) 1243.

33 M. Farle, Rep. Prog. Phys. 61 (1998)

755.

34 P. J. Flanders, J. Appl. Phys. 63 (1988)

3940.

35 G. Pénissard, P. Meyer, J. Ferré, D.
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12

Electrodeposition and Properties of Nanoscale

Magnetic/Non-magnetic Metallic Multilayer

Films

László Péter and Imre Bakonyi

12.1

Introduction

Driven by technological needs, in the 1980s increased efforts were devoted to

improving methods for the preparation of various nanoscale materials including

metallic multilayers. Several physical deposition techniques such as evaporation,

molecular-beam epitaxy and sputtering were utilized to successfully synthesize

multilayers consisting of alternating stacks of magnetic and non-magnetic layers,

each having a thickness in the nanometer range. Since films of both the ferromag-

netic (FM) Fe-group metals (Fe, Co and Ni) as well as their alloys and the non-

magnetic noble elements (Cu, Ag and Au) can be relatively easily deposited by

electrochemical methods [1], there was an extended activity also in the field of elec-

trodeposited nanoscale multilayers at the same time (this field was reviewed by

Ross [2] up to the early 1990s).

Research on magnetic/non-magnetic multilayers expanded enormously when

it was discovered [3, 4] that Fe/Cr multilayers prepared by physical deposition

methods can exhibit a very large magnetoresistance effect. This phenomenon was

termed ‘‘giant’’ magnetoresistance (GMR) since it was at least an order of magni-

tude larger than the well-known anisotropic magnetoresistance (AMR) of bulk, ho-

mogeneous ferromagnets [5]. It was revealed soon thereafter [6, 7] that sputtered

Co/Cu multilayer films can have a similarly large effect even at room temperature

and in relatively small fields (A1 kOe). The invention of the spin-valve device [8]

utilizing the GMR effect in such nanoscale layered structures then opened the way

to applications. Indeed, read-out heads using a GMR spin-valve structure have be-

come a standard in computer hard-disk drives since about 1997. A useful summary

of GMR sensor applications can be found in Ref. [9]. Such devices are currently

fabricated by one of the physical deposition methods, mainly sputtering.

Research efforts aimed at the production of electrodeposited multilayers with

GMR have also been successful. It was demonstrated in 1993 that this relatively

simple and cost-effective method is also capable of yielding multilayers exhibiting

a large GMR effect, and this finding instigated an extended research activity. Early

work was summarized by Schwarzacher and Lashmore [11] and a more recent re-
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view [12] of GMR studies on electrodeposited multilayer films provides a complete

bibliography of over 90 papers published on this topic by the end of 2004.

The aim of the current overview is to provide a comprehensive introduction to

the field of electrodeposition and the properties of magnetic/non-magnetic multi-

layer films. It was the authors’ pronounced intention to offer a didactic insight into

the field, putting the emphasis on the production method–property relationship

rather than simply listing electrolyte compositions and GMR values in an exces-

sively large number but without a systematic overview. This pursuit will hopefully

help one to find one’s way in the labyrinth of methods, electrolyte compositions,

substrates and layer thicknesses, providing enough guidelines also for the begin-

ners in the field. As far as the properties of nanoscale multilayer films are con-

cerned, this chapter will focus on their structure as well as magnetic and magneto-

transport characteristics. It will turn out that all these features are strongly

interrelated. The GMR behavior is especially sensitive to microstructural features

which, in turn, are determined by the deposition conditions.

It is noted that the electrodeposition of metal and alloy nanowires in porous tem-

plates is discussed briefly in Chapter 3. The nanowires can also be electrodeposited

such that magnetic and non-magnetic layers alternate along the wire length and

these structures can similarly have a GMR effect even larger than in planar multi-

layer films. There is a vast amount of literature on such multilayered nanowires

which is, however, not discussed here and the interested reader is referred to Chap-

ter 3 and to appropriate reviews [11, 13].

12.2

Electrodeposition

Examples of electrodeposition of nanoscale multilayers using a multiple bath

method are very scarce. The subsequent deposition of nanoscale layers cannot be

performed without the danger of corrosion by repeated immersion into different

electrolytes. A system with a rotating cathode combined with a double jet system

was the first viable implementation of the multilayer deposition by using alternat-

ing electrolytes [14]. Later, various alternating injection methods were also sug-

gested [15, 16]. Nevertheless, the overwhelming majority of nanoscale multilayers

have been deposited with the help of a single bath. Therefore, only the single-bath

method with aqueous electrolytes will be discussed below. Comparison of the sin-

gle and dual bath methods can be found elsewhere [2].

12.2.1

Electrolyte Composition

The main components of the electrolytes used for multilayer deposition are the

salts of the layer constituent metals. The salt of the less noble metal is usually ap-

plied in such a high concentration that the electrolyte is almost saturated with re-

spect to this component. Depending on the actual cation and anion(s), the concen-
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tration range of the less noble (magnetic) metal is between 0.6 and 2.3 mol dm�3.

The relatively high concentration of the less noble metal is important for at least

two reasons:

1. The magnetic layer always contains some amount of the more noble non-

magnetic metal. If the concentration ratio of the magnetic to non-magnetic

metal in the electrolyte is high, the non-magnetic component in the magnetic

layer can be decreased to such a level that it does not impact the magnetic prop-

erties significantly.

2. At the electrode potentials where the less noble metals (Co, Ni, Fe) can be

deposited, hydrogen evolution can also take place (i.e., the free energy change

accompanying the hydrogen evolution is negative). The relative importance of

the hydrogen evolution can be diminished if the metal concentration is as high

as possible.

For the same reason why the concentration of the source compound of the mag-

netic metal has to be the maximum, the non-magnetic metal has to be applied in a

very low concentration, usually between 2 and 50 mmol dm�3. Hence, during the

formation of the magnetic layer, the amount of codepositing non-magnetic metal

can be maintained at a sufficiently low level. The composition range in which the

homogeneous alloy of a magnetic and a non-magnetic metal exhibits ferromagnet-

ism can be quite wide. For instance, homogeneous CoaCu alloys are ferromagnetic

down to 33 at.% Co content [17]. However, the non-magnetic metal usually leads to

an undesired increase in coercivity. On the other hand, it is difficult to ensure that

the magnetic layer is indeed homogeneous, especially when the alloying elements

are only limitedly miscible in equilibrium. The consequences of the segregation

of the alloying elements will be discussed below, together with the magnetic

properties.

It has to be mentioned that when depositing more than one kind of magnetic

metal, the composition of the magnetic layer cannot be simply determined from

the concentration ratio of the corresponding salts. This is because the codeposition

of Fe, Ni and Co takes place in an anomalous manner [18]. The anomalous code-

position means that the metal with lower deposition potential can be codeposited

together with the more noble transition metal. Moreover, the molar ratio of the

less-noble metal in the deposit is often much higher than the molar ratio with re-

spect to the total amount of magnetic metal salts in the electrolyte. For instance,

Co-rich deposits can be obtained by using a Ni-rich electrolyte. It is also worthwhile

to note that the composition of the nanoscale magnetic layer is different from that

of the bulk magnetic metal deposited at the same conditions with d.c. current. The

reason for this deviation is that the mass transport limitation of the deposition of

the metal in smaller concentration is pronounced in the case of d.c. deposition,

while the depletion of the electrolyte is not significant in the case of pulsed deposi-

tion which is interrupted by the deposition of the non-magnetic layer.
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Apart from the salts of the metals to be deposited, the electrolyte may have other

components. These components are often identical to those applied in d.c. plating

processes and can be classified as follows:

1. Ionic compounds that do not take part in any sense in the electron transfer

at the cathode, but increase the electrolyte conductivity (for instance, Na2SO4).

Although such components are usually not essential because of the high con-

centration of the salt of the magnetic metal, the inactive ionic solute can help

to maintain a uniform current distribution.

2. Acids or bases that can ensure the stability of the desired pH. Simple pH regu-

lation without a buffering effect can be performed with the help of a strong

acid (such as H2SO4) or base (such as NaOH). Weak acids (such as H3BO3 or

(NH4)2SO4) are also often used. The role of the weak acid is to prevent hydrox-

ide formation when the electrolyte pH changes in close proximity to the cathode

surface. The origin of the pH change is the hydrogen evolution as a side reac-

tion. The importance of the pH stabilization is clearly indicated by the fact that

the magnetoresistance of the multilayer deposit proved to be very sensitive to

the electrolyte pH in each case studied [19–21]. Although there is no general

agreement on the mechanism by which the pH acts as a regulator of the deposit

properties, it has been shown that the decrease in pH reduces the Co dissolu-

tion from Co-containing deposits [19, 22, 23].

3. Complexing agents. The original idea of applying complexing agents in a plat-

ing electrolyte was to make the deposition of a metal possible from a solution in

which the metal ion would not be stable or soluble. For instance, complexed al-

kaline electrolytes can be used for the deposition of metals that form insoluble

hydroxides. This concept has so far not been used in electrodeposition of multi-

layers since practically all studies related to this field applied some more or less

acidic electrolytes. Another issue is that in the presence of a complexing agent,

the current efficiency is often much higher than without this additive. This can

be particularly important in the case of Ni deposition because the overvoltage of

the hydrogen evolution is smallest on Ni among the magnetic metals. The com-

plexing agents may also help to bring the deposition potential of the magnetic

and non-magnetic metals closer to each other. Although the criterion of the

small difference in deposition potentials is rather the prerequisite of the deposi-

tion of homogeneous alloys, complex-containing baths developed for alloy depo-

sition are often adapted for multilayer deposition as well. However, it must be

mentioned that the increase in concentration of a complexing agent leads to a

decrease in the crystallite size of the deposit [24]. This effect is very pronounced

when the deposition is carried out by current pulses, and the deposit obtained

can even be nanocrystalline [25, 26]. The decrease in crystal size, however, is a

disadvantage if the optimization parameter is the magnetoresistance, since the

grain boundaries have a large resistivity contribution compared to which the

spin-dependent scattering is a smaller and smaller fraction as the grain size is

reduced.
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4. Surfactants, levelling agents and brighteners. This class of additives (that com-

prises various organic and inorganic compounds [27]) was developed for the

plating industry in order to ensure a bright and even deposit surface. It has

been verified that these additives are rather deleterious to the magnetoresistance

effect [28–30]. There is no generally accepted theory for the impact mechanism

of these additives even for d.c. plating. Possible explanations range from simple

physical surface blocking to inhibition of the discharge process [29].

It can be seen from the above that electrolytes suitable for depositing multilayers

with GMR have not necessarily been developed from baths used for alloy deposi-

tion. This seems quite natural if one takes into account the difference in the opti-

mization target.

12.2.2

Deposition Conditions of the More Noble Layer

Principally, the deposition of the more noble metal can be carried out either by cur-

rent control or by potential control. Regarding the concentration ratio of the salt of

the more noble metal to the other ionic components, one can say that diffusion is

the major mass transport process of the more noble metal ions and migration is

negligible. Hence, the Nernstian diffusion layer model can be applied. The ion

concentration in the vicinity of the cathode is presented in Fig. 12.1 for various de-

position conditions.

By applying a current control for the deposition of the non-magnetic metal, the

actual layer thickness will certainly be higher than the nominal one (i.e., that calcu-

Figure 12.1. Concentration of the ions of the more noble metal as a

function of the distance from the cathode surface in steady-state

conditions. Dotted line, deposition at the diffusion limited current

density; dashed line, deposition below the diffusion limited current

density (in both cases, deposition can be controlled either by the

current or by applying an appropriate potential). c*, bulk concentration;

dN, thickness of the Nernstian diffusion layer.
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lated from Faraday’s law). This is because the leftover ions of the more noble metal

(i.e., those not discharged by the fixed current) can oxidize the less noble metal

deposited previously. For a CoaCu/Cu multilayer, this exchange reaction can be

written as Coþ Cu2þ ¼ Co2þ þ Cu. The reaction stops when the cathode surface

becomes completely covered by the more noble metal, regardless of whether the

origin of this cover layer is the above described exchange reaction or the electro-

chemical deposition.

In fact, it is very difficult to maintain accurately the diffusion limited current

density by current control. Small concentration fluctuations can lead to either

the exchange reaction or the incorporation of the magnetic metal into the non-

magnetic layer. Both processes are undesirable. For this reason, potential control

can rather be recommended for the deposition of the non-magnetic layer. Never-

theless, remarkably large magnetoresistance ratios can routinely be achieved even

by current control [20], although the actual layer thicknesses are usually markedly

different from the nominal ones.

In the case of potentiostatic deposition of the non-magnetic layer, the potential

can be selected so that dissolution of the previously deposited magnetic layer does

not occur. In the most simple approximation, the deposition of the non-magnetic

metal should be performed at the rest potential of the less noble metal, as mea-

sured in an electrolyte void of the ions of the more noble metal. A more careful

potential selection can be performed by analysing the current transients measured

during the deposition of the more noble metal [22]. A key figure of this optimiza-

tion method is presented in Fig. 12.2. Since the standard potential difference

between the common magnetic and non-magnetic metals is quite large (several

hundreds of millivolts), the deposition of the more noble metal surely takes place

in the diffusion-limited current density regime.

The situation can be more complex if the magnetic layer consists of several mag-

netic elements. In this case, all constituents have different dissolution potentials

and whichever conditions are applied for the deposition of the more noble metal,

the partial dissolution of the magnetic layer is practically unavoidable. The good

strategy in this case is the minimization of the loss of magnetic layer by analysing

the current transients. The most simple guideline is that the deposition potential

of the more noble metal has to be close to the dissolution potential of the main

component of the magnetic layer. A less sophisticated potential selection is also

possible if the dissolution of the magnetic layer is hindered: for instance, Ni be-

comes passive in many electrolytes and hence the potential interval for the deposi-

tion of the more noble metal is higher than for non-passivating magnetic layers.

12.2.3

Deposition of the Less Noble Layer

The major constraint for the deposition of the less noble layer is that it has to be

magnetic. On the one hand, if the current (or cathodic potential) is too low, the

concentration of the non-magnetic metal in the deposit can be so high that the

layer does not exhibit ferromagnetic behavior. However, on the other hand, at very
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high current (or cathode potential) the codeposition of hydrogen may be so exten-

sive that finally no magnetic layer is obtained. The fine optimization must also take

into account that the mechanical stress in the deposit may depend on the deposi-

tion conditions, and the deposit may be spontaneously peeled off from the sub-

strate if the internal stress is too high.

It also may be a problem to overcome the miscibility gap, if any, to obtain a ho-

mogeneous magnetic layer at the atomic scale. For instance, Cu is immiscible with

Co, and Ag is immiscible with any of the magnetic elements under equilibrium

conditions [31]. It is customary to use such electrolytes that promote the formation

of metastable solid solutions and not to allow spontaneous separation during the

deposition process. If the separation of the elements in the magnetic layer can

take place, it gives rise to superparamagnetic behavior (see later).

The deposition mode of the magnetic layer is not as critical as in the case of the

non-magnetic layer. Although current control is thought to result in a more uni-

form layer in the growth direction, potential control also leads to well-defined mag-

netic layers.

Figure 12.2. Current transients recorded for

the potentiostatic Cu deposition pulse during

the electrodeposition of CoaCu/Cu multi-

layers (reproduced from Ref. 22 with kind

permission from Elsevier). Potential intervals:

�560 mV or more positive potentials: The

initial current transient is long, Co dissolution

takes place.

�580 mV: Ideal Cu deposition potential.

A short and merely capacitive transient can

be observed at the beginning of the pulse,

and the cathodic current never exceeds the

steady-state current.

�615 mV and �630 mV: Too negative values.

Co deposition also takes place at the

beginning of the Cu pulse. Co deposition is

finished when copper atoms cover the entire

electrode surface.

�645 mV or more negative values:

Co deposition also takes place in the

steady-state.
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12.2.4

Various Multilayer Deposition Modes

The simplicity of the instrumental background may drive the experimentalist to

use the same method for the deposition of each of the alternating layers of a multi-

layer structure. If both kinds of layers are deposited by current control (or galvano-

static mode, G), the multilayer deposition is termed as G/G mode. Analogously,

applying potential control (or potentiostatic mode, P) for the deposition of both

layers, it is called the P/P mode. It has been argued [20] that it may be advanta-

geous to use a mixed, G/P mode in which deposition of the magnetic layer is car-

ried out under galvanostatic control and that of the non-magnetic layer under po-

tentiostatic control. Commercially available potentiostats do not usually offer this

mixed option which can, however, be realized by using a purpose-made power sup-

ply with appropriate computer software control [20]. If the P mode is applied for

the deposition of any of the sublayers, the accurate regulation of the sublayer thick-

ness requires that a real time current integration is carried out, while in the G

mode the sublayer thickness can be adjusted simply by the pulse length.

Which deposition mode is more suitable for the preparation of multilayers has

often been discussed in the literature. In the most recent study on this topic [20],

it was found that the deposition parameters in each of the G/G, P/P and G/P

modes could be tuned to yield practically the same magnetoresistance curve for

electrodeposited CoaCu/Cu multilayers. However, not necessarily each deposition

mode is capable of yielding multilayers with the specific behavior requested. For

example, a GMR of about 10% at about 10 kOe can be achieved in CoaCu/Cu mul-

tilayers, even with the G/G mode where the exchange reaction is a very active pro-

cess of the Cu layer formation. On the other hand, to get the same GMR magni-

tude in much smaller external magnetic fields (say, in 1 kOe) definitely requires

the P/P or G/P mode by which the dissolution of the Co layer can be substantially

suppressed. These points will be further elucidated below.

It has also been found [32] that the multilayer deposition mode influences the

texture and the microstructure and, thus, indirectly, also the GMR behavior.

12.2.5

Nucleation of the Layers on Each Other

Since the layer thickness in nanoscale multilayers is comparable to the thickness of

an atomic monolayer, the layer growth cannot be described with the layer thickness

as a simple continuum variable. Although the average layer thickness can be accu-

rately controlled down to a fraction of a monolayer by the charge passed through

the cathode during the deposition, the uniformity of the layer thickness is not au-

tomatically provided. Actually, layer by layer epitaxial deposition is rather rare.

The actual nucleation mode is determined by several parameters. Of great im-

portance are, for instance, the A–A, B–B and A–B interaction free energies (where

A and B represent the atoms of the different layers) and the surface free energies at

the metal/electrolyte interface. The former is well known and is also related to the

equilibrium miscibility of the elements. On the other hand, the latter data are avail-
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able for the metal/vacuum interface only [33] and it is difficult to establish them

for such a complicated case as the metal/electrolyte interface.

Besides the energetic parameters of the resulting deposit, the kinetic factors also

cannot be neglected. While the energetic description of the nucleation can be ap-

plied for quasi-equilibrium deposition, the deposition rate during multilayer elec-

troplating can be very high. This is why kinetic parameters such as the surface con-

centration and mobility of the adatoms and/or the intermediates of the discharge

process may also be of importance, since these determine the relative rate of the

grain growth and nucleus formation.

The general experience is that the non-magnetic layer has to achieve a critical

average thickness in order to ensure a pinhole-free separation of the neighboring

magnetic layers. This can be related to the fact that the non-magnetic layer (Cu) is

exposed to a compressive stress, and the three-dimensional grain growth is a favor-

able process as compared to monolayer formation on a surface that is less spacious

than the particular crystal surface of pure Cu. For the same reason, a much smaller

thickness is sufficient to provide the layer continuity for Co in Co/Cu multilayers.

This was revealed from a recent study [34] of electrodeposited CoaCu/Cu multi-

layers prepared under conditions completely suppressing the exchange reaction. It

has been concluded from the MR behavior and the coercive field values that an av-

erage Cu thickness of at least 2.5 nm is required to provide a continuous spacer

layer between the magnetic layers. On the other hand, for such thick Cu layers,

the multilayer behavior indicated that the magnetic CoaCu layers remain continu-

ous down to a thickness as small as 1.1 nm. These findings are in line with the

results of another study of electrodeposited CoaCu/Cu multilayers [35] in which

continuous spacer layers (and hence significant GMR) developed only for Cu layer

thicknesses around 3–4 nm. A minimum sublayer thickness to achieve a full cov-

erage in electrodeposited FeaCoaNiaCu/Cu multilayers was estimated to be 1.5 to

2.2 nm for the magnetic layer on Cu and greater than 3.5 nm for Cu on the mag-

netic layer [36]. The difference in the critical sublayer thicknesses deduced in the

various studies can certainly be attributed to the different deposition conditions.

The different nucleation behavior of Co on Cu as compared to that of Cu on Co

has also been observed for evaporated Co and Cu layers [37].

The non-uniform layer growth during the electrodeposition of multilayers cer-

tainly leads to some undulation of the layer interfaces, although the direct observa-

tion of this undulation is very difficult. The undulation of the layers may be partly

responsible for the inferior magnetoresistance properties of the electrodeposited

multilayers compared to those obtained with some physical methods (see below).

12.3

Properties

12.3.1

Structure

The general rule for the growth of nanoscale multilayers is that a coherent super-

lattice is obtained [38], in spite of the alternation of layers with different composi-
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tions, i.e., with different lattice constants. The formation of a coherent superlattice is

easy to elucidate if the components of the layers in elemental form have the same

stable crystalline form and the lattice mismatch is small. The typical example is the

NiaCu pair that both form face-centered cubic (fcc) crystals with a 2% lattice misfit.

Another common case is when the main constituents of the layers can form

crystals of the same type, but one of them is metastable. This holds for the CoaCu
pair: Co forms hexagonal close-packed (hcp) crystals at room temperature, but at

high temperature the fcc phase is stable. In this case, the Cu layers provide fcc-

conform boundary conditions, and the Co layers are also able to adopt this crystal-

line form since the atomic volume and the total energy of the fcc-Co and hcp-Co

phases differ only slightly at room temperature.

Indeed, a well-defined fcc superlattice was observed for electrodeposited NiaCu/
Cu [21, 39, 40], CoaNiaCu/Cu [19, 32] and CoaCu/Cu [28, 35, 41, 42] multilayers

(in the latter system, a few percent fraction with an hcp structure also appears in

some cases [41, 42], mainly at the substrate side).

The quality of a multilayer is usually characterized, at least from the structural

point of view, by the appearance of satellites on both sides of the major X-ray dif-

fraction (XRD) reflections which was, indeed, observed in many of the reports cited

above. These satellites arise due to the bilayer periodicity of the multilayer stacking

sequence [38]. It should be noted, however, that the presence of satellite reflections

is not at all a prerequisite for the observation of a large GMR. This is exemplified

by the work of Kubota et al. [43] on sputtered Co1�xNix/Cu multilayers with

0a xa 1. The authors reported a clear oscillation of both the GMR with the usual

large magnitudes and the magnetoresistance saturation field for the whole compo-

sition range, whereas the XRD patterns exhibited satellites for Cu layer thicknesses

of at least 2.5 nm only and even those satellites were rather faint. It is typical also

for electrodeposited multilayers that clear satellites only appear for sufficiently

thick Cu spacer layers. A more recent structural study [42] of electrodeposited

CoaCu/Cu multilayers has demonstrated that satellites can be well observed for

samples deposited onto smooth Si substrate with thin Ta and Cu seed layers even

for the third XRD reflections if the Cu layers are sufficiently thick. However, for

multilayers deposited under identical conditions on rough Ti plates, the satellites

were completely missing at all Cu layer thicknesses. This study also revealed that

the structural quality difference between the two sets of samples, as measured by

the appearance of the satellites, does influence to some extent the GMR behavior.

However, this influence is manifested not so much in the GMR magnitude but

rather in the field dependence, in the sense that multilayers on smoother sub-

strates tend to have lower MR saturation fields. As discussed below, all this means

that a better structural quality indicates here a smaller tendency for the formation

of superparamagnetic regions in the magnetic layers.

The rule of the formation of a coherent superlattice also holds when the magnet-

ic layer is multicomponent, and some of the elements in the magnetic layer do not

have the same crystalline form as that of the non-magnetic ‘‘spacer’’ layer. Simply

speaking, the formation of another type of crystal would require a much higher

energy than the ordering of the atoms in the magnetic layer in a less favorable

manner.
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From the viewpoint of structural properties, there is a pronounced difference

between the d.c. deposition of an alloy and the pulse-plating of multilayers. First,

the d.c. deposit does not exhibit a coherent superlattice, and stable phase(s) of each

element can be present. Second, the crystallite sizes in the d.c. deposits and in the

multilayers obtained by pulse-plating are markedly different, namely being typi-

cally much smaller in the former. Third, while the d.c. deposit consists of ran-

domly oriented small crystals along the growth direction, the multilayers are built

up from several hundred nanometer-wide columnar crystals that often extend from

the substrate to the electrolyte side and can have a pronounced texture [19, 21, 28,

35, 40–42]. The multilayer texture may vary with substrate orientation as well as

with the deposition conditions such as, for example, the deposition mode [32] or

the electrolyte composition.

It also has to be noted that the lattice mismatch between the constituent layers

can give rise to a significant level of internal stresses, as a result of which the mul-

tilayer becomes strained [42, 44]. The degree of strain depends also on the individ-

ual layer thicknesses since, evidently, for thick sublayers a part of the stress can re-

lax in the interior of the layers. Such a relaxation cannot occur when both kinds of

sublayers have thicknesses of 1 to 3 nm. Therefore, in such cases the multilayer

system tries to get rid of the internal stress by forming twin boundaries, by tilting

the multilayer planes with respect to the substrate plane or forming smaller grains

[32, 40–42].

In multilayer electrodeposition, the growth features are markedly different,

depending on whether the substrate is appropriate for an epitaxial growth of the

multilayer or not. Of course, in these two cases the resulting multilayer structures

will not be the same either, especially as far as a comparison of the substrate side

and the solution side is concerned.

If the substrate does not promote epitaxial growth, the multilayer is usually

grown to such a thickness that the substrate can be finally removed. This category

can be identified as ‘‘thick’’ multilayers. The substrate removal can be performed

either by a simple mechanical peeling off procedure or by a more complicated

chemical etching, depending on the adhesion to the substrate and the mechanical

and chemical stability of the multilayer itself [39]. If the total deposit thickness is

higher than 1 mm, the multilayer can be produced in a self-supporting form. Below

this limit, the sample has to be fixed to a holder before the removal of the substrate.

If the multilayer is thick, the crystalline properties of the substrate are of minor

importance. The deposit growth soon becomes independent of the substrate and

will only be determined by the deposition conditions such as the electrolyte compo-

sition, electrochemical parameters during the pulses, duty cycle, temperature, and

so forth. If the substrate surface does not favor a coherent deposit growth, the de-

position starts with a fairly disordered nucleation zone that is followed by a more

ordered region with a well-defined texture [41]. The lateral grain diameter in the

ordered region is at least an order of magnitude higher than in the initial zone,

and the texture is also significantly more pronounced. However, as the deposit is

getting thick, the surface roughness increases, and a loss in the preferred orienta-

tion can also be observed. In this aspect, the multilayer electrodeposition obeys the
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same rules as other deposition processes. Namely, the surface roughness increases

with deposition time (i.e., with deposit thickness), and the deposition can be iden-

tified as normal or anomalous, depending on the roughness evolution at low

length scales [45].

If the deposition is initiated on an appropriate seed layer, the multilayer can

readily grow in a quasi-epitaxial way. For instance, the substrate can be a smooth

semiconductor wafer with an adhesion layer (Cr, Ta or Ti) and a seed layer (Cu)

evaporated onto it. In this case, the surface roughness of the substrate can be very

low. The total thickness of the adhesion layer and the seed layer is limited. First, it

has to be large enough to ensure continuous coverage and sufficient electrical con-

ductivity for the electrodeposition. Second, it also has to be small enough so that

the surface roughness remains similar to that of the semiconductor wafer. Third,

it also has to be taken into account that the properties of the deposit will be studied

together with the substrate, and hence a thick seed layer may cause a considerable

shunting effect during the resistivity measurement. The typical compromise is that

the adhesion layer thickness is between 5 and 20 nm, and the seed layer thickness

is in the 15–50 nm range.

If the sample is deposited onto a well-defined seed layer, the entire multilayer

can be thin. In this case, the growth of the sample can remain epitaxial throughout

the total thickness, regardless of whether the texture defined by the substrate is

the most favorable or ‘‘stable’’ growth mode for the electrolyte and deposition

conditions selected. If the typical bilayer number is between 15 and 50, it is ex-

pected that the deviation from the growth mode defined by the substrate will be

insignificant.

12.3.2

Magnetic Properties

In magnetic/non-magnetic multilayers with a sufficiently low level of imperfec-

tions, conduction electrons in the non-magnetic layers can mediate a coupling be-

tween the magnetizations of the neighboring ferromagnetic layers [46]. Depending

on the thickness of the non-magnetic spacer, this coupling can be ferromagnetic

(FM) or antiferromagnetic (AF) and was found to oscillate with varying spacer layer

thickness between the FM and AF type. For CoaNi/Cu multilayers, for example, a

definite AF coupling can be observed at around 1, 2 and 3 nm Cu layer thicknesses

[6, 7, 43], with the strength of the coupling rapidly decreasing with increasing Cu

layer thickness. In the case of an AF coupling, the magnetizations of the neighbor-

ing magnetic layers are aligned antiparallel in the absence of an external magnetic

field. A large GMR effect can be observed by applying a magnetic field high

enough to ensure a parallel alignment of the layer magnetizations, as will be dis-

cussed below.

In an increasing magnetic field, the sublayer magnetizations of AF-coupled mul-

tilayers are all gradually aligned along the magnetic field, as depicted in column 3

of Fig. 12.3. The magnetization process does not exhibit a hysteresis since the mag-
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netization is zero at H ¼ 0. For intermediate Cu layer thicknesses, the coupling is

ferromagnetic and typical FM hysteresis loops can be observed here, which is

similar to the behavior depicted in column 1 of Fig. 12.3 for a homogeneous bulk

ferromagnet. The alternating FM and AF behavior has been well demonstrated

for several multilayer systems, for example, for sputtered CoaNi/Cu [43] and

evaporated Ni83Fe17/Cu [47] multilayers. The saturation field ðHsÞ against the AF-

coupling, as evaluated from the magnetoresistance curves of sputtered CoaNi/Cu
multilayers with high Co-content, is about 4 to 5 kOe at around 1 nm Cu spacer

layer thickness and rapidly reduces with increasing Ni-content beyond the equi-

atomic composition. Thus, Hs reaches a value of about 0.7 kOe for Ni/Cu multi-

layers whereas it is as low as a few hundred Oe beyond a Cu spacer thickness of 2

nm for all Ni contents [43].

It has also been observed, however, that this ideal behavior is not always obeyed

for real multilayers fabricated by any technique (see, for example, Ref. 48 and refer-

ences therein). The most common deviation is the appearance of a FM hysteresis

(Fig. 3, columns 4 and 5) that may occur for several reasons. Thin spacer layers may

contain pin-holes through which a local FM coupling may arise at some places. For

very thick spacers, the AF coupling may become already very weak and, therefore,

the parameters of the individual magnetic layers will dominate the magnetization

reversal process. The latter also holds true if the quality of the interfaces between

the magnetic and the non-magnetic layers does not permit the development of a

substantial AF coupling, even at the optimum spacer layer thickness. A further

mechanism leading to FM behavior of the multilayer is the ‘‘orange-peel’’ coupling

[35] which is of magnetostatic origin and occurs in multilayers with undulated

layer planes or with layer thickness fluctuations. Namely, in such structures the

magnetostatic energy is reduced if the magnetic flux lines cross the spacer layer

Figure 12.3. Schematic magnetization and magnetoresistance

behavior of some magnetic metals and nanostructures. For cases 2 to

5, the LMR and TMR curves are similar in character (MR < 0), the

saturation value of the TMR being at most 2% larger (in absolute

value) than that of the LMR.
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from a hump of one magnetic layer to a closely spaced valley of the neighboring

magnetic layer. Evidently, this will result in an effective FM coupling.

In multilayers with thin magnetic layers, it often happens that some small re-

gions of the magnetic layers become separated (magnetically decoupled) from the

rest. Such small regions can exhibit a superparamagnetic (SPM) behavior if their

size remains below a critical value [49]. The approach of the magnetization of the

SPM regions to saturation can be described with the Langevin function:

LðmH=kTÞ ¼ cothðmH=kTÞ � ðmH=kTÞ�1 ð12:1Þ

where m is the magnetic moment of an SPM entity. The magnetization curve of an

assembly of non-interacting SPM entities is depicted in column 2 of Fig. 12.3.

In electrodeposited multilayers, a FM hysteresis can always be observed. This

hints for a weak, if not vanishing, AF coupling between the layer magnetizations.

On the other hand, the SPM behavior manifests itself only if the volume fraction of

the SPM regions with respect to the FM parts is fairly high, as indicated in column

5 of Fig. 12.3. Also, if the SPM regions are very large and their volume fraction is

not significant, their contribution cannot clearly be distinguished from the saturat-

ing magnetization of the FM parts of the magnetic layers. The SPM contribution

in the magnetization curve is always proportional to the volume fraction of the

SPM regions, and thus this contribution can be well separated from the ferromag-

netic part (see Fig. 12.4).

An important aspect of the multilayer magnetic characteristics is the coercivity.

It is well known for magnetic thin films [49] that the coercive field increases with

decreasing film thickness. It was found that this behavior persists also for electro-

deposited CoaCu/Cu multilayers [34].

Figure 12.4. Schematic presentation of the decomposition of the

magnetization (a) and magnetoresistance (b) into FM and SPM

contributions. The separation of the components also offers an

opportunity to estimate the size of the SPM entity ðmÞ that should be

identical within the error of the method as obtained from the MðHÞ
and MR(H) curves.
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12.3.3

Magnetoresistance

The magnetoresistance is defined as the ratio of the resistivity change due to the

external magnetic field to the resistivity measured in zero external field ðR0Þ. It is
usually given in percentages:

MR½%� ¼ 100
RðHÞ � R0

R0
ð12:2Þ

In some studies, one can also encounter the definition where the normalization is

performed with respect to the resistivity at the maximum external field applied. Al-

though R0 here is formally called the resistivity at zero external field, it may be

more appropriate to take the extreme value of the resistance (either maximum or

minimum) close to H ¼ 0 (this refinement of the definition may be useful for an

MR behavior with splitting as a function of H which is the most common case, see

columns 4 and 5 in Fig. 12.3).

The magnetoresistance of multilayer films is usually measured in the field-in-

plane (FIP), current-in-plane (CIP) configuration. According to the relative direc-

tion of the test current (I) and the magnetic field, one can distinguish the longitu-

dinal (L, HkI) and the transverse (T, H?I) magnetoresistance denoted as LMR and

TMR, respectively.

Depending on the position of the electrical leads on the multilayer film, the mea-

surement method can be classified as the four-point-in-line method and the van der

Pauw method. In the latter mode, the current distribution within the sample is not

uniform, and hence there is a slight admixture of the L and T components of the

magnetoresistance [11].

The magnetoresistance of a particular multilayer sample depends on several pa-

rameters such as the layer thickness, layer composition, undulation of the layers,

interface roughness, component distribution within the magnetic layer, and so

forth. It has also been found that when the AMR of the magnetic layer material is

substantially diminished due to the incorporation of non-magnetic elements, the

GMR magnitude of multilayers containing that kind of magnetic layer is also re-

duced, for example, in CoaCu–Zn/Cu [50] and CoaRu/Ru [51] multilayers.

In ideal multilayers in which the magnetic layers exhibit a clear FM behavior

with a strong AF coupling, the MR curves exhibit a characteristic bell-shaped field

dependence and saturate at a magnetic field necessary to overcome the AF cou-

pling strength (see column 3 of Fig. 12.3).

On the other hand, in a typical granular metal (non-interacting SPM entities em-

bedded in a non-magnetic metallic matrix) the MR curves (column 2 in Fig. 12.3)

exhibit a strongly non-saturating behavior. In such cases the field dependence of

the magnetoresistance is as follows [52]: MRðHÞz ½LðxÞ�2 with the Langevin func-

tion LðxÞ as defined in Eq. (12.1).

If the ferromagnetic layers in a multilayer sample are chemically homogeneous,

continuous and sufficiently separated by the non-magnetic spacer layers and there
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is only a weak or vanishingly small coupling between the magnetic layers, it can be

expected that the magnetic layers will exhibit clear ferromagnetic properties. In

other words, the magnetic saturation takes place, in the absence of a significant

AF coupling, in the same way as for bulk ferromagnets with identical composition

(cf. columns 4 and 1 in Fig. 12.3), and the only difference is that the coercive field

is larger due to the thin film effect [34, 49]. In this case, the magnetoresistance

curve shows saturation at a similarly small field as the magnetization curve, and

the peak position of the MR curve is very close to the coercive field established

from the magnetization curve.

A superparamagnetic contribution may arise when some regions of the magnet-

ic layer are magnetically decoupled from the rest of the magnetic layer (see Section

12.3.2). The difficulty in the estimation of the SPM contribution in the magneto-

resistance from structural data stems from the fact that the electron scattering

probabilities of the FM and SPM regions are not volume-proportional at all but

depend on several factors, among which the mutual spatial arrangements of the

regions is the most difficult to take into account. Figure 12.5 gives an overview of

the magnetoresistance behavior of granular and layered materials with SPM re-

gions. This overview accounts for the character of the magnetoresistance behavior

only and is not intended to describe the magnetoresistance value at the saturation.

Figure 12.5. A hypothetical transition from a granular material to a

perfect multilayer and the expected magnetoresistance contributions.

Structures of types 1 and 2 are obtained during the preparation of

granular materials, while structures similar to types 4 and 5 are

obtained during the pulse-plating of multilayers. No structure with the

intermediate properties (type 3) has yet been identified.
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The L2-type field dependence of the magnetoresistance in granular systems is

related to the fact that both consecutive spin-dependent electron scattering events

leading to a GMR effect take place in SPM regions. However, in multilayers the

abundance of the SPM regions as compared to the FM regions is much smaller,

and hence the consecutive spin-dependent electron scattering events involve at

least one FM region. It has been shown for such cases [52] that here the relation

MRðHÞz ½LðxÞ� holds. On the basis of this relation, it was demonstrated that the

magnetoresistance of electrodeposited CoaCu/Cu multilayers could be separated

into a FM and a SPM contribution [48]. By this method, one can analyze, via the

very sensitive MR measurements, the occurrence of SPM regions in magnetic/

non-magnetic multilayers. This is an important progress since the SPM contribu-

tion leads to a high saturation field of the magnetoresistance and this results in a

reduced magnetic field sensitivity of multilayer field sensor materials. By using the

method of optimizing the Cu deposition potential as described in Refs. [20, 22],

Gong et al. [36] succeeded in suppressing the formation of SPM regions and thus

increasing the GMR sensitivity.

The detailed analysis of the SPM contribution to the magnetoresistance as a

function of the preparation parameters performed by Liu et al. [53] for electrode-

posited CoaCu/Cu multilayers suggested that the SPM regions can be visualized

as ‘‘columnar’’ objects ranging from one Cu layer to the neighboring one. Another

possibility is that the SPM regions responsible for high MR saturation fields are

located in the interfacial regions between the magnetic layers, such as depicted in

Ref. 54. However, further experimental work is necessary, especially by nanoscale

structural and analytical methods, to decide on the actual location and shape of

such SPM regions in the multilayer structure.

12.4

Summary

The sections above clearly show that the study of electrodeposited nanoscale multi-

layers is a highly interdisciplinary field that involves a peculiar blend of electro-

chemistry and solid state physics. No wonder that many of the articles related to

this topic are rather unipolar, depending on whether they deal with mostly electro-

chemical or physical aspects of the field. However, the preparation conditions and

the resulting properties are strongly interrelated. The discussion of the magnetic

and magnetotransport properties well demonstrates the interrelation between de-

position parameters and deposit properties.

Metallic multilayers in general are often considered as prospective materials

because of their favorable mechanical or corrosion properties. These applications

can be satisfied with multilayers exhibiting one order of magnitude higher repeat

lengths than the electron mean free path where the magnetic and electronic trans-

port phenomena already show the bulk properties. The speciality of the nanoscale

multilayers stems from the fact that the repeat length and the electron mean free

path are comparable, and this gives rise to properties such as GMR that cannot be

observed in the bulk form. This also suggests that if electrodeposited nanoscale
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multilayers do come into application, then this might first be expected in the field

of sensors based on the GMR effect.
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