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Preface

Applications of low-temperature plasmas for materials synthesis and process-
ing at nanoscales and fabrication of nanodevices is a very new and quickly
emerging area at the frontier of physics and chemistry of plasmas and gas
discharges, nanoscience and nanotechnology, solid-state physics, and materi-
als science. Such plasma systems contain a wide range of neutral and charged,
reactive and nonreactive species with the chemical structure and other proper-
ties that make them indispensable for nanoscale fabrication of exotic architec-
tures of different dimensionality and functional thin films and places uniquely
among other existing nanofabrication tools. By nanoscales, we imply spatial
scales in the range between ∼1 nm and a few hundred nm (1 nm = 10−9 m).

In our decision to write this book we were motivated by the fact that even
though basic properties and applications of low-temperature plasma systems
had been widely discussed in the literature, there have been no systematic at-
tempt to show the entire pathway from the development of suitable advanced
plasma sources and plasma-based nanofabrication facilities with the required
parameters and operation capabilities to the successful nanoscale synthesis.

We started our research in the area of the plasma-based synthesis of nano-
materials, in a sense, from behind, only in mid-2001 after the establishment
of the Advanced Materials and Nanostructures Laboratory (AMNL) within
the Plasma Sources and Applications Center (PSAC) of Nanyang Technolog-
ical University in Singapore. At that time we had a few RF plasma sources
and also RF diode and DC magnetron sputtering facilities and, inspired by
a number of breakthrough works on plasma-based synthesis of carbon nan-
otubes, nanoparticles, and various nanostructured films, decided to follow
this exciting and very hot direction of research. At that time the nanomateri-
als research was among the top research priorities and we managed to secure
a couple of million dollars in competitive research and infrastructure grants,
established a new Plasma Sources and Applications Center, secured space for
the AMNL, purchased our own field emission scanning electron microscope,
hired people, purchased catalyzed templates and other necessary stuff and
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jumped straight into running experiments on nanostructure synthesis by us-
ing whatever plasma sources were available at that time in the lab.

However, to our great disappointment, we did not manage to reproduce
many of the successful experiments on plasma-assisted synthesis of carbon
nanotube-like structures, although all the recipes had been strictly followed.
On almost the same substrates, at exactly the same substrate temperatures
and working gases the nanostructures either did not grow at all or grew quite
differently; in many cases the quality of the nanopatterns was very far from
what had previously been reported in the literature.

At that time, there existed a widely accepted opinion that in the growth of
carbon nanotubes, the role of the plasma environment is merely in providing
vertical alignment of the nanotubes in the electric field, which originates due
to charge separation in the plasma sheath between the plasma bulk and the
nanostructured surfaces. The role of the ionized gas component was in most
cases simply sidestepped or disregarded. Our disappointment was getting
even worse when we tried to use different plasma rigs and found out that the
results were actually very different in different vacuum chambers, although
the process conditions, including surface temperature, were very similar. That
led us to an intuitive guess that the observed differences had something to do
with the plasma rather than surface conditions.

A bit later, when we realized that the plasma ion bombardment can sub-
stantially modify the surface during pretreatment, and also increase the sur-
face temperature during the actual deposition stage, we tried to maintain the
substrate DC bias, the main control tool of the ionic fluxes crashing into the
surface, the same during the experiments in different plasma chambers. But
the results were not the same again. This led us to an intuitive conclusion that
the plasma does play a prominent role in the nanostructure synthesis and it is
not merely the commonly accepted vertical alignment.

Early in 2003, when trying again and again to synthesize carbon nanotubes
from a mixture of methane, hydrogen, and argon, we inadvertently forgot to
turn an external substrate heater on. This heating element was supposed to
heat our samples to temperatures at least as high as 550–600 ◦C, commonly
used in most of the successful experiments at that time. To our biggest sur-
prise, carbon nanostructures emerged and covered the entire substrate, and
most amazingly, in a fairly uniform fashion! This eventually led us to the
discovery of what we later called the “floating temperature regime”. In this
growth mode, the Ni/Fe/Co-catalyzed silicon substrates do not need to be
externally heated at all and the growth temperatures are about the same as
that of the neutral gas in the plasma reactor (or higher if ion bombardment is
significant). This very unexpected and fascinating result was reported at the
Gaseous Electronics Conference in San Francisco in October 2003.
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Unfortunately, due to significant delays with the reliable substrate temper-
ature and temperature gradient measurements and also bad luck with the ed-
itors and referees of a few journals which publish the results quickly (again,
Murphy’s law!), we did not manage to publish this result until January 2005
(the corrected proof had been published online since March 2004). At about
the same time, the literature was virtually flooded by numerous reports on
“lower, even lower, lowest” substrate temperatures that enable the plasma-
assisted synthesis of various carbon-based nanostructures (just to mention
commonly known single- and multiwalled nanotubes, nanofibers, nanocones,
nano-pyramids, etc.).

This plasma-related “nanotube growth without heating” paradox was even-
tually resolved and conclusively related to the additional heating of solid sur-
faces by the plasma ions; this heating on its own can add more than 100 de-
grees to the surface temperature.

This is just one example evidencing that “the plasma does matter”! Very
fortunately, we realized that reasonably quickly and decided to develop a
new and versatile plasma facility, which would enable a direct control of the
nanoassembly processes by the independently created and manipulated, in a
controlled fashion, low-temperature inductively coupled plasma.

Before that, we had moved a long and thorny way along the trail of plasma
source development and knew which main issues needed to be resolved be-
fore a successful plasma source could be created. Some of relevant attempts
are described in Chapter 2 of this book. Not surprisingly, our new plasma
facility, which soon evolved into the very successful Integrated Plasma-Aided
Nanofabrication Facility (IPANF), turned out extremely useful in synthesiz-
ing not only “trivial” carbon nanotube-like structures but also a large variety
of semiconductor quantum confinement structures of different dimensionality
discussed in Chapter 5 of this monograph.

We emphasize that despite an enormous number of existing research mono-
graphs, textbooks, and edited volumes related to nanoscience and nanotech-
nology on one hand and the physics and applications of low-temperature
plasmas on the other hand, we are not aware of any research monographs
showing a consistent and complete “success story,” which begins from the
development of original plasma sources and processes and ends up with the
evidence of successful synthesis and/or processing of nano-materials.

This monograph is based on collaborative research of the authors and their
teams, which they started in 1999 in Singapore and continue, via a number of
international linkage projects even after Kostya (Ken) Ostrikov moved to the
University of Sydney, Australia and established his own Plasma Nanoscience
research team. Over the years, this collaboration also involved a large number
of researchers from different countries, which eventually led to the establish-
ment of the International Research Network for Deterministic Plasma-Aided
Nanofabrication.
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The scope of this monograph lies within the “Plasma Nanoscience” sub-
field at the cutting edge interdisciplinary research at the cross-roads where
the physics and chemistry of plasmas and gas discharges meets nanoscience
and materials physics and engineering. This work certainly does not aim at
the entire coverage of the existing reports on the variety of nanostructures,
nanomaterials, and nanodevices on one hand and on the plasma tools and
techniques for materials synthesis and processing at nanoscales and plasma-
aided nanofabrication on the other one (even though it provides a very long
but certainly not exhaustive list of relevant publications). Neither does our
monograph aim to introduce the physics of low-temperature plasmas for ma-
terials processing. We refer the interested reader to some of the many exist-
ing books that cover the relevant areas of knowledge [1–11]. This work has
a clear practical perspective and aims to demonstrate to the wide multidisci-
plinary academic and research community how important is to properly select
and develop suitable plasma facilities and processes. This work also poses a
number of open questions, which are expected to stimulate the interest of re-
searchers from different areas toward more extensive use of plasma nanofab-
rication tools.

To make this undoubtedly very “research-heavy” monograph easily under-
stood, at least in very basic terms, to a person with a basic high-school knowl-
edge of physics and chemistry, we decided to write an introductory Chapter 1,
which, first of all, explains what is the plasma, what is the nanotechnology
and how these two things link together. After a brief overview of the main
issues of the nanotechnology and plasma applications in nanofabrication, we
give some basic ideas how to choose the right plasma-based process for the
envisaged nanoscale application. The structure of this monograph will be in-
troduced immediately after the most important things are clarified.

The authors greatly acknowledge contributions and collaborations of the
present and past members of their research teams Plasma Sources and Appli-
cations Center (NTU, Singapore) and Plasma Nanoscience @Complex Systems
(The University of Sydney, Australia) J. D. Long (very special thanks for his
major contribution to the conceptual design and practical implementation of
the IPANF facility), Q. J. Cheng, S. Y. Huang, M. Xu, E. L. Tsakadze, Z. L.
Tsakadze, N. Jiang, P. P. Rutkevych, C. Mirpuri, V. Ng, L. Sim, W. Luo, J. W.
Chai, Y. C. Ee, Y. A. Li, M. Chan, H. L. Chua, I. Denysenko, I. Levchenko, Y. P.
Ren, A. Rider, and E. Tam.

We also greatly appreciate all participants of our international research net-
work, as well as fruitful collaborations, mind-puzzling discussions, and criti-
cal comments of M. Bilek, I. H. Cairns, L. Chan, U. Cvelbar, C. H. Diong, N. M.
Hwang, B. James, M. Keidar, S. Kumar, S. Lee, V. Ligatchev, O. Louchev, D. R.
McKenzie, X. Q. Pan, P. A. Robinson, P. Roca i Cabarrocas, L. Stenflo, R. Storer,
H. Sugai, G. S. Tan, L. Tan, S. V. Vladimirov, T. Woo, M. Y. Yu, and many other
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colleagues, collaborators and industry partners. We also thank all authors of
original figures for their kind permission to reproduce them.

Last but not the least, we thank our families for their support and encour-
agement. Kostya (Ken) Ostrikov extends very special thanks to his beloved
wife Tina for her love, inspiration, motivation, patience, emotional support,
and sacrifice of family time over weekends, evenings and public holidays that
enabled him to work on this book and also to his most patient and diligent stu-
dent and companion Grace The Golden Retriever, who attended all practice
sessions of all his keynote and invited talks in the Plasma Nanoscience area,
and especially for her outstanding guiding skills that enabled all his thoughts
and bright ideas he got during long walks with her.

This work was partially supported by the Australian Research Council, the
University of Sydney, the Agency for Science, Technology, and Research (Sin-
gapore), Lee Kuan Yew Foundation (Singapore), Nanyang Technological Uni-
versity (Singapore), National Institute of Education (Singapore), Institute of
Advanced Studies (Singapore) and the International Research Network for
Deterministic Plasma-Aided Nanofabrication.

Sydney and Singapore
May 2007

Kostya (Ken) Ostrikov and Shuyan Xu
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1
Introduction

For decades, low-temperature (frequently termed “cold”) plasmas have been
extensively used in many industrial applications, just to mention a few: mi-
crostructuring of semiconductor wafers in microelectronic manufacturing; de-
position of various coatings, protective, and other functional layers on solid
surfaces; surface treatment, which includes hardening and modification of
surfaces (e.g., metal tools such as drill bits, cutting blades), welding, drilling,
cutting, and functionalization; chemical synthesis of ceramic and powder ma-
terials; toxic waste and flue exhaust management; all sorts of imaginable
light sources from low-pressure bulb globes and commercial halogen lamps
to high-intensity discharge lamps; plasma engines (ion thrusters) for the next-
century adventures of space rocketeers; water purification, sterilization of
medical instruments; energy converters, plasma antennas, satellite commu-
nication; various tools for isotope separation, materials characterization, de-
tection of radioactive materials; gas lasers, and, of course, plasma TVs and
large-panel displays, which have already found their place in our everyday’s
lives.

Moreover, 99 % of all visible matter in the Universe finds itself in the plasma
state. It is a common knowledge that stars are nothing else but light-emitting
giant hot-plasma balls that generate enormous amounts of heat and electro-
magnetic radiation as a result of nuclear fusion reactions when lighter ele-
ments fuse together and release nuclear energy E according to the famous
Einstein’s formula E = ∆mc2, where ∆m is the so-called defect of mass, which
is a difference between the masses of the reacting species and products of the
nuclear fusion reaction. After years of research and development, incredibly
cheap electricity generated in nuclear fusion reactors is also becoming reality.
Indeed, the International Thermonuclear Experimental Reactor (ITER) (proba-
bly the largest ever R&D project) will allow, for the first time, a positive energy
gain in nuclear fusion reactions, will be commissioned and is just a couple of
tens of years away from its international commercial operation.

Plasmas also play a prominent role in a variety of physical phenomena
in the atmosphere and space. Bright atmospheric glows, solar wind, radio-
emissions, bursty waves, shocks and other space phenomena owe their origin
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to the plasma. Above all, does everybody know that a few-minute-long black-
out in radio-communications during the re-entry of a space shuttle is also a
plasma-related phenomenon?

The reader probably already understood that this monograph is about the
plasma, which can be “cold” and “hot” and has so many natural occurrences
and technological applications, absolutely impossible to cover in a single
book. However, as the title suggests, it is also about nanofabrication and
nanoassembly, which intuitively leads to a guess that this is something to
do with nanotechnology. We intentionally avoided mentioning this very re-
cent application in the first paragraph, which begins with “for decades”! This
cutting-edge application emerged, first of all, because of continuing shrink-
age of microelectronic features in sizes. The present-day ulra-large-scale-
integration (ULSI) techhnology already deals with plasma-etching created fea-
tures (e.g., trenches) as small as 90 nm and is gradually moving, according to
the predictions of the International Technology Roadmap for Semiconductors
(ITRS) [12] toward even smaller ones (∼40–50 nm). It is remarkable that al-
most a half of all process steps in the fabrication of semiconductor wafers and
microchips involve plasma processing! Wafer processing in plasma reactors
nowadays enables one to deposit stacks of barrier interlayers, with each of
them being only a few to a few tens of nanometers thick.

On the other hand, Iijima’s discovery of carbon nanotubes [13] was made
from graphitic soot also synthesized in a plasma! Following this landmark
work, a large variety of nanostructured films, nanoparticles, nanocrystals, in-
dividual nanostructures and their patterns and arrays have been successfully
synthesized by using plasma-based tools and processes. One can thus think
that the plasma indeed has something to do with carbon nanotubes and other
nanostructures, the building blocks of nanotechnology.

However, a proper understanding of the relation between the plasma en-
vironment and fabrication of nanostructures is absolutely impossible without
the knowledge of the main terms used, their basic properties, and typical ex-
amples of using plasmas for materials synthesis and processing at nanoscales.
This is one of the main aims of this chapter. In the following, we will introduce
the basic concepts and terminology (plasma, nanofabrication, etc.) used in
this monograph, illustrate many uses of plasma-based processes in nanofab-
rication, analyze some of the most important issues in the development of
suitable plasma tools and processes, and also explain the logic structure of
this monograph.
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1.1
What is a Plasma?

In this section we will introduce the most essential things the reader needs to
know about the plasma. Owing to an incredibly large amount of knowledge
accumulated to date about all sorts of plasmas and presented in a number of
textbooks [14–17], we will focus only on the plasmas and their properties par-
ticularly suitable for materials synthesis and processing at nanoscales. None
of the discussions in this chapter is exhaustive; our primary aim here is to
provide the minimum amount of knowledge for comfortable reading of the
remaining chapters of this monograph. Some of the basic concepts of nan-
otechnology and its relation with the low-temperature plasmas will be dis-
cussed later in this chapter. So, what is a plasma?

A plasma is generally understood as a fully or partially ionized gas. The
ionization is a process involved in the creation of a positively charged ion
from a neutral atom or a molecule. In this process, one or more electrons are
stripped from the atom/molecule giving rise to a nett positive charge. The
ionization process requires the atom/molecule to transit from the original,
lower energy, to a higher energy, state and thus requires a certain amount
of energy to be transferred to the atom/molecule. This transfer can occur
via a number of channels, such as the impact of an incident electron (these
kinds of processes are termed the electron impact processes), ion, or any other
charged or neutral specie; energy transfer from a photon of a sufficient energy
(this process is called photoionization); and external heating of the neutral gas
(thermal ionization). Various and the many ways to ionize neutral gases are
described elsewhere [18].

Laboratory plasmas are in most cases created and sustained in gas dis-
charges in solid containers (e.g., vacuum chambers or discharge tubes). By
a gas discharge one usually implies a process wherein a significant electric
current appears in the originally neutral gas following its ionization [19, 20].
As was mentioned above, a large amount of external energy is required to
ionize neutral gas atoms/molecules. The specific elementary mechanism of
ionization in fact determines the most appropriate way to deliver the energy
to the neutral gas. For example, intense laser beams can be used for photoion-
ization and DC electric fields for acceleration of ionizing electrons that take
part in electron impact processes. On the other hand, the actual amount of
energy strongly depends on the operating gas pressure: generally speaking,
the higher the pressure, the more molecules/atoms one needs to ionize, and
hence the larger amount of energy is required to sustain the discharge.

At this point it would be prudent to read the title of this book again and
notice the string “plasma sources” and ask what most essential parts a plasma
source should have. First of all, there should be a vessel to contain the plasma.
Secondly, there should be some means of delivering the energy required for
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the ionization of neutral species and sustaining the discharge. As follows from
the above arguments, higher pressure operation would require more powerful
means (e.g., more powerful DC or RF generators, lasers, etc.) of the ionization.
Thus, operation of atmospheric-pressure plasma discharges normally implies
larger power inputs to the neutral gas as compared to low-pressure (e.g., in
the mTorr range) discharges.

This is one of the reasons why many laboratory plasmas are sustained at
low pressures, when lower amount of input power is needed to sustain plas-
mas with comparable parameters. Thus, the costs of input power (and also of
the power supply units) at low pressures are lower; however, the lower the
pressure of the working gas, the more expensive is the vacuum pump system.
This is the main tradeoff between the operation of plasmas at high (e.g., atmo-
spheric) and low (e.g., mTorr pressure range) gas pressures. Thus, we arrive at
the conclusion that a plasma source should have a vacuum system appropriate
for the specific range of operating pressures; or, alternatively, not to have any
vacuum system if the discharge is maintained at atmospheric pressures. The
last essential thing of most of the existing commercial and laboratory plasma
facilities is a gas handling system, which enables one to let working gases in
the vacuum vessel and control the gas dosing, which is commonly done, e.g.,
by using special controllers of gas mass flows and partial pressures.

Of course, simplest gas discharges, such as a spark between two sharp elec-
trodes in an open air, do not require all of the above components. The only
thing needed in this case is a DC power supply and two electrodes. How-
ever, real present-day plasma fabrication facilities include not only all of the
four essential components listed above but also a wide range of control, di-
agnostic and other auxiliary instrumentation. Some of this equipment will be
described in relevant sections of this book.

From now, the reader might realize that a fully operational plasma source
with all major components as well as with some “blows and whistles” is cen-
tral to any plasma applications. Nonetheless, the question about what spe-
cific sort of plasmas one needs to use for applications in nanotechnology, still
remains. We will discuss this issue, as well as some specific requirements
for plasma sources suitable for nanoscale applications in more detail in Sec-
tion 1.4.

Another important issue is to limit the number of possible options and to
identify which sorts of plasma are worthwhile to use in general. For instance,
would it be wise to use hot and fully ionized fusion plasmas with ion tem-
peratures of excess of 100 million degrees? Our commonsense tells us: of
course not! Such an environment is too hot for the assembly or processing of
any solid substance. At such temperatures, not only the matter will melt and
evaporate but will also most likely get stripped of some electrons and turns
into the ionized gas (plasma) state. Apart from the synthesis of light-element
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nuclei from fusing nuclei of even lighter elements, no nanoscale processes are
feasible in this environment.

One can thus conclude that a partially ionized low-temperature plasma is
what really is needed for nanofabrication. The degree of ionization of the
plasma

ξk = Σknk
i /n0 (1.1)

is defined as the combined fraction of all ionic species k among neutral gas
atoms/molecules. Here, nk

i and n0 are the number densities of ionic species k
and neutral species in the discharge, respectively. In hot nuclear fusion plas-
mas ξk = 1, whereas in cold processing plasmas ξk usually does not exceed
10−3. Figure 1.1 shows sketches of fully and partially ionized plasmas.

Fig. 1.1 Fully ionized plasmas (a) contain electrons and positive
ions; partially ionized plasmas (b) contain electrons, ions, and neutral
species.

We now arrive at the next obvious question: if the plasma needs to be cold,
then how exactly cold should it be? Wait a minute! What exactly (plasma
species) should be cold and how to define the plasma temperature? To this
end, we note that partially ionized plasmas consist of at least three species
(electrons, ions, and neutrals). Therefore, one needs to define three differ-
ent temperatures for each of the three species: electron temperature Te, ion
temperature Ti, and temperature of neutrals Tn. Each of the temperatures
Tj (j = e, i, n) can be introduced as Tj = 2/3〈E j

k〉 according to the kinetic

theory of gases [14], where 〈E j
k > is the kinetic energy of species j averaged

over their energy distribution function. For comprehensive review of different
energy distribution functions (e.g., Maxwellian, bi-Maxwellian, Druyvesteyn-
like, etc.) the reader can be referred to Lieberman’s and Liechtenberg’s text-
book on plasma discharges and materials processing [15].

However, we still have not answered the question about how low the tem-
peratures of the plasma should be to be able to contribute to nanoassembly
(this term will be properly defined in the next section) processes. Again, our
commonsense tells us that a room-temperature gas would be the best option.
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For the neutrals and ions this is perfectly fine and they can, e.g., participate in
the nanoscale synthesis processes (e.g., nucleate) in their adatom/adion form.
However, an equivalent electron energy of 300 K would be just 0.026 eV, which
is much lower than what is needed for electron-impact ionization, one of the
main mechanisms that sustains the plasma. We should note that in an ion-
ized gas with an average electron energy of 0.026 eV there is always a small
but nonnegligible population of higher energy electrons (frequently termed
“electron tail” in the physics of gas discharges) with the energies 10–30 times
higher than Te (thus, ranging from 0.26 to 0.78 eV). However, even this energy
is far below the ionization potentials of most of the gases, e.g., 15.6 eV for ar-
gon, 13.6 eV for hydrogen, etc. We thus arrive at an important conclusion that
the electron temperature should at least be of the order of 1 eV (∼11,600 K), to
maintain the plasma with room-temperature ions!

Such plasmas are termed nonequilibrium (Te � Ti ∼ Tn) low-temperature
plasmas; in fact, this is one of the two major types of low-temperature plasmas
used in materials processing. One might ask a question: would it be right to
keep terming the plasma a low-temperature one if the temperature of its ionic
and neutral species is raised up to the level comparable with the electron one?
The answer is definitely yes, if one notes that temperatures of ∼1 eV are still a
few orders of magnitude lower than required for nuclear fusion. Plasmas with
Ti ∼ Tn ∼ Te, wherein each of the temperatures is of the order of or higher
than ∼1 eV, are commonly termed equilibrium or thermal plasmas.

In reality, it is certainly easier said “increase temperatures of ions and neu-
trals” than done. For instance, how exactly can one implement a transition
from nonequilibrium (Te � Ti ∼ Tn) to thermal (Ti ∼ Tn ∼ Te) plasmas?
From the viewpoint of turning knobs of commonly available plasma sources,
what should be changed to achieve such a transition? As we have already
learned, there are two main controls of the plasma with the same composi-
tion: the input power and the gas feedstock pressure. So, let us try to keep the
pressure low and increase the input power aiming to heat the ions and neu-
trals. A higher input power will definitely result in stronger electron-impact
ionization and larger densities of electrons ne and ions ni.

At this point it would be instructive to point out that the plasma is always
charge neutral, which means that the total electric charge residing on positively
charged species (e.g., positive ions or cationic radicals) is balanced by the neg-
ative charge of the electrons and negative ions (atoms/molecules with one or
more electrons attached) or negatively charged solid grains. In the simplest
but most common case of plasma experiments when all (or at least the over-
whelming majority of them) positive ions are singly charged (i.e., their charge
is +1) and there are no negative ions or solid particles, the number densities
of the electrons and ions are the same ne = ni and are commonly termed the
plasma density np. If there are more than one ionic species and/or the species
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are charged with multiples of electron charges, then ne = ∑k Zk
i nk

i , where Zk
i is

the (positive) charge on ionic (and/or cationic) species k. In this case (as well
as in most other cases) it is safe to determine the plasma density as that of the
electrons. However, if there are negative ions and/or other (e.g., dust grains,
nanoclusters or nanoparticles) species in the discharge, a more accurate con-
vention as to how to define the plasma density is required.

Let us turn our attention back to what happens when an input power is
increased in a low-pressure gas discharge. Common experimental observa-
tions suggest that the plasma density (here np = ne = ni) usually increases
linearly with input power but the electron temperature does not. Therefore,
even though the overall number of ionizing electrons increases, the main elec-
tron population does not become hotter and remains at almost the same tem-
perature. Moreover, the temperatures of ions and neutrals do not increase
either (at least significantly)! One can try to increase the input power again
and again but in practice a substantial care should be taken not to eventually
damage the power generator. This is just one of the examples when even most
advanced technology (≡ powerful generator) cannot beat the physics! Indeed,
why do not we observe a substantial increase of the neutral gas temperature
when the input power is doubled or tripled? The basic reason is that when
the pressure is low, the rates of collisions between the multiple species are not
high enough to thermalize (i.e., bring to thermal equilibrium) all the species
in the discharge.

Thus, we are basically left with no other option but to try to manipulate
the operating gas pressure to generate a thermal (but still low-temperature)
plasma. When the pressure increases, what would most likely happen is that
the rates of collisions between the discharge species will become high enough
to substantially increase the ion and neutral temperatures and bring the par-
tially ionized plasma to thermal equilibrium (Te = Ti = Tn). It would now
be wise to pose one obvious question: since we are talking about plasma ap-
plications in nanotechnology, and already learned that hot plasmas are not
suitable for this purpose, then which low-temperature plasma (nonequilib-
rium or thermal) one should give preference to? This not-so-simple question
will be answered in Section 1.4.

So far, we have introduced the very basic concepts related to the plasma
and should now approach the issues related to plasma uses in nanofabrica-
tion more closely. However, we still do not know what the nanofabrication
or even the nanotechnology is; the main issues of nanoscience and nanotech-
nology will be introduced in Section 1.2. For now, we just stress (again by
picking another word “nanoassembly” from the book’s title) that the plasma
uses we are interested in will be primarily related to the synthesis of solid
matter at nanoscales. Thus, the obvious question arises: our “cold” plasma
should somewhere meet a solid, to contribute to some nanoscale growth on it.
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In this regard, there could be two basic options: either some nanosized solid
particles float in the plasma or some nanoscale objects are grown on a solid
surface exposed to a plasma.

This is why it is essential to consider what actually happens when the
plasma meets a solid surface. The most amazing thing is that when the plasma
contacts a surface, a thin nonneutral layer of space charge, conventionally
termed the plasma sheath, is formed. This phenomenon is intimately related
to the plasma shielding (also called Debye shielding) of electric fields brought
to the plasma by external objects and the notion of plasma confinement.

Figure 1.2 sketches some of the main physical phenomena that occur when
a solid surface faces a plasma. Let us first consider what actually happens
from the plasma confinement point of view. In nuclear fusion devices, hot
plasmas are usually confined due to the balance between the magnetic pres-
sure force (known in the physics of fusion plasmas as j × B force, where j is
the current that flows through the plasma and B is the confining magnetic
field) and kinetic pressure gradient force (this force is proportional to the gas
density gradient). In low-temperature plasmas, it is common that the density
of electrons and ions is higher in the central areas of the discharge chamber
and decreases toward the surfaces of the vessel. However, very rarely such
plasmas are confined by the magnetic fields. Then which force can counter-
balance the kinetic pressure gradient force? The only viable possibility in this
case would be to use an electric force. However, the plasma is always charge
neutral, which means that no electric fields should exist in the plasma bulk
area shown in Fig. 1.2. Thus, to create the electric field needed for the plasma

Fig. 1.2 Sketch of the near-substrate plasma area.
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confinement, charge separation near the solid surface, is essential. Therefore,
there is a need for a charge-nonneutral area (plasma sheath) in the vicinity of
the surface.

At this point it would be wise to ask: how exactly the charge separation in
the vicinity of the solid surface come about? Highly mobile plasma electrons
reach the surface much faster than the ions and create a negative (with respect
to the plasma bulk) electric potential on the surface, which repels the electrons
and attract the ions as shown in Fig. 1.2. Let us consider the simplest case of a
floating (disconnected from the chamber walls and the ground) substrate most
widely covered in textbooks . As more electrons deposit on the surface, its po-
tential further decreases, which results in a stronger ion flux to the surface
and much reduced electron flux. When the surface potential reaches a certain
value (called the floating wall potential), the ion and electron currents balance
each other and the net current flowing through the substrate is zero. The elec-
tric field (directed from the plasma bulk toward the surface) thus arises and
accelerates the positive ions toward the substrate. On the other hand, the elec-
trons are repelled and their density in the plasma sheath is always less than
that of the ions. This charge separation is the reason for the existence of the
plasma-confining electric fields in low-temperature gas discharges.

However, as we have stressed above, overall charge neutrality of the plasma
is equivalent to the nonexistence of electric fields (which, without external
fields/actions can only appear as a result of charge separation) in the plasma
bulk. We thus come to the obvious conclusion that the electric field should
be confined in a relatively narrow area near the substrate. Moreover, the
electron–ion separation should also take place in this area only. Hence, the
electric potential should be nonuniform only in the vicinity of the solid sur-
face as shown in Fig. 1.2.

We hope that our arguments have convinced the reader in the vital neces-
sity of the plasma sheaths. However, some of the readers might still be curious
how wide should the area of charge separation be and why is the sheath also
commonly termed “Debye sheath.” This is closely related to the unique ability
of the plasma to shield any externally imposed electric fields; this phenome-
non is called Debye shielding.

The essence of this phenomenon is that when a charged body is immersed
in the plasma, a “coat” made of oppositely charged species shields the plasma
bulk from this external electric field. In the case considered, a negatively
charged surface is effectively screened from the plasma bulk by the “coat”
mainly made of positively charged ions—the plasma sheath! If there were no
thermal motions, this “coat” could be infinitely thin; in reality, it should have
a finite thickness to accommodate for the effects of continuous ion recombi-
nation on the surface and mobile electrons that can still make it to the surface
having overcome the potential barrier.
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This finite thickness in the one-dimensional geometry of Fig. 1.2 can be
quantified by using a balance of forces on an electron fluid element (here we
do not consider the details of the plasma fluid theory and refer the interested
reader to F. F. Chen’s textbook [14])

−eE =
kBTe

ne

∂ne

∂x
(1.2)

and Poisson’s equation

d2φ

dx2 = − e(ni − ne)
ε0

(1.3)

where φ(x) is the electrostatic potential, x is the coordinate normal to the sur-
face, ni and ne are the densities of the ions and electrons, respectively, and
kB and ε0 are Boltzmann’s constant and the dielectric constant of vacuum, re-
spectively. The solution of Eq. (1.2) gives

ne(x) = n0 exp
( |e|φ(x)

kBTe

)
(1.4)

which is Boltzmann’s relation for electrons, one of the most important rela-
tions in the plasma physics. Here, n0 is the electron density in the plasma
bulk in Fig. 1.2.

From Eq. (1.4) one can note that in the plasma sheath, where φ(x) < 0
(potential in the plasma bulk is chosen as the zero reference potential), the
electron density is less than that in the plasma bulk and, moreover, exponen-
tially decreases toward the substrate. This is perfectly aligned with our earlier
conclusions. It is important to note that Boltzmann’s relation has a simple and
transparent physical interpretation. Since the electrons are very light, then
should the forces onto them not balance, they would indefinitely accelerate.
Thus, an electron density gradient instantaneously sets up a charge separation
with ions, which in turn results in a balancing electric field.

After substitution of expression (1.4) into Eq. (1.3) and expansion into Tay-
lor’s series in the area of an efficient electrostatic shielding (eφ(x) � kBTe),
one obtains

φ(x) = φ0 exp(− |x|
λD

) (1.5)

where φ0 is the (negative) potential at the surface and

λD =

√
ε0kBTe

nee2 (1.6)

is the Debye length. More careful calculations suggest that the width of the
plasma sheath λs is typically a few Debye lengths, i.e.,

λs = γsλD (1.7)
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where γs is a numerical coefficient typically ranging between 1 and 5 for un-
biased substrates [15]. We emphasize that beyond a few Debye lengths, the
plasma shielding is quite effective and the negative potential due to the sub-
strate surface is negligible as sketched in Fig. 1.2. If an external bias Us (in most
cases it is also negative) is applied to the substrate, the width of the plasma
sheath increases, as suggested by the following formula [15]:

λs =
√

3
2

λD

(
2Us

kBTe

)3/4

(1.8)

which is valid when Te � Us.
At this stage the readers’ curiosity would probably peak and prompts their

mind to question the need of so quite a lengthy discussion of the plasma
sheath and its parameters. Indeed, why do we need these details in a “nano”-
book? The answer is simple: it is the ion fluxes and electric fields in the near-
surface areas as well as the electric charges (and also currents) on the surface
what makes plasma-exposed solid surfaces so different!

One of the key things that one needs to know to proceed with the plasma-
assisted synthesis of nanostructures is the energy and flux of the ions imping-
ing on the surface. Apparently, the ions enter the plasma sheath area with
a certain velocity and then accelerate under the action of the electric field.
Amazingly, this velocity is intimately related to the whole existence of the
plasma sheath! More specifically, in the near-surface area sketched Fig. 1.2 the
plasma ions enter the plasma sheath with the velocity equal to or larger than
the Bohm velocity

vi ≥ VB =

√
kBTe

mi
(1.9)

where mi is the ion mass. Equation (1.9) expresses the commonly known
Bohm sheath criterion [15]. Thus, the kinetic energy the plasma ions have
at the edge of the (unbiased) plasma sheath |x| = λs is E s

i = Te/2 and
is expressed in terms of the electron temperature rather than the ion one.
In low-temperature nonequilibrium plasmas with Te � Ti the ion velocity
at the sheath edge can be substantially larger than the ion thermal velocity
VTi = (kBTi/mi)1/2.

The ion velocity at any point x within the plasma sheath vi(x) can be calcu-
lated by using the ion energy conservation

1
2

mivi(x)2 =
1
2

miv
2
i0 − eφ(x) (1.10)

and ion continuity

n0vi0 = ni(x)vi(x) (1.11)
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equations, where n0 and vi0 are the ion number density and velocity at the
sheath edge. Combining Eqs. (1.10) and (1.11), one obtains

ni(x) = n0

(
1 − 2eφ(x)

miv2
i0

)
(1.12)

for the ion number density at any point within the plasma sheath. From
Eq. (1.10), it follows that at the moment of impact at the nanostructured sur-
face, the ion kinetic energy is approximately Te/2 + eφs. In the case of biased
substrates (φs = Us), one usually has Te/2 � eφs and it is quite accurate to
assume that the ions are accelerated to the energy equal to the substrate bias.
In this case the sheath width can be calculated by using Eq. (1.8). It is impor-
tant to note, however, that the term eφs should also include contributions from
micro- and nanoscaled morphology elements on the surface [21–24].

This is probably all of the most essential bits of knowledge the reader should
have about low-temperature plasmas used in nanoscale applications. At this
point we should map the most important issues of nanoscience and nanotech-
nology most relevant to this monograph.

1.2
Relevant Issues of Nanoscience and Nanotechnology

Presently, all high school children are probably aware that we live or at least
entering the “nanoage” and that rapid advances in nanoscience and nanotech-
nology make their way into our everyday’s lives. It is often said that the im-
pact of nanotechnology over the next decade can be as significant as that of
the commonly known groundbreaking inventions such as lasers, microchips,
radio communications, and electricity. A number of countries have devel-
oped sophisticated, internetworked and well-coordinated national programs,
with the most prominent one being the US National Nanotechnology Initia-
tive, with almost US$1 billion spent in 2004 and additional US$3.7 billion al-
located for 2005–2008 [25].

So, what is the nanoscience and nanotechnology in general? According to
Richard Feynmann’s vision given in his 1959 speech “There is plenty of room
at the bottom” [26], the matter can be manipulated at atomic and molecular
scales (just like LegoTM or Tetris building blocks in popular children games)
to create exotic, unusual assemblies, structures, patterns, etc. Expressed in a
simple form, the main idea of nanoscience is to arrange atomic building blocks
in an unusual, otherwise nonexistent, way, create something (e.g., nanostruc-
tures or materials), which is extremely small (with sizes in the nanometer
range) and have the properties very different from the objects with “normal,”
macroscopic sizes, as well as to explore and develop suitable means of con-
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trolled assembly at nanoscales. Put in Feynmann’s words, the ultimate goal of
nanoscience is to arrange atoms one by one, the way we want them, just like
bricklayers arrange bricks and other building blocks into pillars, walls, and
eventually into architectural masterpieces.

The nanotechnology would then be some set of recipes and nanotools,
which on one hand emerges from nanoscience via the process of innovation
and commercialization, and on the other hand, has an outstanding potential to
create new and transform existing industries (virtually any, from construction
and agriculture to microelectronics, aerospace and IT) and eventually signif-
icantly improve the living standards. According to the recent report of the
National Nanotechnology Strategy Taskforce (NNST) “Options for a National
Nanotechnology Strategy” [27], global sales of products incorporating emerg-
ing nanotechnologies in 2014 could total US$2.6 trillion, which is as much as
ICT and ten times more than biotechnology revenues.

As a synergy of a range of platform technologies with the most advanced
nanoscience knowledge, the nanotechnology can become an underlying tech-
nology within a number of industrial sectors (including but not limited to
manufacturing, health care, energy, electronics, and communications) and is
capable to provide environmentally sustainable and cost-efficient manufactur-
ing processes, cleaner and efficient energy sources, new exotic materials and
coatings with nanoscale structure and features (termed nanostructured mate-
rials or simply nanomaterials below), extra-small microchips with enormous
data processing and storage capacity, new ways of targeted delivery of drugs
to individual cells, and purified water, just to mention a few. According to
the NNST, in Australia (the country with a relatively lower presence of the
manufacturing industry sector as compared with the US, Japan, and EU) only
the nanotechnology will be used in up to 15 % of products within the next 10
years.

We hope that the reader has already appreciated the main global aims and
benefits of the nanoscience and nanotechnology and will not expand on this
matter any further. A more comprehensive coverage of the nanotechnology-
related topics is given elsewhere [28–30].

Let us now be a bit more specific on the main issues we will be look-
ing at in this monograph and revisit the working definition we gave for the
nanoscience. The first notion we come across is some “small” things. How
exactly small should they be to qualify to be considered in nanoscience?
There are no clear boundaries as to the sizes of the objects involved; with
the only one requirement that the nano-objects should not be as small as
atoms/molecules nor as large as macroscopic things. This implies that any-
thing with the sizes exceeding 1 nm, which is approximately 4–7 times larger
than the sizes of most common atoms and molecules (excluding macromolec-
ular matter), does qualify as a nano-object.
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It is a bit more difficult to estimate the upper limit for the “nanosize,” in part
because of not-so-clear interpretation of how to define macroscopic things pre-
cisely. Indeed, if we start combining atoms following Feynmann’s recipes, we
will soon find that the properties of these assemblies will be very different de-
pending on the number of atoms involved, and hence, the object size. A single
atom exhibits atomic properties (e.g., will have a clear structure of atomic en-
ergy levels). Two atoms will have a different chemical organization including
a bond between them and as a result a quite different structure of energy lev-
els. The electronic structure of a cluster made of a few atoms will certainly
be even more different, with the main feature in the appearance of the energy
bands, which are quite narrow in the case of a few-atom clusters and broaden
as the number of atoms increases. It is quite straightforward to estimate the
number of atoms that can make the smallest nano-object. For example, there
are approximately 28 atoms in a silicon crystal with a volume of 1 nm3.

As the object size increases further, their properties become even different
and eventually start resembling those of bulk crystals when they become suf-
ficiently large. It is commonly accepted that nanoparticles of a size of ∼1 nm
feature properties no different from those of bulk materials. One more un-
usual thing that became reality owing to the recent advances in nanoscience is
that the size dependence of electronic and other properties is much stronger
when the nano-objects are real small. But exactly, how small? This is inti-
mately related to the notion of electron (more precisely, the electron wave
function keeping in mind the basics of the quantum mechanics) confine-
ment, which turns out more efficient in the sub-10 nm size range. In low-
dimensional semiconductor structures such as quantum dots, it is commonly
accepted that the efficiency of the electron confinement is best when at least
one of the sizes is less than the exciton’s Bohr radius, which is also approxi-
mately equal to 10 nm.

The remarkable changes in the electronic structure lead to the prominent
dependence of numerous properties of nanosized objects on their size. A
“classic” example of such dependence is a dramatic change of gold spherical
nanoparticles in color when their size is varied. Indeed, as the nanoparticle
size is reduced from 30 down to 1 nm, their color changes from reddish-blue
to orange and even become colorless [31]. On the other hand, when the gold
particles are enlarged to the size of macroscopic crystals, their color reverts to
the commonly expected yellowish golden. Therefore, the size does matter at
nanoscales!

We emphasize that the above observation applies to spherical golden
nanoparticles. In this case there is only one parameter that characterizes
their size—obviously, the radius. On the other hand, ellipsoidal or cylindrical
nanoparticles already have two different parameters that characterize their
size. Let us take a nanocylinder as an example. The two parameters that
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determine its size are the length and the radius. If the length is much larger
than the radius, the conditions for the electron confinement are much different
along the cylinder axis and within parallel slice cut across the axis. However,
since all the slices are identical, the electron confinement will be the same in
every slice.

If we consider a cone, such slices will be larger near the cone’s base and
will be very small toward the cone’s tip. Therefore, the electron confinement
in the radial direction is more effective in the upper sections of the nanocone
than near its base. But the most amazing thing is that there still only two
parameters that characterize the nanocone’s size and they are the same as in
the case of the straight cylinder—the base radius and the height! So, what
actually led to the remarkable change in the electron confinement? The answer
is now obvious and it is the shape, which also means a lot at the nanoscales!

It goes without saying that it is also extremely important to make the
nanoscale objects from suitable materials or any combination thereof. We thus
work out another critical issue being the elemental composition. If it is a carbon
nanotube or a carbon nanocrystal, then, apparently, they have to be made of
carbon atoms and not any others. Then what is the difference between the
nanotubes and the crystals if they are made of the same material? Of course,
in their internal (also frequently referred to as the chemical) structure, which
is yet another major issue in nanoscience and nanotechnology!

Let us turn our attention to Fig. 1.3, which shows two single-walled cylin-
drical carbon nanotubes. Structurally, they are hollow (there are no atoms
inside) and are made of planar graphite (more precisely graphene) sheets
wrapped in a specific way. Depending on the angle of wrapping up of the
graphene sheet (which is made of a hexagonal network of carbon atoms), there
are three possibilities of forming carbon nanotubes with the zigzag, armchair,
or chiral structures. Put in a simple way, the main difference between these
structures is in the way the hexagons with carbon atoms are tilted around the
lateral surface of the nanotubes. There are other modifications of carbon nan-
otubes, with the two of them shown in Fig. 1.3. Panels (a) and (b) in Fig. 1.3
show sketches of a capped and open-ended (with no cap on top) single-walled
nanotube, respectively. If a nanotube has more than one wall, it is called a
multiwalled nanotube.

One remarkable structural feature of capped single-walled nanotubes in
Fig. 1.3(a) is that all the atoms are intimately interlinked, with all their chemi-
cal bonds occupied by other carbon atoms. This is an example of a chemically
pure structure, made of the same sort of atoms. For more details of the fas-
cinating properties and applications of carbon nanotubes the reader can be
referred to the landmark monograph [32].

Another nano-object with quite different structural properties is depicted in
Fig. 1.4(a), where a nanocrystal with multiple unterminated dangling bonds
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Fig. 1.3 Sketches of (a) capped and (b) open-ended single-walled
carbon nanotubes.

is sketched. This structure has no internal voids and is fully filled with atoms
of the same sort, which form an ordered three-dimensional crystalline lattice.
This nano-object is also chemically pure; however, its multiple surface bonds
can be easily terminated by highly reactive species such as atomic hydrogen
(shown as black circles in Fig. 1.4(b)). Another nanocrystal in Fig. 1.4(b) is no
longer chemically pure and is commonly known as a hydrogenated crystal
X:H, where X denotes a chemical element.

For instance, if the silicon crystal is concerned, then Si:H would refer to
a hydrogenated silicon nanocrystal. We note that amorphous nanoparticles
can also be hydrogenated and denoted as a-Si:H nanoparticles. The structure
sketched in Fig. 1.4(b) is an example of a nanostructure that lacks chemical
purity. Thus, the chemical purity is yet another important issue to highlight.

It is relevant to note that if a nanoassembly is made of more than one sort
of atoms, then there is one more essential requirement, which demands that
the actual numbers of the atoms of all sorts are stoichiometric. In simple terms
this means that the number of different atomic species is proportional to what
should be according to the chemical formula of the material. For example,
in SiC the numbers of silicon and carbon atoms are expected to be the same.
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Fig. 1.4 Sketches of (a) pure and (b) hydrogenated nanocrystals.

This requirement is, however, very difficult to implement in many common
nanofabrication techniques and is paid a significant attention in this mono-
graph.

Some readers knowledgeable in materials science would immediately raise
a reasonable question: a mere surface termination by hydrogen is not enough
to consider the material hydrogenated and is usually neglected in the case of
macroscopic solids! The most fascinating thing is that if an object is very small,
then even a mere surface termination by hydrogen can lead to a substantial
percentage of hydrogen atoms (hydrogenation) in the structure. The reason is
that the ratio of the numbers of atoms located on the surface and in the interior
(which is determined by the surface-to-volume ratio) strongly depends on the
size of the nanoscale architecture concerned.

The smaller the size, the larger is the surface-to-volume ratio, and hence,
the larger percentage of atoms is located on the surface. In this case, the rel-
ative population of dangling bonds available for bonding will be larger and
more hydrogen atoms can stick to the surface of the nanoscaled object. What
this means is that the chemical reactivity of a sufficiently small nanoparticle is
determined by its surface-to-volume ratio and is much larger for sufficiently
small nanoclusters. This is why a large variety of nanoparticles made of differ-
ent materials is used by chemical, polymer, petrochemical, and other indus-
tries in numerous technologies utilizing various sorts of chemical catalysis.
Thus, we can bookmark two more important issues being the surface-to-volume
ratio and reactivity of the nanoparticles, which makes them invaluable building
blocks of nanotechnology.

However, the most amazing thing in the nanoassembly from small clusters
is that if one aims to create a new exotic material with very unusual properties,
the reactivity of the clusters should not be too high. Our commonsense tells
us that the most unusual properties cluster-made materials (materials com-
posed of three-dimensional arrays of discrete, size-selected nanoparticles [33])
would have if they were made of nanoclusters of a small number of atoms
but with just a few dangling bonds! In this case the nanoclusters would re-
tain their own structure while combining in a larger assembly; in this case
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only the clusters would be interlinked. Otherwise, if the number of dangling
bonds were as large as the number of the surface atoms, the small nanoclusters
would combine together and form a large number of bonds between a large
number of atoms from different clusters. Such multiple bonds would result in
a much larger strain on the nanocluster structure, which will eventually break
to form an object with a little difference from an atom-made assembly.

This simple intuitive assertion leads to a recent groundbreaking discovery
that cadmium selenide nanoclusters (CdSe)33 and (CdSe)34 “self-passivate”
their surface bonds to form much smoother surface structures without dele-
terious dangling bonds, which are drastically different from the common
wurtzite structure of bulk CdSe [34]. It is quite typical for nanoclusters that the
large surface-to-volume ratio controls the surface reconstruction and makes it
stable. This unusual “self-passivation” of the surface (with the high surface
ratio) effectively reduces the number of surface dangling bonds. In this case
the clusters become less reactive and are less capable to merge together to
form larger clusters and maintain their individuality, which is one of the crit-
ical requirements for nanofabrication of three-dimensional cluster arrays and
cluster-assembled nanomaterials [33].

The above surface self-termination leads to much different structures of
small nanoclusters, which in fact turn out to be a lot more strained compared
to bulk forms of essentially the same materials. These strained chemical struc-
tures of small nanoparticles have numerous implications in nanoscale fabri-
cation [35]. The most remarkable manifestation of this effect is significantly
lower melting points of nanoclusters, which makes them ideal building units
for epitaxial recrystallization on relatively cold surfaces [36, 37].

We hope that the reader already realized that ultrasmall objects have fun-
damentally different properties from those of bulk materials of essentially
the same chemical composition. These properties can be tuned by adjusting
the sizes, shapes, chemical structure, elemental composition, and surface-to-
volume ratio.

Moreover, if arrays of a large number of nanostructures are concerned, there
appear a few other essential issues such as size and shape uniformity of individ-
ual nanostructures across the pattern/array, controlled ordering of the nanos-
tructures in the array, and interstructure spacings. These important parame-
ters of individual nano-objects and their arrays need to be precisely controlled
during the nanofabrication process. We are thus fully aware of the most im-
portant issues we will be looking at when trying to synthesize nanoscale as-
semblies in plasma-aided nanofabrication.

This is the stop point for now and it would be prudent to ask if there are any
questions as what we normally do at the end of every lecture. And as it often
happens, we sometimes forget to define some most essential things we were
talking about in the lecture. Just like in this case: we will not be surprised if
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a reader would look again at the title of this book and finds out that we have
not yet properly defined what the nanofabrication is in the first place! Well,
our commonsense can help again: nanofabrication apparently means fabricat-
ing something very small, with the sizes in the nanometer range. So far, we
have not discussed all the possibilities in this regard. Indeed, there might be
a very large number of approaches, techniques, and processes to fabricate dif-
ferent sorts of nanoscale objects. Taken into account that the number of such
nanoassemblies rapidly increases, so is the number of suitable fabrication and
characterization tools and processes, the number of possibilities can be virtu-
ally infinite.

From the very fundamental perspective, the nanofabrication can be de-
fined as the process of assembly of subnanometer-sized building units (e.g.,
atoms, ions, radicals) into larger objects (e.g., nanostructures, nanopatterns,
nanostructured films) with feature sizes in the nanometer range [36]. This
approach is commonly known as a bottom-up approach and heavily relies
on self-organization (also commonly termed self-assembly) of building units
(BUs) in a suitable nanofabrication environment or manipulation and stacking
of such BUs externally (e.g., by a tip of a scanning tunneling microscope).

The other fundamental possibility is understood as a top-down approach,
which relies on carving larger objects to reduce their size (this, e.g., can be
achieved by using chemical etching, which removes some BUs) and also in-
cludes creation of nanosized void features such as tiny trenches in silicon
wafers with sub-100 nm linewidths. Put in a simple language, the nanofab-
rication is a set of means to manipulate (e.g., move, stack, remove, control
self-organization) the building units in a suitable environment and create
nanoscale assemblies.

Wait a minute! We have just said “in a suitable environment” and started
this introductory chapter with defining a plasma. Thus, we have no choice
but to pose a now clearly obvious question: is the (low-temperature) plasma
environment suitable for nanoscale applications or not and how to choose the
right plasma for specific nanoscale applications?

1.3
Plasma-Assisted Synthesis of Nanomaterials

The answer to the first part of the question posed in the last sentence of Sec-
tion 1.2 is a definite “yes”! There is a plethora of convincing evidence to this
effect and it will be a futile attempt to try to produce an exhaustive review
of all nanofilms, nanoparticles, nanostructures, porous nanofeatures, etc. ever
fabricated by using plasma-based tools. It is amazing that the groundbreaking
Iijima’s discovery of carbon nanotubes was made in a carbonaceous soot syn-
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thesized by arc discharge plasmas [13]! Let us now consider a few representa-
tive examples of most common nanostructures and nanofilms synthesized by
using low-temperature plasmas.

The first common example of plasma applications in nanotechnology is
the synthesis of materials with nanoscaled features, commonly referred to as
nanostructured materials. Such features can include some elements of surface
morphology (e.g., humps, bumps and valleys of the nanometer size), internal
inclusions, granular structure and some others. One such example is given
in Fig.1.5 showing a high resolution transmission electron micrograph of ul-
trasmall (∼4–5 nm in size) ultrananocrystalline inclusions in an amorphous
silicon matrix. This nanostructured, mixed-phase material has been synthe-
sized in the Plasma Sources and Applications Center, NIE, Nanyang Techno-
logical University, Singapore by using low-temperature plasmas sustained in
reactive mixtures of silane, hydrogen, and argon gases. Under certain plasma-
based process conditions, it turns out possible to achieve quite high crystalline
fractions and elemental purity, which is often quite challenging, if possible at
all, to implement via other, nonplasma-based routes. Quite similar nanostruc-
tured materials, showing a very strong dependence of their nanocrystalline
contents and degree of hydrogenation on the plasma parameters, have been
synthesized by a number of research groups including but not limited to the
University of Orleans and Ecole Polytechnique (France), Kuyshu University
(Japan) and the University of Minnesota (USA) [38–50].

Work in this direction emerged at the cross-roads of physics of semiconduc-
tors and dusty plasmas, the two research fields that hardly can be put close
to each other by our commonsense. Briefly, since the mid-1980s amorphous
silicon (a-Si) has been among the most promising materials for photovoltaic
applications. Among the main issues in the fabrication of amorphous silicon-
based solar cells there have always been (and in fact, still remain!) a low de-
position rate, relatively poor photostability, and a few others. Amorphous
silicon films for microelectronic applications are commonly synthesized from
reactive silane (SiH4)-based plasmas (some other gases such as argon and hy-
drogen are used for passivation and activation of the growth surface). Amaz-
ingly, but in the late 1980s to early 1990s it was observed that silane-based
plasmas are prone of small solid particles, which are now commonly termed
dust grains or simply dusts; the plasma that contains such particles is known
as the “dusty” (or “complex”) plasma [11, 51–54].

The observations showed that under some conditions large clouds of ultra-
small particulates are formed in silane-based plasmas; such conditions were
commonly termed as “dust/powder generation regime(s).” Some of the dusts
are too small to be detected by optical means and/or seen by a naked eye.
The size of such particles is very broadly distributed but in most cases re-
mains within the nanometer range. The first thing that comes into mind is
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Fig. 1.5 High resolution scanning electron micrograph of Si nanocrys-
tallites embedded in an amorphous silicon matrix and synthesized in
low-temperature silane-based plasmas (photo courtesy of the Plasma
Sources and Applications Center, NIE, Nanyang Technological Univer-
sity, Singapore, unpublished).

that such particles need to be removed, by whatever means, from the plasma
reactor, to avoid their incorporation into the a-Si films. However, everything
depends on the sizes and structure of such particles. Apparently, 50- to 100-
nm-sized cauliflower-shaped agglomerates made of a large number of smaller
particles (very frequently observed in experiments with silane plasmas) and
some other large dusts would be nothing else but a nuisance and definitely
need to be removed. At that time these “large” particles were deemed killers
of microelectronic integrated circuitry, which had comparable feature sizes.
Special means of removal of such particles have been developed, tested, and
commercialized over the years.

In the mid-1990s this problem was solved. At that time no one really cared
about even smaller (truly nanometer-sized) grains, also generated in silane-
based plasmas. The main reason is that they were too small to be of any con-
cern for the microelectronic manufacturing. Another reason lies in the enor-
mous difficulty to detect such particles. Indeed, while in the plasma, they
are largely invisible by even most sophisticated optical tools and can only
be detected by sensitive materials analytical tools (e.g., scanning electron mi-
croscopy) after their deposition onto a substrate.
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The most exciting thing was that even without being properly detected,
such small particles grown in the plasma, led to a remarkable increase in the
deposition rates and also to a quite substantial improvement of the perfor-
mance of amorphous silicon in solar cells. Transmission electron microscopy
enabled researchers to reveal the presence of crystalline inclusions in an amor-
phous matrix of hydrogenated silicon [46]. The appearance of such a mi-
crostructure (which is quite similar to what is shown in Fig. 1.5) has been
convincingly related to the generation of ultrasmall, nanometer-sized powder
particles in specific dust/powder generation discharge regimes. More impor-
tantly, the plasma-generated nanoparticles are extremely small in size (typi-
cally ∼2–10 nm) and have a clear crystalline structure.

However, in most cases these nanoparticles did lack elemental purity be-
cause of a quite significant hydrogen content. As is understood nowadays,
the particles nucleate and crystallize in the ionized gas phase and then are
transported through the plasma sheath and eventually deposit on the sur-
face. In the meantime, the growth of the amorphous matrix continues and the
nanocrystals eventually become “buried” in amorphous silicon material. This
new sort of mixed-phase materials, wherein crystalline grains are embedded
into an amorphous matrix, has been termed “polymorphous” (pm-) materials
(e.g., pm-Si:H in the above example). Such materials with ultrasmall but high-
density ultrananocrystalline inclusions are presently of a considerable interest
for the development of new-generation quantum dot lasers and light emitting
devices.

As we have noted in the above examples, the plasma-generated nanoparti-
cles are very small (ultrananocrystalline) but are embedded into a thick layer
of amorphous silicon. It is notable that plasma-based methods also allow one
to synthesize freestanding silicon nanoparticles, which are not buried in an
amorphous matrix [55–60]. One such example is shown in Fig. 1.6. Bapat
et al. [58] have recently reported on a new and efficient plasma process that
is capable of producing single crystal, highly oriented (faceted) and defect-
free silicon nanoparticles with a highly monodisperse size distribution. Such
nanoparticles are synthesized for applications in nanoelectronic devices such
as single nanoparticle transistors. To be compatible with current lithography
capabilities the nanoparticles should not exceed several tens of nanometers in
size.

Other experiments have also revealed that low-pressure (thermally nonequi-
librium) inductively coupled plasmas can be used to synthesize silicon
nanoparticles with excellent control over the particle size [59]; however, the
spread of nanoparticle size distributions is not always suitable for nanodevice
applications. In these experiments an inductive GEC reference cell with a pla-
nar coil in pure SiH4 at a pressure of 10–12 mTorr and an RF power of 200 W
was used. More details of the experimental setup can be found elsewhere [59].
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Fig. 1.6 Single-crystalline, cubic-shaped silicon nanoparticles synthe-
sized in silane-based reactive plasmas at the University of Minnesota
(USA) [58].

Interestingly, the nanoparticles fabricated in such a way appear to be highly
monodisperse and nonagglomerated and their size can be effectively con-
trolled by the duration of plasma discharges (plasma-on time). However, an
extreme caution should be taken when synthesizing Si nanoparticles from
reactive silane plasmas as they often appear amorphous and feature unac-
ceptably high defect densities.

To improve the crystallinity of the nanoparticles, it is often required to pro-
vide process conditions that disfavor or effectively eliminate the possibility
of formation of amorphous deposits, matrices, particles, or continuous films.
Among many practical ways to improve crystallinity of thin solid films and
particles, postannealing at high temperatures (∼1000 ◦C) is probably one of
the most commonly used techniques. However, such high temperatures can
result in a substantial thermal damage of the materials, structures, and sub-
strates involved. This problem can even be more severe in microelectronic
manufacturing as such temperatures can easily exceed the melting points of
metallic interconnects (e.g., 1083 ◦C for bulk copper; copper nanolayers can
melt at substantially lower temperatures).

Another effective way is to operate the plasma discharge at high power
densities to ensure that neutral gas temperatures are high enough for efficient
crystallization. By using an inductively coupled plasma reactor of a smaller
size and a flowthrough configuration, wherein the plasma can be sustained
by a helical inductive coil at high RF power densities of up to 2 W/cm3, Bapat
et al. [55] managed to synthesize single-crystalline, faceted, defect-free, highly
oriented silicon nanocrystals in a reactive plasma-based process in a mixture
of 5 % silane and 95 % helium at a total pressure of 700 mTorr. However, the
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particle size distribution in such silane-based experiments often appears poly-
disperse; moreover, a great variety of different particle morphologies can be
obtained under quite similar process conditions. Although some of the parti-
cles are useable, potential problems with nonmonodisperse nanoparticle sep-
aration make this process less suited for nanodevice applications.

In a recent study Bapat et al. [58] reported on an innovative reactive plasma-
based process that yields single-crystal silicon nanoparticles with a mainly
well-defined cubic shape and a rather monodisperse size distribution. A rep-
resentative example of the cubic and single-crystalline nanoparticles analyzed
by transmission electron microscopy (TEM) is shown in Fig. 1.6. In this figure,
the nanoparticles have an almost perfect cubic shape and do not show any
noticeable dislocations or other planar defects. One can also notice a 1–2 nm
thin amorphous layer surrounding the particle [58]. This substantial improve-
ment of the nanoparticle quality was achieved by using a constricted, filamen-
tary capacitively coupled low-pressure plasma, as opposed to the inductively
coupled plasmas used by the University of Minnesota’s group in their earlier
experiments [55, 59].

While it appears perfectly clear that the plasma properties do matter in the
above case, the exact plasma-related mechanism of the particle origin, growth,
and shape development still need to be elucidated. It is interesting to note
that the equilibrium cubic shape of the silicon nanoparticles indicates on their
surface termination by hydrogen [61].

In a more recent report [60], a new and very efficient reactive plasma-based
process for single-step fabrication of ultrasmall (from 2 to 8 nm in size) lumi-
nescent silicon nanoparticles was proposed. Such particles can be synthesized
on time scales of a few milliseconds, thus enabling the output of the corre-
sponding continuous process in the range 14–52 mg/h of nanoparticles.

It is worth mentioning another effective plasma-based technique to reduce
the presence of the amorphous phase in the films, namely chemical etching by
reactive radicals generated in the ionized gas phase. For example, in the syn-
thesis of various carbon-based nanostructures considered in detail in Chap-
ter 4, it appears essential to make sure that the growth of carbon nanostruc-
tures outpaces that of the unwanted amorphous deposits. We will return to
this important issue in Section 1.4.

It is remarkable that low-temperature thermally nonequilibrium plasmas
are suitable for synthesizing nanocrystalline films and structures made of vari-
ous materials. For example, ultrananocrystalline diamond is another evidence
of successful use of low-temperature weakly ionized plasmas in nanofabrica-
tion [62, 63]. It is commonly known that diamond is a less stable allotrope
of carbon compared with graphite. Thus, synthesis of this material usually
requires strongly nonequilibrium conditions, such as high pressures and tem-
peratures of precursor gases and substantial additional heating of deposition
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substrates. Synthesis of nanocrystalline modifications of diamond is even
more challenging since it is extremely difficult to control the formation of nu-
merous sp3 atomic networks when the number of constituent nanocrystals
becomes large. This is why the results of Gruen and his colleagues [62, 63] on
different hydrocarbon-based plasma-related possibilities of synthesizing, in
a highly controllable fashion, ultrananocrystalline diamond with crystalline
grain sizes as small as ∼1 nm sound very encouraging.

These processes are also related to unique properties of nonequilibrium
plasmas to accumulate substantial amounts of energy with a high density,
without actually pushing the limits and using unusually high gas tempera-
tures or pressures. We emphasize that these are the only two options that can
be used in a neutral gas-based process. On the other hand, low-temperature
nonequilibrium plasmas can offer a better deal of synthesis of nanomaterials
that require essentially nonequilibrium process conditions, such as the ultra-
nanocrystalline diamond of our interest in this section or crystalline silicon
carbide quantum dots considered in Chapter 6. This point will also be elabo-
rated further in Section 1.4.

Plasma-based techniques have also been extensively used to fabricate
nanoparticles of various composition, chemical structure, shapes, etc. For ex-
ample, quasispherical carbon nanoparticles with a variable crystalline phase
content and extent of hydrogenation can be synthesized and unambiguously
detected in low-pressure hydrocarbon-based discharges [64–67]. In this way
it turns out possible to synthesize, in a laboratory plasma environment, ter-
restrial analogs of “astrophysical” carbon-based nanoparticles from stellar
environments and interstellar gas. Another example is the highly efficient
and controllable assembly of ultrasmall titanium dioxide nanoparticles and
nanoclusters in a low-temperature plasma-assisted diode sputtering pro-
cess [68–70]. Interestingly, by manipulating the sputtering process conditions,
such as the working pressure, plasma density and also changing the particle
collection point, one can assemble nanoclusters of a relatively small number
of atoms, typically ranging from a few hundred to a few thousand atoms.

Plasma-assisted synthesis of carbon-based nanostructures is probably rep-
resented by the largest number of publications from numerous research
groups from virtually all over the world; with only a small fraction of these
works mentioned here [71–82], with some more introduced and discussed
elsewhere in this book. This is not a surprise since carbon nanotubes and
related nanostructures have recently been recognized as the hottest research
topic in the last 5 years, judging by the citation impact of relevant publications.

Without trying to provide an exhaustive overview of the plasma-assisted
synthesis or carbon-based nanostructures or going deeply into details of such
processes, here we will only highlight some of the most important issues in
this research direction. As we have already mentioned above, carbon nan-
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otubes were discovered in plasma-synthesized carbonaceous soot [13]. Since
the mid-1990s, there has been an increased number of attempts to synthesize
carbon nanotubes and related nanostructures with specific features required
for their applications. Nonplasma grown nanotubes are in most cases quite
disordered and randomly oriented with respect to solid substrates resembling
a bunch of interwoven wires or threads. Such carbon nanotube networks
found numerous applications as reinforcing scaffolds in polymer-nanotube
nanocomposite materials.

Another popular challenge for nanotube applications is related to the devel-
opment of electron field microemitters. To enable such functionality, the nan-
otubes need to be properly positioned on a solid substrate and also oriented
with respect to it. The best practical realization of such carbon nanotube-based
microemitter arrays requires vertical (normal with respect to the substrate)
alignment of the nanotubes, similar to what is seen in Fig. 1.7. Extensive stud-
ies of electron field emission properties of objects of different shapes revealed
that capped cylindrical nanotubes, appropriately positioned in an array on
metal-catalyzed (e.g., Ni/Fe/Co) surfaces have an outstanding potential for
electron microemitter device applications. The optimized positioning turns
out to be very sensitive to the actual nanotube dimensions, which are char-
acterized by their diameter and length. It is commonly accepted nowadays
that the nanotube diameter is determined by the sizes of metal catalyst parti-
cles formed after fragmentation of the catalyst layer as a result of substantial
(up to ∼700–900 ◦C and even higher) external heating of the substrate. On the
other hand, the nanotube length should depend on the actual kinetics of the
growth process, which is determined by the balance between the delivery and
consumption of suitable building units from the nanofabrication environment
to the growth site [36].

Thus, one would expect that the plasma can merely affect the growth rate
of the nanotube-like structures. The most amazing observation made by a
large number of researchers was that the nanotubes grown in low-temperature
plasma environments are vertically aligned and the direction of their align-
ment is the same as that of the electric field in the plasma sheath (this is also
the case in Fig. 1.7). The origin, strength, and polarity of such a field have
been discussed in Section 1.1. Although this amazing plasma-related effect
still awaits its conclusive explanation, the basic understanding of this phe-
nomenon is related to two main issues. One of the issues is the electric field-
mediated strain in the lattice of a nanotube slightly bent with respect to the
normal to the growth substrate direction. This mechanism was found most
relevant to the nanotubes grown with a catalyst particle either on their top or
at their bases [77]. As a result, carbon nanotubes grow perfectly aligned with
the electric field in the plasma sheath.
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Fig. 1.7 Vertically aligned carbon nanotubes synthesized in a
methane-based PECVD process (photo courtesy of the Plasma
Sources and Applications Center, NIE, Nanyang Technological Uni-
versity, Singapore).

Another issue is to elucidate the actual role of the ion fluxes that are most
responsive to the electric fields. In fact, despite relatively lower densities com-
pared to neutral species the ions can arrive at the nanostructure growth site
faster and under certain conditions their flux can exceed that of neutral rad-
icals. An interesting thing is that positively charged ions always follow the
direction of the electric field, which drives them toward the nanostructured
substrate.

Moreover, since the electric field usually converges near sharp tips of high-
aspect-ratio and aligned nanostructures, the plasma ions can be effectively
driven straight to the upper sections of the nanotubes as has recently been
confirmed by numerical simulations [21, 23, 24]. Thus, if the nanotube grows
in the “catalyst particle on top” mode, large numbers of the plasma ions can
be deposited onto the catalyst particle and diffuse through it, at a faster rate,
to incorporate into the nanotube structure.

Therefore, vertical alignment of nanotube-like structures in plasma-based
nanofabrication environments is a commonly accepted yet still not completely
explained phenomenon, which is attributed to the alignment effect of the elec-
tric field in the plasma sheath. What is even more amazing is that the actual
alignment of the nanostructure growth can also be controlled by external (not
only those due to charge separation or external DC substrate bias) electric
fields. For instance, by applying an external DC electric field parallel to the
substrate surface, carbon nanotubes can be bent in sharp, predetermined an-
gles (e.g., 90◦) to form L-shaped nanotubes [83].
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It is remarkable that the electric field within the plasma sheath and the
ions also significantly contribute to the growth and reshaping of other, and
not only carbon-based nanostructures. A striking example is the shaping
up of zinc oxide nanorods from small island-like nuclei into relatively large
nanostructures with relatively large aspect ratios [85]. Interestingly, columnar
nanocrystalline AlN structures considered in detail in Chapter 7 also develop
under a strong influence of the electric fields and plasma ions. Indeed, as the
structures grow predominantly in one direction (e.g., c-axis or (002) crystallo-
graphic direction) and elongate, ion fluxes from the plasma focus onto sharper
(near the top) sections of the growing nanostructures and eventually result in
further sharpening and elongation of the structures. This is also the case in
the plasma-assisted fabrication of vertically aligned gallium-doped zinc oxide
nanorods [85].

Numerical simulations also suggest that selective manipulation of ions
fluxes can be instrumental in maintaining a steady growth (with a predeter-
mined shape) and/or reshaping of capped cylindrical nanorods into conical
spike-like microemitter structures [22, 23]. This important feature can also
be used for postprocessing (e.g., coating with nanofilms, functionalization,
or doping) of plasma-grown nanostructures of various dimensionality [24].
The range of nano-objects that can be treated in this way also includes various
voids, cavities, and pores with the dimensions in the nanometer range [84].

It is also important to note that in plasma-based processes it appears possi-
ble to control the actual number of walls in carbon nanotubes. Initially, plasma
nanotools enabled one to synthesize mostly multiwalled carbon nanotubes
(MWCNTs) [72] rather than their single-walled counterparts, which is com-
monly accepted as a much more gentle process compared to the synthesis of
MWCNTs. However, with the rapid advance in the control and diagnostic of
plasma processes, it became possible to routinely fabricate arrays of SWNTs
and many other carbon nanotube-related nanostructures, such as nanofibers,
nanotips, nanoneedles, nanowalls, nanoribbons, nano-onions, etc. [82].

In the meantime, significant advances in sample preparation and catalyst
prepatterning enabled one to design intricate arrangements of carbon nan-
otubes in dense arrays and nanopatterns. An example of dense nanotube
forests grown on selected areas on nickel-catalyzed silicon surfaces is shown
in Fig. 1.8. In this micrograph one can see that the nanotube forests are ar-
ranged in a readable 30×15 µm-sized micropattern “NIE,” which stands for
the National Institute of Education of Nanyang Technological University of
Singapore.

The nanostructures discussed above are usually made of the same ele-
ment, in most cases carbon. It is remarkable that plasma-based techniques
also make it possible to fabricate, with great precision, nanoassemblies
made of a larger number of elements with very different chemical struc-
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Fig. 1.8 Nanopattern with the abbreviated name of the National In-
stitute of Education (NIE), cut from a dense forest of vertically aligned
carbon nanotubes synthesized in methane-based plasmas on nickel
catalyst (photo courtesy of the Plasma Sources and Applications Cen-
ter, NIE, Nanyang Technological University, Singapore).

tures, shapes, alignment, arrangements in nanopatterns, etc. Complex bi-
nary/ternary/quarternary semiconductor quantum confinement structures
of different dimensionality (which is 0 for ultrasmall quantum dots, 1 in
the case of one-dimensional, high-aspect-ratio nanowires and nanotube-like
structures, 2 for nanowall-like structures, nanowells and layered heterostruc-
tures, and 3 for differently shaped nanoparticles and also smaller-aspect-ratio
nanostructures (e.g., nanopyramids, nanocones, nanorods)) is perhaps the
most striking example of such successful applications. Interestingly, by us-
ing plasma-based tools, it becomes also possible to control the arrangement
of ultrasmall nano- and sub-nanosized objects into ordered spatial arrays,
similar to the high-resolution SEM image of SiC quantum dots fabricated by
the plasma-assisted reactive RF magnetron sputtering of high-purity solid
SiC targets in plasmas of Ar+H2 gas mixtures (see Fig. 1.9). These nanodot
structures will be considered in more detail in Chapter 5.

An alternative way to synthesize binary semiconductor quantum dots is
to use plasma enhanced chemical vapor deposition from mixtures of reac-
tive gases such as silane (discussed above in relation to nanofabrication of
nanocrystalline silicon and single-crystalline silicon nanoparticles) or ger-
mane. For example, highly uniform large-area patterns of germanium quan-
tum dots on silicon have been successfully fabricated by using reactive plas-
mas of GeH4 and H2 gas mixtures [86].
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Fig. 1.9 Array of SiC quantum dots on Si(100) substrates with AlN
lattice matching interlayer synthesized by reactive plasma-assisted
RF magnetron sputtering deposition (photo courtesy of the Plasma
Sources and Applications Center, NIE, Nanyang Technological Univer-
sity, Singapore, unpublished). The average size of the quantum dots
within the array is approximately 23 nm.

Interestingly, the composition of the plasma species also plays a promi-
nent role in the growth kinetics of nanostructures. One interesting example
is shown in Fig. 1.10, which displays ultra-high-aspect-ratio SiCN nanowires
synthesized in a quite similar, Ar+H2 reactive plasma environment, with the
minor differences being in the additional inlet of nitrogen gas and the use
of nickel-catalyzed substrates (we recall that a similar technique is used in
nanofabrication of carbon-nanotube-like structures).

At this stage we should make a stop and proceed with the introduction of
the main ideas and aims of this monograph. Let us just recall that the pur-
pose of this section has been to familiarize the reader with typical and wide-
spread applications of plasma nanotools for materials synthesis and process-
ing at nanoscales. The number of already existing and emerging processes,
techniques, and technologies is in fact much larger and is continuously in-
creasing at a relatively high pace. This section aimed to give a few typical
examples of uses of low-temperature plasmas to fabricate nanostructures of
various dimensionality; in no way it is an exhaustive review of all existing
plasma-based techniques and processes. For a wider coverage of current ad-
vances and major challenges in the area the reader can be referred to topi-
cal review articles [36, 72, 82]. Nevertheless, we do believe that the reader
has already received a reasonable exposure to most important uses of low-
temperature plasmas in nanotechnology and an awareness of the importance
and present-day status of this undoubtedly hot research area.

At this stage our logic suggests us to pose the next important question: what
features should the plasmas and the plasma sources have to be not only use-
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Fig. 1.10 Ultra-high-aspect-ratio SiCN nanowires synthesized by re-
active plasma-assisted RF magnetron sputtering deposition on the Ni-
catalyzed p-Si(100) substrate (photo courtesy of the Plasma Sources
and Applications Center, NIE, Nanyang Technological University, Sin-
gapore). The aspect ratio (length to width) of the nanowires typically
ranges from 250 to 1000.

ful but also efficient in specific nanoscale applications? On this note we will
proceed to the next section and briefly discuss some of the issues that might
facilitate the proper choice of the plasmas and plasma facilities suitable for the
envisaged nanoprocesses.

1.4
How to Choose the Right Plasma for Applications in Nanotechnology?

At this stage we already have some basic knowledge about the fundamental
properties of low-temperature plasmas, most important issues and building
blocks of nanotechnology, and most common uses of such plasmas for the
synthesis and processing of nanomaterials and nanostructures. In this brief
section, we will try to put the most essential bits of information together
and work out which plasmas would be right to use to fabricate a specific
nanoassembly.

First of all, there is no general answer to this nontrivial question. In fact, the
answer is in most cases process specific and depends on many factors, such
as the nanostructure’s or nanomaterial’s type, internal structure, size, specific
features, elemental composition, shape, targeted application, and some oth-
ers. However, the knowledge we already have will enable us to narrow our
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choices and look at the plasmas and their sources from a more focused per-
spective.

From Section 1.1, we have already learned that plasmas can be hot and cold,
thermal and nonequilibrium. Out of four possible choices, we should elimi-
nate the two possibilities related to hot plasmas, which we recall are consid-
ered suitable to sustain nuclear fusion reactions at millions of degrees and are
thus far too hot to be useable for creation of nanosized objects.

After this elimination, we are left with no choice but to use low-temperature
plasmas; however, which kind of plasmas to use, thermal or nonequilibrium?
It is now prudent to recall that low-temperature plasmas are in most cases
weakly ionized and plasma discharges naturally contain two (ionized and
neutral) gas components. In thermally equilibrium plasmas, all species usu-
ally have very similar temperatures (Te ∼ Ti ∼ Tn), which is obviously not
the case for nonequilibrium plasmas. If we focus on the gas-phase nucleation
of atomic, molecular, or radical species into nanoclusters or small nucleates,
the temperature of the environment would be the most important factor. And
since the plasma is weakly ionized, we arrive at the conclusion that the neutral
gas temperature is what most likely controls the process.

We now have two options: either to go ahead with the thermal or nonequi-
librium plasmas. In a deterministic approach, the choice will depend on the
specifics of the targeted nanoassemblies. Otherwise, one can discuss what
sort of nano-objects one can expect to grow from both plasmas. First of all,
gas temperatures are quite different in thermal and nonequilibrium plasmas.
Indeed, in thermal plasmas with Te ∼ Ti ∼ 1 eV, one can reasonably expect
the neutral gas (which dominates in the environment) to have a temperature
of a few thousand degrees and even higher. On the other hand, in a nonequi-
librium plasma with the same electron temperature, neutral gas temperatures
very rarely exceed 1000 K and in most cases remain close to room tempera-
tures. This remarkable difference in gas temperatures can result in a variety of
possible sub-nanosized and nanosized objects that can be synthesized under
so different conditions.

The easiest thing to notice is that temperatures (∼300 K) of a neutral gas
in nonequilibrium plasmas are below melting points of most of bulk solid
materials. On the other hand, gas temperatures in thermal plasmas are high
enough to cause melting and even evaporation of solid objects. Therefore, if
a small nanosized object has been nucleated in a gas phase, a chance of find-
ing it in a solid state is much higher in nonequilibrium rather than in thermal
plasmas. At lower temperatures small objects have a better chance to have
an irregular (e.g., cauliflower- or fractal-like) shapes than at higher tempera-
tures. Moreover, as the temperatures get higher, any irregular features of gas-
phase-borne nanoassemblies often disappear as a result of coagulation and
spheroidization effects.
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In simple terms, it means that thermal plasmas are best suited for synthe-
sizing spherical nanoparticles! Such spherical nanoparticles are very different
from perfectly faceted cubic nanocrystals (Fig. 1.6) synthesized in nonequilib-
rium cold plasmas. Thus, if specific targeted nano-objects can benefit from
high-temperature droplet-like states or are expected to be of a perfectly spher-
ical shape, then using thermal plasmas is a definitive must. However, if
nanoassemblies need to be grown at low temperatures, then nonequilibrium
plasmas would certainly be a better choice. For example, it would be prob-
lematic to synthesize in thermal plasmas polymer nanoparticles, which often
have melting points as low as 400–450 K.

We hope that this simple example convincingly shows that by using differ-
ent kinds of plasmas one can obtain very different results in terms of nanofab-
rication. Also by using plasmas of different sorts (e.g., inductively or capaci-
tively coupled plasmas) one can make a major impact on actual outcomes of
the nanoassembly processes. Moreover, within the same sort of plasmas, the
plasma and discharge parameters can be very different depending on the pro-
cess operation conditions. And what is even more important is that the actual
properties of nanoassemblies are extremely sensitive to such choices and/or
variations.

The next important thing to take into account when choosing the most suit-
able plasma and process conditions is to note that the growth of most of
the presently known nanoassemblies in low-temperature plasmas does re-
quire a suitably prepared solid substrate. More importantly, this substrate
faces the plasma and is separated from it by the plasma sheath discussed in
detail in Section 1.2. Therefore, the interaction of the plasma species with
the growth substrate is what controls the growth of the nanoassemblies in
question. In particular, surface bombardment by the plasma ions can signif-
icantly increase the temperature of the surface and/or affect the fragmenta-
tion/nanostructurization of catalyst layers, which are widely used to synthe-
size carbon nanotubes and a many other common nanostructures made of
variety of materials.

A knowledgeable reader would agree but perhaps could question the rele-
vance of the previous paragraph to the issue of the appropriate choice of the
most suitable plasma and optimized process parameters. First of all, the im-
pact of the ion bombardment critically depends on the plasma and substrate
bias used in the nanoassembly growth experiments. Different plasmas can
have very different compositions and contain a variety of atomic, molecular,
and radical species that depending on their functions will often be termed
“building units” or “working units” throughout this monograph. Some of the
species are reactive and can chemically modify the surface, while nonreactive
ones usually cannot. Some of the species are meant to stack into nanoassem-
blies being grown whereas some others are unwanted or even deleterious.
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The number of possibilities is virtually infinite and it is not the purpose of this
work to reveal them.

We emphasize that it is extremely important to properly select the right
kind, sort of plasmas and most essential conditions in the plasma discharge,
working gases, and deposition surfaces. These conditions should be opti-
mized for the most effective and controlled growth of the required nanosized
objects.

It is a common belief that the choice of the working gas is the easiest thing
to do. In a sense, yes: if one wants to grow carbon nanotubes then there is
no point to use silane precursor gas as it does not contain carbon atoms the
nanotubes are expected to be made of. However, which carbon-bearing pre-
cursor gas to use? Methane? Acetylene? Higher hydrocarbons? Or use solid
targets to introduce carbon material via plasma-assisted sputtering of pulsed
laser ablation? Ultimately, everything depends on the most suitable building
units of the targeted nanostructures [36]. For example, if a nanostructure can
be assembled by carbon atoms only, it is advisable to use a nanofabrication
technique and a precursor gas that most effectively generate carbon atoms in
the required energetic and/or bonding state.

It should be pointed out that the number of the suitable building blocks
should also be reasonable, as significant oversupply of carbon material to the
substrate surface can result in undesired growth of unwanted carbon deposits
rather than well-shaped and structured nano-objects. This issue has already
been mentioned in this chapter. For example, the target is to grow crystalline
carbon nanostructures, which are believed to grow via stacking of CH3 radical
building units. In this case methane-based plasmas would be the most obvi-
ous choice since the required BUs can be easily produced by electron impact
dissociation of methane molecules

CH4 + e → CH3 + H + e

which usually has quite high reaction rates and is very effective in generating
methyl radicals. On the other hand, using C2H2-based plasmas would not be
effective since a long chain of chemical transformations is necessary to create
CH3 reactive radical from C2H2.

On the other hand, unwanted amorphous pile-ups can be effectively re-
moved by selective chemical etching, which affects amorphous carbon but
does not affect crystalline carbon nanostructures. Therefore, balancing the
rates of deposition of useful building units and etching of unwanted phase
(a-C in this case) is another important issue to note when selecting the most
suitable plasmas and developing relevant process specifications and plasma
facilities. For the purposes of etching amorphous carbon, one can effectively
use atomic hydrogen working units, which are chemically reactive and widely
used for surface passivation and etching.
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Therefore, the ideal plasma for nanofabrication of crystalline carbon nanos-
tructures with reduced amorphous carbon contents should be sustained in a
CH4+H2 gas mixture. Or is it really ideal or can still be improved? This is
where the plasma–surface interactions come along. Numerous experiments
have shown that the process outcomes can be much improved by adding an
inert gas such as argon, and in quite substantial amounts. One of the reasons is
that it is usually easier to sustain plasma discharges in argon than many other
gases. In fact, argon can be effectively ionized by using “tail” electrons as
discussed in Section 1.2; populations of such energetic electrons can be quite
large in argon, as compared to other gases. In this case, it is often possible
that the plasma in such a mixture can be dominated by argon ions as com-
pared with hydrogen and hydrocarbon ions. Moreover, argon ions are heavy,
and their large concentrations can be used to create intense ion fluxes onto the
growth surfaces, which mostly increase the surface temperature without ele-
vating the neutral gas temperature and etching the surface. From this point of
view, argon ions can be also considered important working units, which serve
for the purpose of plasma maintenance and controlling surface temperatures
and other surface conditions such as distribution of surface stresses.

Thus, when choosing the right gas mixture, one should have a very clear
idea what species and in what state (e.g., charged or neutral, radical or non-
radical, energetic or nonenergetic) are actually required for each particular
process stage and/or component involved in nanofabrication of the required
nanoassembly.

As has probably became clear, choosing most suitable plasmas and optimiz-
ing the process conditions involves a large number of other parameters and
issues. In fact, every single process parameter in most cases significantly af-
fects the outcomes. This is why it is so important to convert these parameters
into effective turning knobs of plasma-aided nanofabrication. In this mono-
graph we will consider several examples of how a variation of the plasma pa-
rameters makes a major difference in the plasma-assisted growth of various
nanoassemblies. For example, discharge input power can be used to effec-
tively control the number densities of electrons, ions, and radicals in the dis-
charge. This can dramatically modify the balance between the delivery and
consumption of the nanoassembly building blocks and also the surface condi-
tions (e.g., passivation and bond availability and temperature). On the other
hand, a DC substrate bias can be used to control the fluxes of positive ions and
radicals onto the surface, including surfaces of individual nanostructures.

Strict requirements for the plasma sorts and specific process parameters
pose a great challenge for the development of plasma-aided nanofabrication
tools and facilities. Generally speaking, some of the most essential require-
ments for the plasma source design and operation parameters are quite sim-
ilar to the existing demands of the microelectronic industry. For example, to
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be useable for nanofabrication purposes, low-temperature plasmas should be
stable and quiescent, show excellent reproducibility of its parameters (e.g.,
electron/ion temperature, densities and surface fluxes of electrons, ions, and
other major species), be easy in handling and operation, be easily sustained
in large ranges of process parameters such as the working gas pressure and
input power, and several others. Moreover, the fluxes of the ion and radical
species should be uniform over the areas where the nanoassembly is actually
conducted. This usually implies high degrees of uniformity of densities of
numerous species over large volumes and surface areas. These and other re-
quirements for the development of suitable plasma sources are discussed in
detail in Chapters 2 and 3.

However, this is not yet the end of the story. Amazingly, but plasma fa-
cilities that show excellent performance in microfabrication of integrated cir-
cuits or deposition of superhard wear-resistant coatings may not necessarily
be suitable for successful and deterministic synthesis of nanoscale assemblies.
This is why it is so important to properly identify the most effective controls
of each specific process and tailor the plasma and process parameters and, if
necessary, specifically design a new or redesign an existing plasma facility to
make such a synthesis a reality.

For example, to synthesize semiconductor quantum dots, plasma facilities
should be able to generate small (typically submonolayer) numbers of build-
ing units; such numbers are usually much less than those used to deposit con-
tinuous thin films in plasma-assisted processes. In many cases a simple reduc-
tion of a working pressure and input power does not help much and a new
way of controlled generation of the building units in the reaction chamber is
required. Such ways of creating and delivering various species make a sub-
stantial difference in terms of the performance of plasma facilities in nanofab-
rication.

It is worth mentioning that a large number of species, especially in reac-
tive plasmas, adds an additional level of complexity to the application of low-
temperature plasmas in nanotechnology. This is why it is so important to
properly understand the ways to control those parameters that can affect the
nanoassembly process and in the way we actually want. We reiterate that such
an approach is commonly termed deterministic as opposed to widespread
trial and error practices. Finally, we emphasize that most of the presently
available plasma nanotools have not yet reached such a level and it is one of
the aims of intense ongoing research efforts worldwide and of this monograph
to show a viable pathway from the development of high-performance plasma
sources to their uses in plasma-aided nanofabrication.
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1.5
Structure of the Monograph and Advice to the Reader

We are now ready to outline what exactly can the reader (who should al-
ready be quite puzzled and intrigued) find in this monograph. Again, as the
title suggests, it shows a pathway from choosing the right plasma and de-
veloping a suitable plasma facility to actual implementation of plasma-based
nanoassembly processes.

In addition to this introductory chapter, this monograph also contains six
main chapters, Chapters 2–7 and one concluding chapter, Chapter 8. The
References section contains 496 relevant references. The first logical part of
the book (Chapters 2–3) is devoted to generation of low-temperature plas-
mas and development of advanced plasma sources suitable for nanofabrica-
tion purposes. These chapters introduce the approach for tailoring the plasma
nanofabrication environment via developing versatile plasma sources, which
are capable to generate, at specified rates, the required number of the desired
plasma species.

Physical properties and operation of inductively coupled plasma sources,
benchmark plasma reactors of the present day microelectronic and other in-
dustries, are considered in Chapter 2. These plasma sources have found suc-
cessful applications for plasma-enhanced chemical vapor deposition of vari-
ous carbon-based nanostructures, including nanotubes, nanotips, needle-like
structures, quasi-two-dimensional nanoflakes, and nanowalls and other im-
portant nanoassemblies.

In Chapter 3, the issues of the improvement of the plasma parameters in
inductively coupled plasma sources and development of versatile nanofabri-
cation facilities are critically examined. This chapter shows different exam-
ples of how the performance of inductively coupled plasma sources can be
improved to meet the requirements of nanofabrication processes. In particu-
lar, we explain how the uniformity of fluxes of various species in inductively
coupled plasmas can substantially be improved by introducing an internal ra-
diofrequency antenna that excites flat unidirectionally oscillating RF current
sheets.

In another example, we detail how an introduction of a DC/RF magnetron
inside a conventional inductively coupled plasma reactor can give extra flex-
ibility in terms of generation of additional metal species, which are quite dif-
ficult, if possible at all, to generate in a PECVD process. By combining the
advantages of large-area plasma processing, stability and parameters of in-
ductively coupled plasmas generated by either external or internal inductive
coils, with the flexibility of selection of sputtering targets of DC/RF mag-
netron sputtering electrodes, it turns out possible to develop an advanced
combinatorial plasma nanofabrication facility, which was used to fabricate a
large variety of semiconductor nanostructures of various dimensionality.
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The second logic part of this monograph details numerous applications
of low-temperature plasmas for the synthesis of exotic nanoassemblies,
nanostructured materials, functional coatings, processing submicrometer and
nanometer features in porous materials and microelectronic devices, and
other relevant technologies.

In Chapter 4, we address the benefits of using reactive plasmas of
hydrocarbon-based gas mixtures to fabricate carbon nanostructures, includ-
ing but not limited to ordered arrays of vertically aligned single crystalline
nanotips, multiwalled nanotubes, nanofibers, nanopyramids, nanowalls, and
nanoflakes. This chapter also includes extensive results on numerical simu-
lations of atomic structure of single-crystalline carbon nanotip structures and
experimental advances in postprocessing (e.g., coating, doping, functional-
ization) of carbon nanotubes and related nanostructures.

Plasma-aided nanofabrication of low-dimensional semiconductor quan-
tum confinement structures, such as quantum dots, nanoparticles, nanowires,
nanorods, nanoparticle films, superlattices, heterostructures, and several oth-
ers, as well as intricate patterns of low-dimensional quantum confinement
structures is the main focus of Chapter 5. Most of the nanostructures and
nanopatterns considered in this chapter have been synthesized in the Inte-
grated Plasma-Aided Nanofabrication Facility introduced and described in
detail in Chapter 3. By using various operation modes of this facility, it turns
out possible to assemble exotic quantum confinement structures with differ-
ent dimensionality, which range from 0 for tiny quantum dots to 3 for rod-
or pyramid-like structures. Many useful properties of such nanostructures
such as electron confinement and photoluminescence are discussed alongside
with the detailed description of the analytical characterization of structural,
chemical, and other properties of such nanoassemblies.

In Chapter 6 we show how a “plasma-building unit” approach [36] can
be successfully used for the plasma-assisted synthesis of nanostructured hy-
droxyapatite bioceramics for orthopedic and dental applications. Nanostruc-
tured hydroxyapatite fabricated in such a way has an excellent degree of crys-
tallinity, stoichiometric elemental composition, grain structure, surface mor-
phology, and other useful features, not achievable via other fabrication tech-
niques.

Chapter 7 deals with a range of materials and nanoscale objects synthesized
or processed by using plasma nanotools. The examples considered include
doping of SiC quantum dots by atoms of rare-earth metals, plasma-assisted
reactive magnetron sputtering deposition of Ti–O–Si–N nanocrystalline films,
using the building unit approach to fabricate nanocrystalline AlCN films,
highly oriented columnar AlN nanocrystalline films, plasma-assisted synthe-
sis of nanocrystalline vanadium pentoxide films, and plasma-based treatment
of micro- and nanoporous materials. This chapter ends with a brief overview
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of other examples of successful uses of low-temperature plasmas for nanofab-
rication.

The monograph concludes with Chapter 8, which contains further exam-
ples of advanced applications of (mostly thermally nonequilibrium) low-
temperature plasmas for nanoscale materials synthesis and processing (Sec-
tion 8.1). Section 8.2 is devoted to summarizing, by using specific examples
considered elsewhere in this monograph, benefits and challenges of using
plasma-based tools in nanofabrication. The monograph concludes with a
brief summary of some current and emerging issues of the plasma-aided
nanofabrication and outlook for future directions in this exciting research area
(Section 8.3).

From now on, the narration will become a lot more technical and will
mainly contain specific scientific results, with the overwhelming majority of
them published in prime international research journals. However, this does
not mean that only scientists, engineers, and postgraduate students should
read this monograph further on. In fact, anyone who is interested in either
plasma- or nanorelated research advances should at least browse this book
and pay attention to any microphotographs or other images or figures that
catch their eye and then try to read the narration around. If the level of tech-
nical description turns out to be difficult, it is worthwhile to read a couple of
introductory paragraphs to the relevant section; such paragraphs summarize
the advances described in the subsections and are written in a less technical
language than the rest of the subsections. Well, if this cannot help, there is
always a way out: ask us a question and we will be most happy to explain!
Finally, good luck with the reading and we hope that you will also enjoy the
following highly technical part of this monograph.
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2
Generation of Highly Uniform, High-Density Inductively
Coupled Plasma

Recently, high-density, low-temperature RF plasma sources have been increas-
ingly attractive for numerous industrial applications ranging from the tra-
ditional highly selective dry etching and microstructuring of silicon wafers
in ultra large scale integration semiconductor manufacturing to recently re-
ported synthesis of carbon-based nanostructures in the fabrication of electron
field emitters for the development of advanced flat display panels [72, 87–89].
High number density and excellent uniformity of fluxes of reactive species
over large volumes and surface areas are crucial for the improvement of the
efficiency of plasma processing. Among various sources of low-temperature
nonequilibrium plasmas, inductively coupled plasma (ICP) devices have at-
tracted a great deal of attention because of their excellent properties to gen-
erate high-density, large-volume, and large-area plasmas. Presently, low-
pressure, low-temperature ICP sources are used by several industries as ref-
erence plasma reactors for numerous applications in semiconductor manufac-
turing, optoelectronics, and synthesis and processing of advanced functional
films and coatings [52, 90].

This chapter is devoted to one of the most common configurations of ICP
sources with an external flat spiral RF coil that was actually used for various
nanofabrication applications discussed elsewhere in this book. Because of the
space limitations, we purposely focus here on a detailed description of the
design and operation of the selected plasma source instead of reviewing all
possible configurations of ICP plasma sources. Our choice has been justified
by the following reasons:

• this book highlights the role of the plasma in process-specific nanoscale
applications; hence, even minor details of the plasma generation can be-
come crucial for tailoring the plasma environment in each specific appli-
cation;

• since this type of plasma sources has been used in a large number of
applications detailed in other chapters, it is instructive to provide the
details of the plasma source in a separate chapter other than repeating
common descriptions in each specific process;
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• the results presented elsewhere in the book thus become more easily re-
produceable by other researchers and can even be adopted for Honours
and graduate research projects and undergraduate laboratory courses.

This chapter begins with the description of the design and operation of the
experimental facility and diagnostics of low-frequency inductively coupled
plasmas (LFICPs, Section 2.1). In Section 2.2, we discuss the unique attribute
of ICP sources, namely, the ability to operate in two distinctive discharge
modes that differ by the prevailing mechanism of RF power coupling. The
bimodal source operation offers a better deal of flexibility in materials pro-
cessing and also poses a number of challenges to the stability of discharge op-
eration near mode transition points. Section 2.3 focuses on the electromagnetic
field distribution and nonlinear phenomena in LFICP sources. The results of
optical emission spectroscopy of ICPs in complex gas mixtures are presented
in Section 2.4. Modeling of particle and power balance in the plasma discharge
is a very useful tool to predict the spatial distributions of densities, energies
and fluxes of the plasma species, as discussed in Section 2.5. This chapter con-
cludes with a summary of the most salient features of low-frequency induc-
tively coupled plasmas as benchmark industrial plasma reactors (Section 2.6).
The material of this chapter is primarily based on original publications [91–97]
of the authors and their colleagues.

2.1
Low-Frequency ICP with a Flat External Spiral Coil: Plasma Source and
Diagnostic Equipment

In common sources of inductively coupled plasmas the configurations and
positioning of RF current driving antennas can be quite different. For exam-
ple, the inductive coil can be either placed externally or internally with respect
to the discharge chamber, and also have a flat or a helical geometry [15]. In
one of the most common embodiments considered in this chapter, the induc-
tively coupled plasma is sustained by the RF power deposited by an external
flat spiral inductive coil (“pancake coil”) installed externally to and separated
by a small air gap from a dielectric window that seals a (usually cylindrical)
vacuum chamber [93, 98–100] as shown in Fig. 2.1.

Most of the commercial ICP reactors feature a fused silica or reinforced glass
window sealing the chamber in its r–φ cross-section from the top. The RF cur-
rent driven through the flat spiral inductive coil generates the electromagnetic
field that features the azimuthal electric Eφ as well as the radial Hr and axial
Hz magnetic field components [101]. We emphasize that high uniformity of
densities and fluxes of ions and reactive species, high product yield, process
efficiency, selectivity, and reproducibility are the common requirements for
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Fig. 2.1 Sketch and photograph of the low-frequency inductively cou-
pled plasma source.

plasma processing [15]. The sources of inductively coupled plasmas with an
external planar coil have proven to meet the above requirements. Indeed, the
ICP sources are capable of generating large-area, large-volume, high-density
plasmas with low sheath potentials near processing surfaces, which enables
the possibility of independently controlling the plasma density and ion en-
ergy [102–106]. It is remarkable that the ICP sources can operate at low gas
feedstock pressures and have demonstrated and outstanding potential in gen-
erating high-density plasmas with moderate input powers. Moreover, the
plasma features a high level of spatial uniformity, which is crucial for large-
area materials processing.

Generally, inductively coupled plasmas are produced in a low-aspect-ratio
cylindrical vacuum chamber by an external flat spiral coil (Fig. 2.1). The in-
duced RF currents sustain the discharge maintaining the ionization of neutral
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gas at a required level. The coil is most commonly powered by a 13.56 MHz
RF generator via a matching network. However, low-frequency (typically
< 1 MHz) ICPs possess several advantages that make them especially useful
for the development of large-area high-density plasma sources [91, 93, 107].
In addition, upscaling of 13.56 MHz reactors may prove difficult since the RF
wavelength becomes shorter than the coil length, which may result in poor
plasma uniformity [98, 101, 108]. One of possible solutions of this problem is
to excite traveling waves in the coil [108]. The alternative way, discussed in
this chapter, is to operate at lower frequencies with a higher number of turns
of the RF coil, yet without increasing the coil reactance.

2.1.1
Plasma Source

A schematic diagram of the ICP plasma source is shown in Fig. 2.1. The vac-
uum chamber has a cylindrical shape with the diameter and height of 32 cm
and 23 cm, respectively. The plasma reactor is made of stainless steel and is of
a double-walled construction to allow cold water circulation to remove the ex-
cessive heat dissipation during the plasma discharges. Four rectangular ports
(two of them are shown in Fig. 2.1) are symmetrically arranged around the
circumference of the plasma chamber to facilitate visual monitoring of the dis-
charge and enable the access of various plasma diagnostic tools, such as mag-
netic, single RF-compensated Langmuir, and optical emission probes, consid-
ered in detail in Section 2.1.2. The diagnostic probes can be inserted radially at
different vertical positions in the side ports, each of them has seven portholes
separated by 2 cm in the axial direction. There are similar portholes in the
aluminum bottom endplate of the plasma chamber. The endplate contains a
set of 15 holes each separated by 2 cm, which allows the diagnostic probes to
be inserted axially at various radial positions.

The plasma chamber is pumped though a small side port located at the
lower portion of the vessel between two rectangular side ports. A KYKY (type
2XZ) turbo-molecular pump (with a pumping speed of 450 l/s) backed by a
two-stage rotary pump was used to evacuate the vessel. A typical routinely
achievable base pressure can be as low as 5 × 10−5 Torr. A Pirani gauge (Ed-
ward model RM 10 with the measuring pressure range from 103 to 10−3 Torr)
and a Penning gauge (Edward model CP25K with the measuring pressure
range from 10−3 to 10−8 Torr) were used to measure the base pressure. Both
gauges were controlled by an Edward Pirani Penning readout (model 1005).
For basic studies of the plasma source operation and parameters, pure argon
(99.99 % purity) was used as a working gas. In order to control the flow rate
of the working gas and the equilibrium pressure within the plasma chamber,
MKS Flow Controllers 1100 series connected to MKS Type 247C four-channel
Readout are used. A MKS Baratron capacitance manometer (model 122AA),
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which is connected to a MKS Type PDRC-2C Power Supply Digital Readout,
is used to monitor the pressure inside the chamber. The working gas pressure
p0, which is typically in the range of 1 to 100 mTorr, is controlled by a com-
bination of a MKS Flow Controller and a manual gate valve equipped in the
pumping line.

An Advanced Energy (model PDX 8000, 460 kHz) RF generator is used to
drive the RF current in the antenna. The maximum output power of the gener-
ator is 8000 W into a 50 Ω, nonreactive load. However, the power supplied to
the inductive coil in most experiments varied from 100 to 2500 W. The genera-
tor is connected to the coil via a specially designed π-type matching network.
Two cooling units of type EYELA Cool Ace CA-1100 are used to supply cold
water to the vacuum vessel, RF generator, and turbomolecular pump.

The equivalent circuit of the plasma discharge is given in Fig. 2.2, where
V0 and R0 are the open circuit voltage and resistance of the RF generator, Vi
and Ii are the input voltage and current into the matching network, Rc and
Lc are the resistance and inductance of the unloaded coil, ∆Lp is the variable
part of the circuit inductance due to the plasma load, Rp is a reflected plasma
resistance, Ic is the coil current, and L = Lc − ∆Lp. Capacitors C1 and C2 are
used to match the RF generator to the plasma load. In calculating the power
deposited in the plasma, the power dissipated in the coil has been deducted.
We note that X = (Vi/Ic) sin φ = ωL − (1/ωC1) = Xc − ∆Xp is the total cir-
cuit reactance, Xc and ∆Xp are the unloaded circuit reactance and a reactance
change due to the plasma, and φ is the phase shift between Vi and Ic.

Fig. 2.2 Equivalent circuit diagram of the low-frequency inductively
coupled plasma source [93].

2.1.2
Diagnostics of Inductively Coupled Plasmas

A set of RF voltage and current probes, miniature magnetic probes, RF-
compensated Langmuir probes, optical emission spectroscopy (OES), and
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quadrupole mass spectrometry (QMS) is used to investigate the properties
of the ICP plasma source.

2.1.2.1 RF circuit diagnostic

The RF voltage Vi and the circuit currents Ii, Ic are measured using Tektronix
P6009 voltage probes and the two Pearson current transducers (mode 1025),
respectively. The RF signal is fed to Tektronik TDS 460 digital storage oscillo-
scopes via a 50 Ω triaxial cable. The measured RF signals are processed by the
amplitude and phase detecting circuits.

2.1.2.2 Miniature magnetic probes

The electromagnetic properties of the ICP plasma source can be studied by
using two custom-designed miniature magnetic probes. The schematics of
two different miniature magnetic probes is shown in Fig. 2.3. Briefly, the key
element of the probes is a miniature coil (with a different number of turns)
wound around a teflon frame mounted at the end of an aluminum tube with
the internal diameter of 3 mm. Depending on the orientation of the probes,
one of them can pick up the azimuthal or axial components of the magnetic
field (Fig. 2.3(a)), while the other can sense the radial magnetic field compo-
nent (Fig. 2.3(b)). A continuous flow of compressed air can be used to cool
the probes. The air flows in through the aluminum tube and exits through
the periphery space between the aluminum tube and the inner surface of the

Fig. 2.3 Sketch of miniature magnetic probes for radial (a) axial and
azimuthal (b) magnetic field components [97].
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quartz feedthrough. To minimize the effect of the RF interference on the mag-
netic probe signals, the aluminum tube is properly grounded. The spatial
resolution of the probes is 0.6 cm, which enables a detailed mapping of the RF
magnetic field inside the plasma chamber.

2.1.2.3 Langmuir probe

Global plasma parameters can be obtained from the time-resolved measure-
ments by a single RF-compensated cylindrical Langmuir probe (Fig. 2.4). The
probe is powered by AC (50 Hz) voltage in the range from −40 to +40 V
through a variable transformer. To isolate the electric connection between the
probe and main power supply an additional isolation transformer (with 1:1
ratio) is used. The probe voltage across the plasma load resistance can be
measured by a Tektronix voltage probe and monitored on a digital storage
oscilloscope (Tektronix model 380) via a 1.0 MHz low-pass filter. The probe
current is obtained by measuring the voltage drop across a 0.26 Ω resistor and
monitored on the same oscilloscope via a 0.2 MHz low-pass filter. All the ob-
tained signals are transmitted to a PC via the GPIB port of the oscilloscope. A
PC-based data acquisition system is used to record and process the data and
obtain the electron density, effective electron temperature, plasma potential,
and electron energy distribution/probability functions (EEDF/EEPF).

The main plasma parameters can be determined by using the second de-
rivative of the Langmuir probe current–voltage characteristics (Druyvestein
routine) [15, 107]. We note that the reproducibility of the data collected in the
experiments of our interest here is excellent. All the diagnostic tools and data
acquisition system are electrostatically shielded to minimize any RF interfer-
ence from the generator and antenna RF fields. Since the plasma chamber
provides a good reference ground for the single RF-compensated Langmuir
probe measurements in the electron collection voltage range, the plasma po-
tential and effective electron temperature can be accurately obtained from the

Fig. 2.4 Sketch of a cylindrical Langmuir probe used for the ICP diag-
nostics.
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measured I–V probe characteristics. The plasma density ne, effective elec-
tron temperature Teff, and plasma potential Vp were determined by using the
Druyvestein routine [15, 107]. In particular, ne and Teff can be expressed as

ne =
∫

ge (V) dV

Teff =
2

3ne

∫
Vge(V) dV

and the electron energy distribution function ge(V) can be obtained through
the second derivative of the probe current over the voltage d2 Ie/dV2 as

ge(V) =
2me

e2 A

(
2eV
me

)1/2 d2 Ie

dV2

where e, me, and A are the elementary charge, electron mass and the probe
surface area, respectively. The plasma potential Vp can be found as the max-
imum of the first derivative of the dependence I(V) or as the zero crossing
point of the second derivative of the probe current [15].

2.1.2.4 Optical emission spectroscopy

Throughout this monograph, optical characteristics of the plasma generated
in various plasma sources are extensively used for process diagnostics. In
most cases, the optical emission spectra are collected in the wavelength range
of 300–900 nm by using the optical emission spectroscopy measurement sys-
tem shown in Fig. 2.5. The variation of the optical emission intensity of dif-
ferent atomic, ionic, molecular, or radical lines in the plasma can be moni-
tored in real time while the coil current or other discharge parameters are
varied. The optical emission of different spectral lines of the excited/ionized
species produced by the plasma discharge is collected by a collimated optical
probe inserted radially or axially into the plasma chamber. An optical fiber
is used to transmit the collected signal to the entrance slit of a monochroma-
tor (Acton Research SpectraPro-750i model, 0.750 Meter Focal Length Triple
Grating Imaging Monochromator/Spectrograph). The emission is amplified
by a photo-multiplier (PMT, THORN EMI electron tube) and then dispersed
and analyzed by a monochromator (with spectral resolution of 0.023 nm) in
the preset wavelength range. The amplitude of the output signal from the
photo-multiplier could be changed by adjusting the voltage output from a
high-voltage generator. In order to monitor the output signal on the com-
puter in real time, the signal is continuously digitized by an A/D convertor
built-in in the scan controller. The scanning and data acquisition process was
controlled by the data acquisition and analysis software SpectrasenseTM (Ac-
ton Research Corporation). Using the data acquisition system, one can record
broad spectral bands or selectively monitor certain spectral lines.
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Fig. 2.5 Schematic diagram of the OES measurement system [94].

2.1.2.5 Quadrupole mass spectrometry

The quadrupole mass spectrometry (QMS) is used for real-time in situ diag-
nostics of neutral species in the gas phase of the discharge (see Fig. 2.6). The
ICP facility of our interest here is equipped with a complete quadrupole mass
analyzer system Microvision Plus manufactured by MKS Instrument Spectra
Products.

This system enables one to measure the concentrations of neutral species
with atomic masses not exceeding 200 amu. The spectrometer consists of an
ionization chamber, a quadrupole analyzer, a pumping system, and a control
unit. The entire measurement process is computer controlled. The quadrupole
mass analyzer is connected to the ICP chamber with a 23 cm long and 24 mm
in diameter metallic tube. The gas species are first ionized in the ioniza-
tion chamber and then analyzed by a mass detector. The partial pressures
of different species are usually recorded as the intensities of the ion fluxes in
the detector. A Faraday cup with a single filter is used as the ion detector.
The sensitivity of the Faraday cup detector is in the range of 10−4 A/Torr to
10−3 A/Torr, which allows one to process the output signals from the detec-
tor without any additional amplification. Data acquisition is controlled by a
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Fig. 2.6 Connection of the OES and QMS measurement systems to
the discharge chamber.

multipurpose Process Eye 2000 software, which enables the user to monitor,
in real time, density variations of a selected species or scan any preset mass
ranges below 200 amu.

2.2
Discharge Operation Regimes, Plasma Parameters, and Optical Emission
Spectra

In this section, we describe the operation of the plasma source and give insight
into measurements of electromagnetic properties of the LFICP discharge [93].
Radial and axial profiles of the plasma potential, electron density and temper-
ature will be considered. It will also be demonstrated that the plasma source
can efficiently operate in broad pressure ranges.

2.2.1
Electromagnetic Properties and Mode Transitions

The ICP source performance tests have been conducted in argon gas in the
pressure range of 0.3–1000 mTorr [91, 93, 102]. Prior to the discharge, the
chamber was filled with argon at the predetermined pressure. The match-
ing/tuning capacitors and the generator bank voltage were set to initial levels.
The RF generator was then turned on. It is noteworthy that, to avoid damage
of the generator by strong RF currents reflected by poorly matched circuits,
the ICP discharge is in most cases started with low input powers. The match-
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ing is then adjusted when the power is increased. Thus, the discharge always
starts in a faint electrostatic (E) mode sustained by the potential drop between
the inner and outer turns of the inductive coil [102, 103]. Gradual increase of
the RF generator output results in discharge transition to a high-density and
visually much brighter regime commonly referred to as the H-mode. There-
after, the power input is slowly decreased back to the minimum starting level.
The peak-to-peak voltage, coil current, and the phase difference between them
are continuously recorded.

Figure 2.7 displays the plasma load resistance Rp and reactance change ∆Xp

as a function of the power dissipated in the plasma Pp in a 12 mTorr Ar dis-
charge. The process starts at point (1) corresponding to a faint E-mode, the
discharge remains faint until reaching the state (2). A subsequent increase of
the power Pp leads to a sudden transition to a bright H-mode point (3). It
is clearly seen from Fig. 2.7 that the E → H transition is accompanied by a
substantial increase in the plasma resistance Rp and a significant decrease of
the coil current Ic and the plasma reactance ∆Xp. When the input power is
gradually increased, the discharge remains in the H-mode. As the RF power

Fig. 2.7 Reflected plasma resistance (a) and change in load reac-
tance (b) versus power absorbed by the plasma for p0 = 12 mTorr [93].



52 2 Generation of Highly Uniform, High-Density Inductively Coupled Plasma

is increased further, the value of ∆Xp further decreases, while the plasma re-
sistance Rp steadily increases (Fig. 2.7).

After reaching the state (4), where Pp is maximal, the coil current is lowered
and the discharge still remains in the H-mode even after passing point (3) of
the original E → H transition. The inverse H → E transition occurs at the coil
current Ic (point (5)) less than that of E → H transition. Point (6) corresponds
to the E-mode discharge phase. The discharge is extinguished at point (7). We
note that the discharge is bistable if 220 W < Pp < 840 W. In this case the two
different values of circuit parameters correspond to the same RF power. The
observed process is cyclic and highly reproducible.

The global electric quantities Rp and ∆Xp can be used to obtain the spatially
averaged plasma parameters. Using a simple transformer model, El-Fayoumi
and Jones [102] interpreted their electrical measurements by considering the
RF coil to form the primary, and the plasma to act as a single-turn secondary
coil, of an air-core transformer. The measured circuit quantities are then linked
to the electromagnetic fields through the power balance equation. This model
provides an efficient and simple way in design of the RF coupling circuit and
in understanding of the general properties of LF ICP discharges. For further
details, we refer the reader to original works [102, 103].

2.2.2
Plasma Parameters

Here we show the results of detailed Langmuir probe scans revealing spatial
profiles of the electron density ne, temperature Te, and plasma potential Vp for
varying total input power and filling pressure. The axial profiles of the plasma
parameters are measured at seven available axial positions in the side ports.
The radial distributions are obtained by moving the probe along the diameter
of the chamber at the central port (z = 10 cm) position. Figure 2.8 shows the
radial profiles of ne, Te, and Vp for the total input power Ptot ∼ 1.7 kW in
22 mTorr, H-mode argon discharge. These profiles reveal that a high-density,
highly uniform plasma is generated over a large area in the discharge cross-
section. The radial nonuniformity of the electron density is estimated to be less
than 8 % over the radii of the chamber, R < 15 cm. The value of the electron
number density is very high (ne ∼ 9 × 1012 cm−3). The plasma potential (13–
17 V) is quite low, so is the electron temperature (∼2.5 eV).

The axial profiles of ne, Te, and Vp measured at r = 0 for the same dis-
charges are displayed in Fig. 2.9. It is seen that the electron density, tempera-
ture, and plasma potential gradually decrease along the axial direction. This
result agrees with Chakrabarty’s heterodyne microwave interferometer mea-
surements [109].

Another important feature of the LF ICP discharge is that it can be oper-
ated in a broad range of the filling gas pressures. Figure 2.10 depicts how
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Fig. 2.8 Radial profiles of the electron density ne, temperature Te, and
plasma potential Vp in a 22 mTorr, H-mode Ar discharge. The RF input
power is 1.7 kW [93].

Fig. 2.9 Same as in Fig. 2.8, axial profiles [93].

the electron density, temperature, and plasma potential vary with the argon
gas pressure. It is seen that ne increases with pressure if p0 < 200 mTorr and
declines in the succeeding range. The electron temperature and plasma poten-
tial also diminish with increasing filling gas pressure. It is worth emphasizing
that the source operation is highly reproducible in a broad gas pressure range
of approximately 0.3–900 mTorr and beyond [93].
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Fig. 2.10 Electron density, electron temperature, and plasma potential
versus argon pressure for Ptot = 1700 W, measured at the chamber
center [93].

2.2.3
Discharge Hysteresis

As was mentioned above, the cyclic variation of the input power results in
strongly nonlinear hysteresis of the circuit parameters. The plasma param-
eters and the optical emission intensities also feature a hysteretic behavior.
Likewise, the E → H transition is accompanied by generation of strongly
nonlinear electromagnetic fields, a process that will be considered in detail in
Section 2.3.

2.2.3.1 Variation of plasma parameters

An important feature of the LF ICP is a discontinuous transition of the plasma
parameters during the E ↔ H mode transitions. Figure 2.11 reveals that in the
22 mTorr discharge, the electron density instantaneously increases by about
two orders of magnitude from ne ∼ 6 × 1010 cm−3 to ne ∼ 8 × 1012 cm−3 in
the vicinity of the E → H transition. The inverse H → E transition, which
occurs if the input power diminishes to ∼ 400 W, is accompanied by a sharp
down-jump of ne. Within the H-mode discharge, the electron temperature
remains almost constant (Te ∼ 2.5 eV) and is not affected by the variation of
the input power in the range 400–1700 W. In the E-mode, the average value of
Te (∼ 8.5 eV) turns out to be higher than that in the electromagnetic mode.



2.2 Discharge Operation Regimes, Plasma Parameters, and Optical Emission Spectra 55

Fig. 2.11 Changes of ne (a) and Te (b) in the course of the E ↔ H
transitions. Parameters are the same as in Fig. 2.8 [93].

2.2.3.2 Optical emission spectra

The intensity of optical emission from neutral and ionic plasma species also
undergoes considerable changes during the E ↔ H transitions. The cyclic
variation of the OEI corresponding to an 833.22 nm line of the neutral Ar (de-
noted Ar I throughout) atom with the coil current is depicted in Fig. 2.12 for
different gas pressures. It is clearly seen that the E → H transition is accom-
panied by an instantaneous rise of the OEI. In the H-mode regime, the OEI
further increases with the coil current.

Similar tendency has been reported [110] for mode transitions in a helical in-
ductively coupled plasma source. However, the intensity diminishes linearly
with reducing coil current, and the discharge is still in the bright H-mode even
for coil currents smaller than the E → H transition current. Near the point of
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Fig. 2.12 Variation of the optical emission intensity of a neutral argon
(ArI) line (833.22 nm) during E ↔ H mode transitions. [93].

the H → E transition the OEI decreases to the level corresponding to the dim
E-mode. In the electrostatic regime, the OEI does not change much and re-
mains low.

Using the OEI data, one can obtain the dependence of the minimal starting
current that initiates the E → H transition, and the minimal H-mode mainte-
nance current (threshold current for the H → E transition) on the operating
gas pressure [92]. The E → H and H → E transitions are initiated at different
values of the gas pressure for the same coil current Ic, which confirms that
hysteresis can also be observed with variation of the filling gas pressure.

2.3
Electromagnetic Field Distribution and Nonlinear Effects

From previous sections, we recall that in a common cylindrical embodiment
with a dielectric window atop (in r–φ cross-section) (Fig. 2.1), an RF cur-
rent spirally-driven in the coil predominantly excites the azimuthal RF elec-
tric field, as well as the poloidal (with Bz and Br components) magnetic field
[101–103]. Generation of the above currents and electromagnetic fields has
been a subject of extensive modeling and simulation research. However, most
of the available results are valid within the framework of the linear, with re-
spect to the RF field amplitude, approximation. This approximation is usually
valid at low RF input power levels.

However, the linear approximation can often be inconsistent even at low
powers, e.g., in the low-frequency discharge operation regime considered in
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this chapter. Indeed, the nonlinearity parameter, which is the ratio of the elec-
tron quiver velocity

VE = eE/meω

in RF electric field E of frequency ω to the electron thermal velocity VTe, in-
creases in approximately 27 times when the operating frequency is decreased
from the conventional one 13.56 MHz to 500 kHz.

Hence, at low frequencies, one should expect significant distortions of the
electromagnetic field/current patterns, which can be due to generation of non-
linear signals at higher Fourier harmonics or static nonlinear (ponderomotive)
responses. Hysteretic effects in mode transition phenomena considered in Sec-
tion 2.2 is yet another intrinsically nonlinear feature of inductively coupled
plasmas [93, 100].

Here, following the original work [97], we examine the distribution of non-
linear electromagnetic fields in a low-frequency (500 kHz) source of induc-
tively coupled plasmas. It will be shown that the nonlinear plasma response
results in generation of the azimuthal magnetic field component, which does
not appear in the linear regime at lower RF powers. A simple theoretical ex-
planation of the persistent nonlinear second-harmonic signal is also provided.

2.3.0.3 Experiment

The radial distribution of the magnetic fields in the chamber is studied sep-
arately in the electrostatic (E) and electromagnetic (H) discharge regimes by
sweeping the magnetic probes radially inside a quartz tube inserted through
the closest to the quartz window porthole (z = 4 cm). The details of the ICP
plasma source and magnetic probe diagnostics are given in Section 2.2. In the
electrostatic discharge mode sustained with low (∼ 170 W) RF powers, the
electromagnetic field pattern includes all three components of the RF mag-
netic field, namely Br, Bφ, and Bz (Figs. 2.13(a)–(c)).

Apparently, the field pattern features only the fundamental frequency sig-
nals. Specifically, the second-harmonic signals appear to be typically 10–100
times weaker than the fundamental frequency ones. Furthermore, in the ar-
eas close to the chamber center, the Bz component is a dominant one, whereas
at distances ∼8 cm apart from the walls, Br becomes more pronounced. The
azimuthal magnetic field component, although non-negligible, appears to be
much smaller than the other two components. It is remarkable that in the low-
power case the electromagnetic field pattern is consistent with the theoretical
results of El-Fayoumi and Jones [102, 103]. However, in the linear (with re-
spect to the field amplitudes) theory that also approximates the real flat spiral
inductive coil by the set of concentrical azimuthal RF currents, the Bφ com-
ponent does not persist. Nevertheless, since no other Fourier harmonics were
detected in the E-mode discharge, the measured azimuthal magnetic field sig-
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Fig. 2.13 Radial profiles of Bφ (a), Br (b), and Bz (c) components in
the E-mode discharge sustained with 170 W RF powers at 50.8 mTorr.
Solid and open circles correspond to the fundamental frequency and
second-harmonic signals, respectively. (d)–(f) same as for (a)–(c) but
for the H-mode discharge sustained with Pin =1130 W [97].

nal can be attributed to the nonvanishing radial RF electric field generated by
the real planar spiral coil. Thus, we note that the nonlinear effects are negligi-
ble in the low-power electrostatic regime.

After transition to the electromagnetic mode, the field pattern changes dra-
matically as depicted in Figs. 2.13(d) and (e). In particular, the fundamental
component of Bz becomes even smaller than in the E-mode discharge. More
importantly, a pronounced generation of the second Fourier harmonics of Bφ

was clearly observed (Fig. 2.13(d)). It is remarkable that the amplitude of the
second-harmonic nonlinear signal |B2ω

φ | appears to be 4–6 times higher than
that of the fundamental harmonics. The maximum of the amplitude of the sec-
ond Fourier harmonic is located at approximately 5–6 cm from the chamber
axis. One can also observe that the magnitude of the nonlinear magnetic field
increases with RF power. It is thus reasonable to presume that the observed
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effect is due to the nonlinear plasma response, which normally increases with
the amplitude of the fundamental harmonics.

Non-negligible second-harmonic signals also appear for the Br and Bz com-
ponents. However, they are much smaller than the second Fourier component
of Bφ. Likewise, the harmonics higher than the second Fourier harmonics do
not affect the electromagnetic field profiles. It is worthwhile to note that the
resulting magnetic field in the electromagnetic mode has a linear (fundamen-
tal frequency) poloidal (r–z) component and a nonlinear (second-harmonic)
azimuthal component. Thus, the dominant linear RF current features a pre-
dominant azimuthal component jφ, whereas the nonlinear RF current mostly
flows in the poloidal cross-section. This conclusion will further be elucidated
theoretically below.

However, linear magnetic field components feature hysteretic effects (differ-
ent behavior for increasing and decreasing RF power). In particular, when the
power increases, the linear Bφ component increases slowly. However, when
the input power goes down, the latter decreases faster to smaller, than original
values [97]. The second harmonics of Bφ also features a hysteretic behavior.
However, in contrast to the linear component, the nonlinear signal exceeds
the original values in the E-mode while the power input diminishes. One can
also note that the hysteretic effects for the B2ω

φ signal are less resolved in the
H-mode than in the E-mode. The third Fourier harmonics appears too weak
to be of any concern and is not depicted.

Hysteretic effects are also pertinent to the purely linear Br and Bz compo-
nents. In the H-mode, the corresponding values are quite reproducible in the
H-mode at increasing and decreasing powers. On the other hand, the field
values in the E-mode appear to be noticeably lower when the input power
is decreasing [97]. Thus, both the linear and nonlinear components of the
magnetic field vary in a hysteretic (essentially nonlinear) manner during the
process of the E → H → E mode transition.

2.3.0.4 Fluid model and discussion

Possible reasons for the nonlinear plasma response can be elucidated by using
a simple fluid model discussed below [97]. This model accounts only for non-
linear current effects and sidesteps any nonlinearities associated with pressure
gradient forces. Thus, assuming Te, ne = const (r, φ, z) (which is fairly correct
at z = 4 cm for r < 10 cm in the H-mode discharge [93]), from the electron
momentum equation

me∂tve + meνeve + eE = FNL (2.1)

one can estimate the direction of the nonlinear force

FNL = −me[(ve∇)ve + (e/mec)ve × B]
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and relevant nonlinear currents jNL resulting in the observed nonlinear
second-harmonic response, where E, B are the RF electric and magnetic fields.
Here, ve, νe, e, and me are the electron fluid velocity, effective collision fre-
quency, charge, and mass, respectively.

Expanding all the time-varying quantities in series

G = G0 + (1/2)[G1 exp(−iωt) + G2 exp(−2iωt) + · · ·+ c.c.]

where G is either of ve, E, or B, and c.c. stands for complex conjugate, one
obtains

F(2ω)
NL = −1

4

[
me(ve1∇)ve1 +

e
c

ve1 × B1

]
exp(−2iωt) (2.2)

for the nonlinear force at the second harmonics and

F(0)
NL = −1

4

{
me [(v∗

e1∇)ve1 + (ve1∇)v∗
e1] +

e
c

[v∗
e1 × B1 + ve1 × B∗

1 ]
}

(2.3)

for the static nonlinear response (ponderomotive force [111]), where the as-
terisk denotes complex conjugate quantities. Using the set of conventional
cylindrical coordinates (r, φ, z) and noting that in a linear approximation
B1 = (Br1, 0, Bz1), E1 = (0, Eφ1, 0), ve1 = (0, veφ1, 0) [95], we obtain

F2ω
NLz =

e
4c

veφ1Br1

and

F2ω
NLr =

me

4

[
v2

eφ1

r
+

e
mec

veφ1Bz1

]

for the axial and radial components of the second-harmonic nonlinear force.
It is notable that there is no nonlinear force acting on the plasma electrons in
the azimuthal direction (F2ω

NLŒ = 0). Thus, the nonlinear second-harmonic
currents are indeed driven in the poloidal (r–z) cross-section.

The components of the nonlinear second-harmonic force can be derived by
using the expressions for the linear electromagnetic fields in the cylindrical
metal chamber of radius R and length L sealed at its top by a dielectric win-
dow with dielectric constant εd derived elsewhere [95]. The solution of the
set of Maxwellian equations with relevant nonlinear terms yields the follow-
ing equation for the nonlinear azimuthal magnetic field at the second Fourier
harmonic

∂

∂r
1
r

∂

∂r
(rBφ2) +

∂2Bφ2

∂z2 +
4ω2

c2 ε2ωBφ2 = i
2ωχ2ω

ce

[
∂F2ω

NLr
∂z

− ∂F2ω
NLz
∂r

]
(2.4)
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where ε2ω = 1 − χ2ω and χ2ω = ω2
pe/2ω(2ω + iνe). The nonlinear signal at

the second harmonic also includes the radial

Er2 = − ic
2ωε2ω

∂Bφ2

∂z
− χ2ω

eε2ω
F2ω

NLr

and axial

Ez2 =
ic

2ωε2ω

1
r

∂

∂r
(rBφ2)− χ2ω

eε2ω
F2ω

NLz

components of the electric field. It is important to note that other components
of the electromagnetic field do not feature the second-harmonic terms. In the
approximation adopted here, the nonlinear poloidal (r–z) current at the sec-
ond harmonic can be calculated as

j2ω
pol = rj2ω

r + zj2ω
z

where j2ω
(r,z) = σE(r,z)2, σ = ω2

pe/4π(νe − iω) is the conductivity of the uni-
form collisional plasma. Here, r and z are the unit vectors in radial and axial
directions, respectively.

Therefore, the second-harmonic nonlinearities appear as a result of nonlin-
ear interactions between the linear azimuthal current jω

φ1 with the linear mag-
netic fields Br1 and Bz1. This interaction leads to pronounced generation of the
poloidal second-harmonic RF currents that in turn self-consistently generate
the nonlinear magnetic field at the second Fourier harmonics B2ω

φ2 .
The fluid model fairly accurately describes the general tendencies in the ra-

dial profile of the azimuthal magnetic field at the second harmonic, obtained
by solving Eq. (2.4). However, the discrepancies between the theoretical and
experimental results increase with distance from the center of the vacuum
chamber.

One of the possible reasons for the apparent discrepancy is the limita-
tion of the weak nonlinearity approach. Indeed, since the nonlinear second-
harmonic signal B2ω

φ at higher powers can be several times larger than the
corresponding linear component Bω

φ , the weak nonlinearity approximation
used here can eventually become invalid. The nonlinear-to-total signal ra-
tio ϑ = B2ω

φ /[(Bω
z )2 + (Bω

r )2 + (B2ω
φ )2]1/2 reflects the strength of the plasma

nonlinearities in the electromagnetic mode of the low-frequency inductively
coupled discharges. The analysis of the radial dependence of ϑ suggests that
the nonlinear magnetic field at the second harmonic is significant at radial
distances 2 < r < 7 cm. Accordingly, the series expansion of the total non-
linear signal into higher harmonics with the amplitudes Aj+1 � Aj, which
was used to derive Eq. (2.4), remains fairly accurate except for the radial
area 2 < r < 7 cm, where the nonlinear parameter ϑ exceeds 0.2, a quali-
tative marginal parameter for the weak nonlinearity approximation to remain
valid [112].
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Moreover, the simple fluid model adopted in this study assumes the axial
and radial uniformity of the plasma density and electron temperature. In real-
ity, assumption Te = const(r, z) is usually justified better than ne = const(r, z).
For moderate-power H-mode discharges, the radial profiles of the electron
number density which are flattened in the central areas (r < 8–10 cm in the
chamber with R = 16 cm) and decline towards the walls are more realis-
tic [95]. Radially, the plasma density is typically distributed cosine-wise with
the minima near the chamber bottom endplate and the dielectric window [15].
Thus, the values of the above nonlinear terms can be considered fairly accu-
rate in the central areas of the plasma glow (approximately r < 8–10 cm and
5 < z < 15 cm). Nevertheless, the model in question does correctly predict
generation of poloidal RF currents and azimuthal magnetic field at the second
Fourier harmonics and can be used for qualitative explanation of the observed
effect.

It is worthwhile to mention that the direction of the resulting nonlinear force
F2ω

NL = rF2ω
NLr + zF2ω

NLz also changes along the radial direction. It is interesting
that for the experimental parameters of Fig. 2.13 the azimuthal component of
the nonlinear Lorentz force is always larger than the radial one. Furthermore,
for radial positions 10 < r < 13 cm the resulting nonlinear force F2ω

NL is di-
rected along the chamber axis. In this case the radial component turns out to
be 6–9 times less than the axial one.

It is remarkable that the nonlinear radial second-harmonic force F2ω
NLr con-

tains contributions from the nonlinear Lorentz force (∼ veφ1Bz1) and nonlinear
(also nonuniform) electric field ∼ v2

eφ1/r. However, the estimates show that
for the typical parameters of the experiments concerned (in the H-mode dis-
charge), the contribution of the latter term is 1–2 orders of magnitude smaller
and can be neglected.

Due to apparent similarity in the procedure of derivation of the ponderomo-
tive force-caused nonlinear terms, one can also expect pronounced generation

of the nonlinear static azimuthal magnetic field B(0)
φ2 . Theoretical quantifica-

tion and experimental verification of the nonlinear static responses will shed
more light on the nature of strong nonlinearities in low-frequency inductively
coupled plasmas.

2.4
Optical Emission Spectroscopy of Complex Gas Mixtures

Recent progress in the plasma-aided materials nanofabrication and, more gen-
erally, in materials synthesis and processing, stimulates an increasing de-
mand for a thorough study of RF discharges in molecular and reactive gases



2.4 Optical Emission Spectroscopy of Complex Gas Mixtures 63

[113–115], and reactive gas mixtures [116]. In fact, various surface processing
techniques require atomic and molecular neutrals in excited states [117, 118].
It is thus important to characterize the reacting species and understand their
roles in certain processes without noticeably affecting the discharge perfor-
mance. The optical emission spectroscopy appears to be an efficient tool for
the above purpose, and can yield the kind, temperature, and concentration of
the excited species [119].

The purpose of this section is to investigate the optical emission spectra
of atomic, molecular, and ionic species in low-frequency, high-density ICP
discharges in pure nitrogen, argon gases, and gas mixtures Ar+H2, N2+Ar,
and N2+H2 [94]. We will also discuss how the optical emission spectroscopy
(OES) technique can be used to investigate the mode transition and hysteresis
phenomena that follow cyclic variations of the RF input power. The results
of this section also suggest that the capacity of different gases to sustain non-
linear hysteresis can be quite different. Meanwhile, a combination of the OES
and RF current measurements can be a convenient technique to record the
turning points for the mode transitions. Measurements of the radial and ax-
ial profiles of the OEI of neutral and ionized species can also be indicative to
the corresponding spatial distributions of the species’ densities in the plasma
reactor.

It is interesting that by adding argon or hydrogen to nitrogen plasmas, one
can effectively control the optical emission intensities and thus the energy
stored by certain states of neutral and ionic nitrogen species. Furthermore,
the effect of the working gas composition on the E → H transition threshold
is detailed and the underlying physics associated with heavy particle kinetics,
rearrangement of the electron energy distribution function, and variation of
the net RF power dissipated in the plasma, is also discussed.

2.4.1
Optical Emission Spectra and Hysteresis

Optical emission spectra of pure argon, nitrogen, and gas mixtures Ar+H2,
N2+Ar, and N2+H2 have been recorded in the electromagnetic (H) and elec-
trostatic (E) discharge operating regimes. Our focus here is on H-mode dis-
charges, which are most important for applications. However, the optical
emission characteristics of E-mode discharges have been measured as well,
to illustrate the mode transitions and discharge hysteresis.

Representative OES for the H-mode discharges in pure argon and nitrogen,
and gas mixtures are displayed in Fig. 2.14. Reference data [119–121] have
been used to identify the species. In the argon discharge, the highest OEIs
belong to the wavelength range λ = 415.0–435.0 nm. The highest intensity
corresponds to the 420.07 nm line of the neutral argon (Fig. 2.14(a)). The max-
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Fig. 2.14 Optical emission spectra of the inductive discharges in pure
(a) Ar (Pp = 1.17 kW, p0 ∼ 28 mTorr), (b) N2 (Pp = 1.5 kW, p0 ∼
30 mTorr), and gas mixtures (c) Ar+H2 (Pp = 1.5 kW, gas flow rates:
Ar – 26 sccm, and H2 – 15 sccm), (d) N2+Ar (Pin = 1.4 kW, N2 –
26 sccm, and Ar – 15 sccm), and (e) N2+H2 (Pin = 1.4 kW, N2 –
26 sccm, and H2 – 15 sccm), respectively [94].

imum intensity for the nitrogen spectrum is in the range λ = 550.0–600.0 nm,
with the highest intensity for the NI∼579.35 nm line of a neutral nitrogen atom
(Figs. 2.14(d) and (e)). Comparing the OEIs in Figs. 2.14(d) and (e), one can
notice that nitrogen plays a dominant role in plasmas of N2+Ar and N2+H2
discharges.
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In Fig. 2.14, the optical emission spectra have been recorded for fixed val-
ues of the input power Pin. However, variation of the input power can lead to
mode jumps and corresponding changes in the OEI. Moreover, under certain
conditions the dependence of the OEI on the input power (or coil current) can
exhibit hysteresis. It is remarkable that the features of hysteresis are differ-
ent in pure gases and gas mixtures. To observe mode transitions between the
electrostatic and electromagnetic modes, the input power has been smoothly
raised from 50 W to 2.5 kW, and then further decreased [94]. In this experi-
ment, the optimal power transfer from the RF generator to the plasma source
was controlled by the automatic matching unit, which prevents the adverse
discharge-coil mismatch in the process of the mode transitions [122–124].

However, it appears quite effortful to record the exact moment for the
mode transition, as the coil/plasma currents change instantaneously during

Fig. 2.15 Temporal history of the coil current (solid lines) and the
OEI (dashed lines) during the E ↔ H mode transitions in (a) N2
(27 sccm, p0 = 30.55 mTorr), and (b) Ar (27 sccm)+N2 (20 sccm)
(p0 = 59.21 mTorr) discharges. The OEI has been recorded for the ni-
trogen lines (a) NI 575.25 nm and (b) NI 579.35 nm, respectively [94].
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the E→H transition. This point has been resolved by recording separately
the time histories of the optical emission intensity J (t) and the coil current
Ic(t) [94]. Two examples corresponding to the 575.25 nm line of the atomic ni-
trogen in pure nitrogen and the 579.35 nm line in Ar+N2 discharges are shown
in Fig. 2.15, which elucidates the way of data collection. One can clearly see
that in the process of the E → H transition the coil current diminishes while
the OEI raises. The coil current is fairly constant in the H-mode regime, and
the optical emission intensity is maximal. The inverse H → E transition is
accompanied by the OEI down-jump and increase of the coil current. This
time-resolved technique enables one to resolve the turning points for the mode
transitions, obtain the dependence J (Ic), and investigate the mode transitions
and hysteresis in pure argon and nitrogen, as well as in Ar+H2, N2+Ar, and
N2+H2 gas mixtures.

2.4.2
E → H Transition Thresholds

We now turn our attention to the dependence of the E → H transition thresh-
olds on gas composition. In our analysis of particular reasons leading to cer-
tain tendencies in mode transition thresholds, several factors will be consid-
ered. Physically, the mode transition threshold is obtained from the balance
of powers absorbed by the plasma from the external RF field Pabs and lost
for maintenance of major elementary processes in a discharge Ploss, including
electron impact ionization, associative ionization, excitation/de-excitation of
higher atomic/molecular levels through electron impact and heavy particle
collision processes, escaping of positive ions to the discharge walls through
the sheaths to the walls, thermal motion, etc. [15, 125].

In the following, we will comment on relative impacts of heavy particle in-
elastic collisions, changes in the electron energy distribution functions, and RF
power deposition (the latter mostly changing because of variations of the elec-
tron number density and skin length), which inevitably accompany variations
in the gas feedstock.

Variation of the E ↔ H transition thresholds IE→H
th and IH→E

th with work-
ing pressure in the ICPs has been reported previously for 13.56 MHz [110]
and 460–500 kHz [91, 93] argon discharges. Similar results recorded in the ex-
periments of Ostrikov et al. [94] are presented in Table 2.1. One can clearly
see that IE→H

th and IH→E
th diminish with increasing pressure. It has been un-

derstood that the ion mobility decreases with p0, which results in depleted
loss of ions to the chamber walls and in excessive RF power which is usually
proportional to the plasma density. Thus, the discharge in argon can be sus-
tained at elevated pressures with lower input powers, and, generally, lower
coil currents. Note that for the discharge pressure of 33.8 mTorr, which is the
argon pressure before addition of any other gases, the E → H transition can
be initiated by an RF current of 27.2 A.
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Tab. 2.1 Thresholds of mode transitions in argon [94].

p0 (mTorr) IE→H
th (A) IH→E

th (A)

12 43.9 36.8
16 40.1 34.2
22 33.3 28.1
30 27.9 23.8
33.8 27.2 23.1
56 25.9 21.9
75 24.1 21.2

100 22.9 20.0

Table 2.2 shows the mode transition thresholds in nitrogen discharges. It
is seen that in the pressure range below 100 mTorr, the thresholds IE→H

th and
IH→E
th increase with working pressure. Our understanding is that the rates of

inelastic collisions in nitrogen increase with pressure, with relative effects of
quenching of excited molecular states (naturally leading to an increase in the
discharge maintenance fields and thus mode transition thresholds) prevailing
over the effects of associative and electron impact ionization. The latter two
processes usually contribute to lowering thresholds of transitions to discharge
modes with higher electron/ion number densities.

Langmuir probe measurements in similar experimental conditions [126]
suggest that the effective electron temperature (by definition being Teff =
2/3〈E〉, where 〈E〉 is an average electron energy [15], see also Section 1.1) in ni-
trogen diminishes with working pressure [126]. This is consistent with the re-
ported “cooling of the EEDF” with increasing nitrogen partial pressures [127].
Thus, the rates of the electron impact processes are brought down, also deplet-
ing the electron number density. In this case, it is natural to expect that in the
H-mode discharge, Pabs, which is a decaying function of ne [125], will change
to enhance RF power deposition to the plasma.

Tab. 2.2 Thresholds of mode transitions in nitrogen [94]

p0 (mTorr) IE→H
th (A) IH→E

th (A)

10 37.9 33.8
15 39.1 35.2
20 41.3 37.3
30.55 42.8 38.3
38 45.0 40.6
57 47.1 42.5
64 48.4 44.3
80 50.2 47.5
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Fig. 2.16 Threshold coil current for the
E → H transition, in the 33.8 mTorr argon
discharge (point 1) with nitrogen addition
((a), points 2–5). Points 2–5 correspond
to N2 partial pressures 10.3, 18.26, 25.7,
and 32.42 mTorr, respectively. In (b), points
2–5 stand for additional inlet of hydrogen
with partial pressures 1.55, 2.43, 3.15, and

3.95 mTorr, respectively. (c) and (d) show
similar dependences for a nitrogen discharge
at 30.55 mTorr with additions of argon (c) and
hydrogen (d). Partial pressures of hydrogen
are the same as in (b). In (c), points 2–5 cor-
respond to partial pressures of argon 14.1,
22.1, 28.66, and 35.9 mTorr, respectively [94].

Figure 2.16(a) shows that addition of nitrogen to the 33.8 mTorr discharge
in argon results in the rise of the E → H transition threshold from 27.2 A in
pure Ar to ∼ 38 A in 51 % Ar + 49 % N2 mixture. We note that the electron
collisional inelastic loss rates in nitrogen are higher than those in argon and
hydrogen [127–131]. As can be seen from Fig. 2.16(a), an increase in pressure
results in a dramatic increase in the threshold coil current. Hence, the H-
mode threshold follows the “nitrogen” scenario, implying higher discharge
maintenance fields and importance of heavy particle inelastic collisions.
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It is remarkable that the rate of the threshold elevation also increases (the
slope of the curve in Fig. 2.16(a)) with relative percentage of nitrogen, which
means that the role of “argon” effects diminishes. Furthermore, as a result of
addition of nitrogen to argon, the electron number density and temperature
diminish (“cooling of the EEDF”) [126]. Thus, the rates of the electron impact
processes also diminish, which leads to depleted electron/ion pair produc-
tion, and hence, elevated mode transition thresholds.

On the other hand, the depleted electron number density improves the RF
field penetration into the chamber and the net value of the power transferred
to the plasma electrons, which would be favorable for lowering the minimum
current for transition to the H-mode discharge. However, the latter tendency
has not been observed in original experiments [94], whence one can infer that
in Ar+N2 mixtures (with gradually increasing proportion of nitrogen) relative
impact of heavy particle collisions and rearrangement of the EEDF prevail
over the electromagnetic power absorption effects.

In Fig. 2.16(b), as percentage of hydrogen increases, IE→H
th also increases.

It is common that addition of small (< 10%) number of hydrogen to nitro-
gen reduces population densities of vibrationally excited states and electronic
metastable states [129]. Similarly, one can expect that argon metastables are
also quenched by H2, and the mode transition threshold increases, in partic-
ular, due to weakening of the stepwise ionization processes that can under
certain conditions contribute up to 40 % of the electron/ion number densi-
ties [128]. Meanwhile, addition of hydrogen elevates the total gas pressure,
which is expected, according to the “argon” scenario (see Table 2.2), to dimin-
ish. However, this does not happen in the case reported, which means that
variation of the working pressure is clearly not enough to sustain any remark-
able mode transition threshold variations.

One can thus presume that heavy particle quenching effects dominate over
total pressure variation effects. It is notable that increase in the threshold is
not as large as it used to be in the Ar+N2 case (Fig. 2.16(a)) since inelastic loss
rates in hydrogen are much smaller than those in nitrogen [127]. However, a
clear tendency for saturation (points 3–5 in Fig. 2.16(b)) indicates that addi-
tional inlet of hydrogen can lead to the subsequent change in the character of
variation of thresholds with H2 percentage. Unfortunately, due to relatively
small hydrogen inlets, this possible effect is yet to be verified. Likewise, addi-
tions of hydrogen normally “warm up the EEDF” [127, 130], with consecutive
enhancement of the electron impact ionization, which should be regarded as
an additional argument that IE→H

th can be diminished with larger additions of
hydrogen to argon.

Figure 2.16(c) displays variation of the E → H thresholds in the nitrogen-
based discharge with addition of argon. One can see that with argon pro-
portions up to 32 %, threshold coil current in the mixture slightly increases
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followed by a noticeable drop afterwards. Apparently, there is a competition
between the “nitrogen” and “argon” scenarios of development of the mode
transition thresholds with addition of argon. At the beginning, the “nitro-
gen” tendency controlled by a dominance of heavy particle inelastic collisions
prevails, i.e., increasing threshold with pressure, which changes noticeably in
Fig. 2.16(c). Afterward, changes in pressure become sufficient to affect ion
mobility, and hence Ploss and transition thresholds.

Meanwhile, as Langmuir probe measurements in Ar+N2 mixtures in a sim-
ilar setup [126] suggest that additional inlet of argon is accompanied by an
increase in the electron number density and diminishing of the electron tem-
perature. Therefore, the rates of the electron impact ionization and associative
ionization in nitrogen decrease so that electron/ion creation processes slow
down, which is reflected by a tendency of the threshold to saturate. Mean-
while, an increase in ne leads to shrinking of the skin layer and depletion of
the actual power absorption in the plasma. This naturally should result in
somewhat elevated mode transition thresholds. Thus, rearrangement of the
EEDF and changes in power deposition act as factors limiting subsequent de-
pletion of the E → H thresholds.

Variation of IE→H
th with hydrogen addition is shown in Fig. 2.16(d). At small

inlets of hydrogen, the threshold increases mostly because of the dominant
heavy particle quenching effects [129]. Meanwhile, assuming that addition of
hydrogen to nitrogen usually elevates the average electron energy (and hence
Teff), we arrive at a conclusion that the rates of the electron impact and asso-
ciative ionization, as well as dissociation, increase, and the total electron num-
ber density should also become higher. An explanation of diminishing the
maintenance electric field in a DC discharge as the percentage of H2 grows (
> 10%), includes the EEDF rearrangement effects, as well as the effects of tem-
perature and density of neutrals [129,130]. An increase of the electron number
density, in turn, diminishes Pabs and RF field localization. However, this factor
is believed to be of little importance since the actual addition of hydrogen was
quite small.

We now turn our attention to radial profiles of the OEI in the low-frequency
inductively coupled plasmas [94]. The radial profiles are monitored by in-
serting a collimator in eight radial positions through the bottom portholes in
the chamber. Radial distribution of the OEI in pure argon discharge is given
in Fig. 2.17. One can observe that the intensity maximum of most of argon
lines is located few centimeters apart from the chamber axis. This tendency
is most apparent for neutral argon lines, especially for the Ar I 420.07 nm line
(Fig. 2.17). The radial OEI profiles of the argon ions appear to be more flat
than those of the neutral species. We also remark that similar tendencies were
observed in nitrogen plasmas [94]. The axial profiles of the optical emission
(studied for seven available positions in the side flange) also show an interest-
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Fig. 2.17 Optical emission intensities of neutral and ionized argon
atoms versus radial distance for Ar discharge with P0 = 29.3 mTorr and
Pp = 670 W [94].

ing dependence on the discharge parameters. Interested reader can be referred
to the original work [94].

Therefore, the capacity of several gases/gas mixtures for hysteresis appears
to be different. In fact, in pure nitrogen discharge the H → E transition is
smooth [94]. Indeed, the inverse transition is not necessarily discontinuous
[124], although in certain cases it is accompanied by abrupt jumps in circuit
and plasma parameters [110, 122]. In particular, the discontinuous H → E
transition is characteristic to discharges in pure argon [91].

It should also be noted that the pressure dependence of the OEI loop width
can provide valuable information about the mechanisms of hysteresis [124].
It is interesting that in argon discharge the hysteresis loop width diminishes
with pressure (p0 < 100 mTorr) [94]. However, in nitrogen plasmas, pressure
variations result in much weaker changes in the OEI loop width. Thus, in ni-
trogen inductively coupled plasmas the pressure does not seem to be a domi-
nant factor for the hysteresis. It is also instructive to mention that the electron
density ne is an increasing smooth function of p0 in argon (p0 < 200 mTorr).
In nitrogen discharge, the plasma density rises in the range p0 < 30–40 mTorr,
and then decreases. Note that the OES of nitrogen discharge have been
recorded in the pressure range 45–55 mTorr, where slopes of ne(p0) appear
to be different in Ar and N2 plasmas. Furthermore, a tendency of the hys-
teresis loop to shrink with pressure is different from that in the internal-coil
13.56 MHz pulsed-regime inductive discharge [124]. This discrepancy can
be attributed to a difference in discharge operating conditions and coupling
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regimes. Thus, a detailed investigation of the effect of frequency on multista-
bility and hysteresis in Ar, N2, and their mixtures seems to be a worthwhile
exercise.

The results discussed in this section suggest that the intensity of optical
emission in the nitrogen discharge can be controlled by adding certain ad-
mixtures of Ar and H2. Hence, power accumulated in certain nitrogen ex-
cited states can be varied. Indeed, this can be important in processes where
composition of excited molecules/atoms plays the role. Furthermore, plasma
applications for nanoscale processing require precise control of a number of
excited species in certain states. As was mentioned in Chapter 1, the energy of
the plasma species in the vicinity of nanostructured surfaces is critical for the
adequate insertion of the plasma-generated building units into nanoassem-
blies being synthesized [36].

An interesting conclusion is that one can reduce the intensity of the opti-
cal emission from molecular nitrogen species by adding hydrogen to the dis-
charge. In this case the contribution of electronically excited and vibrational
states of N2 rapidly decreases when either H2 or O2 is added to the discharge,
and the involved excited states are then destroyed by H2, H, O2, O, and NO
species [132,133]. Alternatively, addition of easily ionized argon enhances the
excitation of nitrogen via a number of electron-impact effects.

We emphasize that some of the nanofabrication processes discussed in this
monograph use nitrogen plasmas, e.g., plasma-aided synthesis of AlxIn1−xN
quantum dot arrays by co-sputtering of Al and In targets in Ar+N2 plasmas
(see Chapter 5 for details). Knowledge of the effect of different process pa-
rameters on the energy of the main building units will ultimately enable one
to synthesize various nanostructures in a controlled fashion. From this view-
point, low-temperature plasmas can be regarded as a useful nanofabrication
environment, where the energetic states and reactivity of the species can be
managed and precisely controlled, which is difficult, if possible at all, in con-
ventional chemical vapor deposition and some other techniques.

2.5
Modeling of Low-Frequency Inductively Coupled Plasmas

In this section, we focus on numerical modeling of low-frequency (∼ 460 kHz)
inductively coupled plasmas generated in a cylindrical metal chamber by an
external flat spiral coil [95]. A two-dimensional fluid approach is used to com-
pute the spatial profiles of the plasma density, electron temperature, and ex-
cited argon species for different values of the RF input power and working
gas pressures.

This model allows one to achieve a reasonable agreement between the com-
puted and experimental data, the latter including the electron number den-
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sities and temperatures, electron energy distribution functions, and optical
emission intensities of the abundant plasma species in low-to-intermediate
pressure argon discharges. The neutral gas temperature, one of the most
important factors in the plasma-assisted synthesis of various carbon-based
nanostructures, also exerts a noticeable effect on the plasma parameters, es-
pecially at elevated levels of RF power input.

2.5.1
Basic Assumptions

The real vacuum chamber of the ICP plasma reactor (Fig. 2.1) is modeled by
considering a metal cylinder of the inner radius R and length L, with a dielec-
tric disk of width d and permittivity εd atop. The components of the electro-
magnetic field are calculated assuming that the chamber is uniformly filled by
the plasma with the electron/ion number density equal to the spatially aver-
aged plasma density n̄.

The main results of this modeling are relevant to the pressure range 20–
100 mTorr, where the contribution of nonlocal collisionless heating is usually
smaller than that of collisional heating [134]. The model of the RF power de-
position is thus solely based on the assumption of the prevailing Ohmic (col-
lisional) heating.

To simulate the real environments of some of the plasma processing exper-
iments [93] the study has been carried out for elevated RF powers absorbed
in a plasma column Pin = 0.6–1.4 kW. Consequently, the density of electrons
is large, and the electron–electron collisions are expected to strongly affect the
EEDFs.

2.5.2
Electromagnetic Fields

The components of the transverse-electric (TE) electromagnetic field in the
chamber fully filled by the uniform plasma with the plasma density n̄ are

Bp
z = A

∞

∑
n=1

α1nκH
n
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n (z)J0(κH
n r) (2.5)
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where

ζH
n (z) = sinh[γH

n (L − z)]/ cosh(ΓH
n d) cosh(γH

n L)

ηH
n (z) = cosh[γH

n (L − z)]/ cosh(ΓH
n d) cosh(γH

n L)

Dn(TE) = ΓH
n coth(ΓH

n d) + γH
n coth(γH

n L)

α1n = [8π/cR2 J2
2 (ρ1n)]

∫ R

0
rJ1(κnr)dr

φ is the azimuthal angle, ΓH
n = [(κH

n )2 − (ω/c)2εd]1/2 and γH
n = [(κH

n )2 −
(ω/c)2εp]1/2 are the inverse RF field penetration lengths into dielectric and
plasma, respectively [91]. Furthermore, Jj(x) is a Bessel function of the jth
order, J1(ρ1n) = 0, κH

n = ρ1n/R, εp = 1 − ω2
pe/[ω(ω + iνen)] is the dielec-

tric constant of the uniform plasma and ωpe =
√

4πn̄e2/me is the electron
Langmuir frequency. Here, νen is the electron-neutral collision frequency for
momentum transfer, A is a constant, and e and me are electron charge and
mass, respectively.

The averaged plasma density is computed from the particle and power bal-
ance equations (see the following subsection) and substituted into the electro-
magnetic fields (2.5)–(2.7), which are continuously updated when n̄ varies.

2.5.3
Particle and Power Balance

Since the plasma column and inductive coils are fairly uniform in the az-
imuthal direction, the problem is two-dimensional and the plasma parameters
depend on r and z only. It is assumed that the ion temperature Ti is equal to
the temperature of the working gas Tg. The latter was a variable parameter in
the computations. The plasma is treated within the ambipolar model that as-
sumes the plasma quasineutrality and the equality of electron and ion fluxes.
The effect of negative ions is neglected so that the overall charge neutrality
condition can be written as ne = ni ≡ n, where ne is the electron number
density.

Accordingly, the particle balance equation for the electrons or ions is

∂n/∂t + �∇ · (n�υ) = nνi (2.8)

where �υ is the electron or ion fluid velocity, and νi is the ionization rate. We
recall that in the ambipolar diffusion-controlled regime [15]

�υ ≈ −∇(nTe)/nmiνin

where νin ≈
√

υ2 + υ2
Ti/λ is the ion-neutral collision frequency, mi is the ion

mass, and Ti � Te. Here, λ = 1/(nNσin) is the ion mean free path, where
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σin = 8 × 10−15 cm2, υTi =
√

8Ti/πmi is the average ion thermal velocity, and
nN = p0/Tg is the number density of neutrals, and Te is the electron tempera-
ture. We note that in computation Te is self-consistently derived from the set
of electrodynamic, plasma particle and RF power balance equations. On the
other hand, in the experiment, Te is routinely measured through the averaged
electron energy 〈E〉 as Te = 2/3〈E〉 following Druyvesteyn’s technique [15].

The RF power balance in the discharge is described by [135]

3
2

ne
∂Te

∂t
+ �∇ ·�qe ≈ −ne Ie + Sext (2.9)

where Ie is the collision integral for the electrons, and �qe ≈ −(5/2 −
gu)neTe/(meνen)�∇Te is the heat flux density with gu = (Te/νen)∂νen/∂Te.
The term Sext denotes the Joule heating of the electrons by the RF field,

Sext ≈ nνemeu2
osc

where uosc ≈| eEp
φ | /[2m2

e (ω2 + ν2
en)]1/2 is the time-averaged oscillation ve-

locity of the electrons in the RF field. The equilibrium state corresponds to
setting ∂t = 0 in (2.8) and (2.9). Our approach is valid for fixed RF power
absorption in the plasma column, with

Pin =
L∫

0

R∫
0

Sext2πrdrdz

which also yields the constant A in (2.5)–(2.7). The rate of the electron-neutral
collisions νen that depends on Te can be determined by using the elastic scat-
tering rate coefficients [95, 136].

Assuming that the excitation and ionization of the neutral gas proceed
mainly via the electron impact processes, one infers that the collision integral
Ie is equal to the average power lost by an electron colliding with a neutral.
Accordingly,

Ie ≈ (3me/mn)Teνen + ∑
j

νjEj + νiE i

where mn is the mass of the neutral, νj is the excitation rate from the ground
state to level j with a threshold energy Ej, and E i is the ionization threshold
energy. Stepwise ionization and excitation processes are not accounted in the
present simulation.

For argon gas, the rates for ionization and excitation to the states 4s and 4p
are [128]

νi = 2.3nN × 10−8T0.68
e exp(−Ei/Te) s−1
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ν4s = 5.0nN × 10−9T0.74
e exp(−E4s/Te) s−1

and

ν4p = 1.4nN × 10−8T0.71
e exp(−E4p/Te) s−1

where nN is in cm−3, Te in eV, Ei = 15.76 eV, E4s = 11.5 eV, and E4p = 13.2 eV.
The above rate coefficients have been calculated by assuming the EEDFs
Maxwellian [128].

We now consider the boundary conditions for integrating Eqs. (2.8) and
(2.9) [95]. Because of symmetry, the radial gradients of the electron tempera-
ture and density are equal to zero at the chamber axis (r = 0). At the column
edge (r = R) the radial component of the fluid velocity satisfies the well-
known Bohm sheath criterion υr(R, z) =

√
Te(R, z)/mi [15]. Similarly, at the

side walls z = zs, where zs = 0 or L, one has υz(r, zs) =
√

Te(r, zs)/mi. Like-
wise, the boundary conditions for heat flow are [135]

qer(R, z) = Te(R, z)(2 + ln
√

mi/me)×

n(R, z)
√

Te(R, z)/mi (2.10)

and

qez(r, zs) = Te(r, zs)(2 + ln
√

mi/me)×

n(r, zs)
√

Te(r, zs)/mi (2.11)

where qer and qez are the radial and axial components of the heat flux density,
respectively.

2.5.4
Numerical Results

The set of equations (2.8)–(2.9) has been solved numerically. The details of the
codes and numerical procedures can be found elsewhere [95, 137, 138]. The
profiles of the electron density, temperature, and ion velocity are computed
from (2.8)–(2.9). The resulting electron density distribution is used to compute
the spatially averaged plasma density n̄. Thereafter, the latter is substituted
into (2.7) to obtain the azimuthal electric field Ep

φ(r, z). The computation is
initialized by using profiles of n, �υ, and Te estimated from less accurate ana-
lytical or computational results. The computation proceeds via a number of
temporal steps and is terminated when a steady state is reached.

We now comment on the spatial profiles of the electron number density and
temperature in the low-frequency ICP. The computed 2D profiles of the elec-
tron number density and temperature at p0 = 28.5 mTorr and Pin = 612.4 W
are shown in Fig. 2.18. One can see that the electron temperature is maximal
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Fig. 2.18 Numerical profiles of the plasma density (a) and elec-
tron temperature (b) at p0 = 28.5 mTorr, Pin = 612.4 W, and
Tg = 543 K [95].

near the chamber top at r ≈ 8 cm. The profile of Te is linked to the spatial dis-
tribution of Ep

φ (2.7). Since the electron temperature is somehow elevated near
the fused silica window, the maximum of the plasma density is shifted approx-
imately 3 cm upward (z ≈ 7 cm) from the central cross-section of the chamber
center (z0 = 10 cm). We note that in the classical case of uniform distribution
of Te, over the entire chamber, one would expect a cosine-like solutions for
the plasma density, with the maximum at z = z0 [15]. The computed elec-
tron number densities and temperatures have been compared with the ones
measured by the Langmuir probe, with the tip positioned at z = 5.6 cm and
r = 4.0 cm and found in a fair quantitative agreement.

At this stage, it is imperative to mention that the computation has been
carried out under two different boundary conditions for the electron heat flux:

(i) the electron heat flux toward the boundary is governed by (2.10) and
(2.11);

(ii) the electron temperature gradient vanishes at the boundary (∇Te = 0).
This boundary condition has been commonly used in simulations along-
side with (2.10) and (2.11) [135, 139].

Interestingly, the best agreement with the experiment is achieved by care-
fully accounting for nonvanishing electron heat fluxes, thus making the
boundary conditions (i) more appropriate for modeling inductively cou-
pled plasmas at elevated powers. Specifically, application of (ii) instead of
(i) would lead to higher values of the electron number density. Physically,
the electron heat fluxes are capable of removing a part of the input power,
which could have otherwise been gainfully used for additional electron–ion
pair creation in the plasma bulk.
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Fig. 2.19 Radial electron density (a) and temperature (b) profiles at
z = 6 cm; the normalized axial density (c) and temperature (d) profiles
at r = 0. Solid, dashed, dotted, and dash-dotted curves correspond to
p0 = 5, 10, 20, and 50 mTorr, respectively. Other parameters are the
same as in Fig. 2.18 [95].

We now turn our attention to the effect of the working gas pressure on the
plasma parameters and power loss in the discharge. The radial profiles (at
z = 6 cm) of the electron number density and temperature computed for four
different values of p0 are presented in Figs. 2.19(a) and (b), respectively. The
normalized axial profiles of the plasma density and electron temperature at
r = 0 are shown in Figs. 2.19(c) and (d), respectively. The plasma density
in Fig. 2.19(c) is normalized to its value at z = 6 cm, whereas the electron
temperature is normalized to Te calculated at z = 0.

It is clear from Fig. 2.19 that the working gas pressure strongly affects the
plasma density and electron temperature. We note that the Langmuir probe
data suggest that within the pressure range considered, the electron density
ne is proportional to the gas pressure for a given electron temperature. Hence,
an increase of the gas pressure results in elevation of the average plasma den-
sity in the plasma column and in diminishing of the electron temperature. It
is also seen that the axial uniformity of the electron temperature is better at
lower pressures. Furthermore, the nonuniform profiles of Te affect the elec-
tron density distribution in the chamber (Figs. 2.19(a) and (c)). Indeed, the
density peak shifts toward the chamber top as the gas pressure increases. At
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p0 = 5 mTorr, the peak is close to the discharge center (z ≈10 cm), which is a
clear indication of the ambipolar-diffusion controlled regime at low discharge
pressures.

However, at p0 = 50 mTorr the maximum of the plasma density is shifted
approximately 4 cm toward the chamber top. This can indicate a possible
gradual onset of a different particle loss mode, similar to what has been re-
ported elsewhere [95] for the elevated RF powers. The gas pressure also con-
trols the RF power deposition process by affecting the average power loss per
electron–ion pair.

An increase of the neutral gas temperature exerts an almost similar effect
on the plasma parameters as a decrease of the working gas density. This can
best be understood by noting the apparent link p0 = nNTg, which means that
the fixed pressure conditions require that the neutral gas density, which enters
the expressions for the most of the reaction rate coefficients, has to diminish
when Tg rises [95].

We now examine the spatial distribution of the excited argon atoms in the
3p55p configuration. The profile of the excited atom density n∗(r, z) can be
calculated from [140]

n∗(r, z) ∼ n(r, z)ν∗(r, z) (2.12)

where ν∗(r, z) = ν∗0 (r, z) exp(−U∗/Te) is the excitation rate with U∗ ≈ 14.5 eV
being the threshold energy for the excited level. Generally, ν∗0 is a slowly vary-
ing function of Te [141]. Thus, evaluating n∗(r, z), one can assume that ν∗0 does
not depend on r and z.

The resulting spatial distributions of the excited argon species are gov-
erned by the electron density and temperature profiles. Remarkably, the ra-
dial profiles of the excited atoms are hollow near the chamber top. Mean-
while, the maximum of the OEI shifts toward the chamber axis as the axial
position z increases. Likewise, when the gas pressure increases, the ratio of
n∗(r = 0)/n∗

rmax decreases, where n∗
rmax is the maximal density of the excited

species along the radius.
We note that the radial OEI profiles can be related to the integral (along

the chamber axis) of the optical emission collected by the optical probe via
the collimator positioned in 8 portholes in the chamber bottom plate. For this
purpose, the resulting local density of the excited species (2.12) has been inte-
grated along the z direction. Further details of the OES setup and collection of
the emission can be found elsewhere [91, 94]. The emission of the 420.07 nm
argon line is due to the electron transitions from 5p onto 4s levels. The radial
distribution of the emission intensity is shown in Fig. 2.20(a), which reveals a
good consistency of the computation and experimental results. Similarly, in-
tegrating n∗(r, z) in the radial direction, the axial distribution of the intensity
can be computed. Experimentally, the optical probe in this case needs to be
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Fig. 2.20 The measured (dots) and computed (solid curve) radial
((a), p0 = 29.3 mTorr, Pin = 536 W) and axial ((b), p0 = 40 mTorr,
Pin = 960 W) profiles of the optical emission intensity of the 420.07 nm
atomic argon line [95]. In both cases Tg = 543 K.

positioned in the seven available portholes in the side observation port of the
plasma reactor in Fig. 2.1.

Figure 2.20(b) presents the comparison of the axial OEI profiles obtained ex-
perimentally and numerically. One can notice a remarkable agreement of the
calculated emission intensities with the experimental data. However, a minor
discrepancy can be seen in the radial profile in the vicinity of the discharge
center. We should also note that the experiment reveals that the OEI dips
(≈20 % less than the maximal value) near the chamber axis. The computation
results, correctly following the trend, suggest a less remarkable diminishing of
the OEI near the chamber axis. The deviation of the computed OEIs from the
experimental data is certainly within the accuracy of the model that assumes
independence of ν∗0 on r and z.
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Reliable knowledge of the neutral gas temperature and heat fluxes in
plasma processing discharges is becoming a matter of outmost importance
for a number of applications. In particular, recent results on the growth
of nanostructured silicon-based films (see Chapter 1 for details) have con-
vincingly demonstrated the neutral gas temperature as a critical factor in
management of hydrogenated silicon nanoparticles in γ (powder-generating)
regime or in the plasma-assisted fabrication of various carbon nanostructures.
Relevant information can be found elsewhere in this book. For discussion
of the relevance of this 2D fluid simulation to the experimental results and
limitations of the model, refer to the original article [95].

The fairly accurate agreement between the numerical and experimental re-
sults confirms the viability of the 2D fluid discharge model in simulating
the major parameters of low-frequency inductively coupled plasmas. The
model can further be improved by involving both local and nonlocal ki-
netic approaches, stepwise excitation and ionization processes, complex gas
chemistries including radicals, molecular complexes, and negative ions, de-
tails of the process (e.g., substrate bias, power, and mass transport in near-
substrate areas), as well as the effects of the near-wall sheath/presheath areas.
All these effects are to a certain extent critical to achieve the best results of the
plasma-aided fabrication at nanoscales.

2.6
Concluding Remarks

We now discuss the main features of low-frequency inductively coupled plas-
mas and their applicability for industrial plasma processing. Firstly, operat-
ing in the two (E and H) modes, the LFICP plasma source (Fig. 2.1) simul-
taneously embodies the asymmetric capacitive and flat spiral coil inductive
plasma sources. Depending on a specific problem, the operation regime can
be selected accordingly. For instance, the deposition rates, species composi-
tion and reactivity, neutral gas temperature, electron/ion temperatures, etc.,
are quite different in the electrostatic and electromagnetic discharge regimes.

In the electromagnetic mode, the LF ICPs feature uniform, large-area, high-
density plasmas with low sheath potentials near the substrate surface, inde-
pendent control of the plasma density and the ion energy, high power trans-
fer efficiency, low circuit loss and easy handling, and stable operation in a
wide range of filling gas pressures. We need to stress that high density, uni-
form plasmas can be generated without any external magnetic confinement.
This feature is highly desirable for low-damage, materials processing in mi-
croelectronics [142, 143]. In the electrostatic discharge mode, lower density
plasmas, with higher electron temperatures and plasma potentials are pro-
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duced. We note that the ICP features excellent uniformity of the electron/ion
number density through the entire discharge cross-section and volume in the
H-regime, and high cross-sectional uniformity in the E-mode.

It is remarkable that highly uniform, high-density (up to ne ∼ 9× 1012 cm−3

in argon) plasmas can be produced in low-pressure discharges with moderate
(in most cases below 1 kW) RF powers. It is worthwhile to mention that the
LFICP plasmas can be sustained in a wide pressure range without any Fara-
day shield or an external multipolar magnetic confinement, and exhibit very
high RF power transfer efficiency.

In the electromagnetic (H) mode, the ICP source of Section 2.1 features a
high level of uniformity over large processing areas and volumes, low elec-
tron temperatures, and plasma potentials. The low-density, highly uniform
over the (z = const) cross-section, plasmas with high electron temperatures
and plasma and sheath potentials are characteristic to the electrostatic regime.
Both discharge operation modes offer great potential for various plasma pro-
cessing applications, including plasma-assisted synthesis of nanostructures
and nanostructured materials.

We recall that high uniformity of ions and active species, high product yield
with low damage, process selectivity, and reproducibility are the common re-
quirements for plasma processing [15]. Nanoscale fabrication puts forward a
few more essential requirements on dosing the release of the necessary species
from the plasma into the nanostructured surface being grown or processed.
Moreover, as has been discussed in previous sections, such species should
find themselves in certain energetic and chemical states that determine their
reactivity. Moreover, the building units should deposit onto the surface with
the energy just sufficient for their structural incorporation into the nanoassem-
blies being synthesized and do not cause any structural damage [36].

From the above consideration, we can argue that low-frequency inductively
coupled plasmas with an external planar coil have proven to meet the most
essential requirements specified above [93]. This is why the low-frequency
plasma devices have recently become very attractive as efficient sources of
industrial plasmas. As has been evidenced by numerous works [91–94, 98,
102, 103, 144], the LF ICPs possess a number of indisputable advantages that
make them especially useful as prototypes of commercial large-area plasma
reactors.

In particular, the low-frequency operation offers several practical advan-
tages including low skin-effect-related circuit loss, easy control of the match-
ing unit, high power transfer efficiency, easy diagnostics, and low voltage
across the coil. The equivalent circuit analysis [102] shows that capacitive RF
field is too weak to cause any significant sputtering of the quartz window,
which can be potentially damaging in many plasma processing applications
that require high purity of source material. Furthermore, lowering of the op-
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erating frequency enables one to make the RF wavelength much longer than
the coil length and eliminate the standing-wave effects peculiar to 13.56 MHz
ICPs. This provides a viable practical solution for upscaling of the inductively
coupled plasma reactors without affecting the uniformity of electron and ion
number densities [98, 108].

Another important feature of the LF ICP discharge is the wide range of
operating pressures (from fractions of mTorr to a few Torr), which is very
promising for multifunctional semiconductor processing. Indeed, the low
pressure regime is favorable for deep-micron etching whereas higher pres-
sures are ideal for photo-resist removal [142]. The possibility of multistage
processing in broad pressure ranges is an attractive factor for the develop-
ment of new recipes and specifications for integrated nanostructure synthesis
and device assembly processes that include substrate pretreatment, nanopat-
terning, nanostructure deposition and postprocessing, removal of unwanted
material, and other high-precision stages.

At the end of this chapter, it is instructive to highlight, in a bullet point for-
mat, the main indisputable advantages of low-frequency inductively coupled
plasmas [93], such as

• very high plasma density;

• excellent uniformity over large cross-sectional areas;

• excellent uniformity over large processing volumes;

• low electron temperatures;

• moderate plasma potentials;

• absence of the Faraday shield;

• no need for multipolar magnetic fields to improve the uniformity;

• very low circuit loss;

• great potential for device upscaling;

• easy discharge operation and maintenance.

This list is not exhaustive and other interesting features and advantages
of the LF ICP can appear in specific applications. For example, the LF ICP
source is very efficient for plasma-enhanced nitriding of solid materials and
PECVD of various thin films, as well as plasma-aided synthesis of various
nanoassemblies discussed in more details in the following chapters. These
results suggest that low-frequency inductively coupled plasmas have very at-
tractive prospects for industrial applications, including those in micro- and
nanoelectronics.
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3
Plasma Sources: Meeting the Demands of
Nanotechnology

Presently, a variety of inductively coupled plasma sources are used by several
industries as reference plasma reactors for numerous applications in semicon-
ductor manufacturing, optoelectronics, and synthesis and processing of ad-
vanced functional films and coatings. In the previous chapter, our focus was
on the sources of low-frequency, low-temperature inductively coupled plas-
mas. More specifically, we have introduced the base model of the LF ICP
featuring a flat spiral (also commonly termed “pancake”) inductive coil (an-
tenna) positioned externally to the main section of the vacuum chamber.

To meet the demands of the present-day plasma-aided materials synthesis
and processing (including nanofabrication), the base model should be flexi-
ble enough to accommodate variously configured substrate stages, in situ di-
agnostic tools, additional electrodes, source materials in solid or sometimes
liquid state, etc. Moreover, the usefulness of any particular plasma source in
industrial applications is dictated by a number of requirements that specify
the acceptable operation regimes, optimum ranges of the plasma parameters,
process reproducibility, and several other factors.

Among them, flux uniformity of reactive species has been a major issue in
the last couple of decades owing to strict quality standards of semiconductor
industry demanding extra-low variation of the film thickness over the entire
wafer. With the wafer sizes continuously increasing (from commonly used 4-
inch wafers several years ago to currently used 12-inch wafers and projected
increase to 15-inch wafers by 2010), the requirement to maintain the unifor-
mity of the ion and radical fluxes over large surface areas becomes more and
more strict. Moreover, there is a vital demand for ultrafine deep-vacuum pro-
cessing of very large-area flat display panels with the surface areas exceeding
1 m2. This means that the plasma reactors need to be upscaled to accommo-
date a continuous increase of the processed surfaces in size without compro-
mising the species flux uniformity.

In this chapter, without trying to cover all the possibilities, we focus on
some very important upgrades of the LFICP device of the previous chap-
ter. In the first two subsections (Sections 2.1 and 2.2), we will discuss the
new plasma source configuration with an internal inductive coil specially de-
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signed to improve the uniformity of the RF power deposition in the plasma
reactor. Furthermore, the base model of the LFICP can be upgraded by in-
troducing a DC/RF magnetron sputtering electrode, which can serve as an
additional source of solid material and ultimately improves the flexibility in
terms of the range of possible coatings and thin films synthesized by using
this plasma device (Section 2.3). The final section of this chapter introduces an
integrated plasma-aided nanofabrication facility (IPANF), which simultane-
ously incorporates the features of inductively coupled plasma sources, DC/RF
magnetron plasma sources and is able to accommodate both (external and in-
ternal) configurations of the RF inductive coil.

3.1
Inductively Coupled Plasma Source with Internal Oscillating Currents:
Concept and Experimental Verification

In different versions of inductively coupled plasma sources the configurations
and positioning of RF current driving antennas can be quite different. For ex-
ample, the inductive coil can be either placed externally or internally with
respect to the discharge chamber. In one of the most common embodiments
discussed in the previous chapter (hereinafter referred to as the conventional
ICP source or simply the ICP source), the plasma is sustained by the RF power
deposited by an external flat spiral inductive coil (“pancake coil”) installed
externally to and separated by a small air gap from a dielectric window that
seals a (usually cylindrical) vacuum chamber [98–100]. Most of the commer-
cial ICP reactors make use of a fused silica or reinforced glass window seal-
ing the chamber in its r–φ cross-section from the top. The RF current driven
through the flat spiral inductive coil generates the electromagnetic field with
the azimuthal electric Eφ as well as the radial Hr and axial Hz magnetic field
components [101].

Due to the obvious symmetry of the problem, the azimuthal electric field
shows a pronounced dip near the chamber axis r = 0. In the idealized case
of concentrical purely azimuthal RF currents Eφ(r = 0) = 0 [102, 103]. This
feature has been confirmed by the extensive magnetic probe measurements
and numerical modeling results [91, 93, 95, 97, 102, 103]. Using the linear, with
respect to the RF field amplitude, approximation, which is normally valid at
low input powers, it was shown that the RF power deposition to the plasma
is strongly nonuniform and the actual RF power density has a well-resolved
minimum near the chamber axis [145].

A representative contour plot of the RF power density in a conventional (de-
picted in Fig. 2.1) source of inductively coupled plasmas is shown in Fig. 3.1.
This is consistent with the power density profiles derived through the map-
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Fig. 3.1 Representative contour plot of the RF power density in a
source of inductively coupled plasmas with a flat spiral (“pancake”)
external coil [145].

ping of the electromagnetic fields in the chamber and the results of optical
emission spectroscopy [94,102,103,148]. Thus, the improvement of the unifor-
mity of the power deposition is one of the key concerns of modern plasma pro-
cessing applications and several attempts to modify the inductive coil configu-
ration and/or adjust the RF power coupling have been reported [108,149,150].

To improve the uniformity of the RF power deposition and plasma param-
eters, a new source of low-frequency (∼460 kHz) inductively coupled plas-
mas employing two orthogonal sets of eight RF currents reconnected alter-
nately and driven inside the modified vacuum chamber has been developed
and tested [146, 147, 151]. In accordance to the theoretical predictions [145],
the new antenna configuration can generate more uniformly distributed elec-
tromagnetic field patterns and thus improve the uniformity of the RF power
deposition. Below, our focus is on the experimental verification of this power
deposition concept by the measurements of the distributions of the magnetic
field and various plasma parameters in the plasma source.

3.1.1
Configuration of the IOCPS

A schematic diagram of the plasma source with the IOC antenna configuration
(hereinafter referred to as the IOCPS) is shown in Fig. 3.2 [146,147]. To produce
the unidirectional internal oscillating RF current inside the vacuum chamber,
a new coil configuration has been designed. Contrary to conventional ICP
sources with the external flat coil configuration, in the device discussed here
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Fig. 3.2 Three-dimensional graphical representation with the 1/4
isometric cut of the plasma source. 1—top section of the vac-
uum chamber, 2—main section of the vacuum chamber, and
3—diagnostic/observation porthole [147].

the internal RF antenna consists of the two orthogonal sets of copper litz wires
placed inside a vacuum chamber.

The wires are enclosed in fused silica tubes as shown in Fig. 3.3. The result-
ing RF current sheet thus oscillates in the r–ϕ plane of a standard cylindrical
coordinate system [145], with the direction shifted ∼ 45◦ with respect to either
set of coils. The total number of quartz tubes in each direction is eight and all
copper wires are connected in series.

Fig. 3.3 Three-dimensional (a) and top (b) view of the RF antenna-
carrying section of the plasma source. Reconnection of only two (in
each direction) coil segments is shown (b). A solid arrow shows the
direction of the resulting current oscillation in the r–ϕ plane [147].
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Note that the use of the two crossed unidirectional current sheets and the
way how the orthogonally directed copper wires are reconnected reduces
power losses outside the plasma chamber. Due to the series connection and
very low resistivity of the copper wires, the RF current is synphased in any
part of the antenna. The inductive coil is made of a copper litz wire 6 mm in
diameter and is enclosed in quartz tubes with the inner and outer diameters
of 10 and 12 mm, respectively. Figure 3.2 shows that one of the sets of eight
quartz tubes is placed 3 cm above the top flange of the main section of the
vacuum chamber, while the other set of eight quartz tubes, which are perpen-
dicular to the first one, is lifted up by 2 cm from the first set of wires.

For convenience, the horizontal plane between the lower and upper sets
of the coils was chosen as the origin for the axial axis (z=0), i.e., 4 cm above
the top flange of the main section of the vacuum chamber. Figure 3.3(b) also
illustrates the connections of the first two turns of the inductive coil and the
resulting direction of the RF current oscillations.

It should be noted that, contrary to the conventional case of inductively cou-
pled plasmas, where the electric field has only a sole azimuthal component,
the internal oscillating current generates an additional radial electric field and,
therefore, the azimuthal magnetic field. One can thus expect that the presence
of the additional electric field component can modify the power absorbed by
the plasma electrons.

3.1.2
RF Power Deposition

From the arrangement of the internal coil in the IOCPS one can easily conclude
that the electric field generated by the antenna oscillates in the r–φ plane in the
direction of the bold solid arrowed line in Fig. 3.3. Thus, the electromagnetic
field does not feature an axial electric field (Ez) component, which is consistent
with the coil arrangement and the symmetry of the problem. Apparently, the
RF current inductively driven inside the chamber also oscillates in the same
(r–φ) direction.

However, since the currents have to form closed loops, it is reasonable to
presume that the return path for this current goes through the r–z (“poloidal”)
cross-section. Therefore, this could be one of the major factors that cause
deeper penetration of the electromagnetic field inside the plasma as compared
to the conventional ICP sources with flat spiral coils that generate (at low and
moderate RF powers) purely azimuthal RF electric fields and currents, the lat-
ter having the return loops in the r–φ cross-section [146].

In the latter case, one can attribute the field penetration mostly to the “skin
effect” that controls the electromagnetic field penetration into dense plasma
media with the plasma frequency exceeding the frequency of the incident
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wave [14]. In the IOCPS case, a combination of the two major factors, namely,
the excitation of poloidal RF current loops and “skin effect” results in a pro-
nounced penetration of the electromagnetic field inside the vacuum chamber.
A deep penetration of magnetic fields into the chamber has convincingly been
confirmed by the results of magnetic field measurements [146]. It is also note-
worthy that this phenomenon is also affected by nonzero values of the Ez com-
ponent that might appear in a real discharge due to a finite gap (neglected in
numerical calculations in [145]) and hence, a potential difference between the
two parallel current sheets in the coil.

The two-dimensional profiles of the RF power density in the plasma reactor
chamber can be mapped via the measurements of the magnetic field topog-
raphy. In the IOCPS, these have been conducted in three different regimes,
namely, in a fully evacuated chamber, in low-, and high-density plasmas [146].
The low-density (rarefied) plasma, with the spatially averaged electron/ion
number densities ne,i ∼ 3.3 × 109 cm−3, is generated in the low-input-power
(∼ 300 W) electrostatic (E) discharge mode at 30 mTorr.

On the other hand, the high-density (ne,i ∼ 6 × 1011 cm−3) plasma is sus-
tained with 770 W RF powers in the electromagnetic (H) mode of the discharge
at the same gas feedstock pressure [146]. The magnetic field measurements
complemented by the relations between the field components obtained from
Maxwellian equations confirm that the actual electromagnetic field excited by
the antenna configuration of our interest here indeed features two components
of the electric field, Eφ and Er, and three components of the magnetic field Hz,
Hr, and Hφ (TE electromagnetic field [152]), in a remarkable agreement with
the numerical results [95].

The results of measurements of radial profiles of all the three components
of the RF magnetic field are shown in Fig. 3.4. The corresponding numer-
ical radial profiles are calculated by using the model of a spatially uniform
plasma [145] with the plasma density that equals the spatially averaged elec-
tron/ion number density obtained from the Langmuir probe measurements
(ne,i ≈ 6 × 1011 cm−3, Teff

e ≈ 3.2 eV) [146]. It is remarkable that the numerical
results plotted as dashed curves in Fig. 3.4 generally reproduce the measured
radial variations of the magnetic field and are also in a fairly good quanti-
tative agreement with the experimental data. The apparent source of the re-
maining discrepancy between the theoretical and experimental results is the
actual nonuniformity of the plasma in the chamber. The new models prop-
erly accounting for the nonuniform distributions of the plasma density in the
IOCPS, are eagerly anticipated in the near future. Meanwhile, various non-
linear effects, such as generation of the second (and higher) harmonic current,
ponderomotive and Lorenz forces, become more important at higher power
levels and can affect the field distribution in the chamber [97, 153].
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Fig. 3.4 Comparison of the measured (solid circles) and computed
(dashed line) radial profiles of the magnetic field components in the
30 mTorr H-mode discharge sustained with ∼ 770 W RF powers.
Measurements are made at the axial position z = 8 cm [146].

Furthermore, using the experimental map of the magnetic fields and the
relations between the electric and magnetic fields following from the set of
Maxwell’s equations (see, e.g., equations (2)–(8) of [145]) one can obtain the
distribution of the RF power deposited in the discharge chamber

Pp =
1
2

∫ 2π

0

∫ R

0

∫ L

0
rRe(σp)|E|2dφdrdz (3.1)

where

|E|2 = [Re(Er)]2 + [Im(Er)]2 + [Re(Eφ)]2 + [Im(Eφ)]2

σp = ω2
pe/4π(νe − iω) is the conductivity of the uniform collisional plasma,

and ωpe is the electron Langmuir frequency. Here, νe is the effective rate of
electron collisions and ω is the frequency of the RF generator.

A representative semiquantitative contour plot in Fig. 3.5 unambiguously
confirms that the fairly uniform profiles of the RF power deposition have in-
deed been achieved experimentally. It is notable that the power density pro-
files shown in Fig. 3.5 favorably differ (especially in the areas adjacent to the
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Fig. 3.5 Semiquantitative contour plot of the RF power density in the
plasma source obtained from the experimental mapping of magnetic
field distribution for the same parameters as in Fig. 3.4 [146].

chamber axis) from the two-dimensional contour plot in Fig. 3.1 and three-
dimensional profiles shown in Fig. 9(b) of [145].

It is worthwhile to compare the spatial profiles of the RF magnetic fields in
the IOCPS and conventional source of inductively coupled plasmas with the
external flat spiral coil. Figure 3.6 shows the radial profiles of the nondimen-
sional Hz, Hz, and Hφ magnetic field components in both plasma sources in
the electrostatic (E) and electromagnetic (H) modes. In all cases the ICP dis-
charges are sustained in the same vacuum chamber and under fairly similar
conditions. The main difference is in the actual antenna configuration used.

To plot the nondimensional profiles of the magnetic field components in the
conventional ICP source with the 17-turn flat spiral coil, the data of Refs. [93,
97] are used. Each of the components is normalized on its maximum value
over the radial span of the chamber, i.e., H̄j(r) = Hj(r)/Hj,max, where j =
r, z, φ. Despite some difference in the discharge parameters, from Fig. 3.6 one
can figure out the major differences in the RF field distributions in both plasma
sources.

From Fig. 3.6, one can conclude that the magnetic field profiles are generally
smoother in the IOCPS. It is also seen that different field components feature
quite different behavior near the chamber axis. For instance, in the vicinity of
r = 0 the radial magnetic field component in the IOCPS is much larger than
that in the ICP. On the other hand, near the chamber axis, the Hz component
is close to its peak value in the ICP and is very small in the IOCPS.

From Figs. 3.6(c) and (f) one can conclude that the radial uniformity of the
Hφ component is remarkably better in the IOCPS. Furthermore, the absolute
value of the azimuthal magnetic field component (at the RF generator fre-
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Fig. 3.6 Comparison of radial profiles of nondimensional magnetic
field components in the electrostatic (E, (a)–(c)) and electromagnetic
(H, (d)–(f)) operation mode of the plasma sources with the internal
(solid circles, axial position z = 8 cm, p0 = 30 mTorr; E-mode:
Pin = 300 W; H-mode: Pin = 770 W) and external “pancake” (empty
circles, almost the same axial position, p0 = 50.8 mTorr; E-mode:
Pin = 300 W; H-mode: Pin = 1130 W [146].

quency) [97] in the ICP is much smaller compared to all other magnetic field
components in Fig. 3.6.

The peak locations are also quite different in the two plasma devices. In the
low-power E-mode discharge in the IOCPS, the Hr and Hφ components peak
near the chamber axis, whereas the Hz component reaches its maximum at
the chamber periphery. Meanwhile, in the H-mode discharge in the IOCPS,
the maximum values of the Hr and Hz components shift to the plasma bulk
(r ∼7–10 cm). On the other hand, the Hr and Hz components show a similar
peak behavior in both modes of the ICP discharge. The radial magnetic field
component peaks at r ∼ 9–10 cm, whereas the Hz component features a well-
resolved minimum at r ∼ 10.5–11.5 cm [146].
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Following the original work [146], we will now qualitatively relate the ra-
dial profiles of the magnetic field components to the uniformity of the RF
power deposition in both plasma sources. First, from Fig. 2.13 of the previ-
ous chapter one can observe that |Hr| � |Hz| near the chamber axis of the
ICP source.

However, at larger radii (e.g., at the mid-radius distance), the Hr compo-
nent becomes much larger than Hz. Furthermore, |Hr,max| ∼ 3|Hz,max| and
|Hφ| � |Hz|, |Hr| [97]. Hence, the quantity

η =
√
|Hr|2 + |Hz|2 + |Hφ|2

that is proportional to the RF power density in the chamber does feature a
dip within a few centimeters from the axis, which is consistent with the data
shown in Fig. 3.1 and Fig. 9(b) of [145].

Contrary to the ICP case, the amplitudes of all magnetic field components
in the IOCPS remain within the same range at different radial positions. It is
also remarkable that the variations of the azimuthal component with radius
are fairly slow (Figs. 4 and 6 of [146]). Furthermore, a decrease of Hr with r
is “balanced” by a similar increase of Hz. Therefore, the radial dependence of
η should indeed follow the pattern shown in Fig. 3.5 and feature a somewhat
better uniformity compared to the ICP case.

Unfortunately, due to the difference in the operation parameters in the ICP
and IOCPS devices, the actual improvement of the uniformity of the RF power
deposition cannot be unambiguously quantified at this stage and a compari-
son under identical conditions is required in the future. Likewise, the absence
of the detailed axial scans of the magnetic fields in the ICP source [93, 97] dis-
ables a comprehensive comparison of the dependence Hj(z) at different radii.
However, the maximum amplitudes of the Hr component measured through
the two adjacent upper portholes (separated by 4 cm) in the H-mode ICP dis-
charge differ at least 3–4 times, whereas a similar difference in the IOCPS does
not exceed a few tens of percents [146]. This certainly evidences a deeper pen-
etration of the electromagnetic field in the IOCPS as compared to the ICP.

3.1.3
Plasma Parameters

The plasma parameters in the IOCPS can be obtained from the time-resolved
measurements by a single RF-compensated cylindrical Langmuir probe [147].
The plasma density ne, effective electron temperature Teff, and plasma poten-
tial Vp are determined by using the Druyvestein routine discussed in detail in
Chapter 2. Here we recall that ne and Teff can be expressed as

ne =
∫

ge (V) dV
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and

Teff =
2

3ne

∫
Vge(V) dV

whereas the electron energy distribution function ge(V) can be obtained
through the second derivative of the probe current over the voltage d2 Ie/dV2

as

ge(V) =
2me

e2 A
(

2eV
me

)1/2 d2 Ie

dV2

where e, me, and A are the elementary charge, electron mass, and the probe
surface area, respectively [147]. Furthermore, the plasma potential Vp can be
found as the maximum of the first derivative of the dependence I(V) or as the
zero crossing point of the second derivative of the probe current [15].

Figure 3.7 shows the radial (a) and axial (b) distributions of the electron
density, effective electron temperature, and plasma potential in the electro-
magnetic (H) mode of a pure argon discharge and for the azimuthal angle
ϕ = 0◦, which is the direction of the resulting oscillating RF current in Fig. 3.3.
One can see that the value of ne remains almost the same for radial positions
r from 0.5 to 7.5 cm (Fig. 3.7(a)) and then starts to decrease. The typical val-
ues of the plasma density for the discharge are 1.1 × 1012 and 0.7 × 1012 cm−3

for the gas feedstock pressures 51 and 30 mTorr, respectively. Meanwhile, the
plasma potential and effective electron temperature are almost constant along
the chamber radius.

The measurements of the axial profiles of the plasma parameters (Fig. 3.7(b))
are performed at seven different axial positions through the available port-
holes in the diagnostic side port [147]. The measurements suggest that ne, Teff,
and Vp remain fairly uniform along the z axis from 8 to 20 cm. Thus, one can
clearly see that the introduction of the unidirectional internal RF current into
the plasma indeed improves the spatial uniformity of the plasma generated.

It is interesting that the IOCPS also offers a great deal of control of the
plasma parameters along the azimuthal direction [147]. In order to investi-
gate the azimuthal dependence of the plasma density, plasma potential and
effective electron temperature, the Langmuir probe measurements are carried
out for the azimuthal angles ϕ = 0 and 90◦. The RF power density features a
weak azimuthal dependence at low RF powers as shown in Fig. 3.8.

Note that this gives the possibility of controlling the RF power deposition in
the processes that require the azimuthal profiling of the film thickness or etch
rate. Moreover, the azimuthal dependence of the global plasma parameters
usually disappears with an increase of the RF power [147]. Physically, this can
be attributed to higher rates of the ambipolar diffusion, which is responsible
for the establishment of the equilibrium profiles of the electron/ion number
densities.
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Fig. 3.7 Radial (a) and axial (b) profiles of the electron density ne, the
effective electron temperature Teff, and the plasma potential Vp, for
the H-mode argon discharge with RF power input Pp ∼ 1.6 kW and
gas pressure, p0 = 51 mTorr. All profiles are plotted for axial (a) and
radial (b) positions z = 8 cm and r = 0.5 cm, and azimuthal angle
ϕ = 0◦ [147].

The dependence of the plasma parameters on the RF input power at dif-
ferent gas pressures is an important performance characteristic of plasma
sources. The experimental results suggest that the electron number density
is linearly proportional to the net RF power input in the established electro-
magnetic mode within the input power range of 0.5 to 1.0 kW [147]. This is
consistent with the numerical model of the plasma source with the internal os-
cillating currents [145] and extensive experimental and theoretical studies of
conventional inductively coupled plasma sources with flat external coil con-
figurations (see, e.g., [93] and references therein). Meanwhile, in the same RF
power range the effective electron temperature appears to be a slowly increas-
ing function of the RF power. However, the plasma potential remains almost
invariable when the input power is increased.
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Fig. 3.8 Radial profiles of the electron density, the effective elec-
tron temperature, and plasma potential for the H-mode argon dis-
charge with RF power input Pp = 0.62 kW and gas filling pressure p0
= 51 mTorr. All profiles are plotted for the axial position z = 12 cm and
azimuthal angle ϕ = 0◦ (hollow circles) and 90◦ (solid circles) [147].

The effect of the gas feedstock pressure on ne, Teff, and Vp is another im-
portant factor in industrial applications of plasma sources. Figure 3.9 displays
the plasma parameters as a function of p0 for the H-mode argon discharge at
a constant RF power input Pp = 0.68 kW. Note that the Langmuir probe posi-
tion during the measurements is r = 0.5 cm and z = 12 cm [147]. As one can
see from Fig. 3.9, in the pressure range below 51 mTorr, the electron density
increases with pressure from 3.7× 1011 cm−3 at 20 mTorr to 8.0× 1011 cm−3 at
51 mTorr. In the pressure range exceeding 51 mTorr, the electron density starts
to decline with the pressure and its value decreases from 8.0 × 1011 cm−3 at
51 mTorr to 5.2 × 1011 cm−3 at ∼440 mTorr. Note that at the RF input power
of 0.68 kW the flex point corresponds to p0 = 51 mTorr.

It should also be remarked that the rate of change of the plasma density with
p0 in the range above 51 mTorr is much slower than that in the lower pressure
range (p0 < 51 mTorr). As the pressure increases from 20 to 51 mTorr, the
plasma potential drops rapidly from 16.1 to 10.8 V. However, Vp decreases
slowly with p0 in the range above 51 mTorr. The electron temperature follows
a similar tendency. Initially, Teff drops from 4.8 eV at p0 = 20 mTorr to 3.7 eV
at p0 = 51 mTorr. Thereafter, the electron temperature continues to decrease
and also experiences small fluctuations.
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Fig. 3.9 The effect of the gas pressure on the electron density, effec-
tive electron temperature, and plasma potential for the H-mode argon
discharge and for the RF input power Pp ∼ 0.68 kW. The Langmuir
probe position is r = 0.5 cm and z = 12 cm [147].

3.2
IOCPS: Stability and Mode Transitions

We now consider the issues of discharge mode stability and compare relevant
phenomena to those observable in conventional sources of inductively cou-
pled plasmas. To investigate the transitions between the two operating modes
of the IOCPS, one can use the following original procedure [154]. Initially, the
plasma chamber is evacuated to a base pressure of approximately 2 × 10−4

Torr. Then the argon feedstock is introduced into the reactor chamber. Af-
ter applying the RF power as low as 40 W, a dim plasma glow (electrostatic
discharge mode) can be clearly observed in the space between the parallel
current sheets and slightly expanding through the “mesh” formed by the two
layers of the current-carrying wires. The brightness of this mode progres-
sively increased as the RF power rises up to 500–600 W, when quite abrupt
and discontinuous transitions to the inductive mode take place.

We recall that in conventional ICP sources with external “pancake” anten-
nas, the E-mode plasma glows are sustained due to the existence of the po-
tential difference between the (usually grounded) center and outer turns of
the inductive coil [93, 102, 103]. The fact that the glow of our interest here
originates in the space between the two antenna layers indicates that most
probably the origin of the E-mode in the IOCPS is in the potential difference
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between the two orthogonal RF current sheets and neighboring conducting
wires. A comparison of the representative optical emission intensities of the
same spectral lines under the same discharge conditions and voltages applied
to the photomultiplier tube clearly suggests that the brightness of the plasma
glow in the electrostatic mode is much higher in the IOCPS than in conven-
tional inductively coupled plasmas.

After a gradual increase of the RF power, a threshold for the E → H mode
transition can be eventually reached. After the transition, the glow is stable
in the inductive (H) discharge mode. Thereafter, when the input power is
gradually increased and later decreased back to the minimum starting level,
one can observe the H → E transition and eventually the extinguishing of the
discharge. Below, we will consider in more detail the variations of the optical
emission intensities and the spontaneous discharge mode transitions.

3.2.1
Optical Emission

We now consider the results of the real-time studies of the variation of the
optical emission intensity (OEI) in the process of a cyclic variation of the in-
put power to illustrate the dynamics of the E ↔ H mode transitions in argon
plasmas. In particular, Fig. 3.10 illustrates a real-time dynamics of the OEI
of the 840.82 nm line of the neutral Ar atom in 22 and 31 mTorr plasma dis-
charges when the RF coil current changes [154]. One can easily notice that
the E → H transition is accompanied by an instantaneous increase of the
emission intensity. As can be seen from Fig. 3.10, the OEI further increases
with the coil current in the established inductive mode of the discharge. The
similar tendencies are quite common for low-frequency inductively coupled
plasmas [155].

Fig. 3.10 Dynamic variation of the OEI during the E ↔ H mode
transitions at 22 (solid line) and 31 (dotted line) mTorr [154].
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Thereafter, when the coil current is reduced, the emission intensity de-
creases almost linearly. It is seen from Fig. 3.10 that the discharge can still
be maintained in the luminous electromagnetic mode even when the coil cur-
rent is below the threshold of the original E → H transition, which indicates
that the hysteresis phenomena in the mode transitions can be pronounced in
the ICPs with the internal coils. Near the point of the inverse H → E transition
the intensity of the optical emission falls steeply to the level corresponding to
the E-mode. Thereafter, when the stable electrostatic mode is established, the
OEI does not change much and remains low.

Using the OEI data, one can obtain the minimal value of RF current that
ignites the inductive mode (starting current), and the minimal H-mode main-
tenance current (threshold current for the H → E mode transition) as a func-
tion of the operating gas pressure, in a manner similar to the LF ICP source
with an external “pancake” RF coil [91, 93]. It is interesting that at different
working pressures the E ↔ H transitions are initiated at different values of
the coil current Icoil, which indicates on the possibility that variations of the
gas feedstock pressures can also result in hysteresis effects [154].

It is worth emphasizing that the width of the hysteresis loop in the dynamic
curve for the optical emission decreases from approximately 15 A at 22 mTorr
to 5.5 A at 50 mTorr. And since the actual difference between the starting
and minimal maintenance currents reflects the strength of hysteresis effects,
one can conclude that the nonlinear effects are stronger at lower gas feedstock
pressures. The corresponding width of the hysteresis loops in the conven-
tional ICP device with an external “pancake” coil appears to be remarkably
smaller. For instance, it is ∼5 A at 22 mTorr [91]. One can thus expect a vari-
ety of nonlinear effects in the IOC plasma source. It is worth emphasizing that
pronounced hysteresis phenomena have been observed in the dependence of
the main IOCPS RF circuit parameters on the antenna current (and hence the
RF input power).

In terms of the threshold RF coil currents, the E → H transition in a
22 mTorr argon discharge happens when the coil current reaches ∼33–34 A,
when the power deposited to the plasma is ∼ 600 W. Under the same working
gas pressure a similar mode transition in the conventional ICP device requires
approximately 700–750 W of the power deposition [91, 93]. This is consis-
tent with the estimates of the discharge working points in the two configura-
tions [145] and can certainly be regarded as one of the advantages of the IOC
plasma source. In the 22 mTorr H-mode discharge, the reflected plasma resis-
tance Rp ∼ 6 and ∼ 2.3 Ω in the IOC and ICP [91] devices (at Pp ∼ 800 W),
respectively. Under the same conditions the absolute values of the total reac-
tance change ∆Xp in the IOCPS (∼ 2 Ω) are lower than in the ICP (∼ 7 Ω).
Moreover, the total IOCPS load becomes more resistive (Rp increases) rather
that reactive (∆Xp decreases) in the established H-mode.
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Hence, qualitatively comparing the ratios Rp/∆Xp under the same gas pres-
sure and input power, one can arrive at the conclusion that the plasma load
in the IOCPS appears to be less reactive, and one can thus expect higher RF
power transfer efficiency in the IOCPS compared to its conventional counter-
part. It is worth noting that the E → H transition in the IOCPS appears to be
discontinuous rather than smooth as has been previously reported for some
other internal coil configurations [99, 100].

Nevertheless, differently to the mode transitions in conventional ICP
sources with external flat spiral “pancake” coils, the E ↔ H transitions in
the IOCPS visually appear to be smoother. This can be attributed to presum-
ably high plasma densities ne in the electrostatic mode of IOCPS near the
mode transition threshold. Visually, the glow in the E-mode discharge in this
case is much brighter than that in the LF ICP with an external coil [91]. Thus,
relative populations of argon atoms in the excited states appear to be higher
in the IOCPS.

From this point of view, E-mode plasmas generated in the inductively cou-
pled plasma source with internal oscillating current sheets can be quite attrac-
tive from the plasma processing application point of view. Furthermore, rela-
tively high electron temperatures (Teff ∼ 10–15 eV) of the E-mode discharges
in the IOCPS [147] are favorable for the efficient dissociation of the reactive
gas feedstock in various applications.

3.2.2
Self-Transitions of the IOCPS Discharge Modes

A striking observation made in the original experiments [154] is that under
certain conditions the discharge originally operated in the electrostatic mode
in a reasonable proximity (a few tens of watts of input power below a normal
transition threshold) of the mode transition threshold, spontaneously tran-
sited to the upper stable state after a certain delay time δtE–H into the dis-
charge operation. The value of δtE–H is typically in the range between 20 sec
and 3 min and depended on the process parameters.

This highly unusual behavior of the 30 mTorr argon discharge is reflected
in Fig. 3.11 showing the real-time dynamics of the optical emission intensity
of the 840.82 nm spectral line of neutral argon, synchronized with the real-
time variations of the RF coil current. It is clearly seen that the up-jump in
the optical emission intensity and the abrupt fall in the coil current happen
simultaneously. As Fig. 3.11 suggests, after a sharp rise immediately following
the mode transition, the emission intensity steeply decreases and levels off
afterward, which indicates an abrupt excitation and subsequent de-excitation
(“discharge”) of certain atomic levels of argon. More importantly, it is clearly
seen that the OEI of the 840.82 nm line levels off in the H-mode at the level
higher than in the E-mode.
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Fig. 3.11 Evolution of the OEI of Ar I 840.82 nm emission line and
RF coil current during the spontaneous E → H mode transition in a
30 mTorr argon discharge sustained with 500 W input powers [154].

It is remarkable that the discharge self-transition phenomenon can be ob-
served in a wide range of the argon gas pressure. The emission intensity
and the RF coil current change by ∆J and ∆Icoil during the discharge “self-
transition”, where J is the optical emission intensity. More importantly, these
changes appear to be quite different in a range of gas feedstock pressures of
10–90 mTorr. Specifically, the actual changes in the optical emission intensity
and the RF coil current become smaller when the working gas pressure in-
creases [154]. Another interesting observation is that despite smaller changes
in the OEI and RF coil current, the discharge can be operated in the E-mode
further from the E → H threshold at higher gas feedstock pressures and still
be able to spontaneously transit to the higher, electromagnetic regime [154].

We now comment on the possible reasons for the observed discharge mode
“self-transition” phenomenon. We start the discussion by noting that sponta-
neous mode transitions to the electromagnetic mode still remain an issue of
stability of the discharge operation in the E-mode in the vicinity of the E → H
mode transition threshold.

Apparently, the initially stable E-mode discharge gradually evolves to ap-
proach the mode transition point, and once the threshold value of the RF
power has been reached, a discontinuous transition to the higher density elec-
tromagnetic (H) mode takes place. A transiently unstable discharge further
relaxes to a stationary state in the inductive mode. The instantaneous mode
jump is accompanied by the outbursts of the optical emission.

This can be attributed to the drift of the plasma parameters caused by
changes in the discharge operation conditions. One of the most likely pos-
sibilities is a slow excessive heating of the argon gas feedstock during the dis-
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charge run. Generally, the neutral gas in the chamber can be heated through
the excessive heat transfer from the chamber walls, internal wires of the RF
coil. In this case the slow drift of the gas temperature can follow the changes
of the temperature of the internal wires and/or electrodes. It is imperative
to note that the gas pressure is externally controlled and maintained constant
during the experiment [154].

Under such conditions, a local increase in the gas temperature Tg (caused
by any of the heating factors mentioned above) can result in a thermal expan-
sion of the working gas, the latter is usually accompanied with a drop in the
density of the neutrals nn. Since the RF generator or circuit settings remain
invariable during the experiment, this minute change in the neutral gas den-
sity would not affect the actual power deposited to the plasma electrons, and
hence, the plasma sustaining electric field Ep. However, the fundamental pa-
rameter of the discharge maintenance Ep/nn (and also usually the averaged
electron energy/effective temperature) increases.

The result is an enhanced ionization and locally increased plasma conduc-
tivity, RF current density, and Joule heat release. In this case, the already hot
gas is heated even more. As a result of the enhanced ionization the electron
number density (and hence the RF power deposited to the plasma) can reach
the threshold value corresponding to the H-mode discharge at the given con-
ditions and a spontaneous gas breakdown in the inductive mode can be trig-
gered. Certainly, the above-mentioned drift of the plasma and RF power de-
position parameters does require the delivery of the minimum excessive heat
to the working gas, which explains the recorded delay times δtE–H for the
mode “self-transition” to happen.

It is quite likely that the above gas temperature-induced drift of the plasma
parameters can destabilize the E-mode discharge and be regarded as an initial
stage of the thermal instability [20]. It is crucial to discuss the issue of stabil-
ity and the most likely cause of the observed drift of the plasma parameters
leading to the “self-transition” phenomenon. Notably, a quite similar drift of
the plasma parameters affects the plasma confinement and impurity sources
in some plasma fusion devices.

First, the excessive heat transfer from the chamber walls is quite unlikely to
be an important factor that controls the observed drift of the plasma param-
eters [154]. The reason is that the chamber wall temperature is maintained
fairly constant due to continuous heat removal from the walls by the chilled
water flows driven (by a water cooling system) in a gap between the two walls
of the chamber. Moreover, the water temperature is externally controlled and
does not noticeably change during the experiment. It is thus quite likely that
the drift of the plasma parameters can be caused by the overheating of the
internal RF coil.
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Another interesting observation is that intentional preheating of the gas
feedstock (e.g. by running the discharge in the H-mode and then switching
it to the E-mode or increasing the cooling water temperature) one can facili-
tate the spontaneous mode transitions. Meanwhile, if the discharge starts in
a relatively “cold” E-mode far enough from the mode transition point, the
spontaneous mode transition does not happen. Thus, the drift of the plasma
parameters appears to be more pronounced at higher gas temperatures. On
the other hand, this indicates that a slow drift of the plasma parameters rather
than a thermal instability is the cause of the observed spontaneous mode tran-
sitions [154].

As we have discussed above, during the transition time δtE–H the plasma
density grows to reach the threshold value for the E → H transition. From the
symbolic electron balance equation [20]

dne/dt = Ξsources − Ξsinks (3.2)

one can conclude that when the electron density increases (dne/dt > 0), the
dynamic source terms exceed the sink terms, that is Ξsources > Ξsinks, which is
a generalized plasma instability criterion [20]. Here, Ξsources and Ξsinks denote
all the combined origins and losses of the plasma electrons, including ioniza-
tion, dissociation, diffusion losses to the walls, recombination in the reactor
volume, etc.

In a sense, the observed mode “self-transition” phenomenon can also be re-
garded as an instability [20]. It is most likely that in the case considered the
sources and sinks quickly reach the equilibrium due to intense collisional pro-
cesses. However, one cannot rule out the possibility that if the working point
is preset close enough to the E → H transition point, the E-mode discharge
can become unstable and the discharge stabilizes only after the transition to
the stable electromagnetic mode. Strong and quickly relaxing outbursts of the
optical emission intensity in Fig. 3.11 are the qualitative indicators of this pos-
sibility.

It is thus likely that the stepwise ionization and accumulation of larger
amounts of metastable atoms can also destabilize the E-mode discharge op-
eration and trigger the E → H transition. Physically, as ne increases, more
excited particles are created and the ionization from the ground state is sup-
plemented by the ionization of the excited atoms, the latter requiring lesser
electron energy. Therefore, when the stepwise ionization is important, the
term Ξsources in Eq.(3.2) grows with ne steeper than νine, where νi is the rate of
ionization of argon atoms from the ground state [154].

Real-time dynamics of the optical emission intensity depicted in Fig. 3.11
supports the importance of multistep atomic excitation/ionization processes
in the discharge maintenance. One can note that the emission line at 840.82 nm
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originates due to

3s23p
5
(2P0

1/2)4s → 3s23p
5
(2P0

1/2)4p

atomic transition. It is remarkable that in this case the 4s and 4p manifolds
of argon atomic spectra that can contribute up to 30–40 % of the atomic ion-
ization [91, 128] are involved. Hence, multiple states of argon atoms can be
excited in relatively dense E-mode plasmas. The energy released through the
de-excitation of the excited states can instantly contribute to the gas break-
down in the electromagnetic mode.

Meanwhile, optical emission spectra of the discharge before and after the
E → H transition reveal that there is a notable difference between the rela-
tive steady-state amplitudes of different emission lines in the two established
discharge modes [154]. For example, the emission intensities of most of the
spectral lines of neutral (such as 420.7, 427.22, and 840.82 nm, Ar I) and ion-
ized (such as 434.81 nm, Ar II) argon atoms are higher in the electromagnetic
mode. Furthermore, relative intensities of two different emission lines in the
same discharge mode also change after the transition.

In the electrostatic (E) mode, the intensity of 394.9 nm emission line is higher
than that of the 420.7 nm line. Likewise, the intensity of Ar I 789.11 nm line is
higher than that of Ar I 840.92 nm line. However, in the established H mode,
the OEIs of 420.7 nm and 840.82 nm lines become higher than the intensities
of 394.9 nm and 789.11 nm lines, respectively. This evidences that the excited
states of argon atoms are involved in the mode self-transition and, more im-
portantly, different atomic levels emit during the mode transition quite differ-
ently.

To conclude this section, we stress that the sources of high-density induc-
tively coupled plasmas with internal RF coil configurations undoubtedly have
an outstanding potential for the future use by a number of industries for a
wide range of tasks related to synthesis and modification of surface and bulk
properties of various advanced materials, including biomaterials and nano-
materials, as well as development of new generations of micro- and nanoelec-
tronic integrated circuitry and devices.

However, there are still some issues to be resolved before this class of ad-
vanced plasma sources can be widely adopted in industry. One of the remain-
ing issues is the optimization of the uniformity of the number densities and
fluxes of the species over larger, than in the experimental prototype discussed
in this chapter, surface areas and bulk volumes.

Another critical point is to avoid any undesirable factors that might result
in unstable operation of the plasma source. One of them is the observed mode
self-transition that originates due to the drift of the plasma parameters during
the discharge operation in the electrostatic mode in the vicinity of the E → H
mode transitions. However, this problem is most likely due to the overheating
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of the internal RF coil and can be eliminated by a better engineering design.
Nonetheless, we believe that the IOCPS and other advanced inductively cou-
pled sources with internal RF coil configurations should attract a wider inter-
national attention and become a focus of intense research efforts in the near
future.

3.3
ICP-Assisted DC Magnetron Sputtering Device

In this section we describe a hybrid configuration with a high degree of flex-
ibility in controlled generation of a large variety of working species by using
gas phase and solid precursors. Originally designed to be a low-frequency ICP
source (discussed in detail in Chapter 2), the system of our interest here is an
upgraded LFICP version modified by inclusion of a DC magnetron electrode
inserted through the bottom endplate of the vacuum chamber.

With this adaptation, this hybrid system shown in Fig. 3.12 can be used to
sustain plasma discharges in three distinct modes:

• conventional DC magnetron sputtering mode;

• ICP mode; and

• ICP-enhanced DC magnetron sputtering mode.

Fig. 3.12 Schematic of the ICP-assisted DC magnetron sputtering
facility. Here, 1-RF planar coil; 2-quartz plate; 3-O-ring; 4-quartz rod;
5-magnet; 6-guard; 7-sputtering target; 8-optical detector; 9-substrate;
10-substrate holder.
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This combination of the two different ways of plasma generation has been
motivated by the acute necessity to maximize the yield of the species released
from the magnetron sputtering target electrode. In conventional DC mag-
netron sputtering plasmas, the electrons are confined in the vicinity of the
target by varying configured DC magnetic fields and draw closed trajectories
in crossed E and B fields.

The electrons confined in such a way ionize working gas (such as argon)
thus creating fluxes of positive ions that are driven to the target electrode
(cathode) by the DC electric field maintained between the anode (target as-
sembly) and the cathode. The electrons in this device are magnetized, which
means that the period of their gyration tge = 2π/ωce, where ωce is the electron
cyclotron frequency [15], is much shorter than the time needed to traverse the
near-target sheath. However, the ion sheath traverse time τs

i should be much
shorter than the time of their gyration tgi = 2π/ωci, where ωci is the ion cy-
clotron frequency to enable the ions to accelerate to a reasonably high energy
(when the sputtering yield is maximum) and impinge on the target surface.

Therefore, the magnetic field should be neither too weak to enable the elec-
tron confinement nor too strong so as not to magnetize the positively charged
ions and reduce the efficiency of their interaction with the target surface. An-
other limitation of the efficiency of the target material sputtering yield is a
consequence of the relatively low ionization rates and hence, number densi-
ties of the electrons and ions in DC magnetron-based discharges.

In the hybrid plasma device of our interest here (Fig. 3.12), the two indepen-
dent means of the plasma generation are combined. In fact, the RF inductive
coil placed on top of the processing chamber is used to generate inductively
coupled plasmas in a usual manner, by using RF electromagnetic fields in-
duced by the RF current in the coil. Depending on the operation regime, the
plasma can either be confined near the coil (low-power E-mode discharges) or
can occupy the entire volume of the reactor chamber (high-power E-mode or
H-mode).

When the RF coil is not powered, the plasma can be created in the vicinity
of the DC magnetron electrode. However, it is natural to expect that when
both plasma generation channels are operated simultaneously, the ionization
efficiency can be dramatically increased and will eventually result in the en-
hancement of the sputtering yield of the target material.

Moreover, one can also expect a fascinating variety of mode transition and
hysteresis phenomena in the hybrid plasma source. Indeed, one should expect
complex transitions and nonlinear hysteresis phenomena between multiple
steady states of the ICP-assisted DC magnetron sputtering discharge. These
phenomena will be discussed further in this section.

For consistency, the hybrid plasma facility should be termed as the ICP-
Enhanced DC Magnetron Sputtering Plasma Source. However, for simplicity
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and for the sake of shorter abbreviations, this facility will be further referred
to as the Plasma-Enhanced Magnetron Sputtering Facility (PEMSF).

The PEMSF comprises the following key components, such as the vacuum
chamber, external flat spiral (“pancake”) inductive coil, vacuum and gas han-
dling systems, magnetron electrode, RF power supply with a matching net-
work, magnetron electrode power supply, and a range of advanced diagnostic
and data acquisition and processing instrumentation. Most of these compo-
nents are the same is in the base version of the LFICP source and have been
described in detail in Chapter 2.

Here, we describe in more detail the arrangement of the sputtering target
assembly. Specifically, the target electrode consists of four major components:
the target disc, the set of annular permanent magnets, the DC powered elec-
trode, and the grounded aluminium guard. Sputtering targets of different
sizes (up to 15 cm in diameter) are secured onto the top flange of the magnet
container, which essentially acts as a cathode. To maintain the temperature
of the magnetron target electrode constant and prevent the magnets from de-
magnetization due to rising gas temperatures during the discharge, a cooling
flow of running water is driven through the interior section of the electrode as
shown in Fig. 3.12. Surrounding the cathode is a grounded aluminium guard
that acts as an anode.

It is important to mention that the spacing between the target surface and
the top quartz window can be varied so as to adjust the RF power deposition
into the plasma, number densities, and spatial profiles of the main working
species (i.e., when the ICP is in use). A tuneable DC power supply provides
the target electrode with a variable negative potential (150–300 V).

To summarize, due to the inherent difficulties in increasing deposition rate
in conventional DC magnetron sputtering devices, a separate inductively cou-
pled plasma source is introduced to enhance the plasma production and sput-
tering. In fact, this device configuration allows one to decouple the plasma
generation and magnetron sputtering functions and distribute them between
the two different parts of the PEMSF. The choice of the LFICP as the ionization
enhancer owes to excellent plasma uniformity and high ionization degrees
(see Chapter 2). It is hoped that the deposition rates in the Plasma-Enhanced
Magnetron Sputtering Facility can be substantially higher than in the conven-
tional DC magnetron sputtering devices. More importantly, one can also ex-
pect a superior quality of functional coatings, nanofilms, nanoassemblies, etc.,
over large surface areas, in particular, due to highly uniform plasma genera-
tion. Some relevant examples will be given in the following section.
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3.3.1
Enhancement of DC Magnetron Sputtering by an Inductively Coupled Plasma
Source

Here we show evidence that concurrent operation of the ICP and DC mag-
netron sputtering discharges results in a substantial gain in the net fluxes of
positive ions onto the target electrode. This effect is quantified in terms of a
drastic increase of DC currents through the magnetron circuit at the same DC
bias voltage. When a high-density (up to 8 × 1012 cm−3) plasma is generated
by an external RF coil and occupies the entire chamber volume, including the
areas adjacent to the magnetron sputtering electrode, it is reasonable to expect
that the sputtering yield can be enhanced by positive ions additionally created
in the chamber bulk as a result of RF power deposition.

Figure 3.13 shows the variation of the current flowing in the target electrode
with the (negative) voltage applied to the cathode at different levels of RF
power (0, 0.5, and 1.5 kW) supplied to the external inductive coil. Apparently,
the RF power here is used to independently generate and sustain high-density
inductively coupled plasmas. From Fig. 3.13, it can be seen that at a given DC
voltage, the cathode current is much larger at higher levels of ICP-sustaining
RF power.

Fig. 3.13 Target current versus applied target voltage for DC mag-
netron sputtering only (a) (open circle), inductively coupled plasma
assisted DC magnetron sputtering at RF power of 0.5 kW (b) (solid
dot) and 1.5 kW (c) (diamond).

It is noteworthy that when a negative voltage is applied to the cathode,
the current value quantifies the net ion flux incident on the target surface.
In other words, additional bulk ionization in the RF fields can dramatically
enhance the incident ion flux, even at small voltages between the anode and
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the cathode. Such unusually high ion currents are beyond the capabilities of a
conventional DC magnetron sputtering device operating at the same voltages
(see the open circle plot in Fig. 3.13).

It can be easily rationalized that an increase in the incident ion flux on
the target surface can result in a higher sputtering yield, and eventually,
deposition rates. Figure 3.14 shows the optical emission intensities of the
main species originating in the plasma-assisted sputtering of Ti targets in DC-
magnetron, inductively coupled, and ICP-assisted DC magnetron plasmas in
nitrogen. The optical emission has been collected by using a collimated op-
tical probe positioned 2–3 mm below the (downward facing) deposition sub-
strates (see the schematic diagram of the PEMSF in Fig. 3.12). From the optical
emission spectra, it is clear that the intensities of the emission peaks of the
(gas source) nitrogen and sputtered (metal source) titanium species are much
higher when the external RF coil is powered.

Fig. 3.14 Optical emission spectra observed under three condi-
tions: DC magnetron sputtering only (bottom line), inductively coupled
plasma (middle line), and an inductively coupled plasma assisted DC
magnetron sputtering (upper line).

The results in Fig. 3.14 are of paramount importance to establish the corre-
lation between the efficiency of the PEMSF and the eventual film properties.
Indeed, an increased flux of the plasma species due to the inductively coupled
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plasma-enhanced DC magnetron sputtering can eventually lead to a substan-
tial increase of the rates of micro- or nanofeature formation. These include
nanofilm deposition rates, rates of nanostructure or nanocrystal growth, pore
or trench development rates, etc.

The results of the original work [156] convincingly confirm this effect in
the practically very important case of deposition of superhard TiN coatings
by means of DC magnetron sputtering of Ti targets in reactive nitrogen-based
plasmas. Similar conclusions are expected for a large number of processes uti-
lizing different types of plasma-assisted sputtering processes. There are tan-
talizing prospects for the improvement of vacuum diode, DC/RF magnetron,
pulsed magnetron, and other sputtering processes by continuously and in-
dependently operated RF plasmas. These possibilities are still awaiting their
experimental and commercial realization.

3.3.2
Mode Transitions in ICP-Assisted Magnetron Sputtering Device

We now turn our attention to the fascinating variety and complexity of dis-
charge mode transitions in the hybrid plasma setup shown in Fig. 3.12. As
we have mentioned above, both main plasma-generating systems (ICP and
DC magnetron) feature two stable discharge operating modes. The RF plasma
device can be operated in the electrostatic (E) and electromagnetic (H) modes,
whereas the DC magnetron plasmas can be generated in the D (vacuum diode)
and M (magnetron) operation regimes. Thus, instead of two stable discharge
states peculiar to each of the systems involved, one has four operation modes!
More importantly, this opens an incredible opportunity to manipulate the hy-
brid discharge operation by varying the DC voltage applied to the magnetron
electrode and RF power applied to the external inductive coil.

The details of mode transitions between the two operating modes of induc-
tively coupled plasmas, which are quite similar to what has been discussed
in Chapter 2 (with some minor differences in mode transition thresholds due
to reduction of the plasma volume and redistribution of the electric poten-
tial and plasma species due to additional large electrode introduced into the
chamber), will not be considered here. Instead, we will discuss the dynamics
and physics behind the D → M transitions and the origin of complex hystere-
sis phenomena when both plasma-generating systems are operating.

At the beginning of mode transition experiments, when the voltage is grad-
ually increased from the zero value, a dim discharge can be observed. When
the voltage increases, the dark region between the plasma and the target sur-
face decreases in size. During this period, the plasma luminosity is weak and
the plasma bulk is almost uniformly located above the target surface. This
operation mode is commonly referred to as the diode (D) mode.
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When the voltage reaches a certain threshold denoted here as VDM, the dis-
charge suddenly brightens. Simultaneously, bright annular “plasma rings”
hovering above the target surface are observed. When the voltage is further
increased, the plasma luminosity also increases, with the annular rings still
present. On the other hand, when the voltage is decreased from an initially
high value, the plasma luminosity decreases. As long as VDM is not reached,
the plasma is still located within the annular zones. As the voltage is de-
creased until the turning point (threshold of the inverse M → D transition),
there is an instantaneous dip in the luminosity. The plasma is freed from the
annular zones and is once again almost uniformly distributed above the tar-
get surface. Further reduction in voltage only results in weakening the optical
emission intensity of the discharge. For convenience, the process of increasing
the cathode voltage will be referred to as the current-increasing phase, whilst
the corresponding decreasing of voltage will be termed the current-decreasing
phase.

The dynamic process, which leads to the brightening/dimming of the dis-
charge and the formation of the bright annular plasma rings, can be explained
as follows. Initially, when a DC voltage is applied to the magnetron electrode,
because of the potential difference between the anode and cathode, the setup
resembles a capacitor (i.e., E = V/d, where E is the electric field, V is the
potential difference, and d is the distance between the plates). Therefore, an
increase in voltage increases the electric field magnitude. This electric field
is a primary source of energy needed to sustain the ionization and excitation
processes in the discharge.

Thus, the ionization degree and proportion of the plasma species in excited
states increases with the applied DC voltage. This in fact results in an in-
creased discharge luminosity. At the beginning, when the voltage is relatively
low, the plasma density is low and hence the plasma sheath thickness is large,
i.e., the plasma bulk is seen relatively far from the target surface. In this case
the electrons are not affected by the magnetic field, which is concentrated near
the electrode surface. At this stage, the electrons behave just as in a conven-
tional diode sputtering device. Hence, this discharge phase is termed as a D
(diode)-mode discharge.

However, when the voltage is further increased to VEM, the plasma sheath
thickness is reduced, so that the plasma can be affected by the magnetic field
strength. It is exactly at this point the electrons are suddenly driven (and con-
fined) into the annular zones where the magnetic field magnitude is higher. In
addition, the electrons are simultaneously subjected to a cycloidal motion due
to the E×B drift. Thus, a Hall current is induced just above the target surface.
With the emergence of the Hall current, the collision frequency between the
electrons and neutrals increases significantly. Thus, the ionization is enhanced
and the plasma becomes much brighter.
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A subsequently rising cathode voltage further increases the excitation and
ionization of the working gas, and hence, the plasma luminosity. At this stage,
the discharge evolves into the magnetron (M) discharge mode. Hence, as the
cathode voltage increases from a low value to magnitudes above VDM (the
mode transition point), the discharge transits from the D-mode to the M-
mode. The same explanation can be adopted when the voltage decreases from
a high value to a low value, eventually reaching VMD—the threshold voltage
for M → D mode transitions.

When the ICP discharge is in operation, the picture of mode transitions be-
comes a lot more complicated. If the magnetrons are switched off, one ob-
serves conventional E ↔ H transitions described in detail in Chapter 2. How-
ever, when both discharges are run simultaneously, there is a significant dis-
tortion of the D ↔ M and E ↔ H mode transitions peculiar to the DC mag-
netron and ICP devices, respectively. In particular, one can observe complex
hysteresis phenomena with multiple spiral loops, for example in the depen-
dences of the cathode current (current on the magnetron sputtering target)
and optical emission intensity of selected plasma species on the RF current in
the external inductive coil.

The original investigations of the effect of the variation of the RF cur-
rent on the cathode current (and also on TiN film deposition) have been
conducted in the electromagnetic (H-mode) discharge mode by using a
N2(5 sccm)+Ar(50 sccm) mixture at a fixed cathode voltage of 260 V. The
data have been collected using the optical emission spectroscopy system,
together with the measurement of the target ion flux (cathode current), by
varying the RF current [156].

Figure 3.15 shows the evolution of the cathode current (a) and the emission
intensity of a selected sputtered target element, Ti I (λ = 494.8 nm; neutral ti-
tanium atoms) (b) when the peak-to-peak RF current is varied [156]. The data
points of the cathode current values and the emission intensities are repre-
sented by sequentially numbered frames, with number “1” being assigned to
the first data point collected. These points have been enumerated in sequence
and thus a larger number corresponds to a data point collected at a later time
moment.

It is not surprising that the measurements show that such a variation gives
rise to the formation of distinct spiral loops when the cathode current is plot-
ted against the RF current. Both figures exhibit similar spiral loops; each of
them comprise two closed loops: one main loop and the other, a sub-loop. The
closed sub-loop is within the main loop and its traces are close to the trace of
the main loop in the RF current decreasing phase. The results in Fig. 3.15 re-
veal that the plasma generated by the ICP (H-mode)-enhanced DC magnetron
sputtering is multistable. For instance, a single value of the RF current in the
range 75–95 A can correspond to four different discharge states, i.e., four cath-
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Fig. 3.15 (a) Cathode current and (b) emission intensity (Ti I
494.819 nm) versus peak-to-peak RF current for N2+Ar discharge.
The cathode voltage is −260 V [156].

ode currents and four emission intensities. It is remarkable that the plasma
shows similar nonlinear characteristics for the two completely independent
measurements [156].

The experimental discovery of the PEMS discharge multistability reveals
the overwhelming complexity of hybrid discharges featuring multiple opera-
tion modes. Therefore, in applications, to ensure the acceptable reproducibil-
ity of the ion flux to the target electrode (reflected by the measurements in
Fig. 3.15(a)) or number densities of working species in the vicinity of the sub-
strate surface (reflected by the OEI measurements in Fig. 3.15(b)), one has to
set the required level of the RF current consistently and in the same way from
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one experiment to another. For instance, the result of a direct increase of the
RF current from 0 to 80 A will not be the same as its reduction from 85 A
down to the 80 A if the required working point has been missed by 5 A while
increasing the current from the initial zero value.

These fascinating hysteresis phenomena still await their conclusive explana-
tions based on comprehensive discharge modeling. In the following section,
we will consider a more advanced and more flexible arrangement of different
means of source species generation. This facility is a further approach toward
meeting the continuously rising demands of plasma-aided nanofabrication.

3.4
Integrated Plasma-Aided Nanofabrication Facility

A large number of functional nanoassemblies and nanofilms discussed in this
monograph have been synthesized in custom-designed Integrated Plasma-
Aided Nanofabrication Facility (IPANF); a photograph and schematic of
which are shown in Fig. 3.16.

Fig. 3.16 Photograph and schematic of the IPANF [157].
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This device encompasses the means of generation of highly uniform high-
density plasmas by driving the external spiral (this configuration is sketched
in Fig. 3.16(b); the coil is installed above the quartz top end plate, similar to
the coil arrangement in the PEMSF (see Fig. 3.12)) or internal oscillating uni-
directional RF currents (discussed in detail in Section 3.1), operation of low-
pressure discharges in mixtures of inert and reactive gases, control of deposi-
tion processes by using the substrate stages with the temperature- and depo-
sition area-control functions, multiple RF sputtering targets (two of them are
shown in Fig. 3.16(b)), and advanced diagnostic instrumentation. The internal
RF coil can be installed by replacing the top quartz window by the top assem-
bly (similar to what is shown in Figs. 3.2 and 3.3) that houses the internal RF
coil.

This facility is suitable for large-area plasma processing due to its large
(50 cm) internal diameter. The RF current is driven in either antenna con-
figuration by a 460 MHz RF generator via an in-house designed matching net-
work. The exact ranges of the input power and parameters of the RF circuit
to sustain the discharges in the required reactive gas feedstock and working
pressure are estimated by using the results of our numerical simulations of
the discharges sustained in reactive gases. To enable the efficient deposition of
various thin films in the temperature-controlled regime, the moveable (in the
vertical and azimuthal directions) substrate stage with a built-in thermocou-
ple and external temperature control unit, is installed as shown in Fig. 3.16(b).
An automated shutter (with or without any perforated pattern) enables one
to partially cover any part of the surface being processed and control (e.g., fo-
cus) the ion/neutral fluxes from the plasma. Three equidistantly positioned
(along the circumference of the chamber) 13.56 MHz RF magnetron sputtering
electrodes enable the sequential and controllable release of the target material
(e.g., Al, Fe, Ni, Co, In, Si, Ti, etc.) into the reactive gas environment. Option-
ally, the magnetron assemblies can be powered by using DC or pulsed power
supply; thus, the DC/pulsed magnetron sputtering can be enabled.

This hybrid technique is similar to that adopted in the PEMSF of Section 2.3
and is particularly useful in the plasma-assisted synthesis of various semi-
conductor quantum confinement structures and biocompatible films, as dis-
cussed in other sections of this book. The advanced plasma diagnostic instru-
mentation includes Langmuir and magnetic probes, ultra-high-resolution op-
tical emission spectroscopy, and quadrupole mass spectrometry (QMS). Fur-
ther details of the plasma source operation, stability, plasma diagnostics, and
parameters can be found elsewhere [157].

The Integrated Plasma-Aided Nanofabrication Facility can be operated in
four main regimes:

• CVD mode (mode (i); no plasma, heated substrate stage);
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• magnetron sputtering mode(s) (mode (ii); in an inert gas such as argon);
with the DC, RF, and pulsed magnetron options;

• plasma-enhanced chemical vapor deposition mode (mode (iii); in mix-
tures of inert and reactive gases); with optional external and internal RF
coil configurations; and

• combined PECVD and magnetron sputtering mode (mode (iv)); with
the DC, RF, and pulsed magnetron and external/internal RF antenna
options.

The variety of operating modes makes this device extremely flexible in the
synthesis of numerous functional nanoassemblies, films, and coatings. The
advantages of this hybrid (integrated) device become even more apparent
when multistage processing is needed. We emphasize that the ability to per-
form multiple stages of complex nanofabrication processes in the same reactor
chamber, without disrupting vacuum and/or exposing the samples to air, is
one of the key requirements for successful commercialization of the plasma
facilities and techniques.

For example, synthesis of the carbon nanotube/nanofiber/nanotip struc-
tures (considered in detail in Chapter 4) requires the modes (ii) and (iii) to
be run consecutively. Indeed, mode (ii) is used to deposit nickel catalyst lay-
ers, and mode (iii) is required for pretreatment of the catalyst layer and actual
PECVD of carbon-based nanostructures.

On the other hand, nanofabrication of various low-dimensional semicon-
ductor structures (considered in detail in Chapter 5) requires plasma-assisted
sputtering of one or more solid targets (mode (iv)) preceded, if necessary, by
modes (ii) and (iii). For example, synthesis of SiC quantum dots on AlN
buffer layers on Si(100) involves pretreatment of silicon surface (mode (iii)),
deposition of AlN buffer interlayer by RF magnetron sputtering deposition in
nitrogen-based plasmas (mode (iv)), followed by either concurrent sputtering
of Si and graphite targets in argon (mode (ii))or PECVD in silane and hydro-
carbon gas mixture (mode (iii)) or sputtering of either of Si (in hydrocarbon-
based plasmas) or graphite (in silane-based plasmas) targets (mode (iv)).

In addition to the four main operation regimes, wherein solid and gaseous
precursor species (building/working units) are generated, the facility can also
be equipped with the liquid precursor feed system shown in Fig. 3.17. In
particular, this system enables one to introduce reactive vapor, such as H2O,
much needed for successful hydroxylation of hydroxyapatite bioceramic coat-
ings discussed in Chapter 6. Reactive gases and vapors also play a prominent
role in reactive sputtering of magnetron targets; this technique is commonly
referred to as the reactive magnetron sputtering. The way of introducing re-
active vapor into the processing chamber is elucidated in Fig. 3.17(b). An in-
ert gas (e.g., argon) passes, under pressure, through the water vapor feeding
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Fig. 3.17 Photograph (a) and schematic (b) of the liquid precursor
feed system.

tubes, contributes to evaporation, and finally expels the vapor into the reactor
chamber (Fig. 3.17(b)).

The outstanding flexibility of the Integrated Plasma-Aided Nanofabrication
Facility is further evidenced by a large variety of different precursors (and
hence fabrication processes) one can implement in vacuo. For example, in
numerous applications considered in Chapters 4–6, low-to-intermediate pres-
sure (0.07–26.6 Pa) discharges in the following main combinations of reactive
gas mixtures and sputtering materials are used:

• Ar+CH4/C2H2+H2 for fabrication of various carbon-based nanostruc-
tures (Chapter 4);

• Ar+SiH4+H2+N2+O2 (with e.g., Ta, Ti metal precursors) for deposition
of silicon-based quantum structures, barrier coatings/interlayers, and
nanocrystalline films and nanostructures (Chapters 5 and 7);

• Ar+N2+ SiH4 (with e.g., Al, In, Si, C, SiC, Ti, Ta, V, Er, etc. solid-
state precursors) for the fabrication of various quantum dots, nanowires,
nanostructured, and nanocrystalline films (Chapters 5 and 7);

• Ar+Ti (metal precursor) + H2O (liquid precursor) + hydroxyapatite
(HA) for the fabrication of biocompatible calcium–phosphate-based
coatings (Chapter 6);
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in each specific process a large number of the above-mentioned combinations
of the gaseous, liquid, and solid precursors can be used.

We emphasize that depending on the specific process requirements another
reactive gases and sputtering targets can be used in the IPANF reactor. More
details about the operation regimes and process parameters will be given in
appropriate sections of this book.

3.5
Concluding Remarks

In this section, we have followed possible modifications and upgrades of the
base version of the low-frequency inductively coupled plasma source of Chap-
ter 2. First, by replacing the external flat spiral (“pancake”) coil by an internal
two-layered antenna that generates unidirectional oscillating radio frequency
currents, one can improve the uniformity of the species number densities and
eventually deposition fluxes, in particular, in the areas close to the chamber
axis.

This nonuniformity is common to most of the ICP sources with external flat
spiral coils. Work in this direction needs to be continued to elucidate gen-
eral plasma stability criteria in the IOCPS plasma source and optimize the RF
power deposition to increase the number densities of reactive species to above
1013 cm−3 at sub-kilowatt input powers, the level that has successfully been
achieved in conventional LFICP sources [93].

Introduction of additional sources of gaseous, liquid, and solid precur-
sor species by varying configuration and positioning of magnetron sputter-
ing electrodes and using extra gas feed lines and liquid precursor feed sys-
tems significantly improve flexibility of the plasma reactors. Indeed, they
become suitable for controlled delivery of the required building units to the
nanoassembly sites, functionalization of the growth surfaces, complex surface
processing, including simultaneous deposition of the desired building units
and reactive etching of undesired species.

More importantly, installation of different source feeds, substrate process-
ing features, and sophisticated diagnostic instrumentation in the same re-
actor chamber will ultimately enable one to implement multi-staged pro-
cesses meeting rigorous industrial standards and specifications. The Inte-
grated Plasma-Aided Nanofabrication Facility of Section 3.4 is the best can-
didate (among the plasma sources discussed in this chapter) to meet the de-
mands of plasma-aided nanofabrication.

However, a lot of efforts are still warranted, in particular, to achieve a better
stability of operation of hybrid magnetron and RF plasma sources and equip
the plasma facilities in question with reliable diagnostic instrumentation. Fi-
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nally, we believe that ICP-assisted pulsed magnetron sputtering systems, one
of them currently being designed and commissioned at the School of Physics,
the University of Sydney, holds very exciting prospects for processing of mat-
ter at nanometer and even sub-nanometer scales.
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4
Carbon-Based Nanostructures

As has been discussed in the introductory chapter, one of the ultimate goals
in the bottom-up approach to the self-assembly of nanostructured matter is to
achieve a reasonable control and predictability in the size, chemical structure,
architecture, and ordering of the nanostructures (NSs). Such nanostructures
are among the main building blocks of a wide variety of mesoscopic func-
tionalities and devices. Several applications, such as electron field emitters
(EFEs) [158], require excellent ordering of the NSs both in the growth plane
and in the growth directions [159]. Positional control in most of the existing
nanostructure fabrication techniques is achieved by using prepatterned sub-
strates and expensive nanolithography processes.

Thus, the apparent challenge is to develop a suitable technique for the
growth of the ordered self-assembled nanoislands that promote bottom-up
assembly of the functional nanostructures thereon without any prepattern-
ing routines [160–162]. However, the efficiency of the specific envisaged ap-
plication also depends on a number of other requirements, including shape,
internal organization and chemical structure, phase and elemental composi-
tion, electrical/optical parameters, suitable mechanical and adhesive proper-
ties, and several others. From the manufacturing point of view, the number of
steps required for the nanoassembly and subsequent device integration is to
be minimized.

Self-assembled carbon nanotips (CNTPs) grown by chemical vapor deposi-
tion (CVD) on metal catalyst layers are promising for the electron field emis-
sion applications as efficient field enhancing structures with size-dependent
electronic properties [163]. One of yet unresolved puzzles is to synthesize the
ordered CNTP arrays under the process temperatures well below the metal-
lic interconnect melting points to enable the efficient integration of the nanos-
tructures into electronic/photonic devices [160,161]. Most of the existing CVD
techniques based on a thermal decomposition of hydrocarbon feedstock gases
fail to meet the above requirement.

Another common requirement is to synthesize the field emitting bits (e.g.,
carbon nanotubes, nanofibers, or nanotips) with the optimized and balanced
combination of their geometric and electron confinement properties. As was
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already discussed above in this book, the best result for the electron field emis-
sion efficiency can be achieved when the CNSs involved have the highest pos-
sible aspect ratio and the thinnest possible width. The latter requirement is
needed to enhance the electron confinement effects and ultimately reduce the
work function, the energy needed for an electron to leave the material con-
cerned. Meanwhile, the former requirement is crucial to ensure the strongest
electric fields in the vicinity of the microemitter tips.

A reasonable combination of the above two factors should be used to opti-
mize the electron emitter performance. However, better mechanical stability
of high-aspect-ratio structures can be achieved by widening the base width of
the CNSs, eventually ending up with the high-aspect-ratio conical nanotips,
potentially outstanding candidates for the industrial carbon-based microemit-
ters of the next generation. For this reason, Sections 4.1–4.4 are devoted to
such carbon nanotip structures, and especially, the single-crystalline nanotips
(Sections 4.3 and 4.4) that are extremely promising from the point of view of
optimized electron confinement properties, structural integrity, chemical pu-
rity, electric field generation, and other factors. In particular, Sections. 4.1–
4.3 report on various regimes of the plasma-aided nanofabrication of relevant
carbon-based nanostructures, and Section 4.4 contains the results of the ab
initio density functional theory computations of stable atomic structures of
single-crystalline carbon nanotip microemitters.

Here, it would be instructive to recall the generic “cause and effect” ap-
proach that enables one to bridge the spatial gap of nine orders in magnitude
by using proper atomic and radical building units [36]. There are experimen-
tal and modeling results on the generation, transport, and deposition of the
building units required for specific nanoassemblies that support the above
approach. However, this is not the main focus of this chapter. Instead, the
primary aim of this chapter is to introduce the plasma-aided techniques used
and comment on possible growth scenarios.

Section 4.5 is devoted to the discussion of the approaches and challenges
of the plasma-assisted postprocessing of carbon nanotube-like structures. Ex-
amples of such postprocessing include but are not limited to the nanostructure
coating with ultrathin functional films and control of electronic structure by
introducing foreign elements (doping).

In the final section of this chapter (Section 4.6) we explore the PECVD
of quasi-two-dimensional carbon nanostructures, such as nanowalls and
nanoflakes of different sizes and intricate configurations. This section also
contains our comments on probable plasma-generated building units of such
nanostructures. Wherever practical, we also discuss some of the main issues
related to the plasma-based methods for nanoassembly of relevant carbon-
based nanostructures.
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4.1
Growth of Carbon Nanostructures on Unheated Substrates

It is a common requirement for conventional thermal CVD-based CNS growth
processes to maintain deposition substrate temperatures high enough to en-
sure metal catalyst melting and fragmentation into smaller nanoparticles.
In some processes, surface temperatures of externally heated substrates can
reach 800–900 ◦C and even higher. It is remarkable that many plasma-aided
nanoassembly processes do not require any external substrate heating and yet
yield the nanostructures of comparable and even superior quality compared
to thermal CVD.

In this section, we consider the high-density inductively coupled plasma-
assisted self-assembly of the ordered arrays of various carbon nanostructures
for the electron field emission applications and show that the nanostructures
in question can be grown without any external substrate heating [160, 161].
It is remarkable that various CNSs such as carbon-based nanoparticles, nan-
otips, and pyramid-like structures, with the controllable shape, ordering, and
areal density can be assembled under remarkably low process temperatures
(260–350 ◦C) and pressures (below 100 mTorr), on the same Ni-based catalyst
layers, in a DC-bias controlled floating temperature regime [160]. More im-
portantly, this technique enables one to achieve a reasonable positional and di-
rectional ordering, elevated sp2 content, and a well-structured graphitic mor-
phology without the use of prepatterned or externally heated substrates.

It is notable that several plasma-enhanced CVD methods have recently
proved their efficiency in the low-temperature synthesis of various carbon-
based nanostructures and the process temperatures as low as 120 ◦C have al-
ready been reported [75]. However, in many cases reporting such low sub-
strate temperatures, one usually refers to the temperature underneath the sub-
strate, measured by thermocouples built in the substrate stage and not the
actual temperature of the substrate surface exposed to the plasma.

In reality, the temperature on the surface of the metal catalyst layer exposed
to the plasma can be quite different owing to intense surface bombardment
by impinging ions that transfer their energy into thermal energy of the cat-
alyst. Recent experimental and numerical results suggest that in some cases
the actual temperature of the catalyst layers can be 100–150 ◦C higher than the
temperature of the underlaying substrate [36].

The required ordering of the carbon nanostructures in the growth direction
can be achieved, e.g., by applying a DC bias to the substrate [73,74]. Neverthe-
less, most of the existing plasma-based methods still heavily rely on external
substrate heating to activate the catalyst layer and promote the carbon nanos-
tructure growth.

As will be discussed below in this chapter, one can manage the growth of
carbon nanostructure arrays without prepatterning of the substrate in high-
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density reactive environments of low-frequency (∼460 kHz) inductively cou-
pled plasmas (ICPs) and synthesize different architectures of the individual
nanostructures in the low temperature range ∼260–350 ◦C on the same (com-
position and thickness) metal catalysts by varying the DC substrate bias [160].

Moreover, this technique does not require any external substrate heating
and the necessary activation of the Ni-based catalyst layer is achieved by a
combination of the reactive etching and surface heating by a hot neutral gas
and energetic ions in the reactor chamber. In this way, it appears possible to
control the site density and spacing, as well as to achieve excellent uniformity
of the CNTPs and carbon pyramid-like structures (CPLSs) over the large areas.
Likewise, the nanostructures grown in this way also feature an elevated con-
tent of sp2-bonded carbon. The above-mentioned factors are particularly fa-
vorable for the development of new-generation carbon-based microemitters.

4.1.1
Process Details

Now, following the original work [160], we discuss the experimental details
and main results relevant to the growth of carbon nanotip-like structures on
unheated Ni-catalyzed substrates. The deposition reactor based on the source
of low-frequency inductively coupled plasmas described in detail in Chap-
ter 2 (see also Ref. [93]) on ∼30–40 nm-thick Ni/Fe/Mn catalyst layers prede-
posited on Si(100) substrates (with different doping levels and conductivity) in
an ultrahigh vacuum sputtering reactor. The substrates are placed on the top
surface of a DC-biased substrate stage positioned in the area of the maximal
electron/ion density in the plasma reactor.

Working gases Ar, H2, and CH4 are introduced into the chamber sequen-
tially. A 30 min wall/substrate conditioning in argon is followed by a 20 min
catalyst activation in the Ar+H2 mixture. Thereafter, a carbon source gas CH4
is fed into the chamber for the entire duration of the 40-min PECVD process.
The partial pressures in the Ar+H2+CH4 gas mixture are maintained at 60,
17, and 8 mTorr, respectively.

The high-density (ne,i ∼ 1012 cm−3) plasma is sustained with RF powers of
≈2 kW, which corresponds to the RF power density range ∼0.09–0.11 W/cm3.
We emphasize that in the floating (DC bias-controlled) temperature growth
regime the substrates are heated internally by the hot working gas and intense
ion fluxes.

4.1.2
Synthesis, Characterization, and Growth Kinetics

Figure 4.1 shows FE SEM micrographs of the nanostructures grown at differ-
ent DC substrate biases Vs [160]. The corresponding variation of the substrate
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Fig. 4.1 Field Emission Scanning Electron Microscopy of carbon
nanostructures grown at different DC biases. Micrographs (i)–(vi) cor-
respond to Vb = 0,−60,−100,−200,−300, and −400 V, respec-
tively [160].

temperature Ts is given in Fig. 4.2, where and below the same numbering as
in Fig. 4.1 is used.

At a zero DC bias (Fig. 4.1(i)), only nanoparticles and nanoparticle agglom-
erates partially cover the surface and there are no other nanostructures visible.
One can observe that there is a minimum negative DC bias (in the 50–60 V
range) that enables the growth (with an average growth rate of 2–5 nm/min)
of small (typically 10–20 nm in width and 80–100 nm in height) carbon nan-
otips (Fig. 4.1(ii)). The minimum Ts for the nanotip growth appears to be
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Fig. 4.2 Substrate temperature (triangles) and nanostructure surface
density (squares) versus Vb for the same conditions ((i)–(vi)) as in
Fig. 4.1 [160].

≈ 270 ◦C [160]. With an increase of the bias to −100 V (and the substrate tem-
perature to Ts ∼310 ◦C), the nanotips grow in size (Fig. 4.1(iii)) and their linear
density (the averaged number of individual nanostructures per linear micron)
increases as shown in Fig. 4.2.

When Vs increases further to −200 V, the CNTPs disappear giving rise to
the pyramid-like structures (typically 100–150 nm in width and 400–450 nm
in height) shown in Fig. 4.1(iv). The minimum Ts that enables the growth of
the CPLSs (with the average growth rate 10–13 nm/min) is estimated to be
∼320 ◦C [160].

We note that the CNTPs are still observable at the substrate biases Vs ∼150 V
and temperatures Ts ∼300 ◦C. The assembly of the carbon pyramid-like struc-
tures becomes pronounced and peaks at Vs = −300 V (Fig. 4.1(v)), when
the substrate temperatures rise to ∼350 ◦C. Meanwhile, the CPLSs areal den-
sity diminishes with DC bias, with approximately four structures per 1 µm at
Vb = −400 V, as can be seen in Figs. 4.1(vi) and 4.2.

It is remarkable that all the resulting NSs are aligned vertically and perpendic-
ular to the substrate surface. Physically, the direction of the DC electrostatic
field is an energetically most favorable orientation of the one-dimensional
CNSs [77]. This issue has already been briefly discussed in the introductory
Chapter 1.

Thus, Figs. 4.1 and 4.2 reveal an excellent ordering and uniformity of the
CNTPs and CPLSs both in the growth direction and over the large surface
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areas. Furthermore, even a modest change in the substrate bias (δVs ∼50–
100 V), results in a structural transformation of the CNTP arrays into CPLSs.
Quite similar transformations are the case for a number of different CNSs [78].
We emphasize that the process temperatures and gas pressures of the exper-
iments of Tsakadze et al. [160] are noticeably lower than in many relevant
plasma-based methods [73, 74, 77–79, 158].

A detailed SEM analysis also reveals that the carbon nanotip-like struc-
tures structures in Figs. 4.1(ii) and (iii) do not grow on the nanoparticles and
nanoparticle agglomerates (the latter also grow in size with bias and form
large islands of irregular shapes) and follow tiny growth islands on the ther-
mally and plasma-chemically activated catalyst surface. On the other hand,
no more nanoparticle agglomerates can be seen when larger carbon pyramid-
like structures start to self-organize into ordered surface morphology ele-
ments (Fig. 4.1(iv)). A further comparison of the surface morphologies of the
catalyst-coated samples removed from the reactor chamber immediately af-
ter the hydrogen etching stage and those at the initial growth stages reveals
a remarkable correlation between the widths of the CNTPs and the nanois-
lands created as a result of the reactive chemical etching (RCE) and thermal
activation of the catalyst surface.

It is not clear, however, if the preferential growth of the CNTPs on the
nanoisland edges [79] is the case in the experiments concerned [160]. Taken
a small size of the growth islands, low temperatures of the process, and rela-
tively large thickness of the catalyst layer, one can speculate that the reactive
chemical etching rather than the plasma heating is a dominant surface activa-
tion mechanism here. However, this assertion still needs a detailed verifica-
tion.

Figure 4.3 shows X-ray diffraction and Raman spectra of the nanostructured
films of our interest here [160]. It is interesting that the Raman spectra shown
in Fig. 4.3(b) exhibit two well-resolved G (at 1580 cm−1) and D (at 1350 cm−1)
peaks suggesting the formation of a well-structured graphite-like morphology
[160]. A notable photoluminescence background indicates the presence of the
disordered nanotip structures and large amounts of amorphous carbon (a-C)
[79]. With an increase of the DC bias, the ratio of the magnitudes of D and G
peaks ID/IG grows. Thus, the amount of unorganized graphite nanocrystals
and the number of nanosized sp2 clusters increase. These clusters play an
important role in the field emission from nanostructured carbons [164]. From
Fig. 4.3(b), one can note that the D peak is quite high and its amplitude is
comparable to that of the G peak, which suggests the presence of microscopic
defects in the structure.

It is also remarkable that the structures grown at |Vs| >200 V are not only
morphologically but also structurally different from those grown at lower DC
biases. As can be seen in Fig. 4.3(b), at |Vs| > 200 V the diffraction peaks (006)
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Fig. 4.3 X-ray diffraction (a) and Raman (b) spectra of the films grown
at the same conditions ((i)–(vi)) as in Fig. 4.1. In case (iii), the ampli-
tude is multiplied by a factor of 10 [160].

and (104) are split and a new peak at 2Θ = 29◦ appears. Thus, the preferred
orientations of the crystal growth change when the formation of the carbon
pyramid-like structures is triggered [160]. This can serve as a qualitative indi-
cator of the enhanced growth of the pyramid-like structures.

It is thus quite likely that the films concerned contain at least two (crys-
talline and amorphous) carbon phases and can be termed polymorphous in a
manner similar to nanostructured silicon-based films [46]. One can also note
that the resulting structures are strongly affected by the competition of the re-
active chemical etching of the growth surface by hydrogen and PECVD of a
new carbon material from the gas phase. In the low-temperature (<350 ◦C)
regime [160], a chemisorption of CH3 radicals to hydrogen-terminated car-
bon surfaces is one of the most probable mechanisms of the carbon film
growth [165]. In this case the CH3 radicals stick to the surface as a result
of a bias-controlled activation of the hydrogen-terminated carbon bonds by
the impinging ions [165]. Therefore, activation of the nanostructured surfaces
discussed here can indeed be controlled by the substrate bias voltage.

Apparently, the value of DC bias does affect the relative efficiencies of the
competing RCE and PECVD processes. Generally, when the anisotropic etch-
ing prevails (at 50 V < |Vb| < 150 V), the growth of high-aspect-ratio carbon
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nanotips is favored. At higher (|Vb| >200 V) bias and substrate temperature,
the reactive chemical etching cannot keep the pace with the elevated amount
of carbon material deposited onto the growing surface and extruded through
the metal catalyst, so that the pronounced lateral growth evolves giving rise
to the pyramidal structures (Fig. 4.1) [160].

On the other hand, there is a minimum DC bias required for the nanos-
tructures to start growing. Indeed, in the dissolution/precipitation growth
mechanism, formation of NiC on the catalyst surface requires external supply
of the energy (≈9.8 eV), which can be provided as a result of heavy particle
collisions involving sufficiently accelerated (by the DC electric field) cations
in the near-substrate sheath [158]. On the other hand, the observed minimum
bias is needed to provide the minimum temperature of the surface catalyst
through the energy transfer from the impinging ions to the growth surface.

Low surface temperatures for the CNTPs growth can be attributed to the
outstanding properties of the LF ICPs such as very high plasma densities,
absence of high near-substrate self-biases common for many parallel-plate
plasma reactors, and externally controllable ion fluxes onto the substrate [93].
In the plasma of interest here, the near-substrate sheath (∼1 mm) is smaller
than the mean free path of CH3 radicals, which is ∼ 1.76 mm at 85 mTorr.
Thus, contrary to the case reported by Shiratori et al. [158], the LF ICP sheath
is nearly collisionless. Moreover, the bias-controlled cation fluxes onto the
substrate are very strong and can exceed the diffusion fluxes of neutrals due
to near-substrate density gradients [166].

An outstanding ability of the plasma-catalyst system to support the growth
of the nanostructures at low surface temperatures (Ts <300 ◦C) can also be
due to the excellent fragmentation of the Ni catalyst layer in this tempera-
ture range. Specifically, insufficient fragmentation of nickel films on silicon
surfaces above 300 ◦C can be explained by the diffusion of Ni into the Si, lead-
ing to the formation of a silicide, NiSix [79]. It is yet another advantage of this
technique that no special barrier interlayers (such as SiO2), adversely affecting
the adhesion properties of the film, are required [160].

Therefore, the original results [160] suggest that high-density environments
of reactive RF plasmas are indeed favorable for the low-temperature (below
350 ◦C) fabrication of ordered arrays of carbon nanotips and nanopyramid-
like structures. In this process the ordering, surface density, and architecture
can be controlled by a competition of the reactive chemical etching, plasma-
enhanced chemical vapor deposition, and growth island self-organization
processes.

However, better structural and positional uniformity is required before the
structures concerned can be used in the electron field emitter technology. One
of the reasons is the remaining uncertainty in the actual surface temperature
of the catalyst layer, in particular due to its strong dependence on the applied
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DC bias to the substrate. On a positive note, the experiments have shown
fairly reproducible results and should be continued in the future. In the fol-
lowing section, we will consider another plasma-aided growth regime of the
carbon-based nanostructures, wherein the surface temperature is externally
controlled by using advanced temperature controllers.

4.2
Temperature-Controlled Regime

In this section, the main features of the temperature-controlled growth regime
of vertically aligned carbon-based nanostructures in low-pressure RF plasmas
are considered [162]. Electron field emitting properties of some of the struc-
tures concerned will also be discussed. The main details of the CNS synthesis
are the same as in Section 4.1. However, in this set of experiments the substrate
temperature is maintained at the preset level by means of external heating.

For this purpose, a custom-designed substrate stage equipped with an insu-
lated heating element encapsulated in the substrate-holding assembly, digital
temperature controller, and a thermocouple, is introduced in the LFICP-based
plasma reactor as shown in Fig. 4.4. The substrate stage is electrically insu-
lated from the grounded chamber and externally biased with a negative DC
potential.

This growth regime of the carbon nanotips can thus be termed as a
temperature-controlled growth (TCG) regime with the external control and
stabilization of the substrate temperature. To enhance the ion fluxes onto the
samples, the top surface of the substrate holder is positioned in the area of
the maximal electron/ion density in the plasma reactor. Field emission scan-
ning electron microscopy (FE SEM), X-ray diffraction (XRD, CuKα source with
0.154 nm X-ray wavelength) and Raman (Ar+ laser, 514.5 nm spectral line)
spectroscopy are used to characterize the morphology, crystalline structure
and chemical states of the nanostructures.

To find the optimum value of the substrate bias, the original experiments
started with a preselected substrate temperature Ts = 500 ◦C, and the bias
was varied from 0 to −300 V. The best results for the area density of CNTPs
can be achieved when the substrate bias is ≈ −80 V [162]. Moreover, some
minimum DC bias value Vmin, of ≈ −50 V is required to trigger the nanos-
tructure growth. Remarkably, it is much lower than reported elsewhere under
similar conditions [74]. At zero bias, only massive nanoparticle agglomer-
ates that partially cover the surface can be seen and no other CNSs are ob-
servable. When the substrate bias is increased to Vb = −50 V, the surface
morphology comprises irregular-shaped structures (ISS), presumably formed
from the nanoparticle agglomerates, and individual carbon nanotips (typi-
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Fig. 4.4 Schematic of the LFICP plasma reactor with the substrate
stage, external heating element, and built-in thermocouple [167].

cally 10–20 nm in diameter and 50–70 nm in height) rarely distributed over
the surface between the ISSs. Further increase of the bias yields higher surface
densities of the needle-like structures and reduces the amount of the nanopar-
ticle agglomerates on the surface.

We note that at fixed substrate temperatures the density of the nanotips
strongly depends on the bias. Indeed, a modest change of Vb to −60 V leads
to a pronounced increase of the number of CNTPs per unit area [162]. From
this point of view, the best results can be achieved by applying the DC bias
Vb = −80 V. In this case the nanotips almost entirely cover the areas between
the ISSs; however, their ordering still remains quite poor. At the same time, a
strong photoluminescence background in Raman spectra suggests that there
is a notable content of the amorphous carbon (a-C) phase in the films.

In an attempt to inhibit the deposition of amorphous carbon and minimize
the CNTP deposition temperature, the nanostructure synthesis was conducted
at lower Ts (300–400 ◦C). The results of the nanostructure growth in this tem-
perature range and fixed DC bias of −80 V are shown in Fig. 4.5 [162]. One
can notice that at Ts = 400 ◦C (Fig. 4.5(a)) the ISSs and self-organized nanotip
“bundles” are still present in the film.
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Fig. 4.5 FE SEM images of CNTP structures grown at Vb = −80 V
and Ts = 400 (a) 350 (b) and 300 ◦C (c) [162].

However, a further decrease of the substrate temperature to 350 ◦C and
300 ◦C results in the growth of more regular and well-resolved nanopatterns
with the carbon nanotips (20–30 nm in diameter and 140–160 nm in height)
(Figs. 4.5(b) and (c)). More importantly, ordering and uniformity of the CNTP
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structures (critical factors in the development of electron field emission de-
vices) significantly improves as compared to the cases with surface tempera-
tures exceeding 400 ◦C.

The estimated value of the film thickness is ≈ 500 nm. The linear density
(per linear micron) of the individual nanoassemblies is also affected by this
change in the temperature, with the average number of CNTPs being ∼32–
47 µm−1. It is important to mention that the nanopattern shows an excellent
surface uniformity over surface areas up to ∼10 cm2 and even larger [162].

From Figs. 4.5(b) and (c) one can conclude that an excellent surface uni-
formity of the nanotip pattern can be achieved in the low-pressure (<13.2
Pa) range most suitable for microelectronic manufacturing. Furthermore, the
ordering of the nanostructures is quite sensitive to the changes in the sub-
strate temperature. It is notable that the process temperatures and gas pres-
sures [162] are noticeably lower than in many relevant plasma-based methods
of fabrication of various carbon-based nanostructures [73, 74, 77–79, 158, 168].

The films feature a high degree of crystallization, which is evidenced by
well-resolved peaks in the XRD spectra [162]. More importantly, the intensi-
ties of most of the diffraction peaks vary with the decrease of the substrate
temperature from 500 to 300 ◦C, which indicates on the changes in the prefer-
ential crystal growth direction with Ts. It is interesting that the XRD spectrum
of the films grown at 300 ◦C features several broadened peaks in the range of
diffraction angles 2Θ of 33–37◦ indicating on the presence of nanosized crys-
tals [169] otherwise not present at other temperatures.

The origin of the nanocrystals can be attributed to the diffusion properties
of the Ni-based catalyst layer [162]. Specifically, at the temperatures above
300 ◦C, the diffusion of Ni into Si (leading to the formation of a silicide NiSix)
is inhibited, which results in an excellent fragmentation of the Ni-based layer
into nanosized particles [79]. Thus, more efficient suppression of the inter-
face diffusion at Ts < 300 ◦C results in better nanostructuring of the catalyst
and hence to the XRD peak broadening. On the other hand, since the growth
regime of interest here features quite low temperatures (300–400 ◦C), there is
no need for any special barrier interlayer (e.g., SiO2 or TiN [164]) that can ad-
versely affect the adhesion properties of the nanostructured film.

Raman spectra of the nanofilms show two distinct peaks [162]. Specif-
ically, the tangential C–C stretching mode corresponding to the G peak at
≈ 1580 cm−1 is attributed to the crystalline graphite, whereas the D peak at
≈ 1350 cm−1 is attributed to the disorder-induced (e.g., due to the presence
of defects in curved graphite sheets) Raman scattering from sp2-hybridized
carbons. The location and well-defined shape of the D and G peaks sug-
gest a well-structured graphitic morphology in the films. One of the Raman
peaks, at ∼211 cm−1 is attributed to the radial breathing mode of the carbon
needle-like structures and serves as an additional indicator of the presence of
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the nanostructures. It is remarkable that the photoluminescence background
decreases at lower temperatures, which indicates on the reduced amorphous
carbon content [162].

Interestingly, the ratio of intensities of the D and G peaks ID/IG becomes
higher at lower surface temperatures Ts, which indicates on an increased num-
ber of nanosized sp2 clusters that play an important role in the field emission
from nanostructured carbons [164]. The observed shapes and frequency shift
of the major Raman peaks can be described by the conventional phonon con-
finement model [170,171]. By using this model, one concludes that the crystal-
lite size is the smallest at Ts = 350 ◦C. We recall that the process temperatures
and gas pressures of the nanostructure growth experiments [162] are lower
than in many existing low-temperature plasma-based methods.

However, lower (∼350 ◦C) substrate temperatures do not necessarily lead to
the best results for the electron field emission properties. Figure 4.6 shows the
electron field emission properties of the synthesized nanopattern and presents
the I–V characteristics of the CNTPs grown at different substrate tempera-
tures [162]. One can see that the needle-like structures grown at low substrate
temperatures yield lower field emission currents. The field emission current
becomes stronger with an increase of the substrate temperature. The field
emission threshold fields are 16.6, 11, and 6.4 V/µm at Ts = 350, 400, and
500 ◦C, respectively. The threshold field is defined as the electric field mag-
nitude when 0.1 µA emission current can be emitted by the surface area of
0.28 cm2 [172].

Fig. 4.6 Field emission properties of the nanopatterns grown at sur-
face temperatures of (a) 500, (b) 400 (multiplied by 10), and (c) 350 ◦C
(multiplied by 100) [162].
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From Fig. 4.6, one can conclude that the rarefied “forests” of carbon nan-
otips produces much higher emission currents than denser patterns synthe-
sized at lower substrate temperatures. These results suggest that the shielding
of the electric field between closely packed carbon nanotips in densely pop-
ulated patterns effectively decreases the field emission from the high-aspect-
ratio nanotips.

On the other hand, in the rarefied nanotip “forest” the field shielding effects
are apparently weaker due to the lower surface density of the nanostructures.
It is also of interest to mention that the nanopatterns are remarkably stable in
air over long periods of time. In fact, the field emission measurements made
after several days or months after the deposition show the same results [162].

We now comment on the growth kinetics of the carbon nanotip struc-
tures of our interest here. Similar to the case discussed in the previous sec-
tion, the resulting surface morphology is strongly affected by the competi-
tion of the reactive chemical etching of the growth surface by hydrogen and
plasma-enhanced chemical vapor deposition of a new carbon material from
the gas phase. Apparently, the value of the substrate temperature does af-
fect the relative efficiencies of the competing chemical etching (combined
with physical sputtering) and PECVD processes. At low substrate tempera-
tures (300 ◦C < Ts < 350 ◦C) the anisotropic etching prevails and the growth
of high-aspect-ratio CNTPs is favored [162]. Furthermore, a variation of the
substrate temperature does affect the deposition rate of neutral particles from
the ionized gas phase. When Ts increases, the gas heating is more efficient near
the deposition surface. Since the gas density in the plasma bulk is higher than
near the substrate surface, increasing the substrate temperature effectively el-
evates the pressure gradient (and hence the diffusion flow of neutrals) in the
near-electrode area.

On the other hand, measurements show that the ion current on the sub-
strate remains essentially the same at different temperatures [162]. We can
thus relate an overall increase in the deposition rate at higher Ts to the neutral
radicals. Meanwhile, higher near-substrate temperature gradients result in
stronger thermophoretic (in our case repulsive) forces on the larger (typically
in the 10–100 nm range) carbon-based nanoparticles grown in the ionized gas
phase.

Similar to Section 4.1, the nanofilms grown in the temperature-controlled
regime can also be termed polymorphous in a manner similar to nanostruc-
tured silicon-based films. Therefore, the successful growth of the carbon
nanostructures does imply a preferential growth of the nanostructured crys-
tal phase and a strongly inhibited growth of the amorphous phase, the latter
being an unwelcome component in many device grade films [168].

Physically, in the gas/substrate temperature range 300–350 ◦C, the amor-
phous carbon phase predominantly grows as a result of a chemisorption of
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CH3 radicals to hydrogen-terminated carbon surfaces. In this case the carbon
dangling bonds can be activated by intense fluxes of the impinging (with the
main contribution from Ar+) ions [165]. It is interesting that the presence of
the amorphous carbon phase on the substrate surface can be minimized by
a heavy dilution of the carbon-bearing gas (CH4 or C2H2) in the etching gas
(e.g., H2 or NH3) [168], which leads to more effective and faster etching pro-
cesses.

Moreover, fabrication of carbon needle-like structures does require an op-
timized DC bias [162]. Specifically, the bias should not be too low to be able
to sustain the minimal level of the reactive ion etching and physical ion sput-
tering to activate the catalyst layer. Meanwhile, the DC bias should be strong
enough to support the preferential growth direction and vertical alignment of
the CNTPs. On the other hand, Vb should not be too high to avoid unwel-
come over activation of the carbon dangling bonds, which is consistent with
several reports that a minimum (typically ≈ −50–100 V) CD bias is required
for carbon material to be deposited on the substrate [74, 162].

Similar to the explanation given in the previous section, the minimum DC
bias for the temperature-controlled growth of carbon nanotips can be ex-
plained by noting that in the dissolution/precipitation growth mechanism,
carbonization of nickel on the surface requires external supply of the energy
(∼9.8 eV), which can be provided as a result of heavy particle collisions in-
volving sufficiently accelerated (by the DC electric field) cations in the near-
substrate sheath [158]. When the bias is too large, the PECVD of the amor-
phous carbon (as well as an unwelcome physical sputtering of the growth
surface by argon ions) becomes dominant. On the contrary, when the bias
voltage is low, the kinetic energy of cations is not sufficient to carbonize nickel
and then the CNTP structures are not formed [162].

To conclude this section, we emphasize that the resulting carbon nanotip
structures are aligned vertically and perpendicular to the substrate surface.
The alignment direction is the same as the direction of the DC electrostatic
field in the near-substrate area, and is an energetically most favorable orien-
tation of one-dimensional carbon nanostructures [77]. Remarkably low sub-
strate temperatures (300–350 ◦C) sustaining the growth of the carbon nanotip
structures can be attributed to the high efficiency of the plasma-surface inter-
actions in high-density inductively coupled plasmas. In addition to high ion
densities (ni ∼ 1012 cm−3), the LF ICP reactor features very low near-substrate
sheath potentials, which make it possible to efficiently control the ion fluxes
on the substrate by the DC bias [93] (see also Chapter 2).
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4.3
Single-Crystalline Carbon Nanotips: Experiment

Nanosized carbon-based structures are widely regarded among the most
promising materials for nanotechnology applications. Recently, various types
of low-dimensional carbon nanostructures have attracted enormous research
interest because of their virtually unlimited technologically important appli-
cations, including electron field emission displays, molecular electronic device
components, novel composite materials with unique, enhanced mechanical
properties, hydrogen storage devices, bioimaging markers, and smart drug
delivery.

In this section, we introduce an interesting sort of crystalline carbon nanos-
tructures and discuss their main characteristics. Such structures are single-
crystalline carbon nanocone-like assemblies with the preferred crystallo-
graphic orientation (002) and have been synthesized by using low-frequency
inductively coupled plasmas in Ar+CH4+H2 gas mixtures [157, 167, 173, 174]
discussed in detail in Chapter 2.

Typical dimensions of the nanoneedle-like conical nanotips are 60–100 nm
in diameter (at base) and up to 1 µm in height. Interestingly, these graphite-
layered, sharp-tip crystals are fundamentally different from all carbon nanos-
tructures discussed so far. Scanning electron microscopy reveals that high-
density, vertically aligned sharp-tip carbon crystal structures are oriented
along the normal to the substrate as can be seen in Fig. 4.7. It is worth not-
ing that the alignment direction is same as the direction of the electric field in
the plasma sheath that separates the plasma bulk and the nanostructures.

On the other hand, high resolution transmission electron microscopy
(HRTEM) shows that the nanotips are made up of continuous horizontal

Fig. 4.7 FESEM images of carbon nanotips synthesized in low-
frequency inductively coupled plasmas: (a) large-area view, (b) fine
structure [173].
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planes (up to several thousand layers) perpendicular to the growth direction
(002) (Fig. 4.8). From the applications perspective, such sharp carbon nanos-
tructures are ideal for electron field emission displays (FEDs). More details of
the synthesis and characterization of such unique nanostructures follow.

Fig. 4.8 TEM images of the single-crystalline carbon nanotip: (a) low-
magnification; (b) high-resolution image taken from the lateral side of
the nanostructure [173].

Carbon nanocone arrays can be fabricated by using a low frequency induc-
tive coupled plasma reactor [93] (see also Chapter 2 for more details). Here
we briefly recall the most important experimental details. The plasma is gen-
erated in a double-walled vacuum chamber with an inner diameter of 32 cm
and height 20 cm. A 17-turn flat spiral coil is fixed 3 mm above a quartz
window atop of the vacuum chamber. A 460 kHz RF generator drives an RF
current in the spiral coil through a matching network to initiate a plasma dis-
charge. The chamber is evacuated by a 450 l/s turbomolecular pump down
to a pressure of 2×10−5 Torr. Other details of the plasma source are described
elsewhere [93]. In the experiments, Long et al. used Si(111) wafers as deposi-
tion substrates.

high-purity Co catalyst layer was predeposited on the silicon substrate by
using plasma-assisted RF sputtering deposition in the IPANF discussed in
Chapter 3. Prior to the deposition, the substrates were first degreased in ace-
tone bath in an ultrasonic cleaner and then blown dry with purified nitrogen.
A gas mixture of high-purity (∼99.9 %) Ar, H2, and CH4 is used as working
gas. During the deposition process, Ar is used as a diluent gas that facilitates
the discharge ignition and stable run. Methane is used as a carbon feedstock
gas and reactive hydrogen serves for the purpose of controlling the surface
dangling states and removal of unwanted amorphous carbon from the sur-
face. The following conditions are used for the film deposition: RF power
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PRF = 2 kW, working pressure p0 = 10–80 mTorr, substrate temperature
Ts = 400–600 ◦C and (negative) DC substrate bias Vs = 50–500 V.

The characterization of the thin films is performed via the analysis of micro-
scopic surface morphology, bonding states, and crystalline structure. A JEOL
JSM-6700F field emission scanning electronic microscope (FESEM) is used to
observe the micromorphology of the grown thin film [173]. The bonding states
of the carbon films are studied by using a RENISHAW Raman spectrometer. A
JEOL transmission electron microscope is used to analyze the fine crystalline
structure of individual single-crystalline nanoassemblies.

The resulting nanopatterns are very sensitive to the process parameters,
such as partial pressures of working gases, bias voltage, and externally con-
trolled substrate temperature. In particular, variation of the experimental
parameters significantly change the morphology (such as shape and size)
and distribution of the nanotips. Figure 4.7 shows the SEM images of the
carbon nanotips grown on a Co-catalyzed highly doped Si(111) substrate in
Ar+H2+CH4 reactive plasma environment. The experimental conditions are:
p0 = 60 mTorr, Vs = −150 V and Ts = 500 ◦C. The mole ratio between Ar,
H2, and CH4 used to synthesize nanostructures in Fig. 4.7 is 3.5:1:60. It is ob-
served that the vertically aligned carbon nanotips cover a large surface area
(Fig. 4.7(a)). Moreover, the nanostructured films feature an excellent adhesion
to the silicon substrate.

Figure. 4.7(b) shows a high-resolution SEM micrograph of the carbon
nanocones taken at 30◦ tilt. It is observed that most of the cone-like struc-
tures have an apex angle ranging from 10 to 15◦. The nanotip height varies
from 0.8 to 1.2 µm. The sharp tips of the nanotips have a size of a few nanome-
ters, and the bases are of up to 100 nm in diameter. The cones form large-area
uniform nanopatterns with the surface density ∼32–35 nanostructures per
square micrometer.

The bonding configurations of carbon atoms are studied by using the Ra-
man spectroscopy. Figure 4.9 shows a representative Raman spectrum of a
nanostructured carbon film containing conical nanotips. One can notice that
two clearly resolved peaks located at 1350 and 1593 cm−1 appear in the spec-
trum. The 1350 cm−1 peak is the so-called D-band and is attributed to dis-
ordered carbon states. It arises from the breathing modes of sp2 atoms in
rings [175] via a double resonant Raman process [176]. On the other hand,
the peak at 1593 cm−1 corresponds to the G-band (E2g mode) of disordered
graphite. This peak results from the C–C stretching vibration and evidences
the graphitic structure of the carbon nanocones of our interest here. We note
that similar peaks also appear in Raman spectra of other carbon nanofilms
discussed in Sections 4.1 and 4.2.

High resolution transmission electron microscopy (HRTEM) (Fig. 4.8)
shows that each individual carbon cone is composed of a single graphite crys-
talline grain that grows along the (002) direction. The HRTEM images have
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Fig. 4.9 Raman spectra of the as-grown carbon nanotips.

been made along the normal direction of the crystal plane (the N direction in
Fig. 4.8) from the tip to the base of the cone-like structure. More importantly,
the crystal structures appear to be exactly the same near the tip and the base
of the CNSs. Figure 4.8(b) displays the HRTEM images taken from the lateral
side of the carbon cone synthesized under conditions of Fig. 4.7. It is clearly
seen that parallel crystalline planes cross the entire body of the nanotip. Thus,
the conical carbon nanotips consist of a single crystalline grain. The regu-
lar interval between the planes is measured to be 0.34 nm. This interplane
space corresponds exactly to the interlayer spacing between the (002) planes
of graphite. These parameters of the crystal lattice will be used in numerical
simulations in Section 4.4.

The carbon nanotips of our interest here can easily be mistaken as the
hollow carbon nanocones originally discovered in 1994 by Ge and Sattler
[177]. Subsequently, Krishnan and coworkers [178] successfully synthesized
the cones with five opening angles. It was found that carbon could form
nanosize cones or conical filaments, which can further be classified as closed
or open cones. Pentagonal or heptagonal defects can be introduced into a
graphene network to form nonplanar, conical structures. For instance, by re-
moving a 60◦ wedge from a graphene sheet and joining the edges gives rise to
a nonplanar cone tip with a single pentagon defect at the apex similar to the
sketch structure in Fig. 4.10.

Previous work [179, 180] reveals that apex angles of closed cones take dis-
crete values that are in a reasonable agreement with theoretically calculated
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Fig. 4.10 Atomistic structure of a nanocone with a pentagon defect in
the center.

values and they depend on the number of pentagonal defects incorporated
in a graphene sheet. Unlike conventional carbon nanocones reported in the
last decade, we deal with a different class of carbon nanostructures with the
unique architecture and single-crystalline structure. The discovery of these
exotic nanostructures motivated further studies of their atomic architecture,
structural and electronic properties summarized in the following section. Last
but not the least to mention, rigorous attempts of the team of the Plasma
Sources and Applications Center of NTU, Singapore to synthesize similar
nanostructures under plasma-off conditions, did not succeed. This is yet
one more illustration that the plasma is crucial for the assembly of this sort
of nanostructures. However, why exactly the low-temperature, thermally
nonequilibrium plasma is so important for this process, still remains an es-
sentially open question. Numerical simulations can shed some light on the
nature and capabilities of this plasma-based process.

4.4
Single-Crystalline Carbon Nanotips: ab initio Simulations

In this section, following the original work [181] we show how state-of-the-art
First Principles (ab initio) calculations based on the local density approxima-
tion to the density functional theory (DFT) can be used to explain unusual
properties of single-crystalline carbon nanostructures of Section 4.3. A so-
phisticated package, DMol3, which enables one to calculate variational self-
consistent solutions to the DFT equations, is used to optimize and stabilize
the geometrical atomic arrangements of the nanotip structures.
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The atomistic models of such nanoassemblies (NAs, with significantly re-
duced numbers of atoms) are based on the SEM, HRTEM, and XRD analyti-
cal characterization. The geometrical arrangement of individual atoms in the
nanotips can be optimized and the total energy of the nanostructure mini-
mized. Remarkably, hydrogen termination of outermost carbon atoms located
at the periphery edges can stabilize the atomic network. Furthermore, the
molecular orbital analysis reveals that the carbon nanotips are very narrow
bandgap (of the order of 0.01 to 0.05 eV) semiconductors and are ideally suited
for electron field emission applications.

4.4.1
Theoretical Background and Numerical Code

The density functional theory (DFT), originally developed by Hohenburg,
Kohn, and Sham [182, 183], provides a supreme technique for ab initio (First
Principles) studies. A comprehensive review of this theory can be found else-
where [184]. The main approximation used in this section is the local-density
approximation (LDA) [183]. Despite its simplicity and lesser accuracy com-
pared with some other ab initio approaches, the LDA turns out to be computa-
tionally convenient and surprisingly accurate, which is evidenced by numer-
ous successful applications that prove this technique to be remarkably useful.
Moreover, for many systems, including metals, transition metal compounds,
organic and inorganic molecules, the LDA gives surprisingly good results,
especially for the prediction of structural properties, which are of the most
interest in this section.

DMol3 is a state-of-the-art computational package based on the density
functional theory that features a high accuracy while keeping the compu-
tational cost fairly low compared to other ab initio methods. This tool al-
lows users to model electronic structure and energies of a wide range of sys-
tems including organic and inorganic molecules, molecular crystals, covalent
solids, metallic solids, or infinite surfaces of a material [185]. The DMol3

can be used to calculate variational self-consistent solutions to the DFT equa-
tions, expressed in a numerical atomic orbital basis, which uses single-electron
functions or orbitals to approximate the full quantum mechanical wave func-
tion [186].

The solutions of these equations provide the molecular wave functions and
electron densities, which can be used to evaluate the energetics and the elec-
tronic and magnetic properties of the system. Results obtained from DMol3

provide a reliable predictive method for theoretical exploration of the proper-
ties of unknown compounds and nanoassemblies. In addition, this technique
can explain various properties of the existing materials at the most funda-
mental atomic level. The primary advantage of the DFT approach is its rel-
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atively low computational requirements, which enables one to study reason-
ably larger atomic assemblies impossible by other ab initio methods.

4.4.2
Geometrical Stability of Carbon Nanotip Structures

In this subsection we build and optimize atomistic models of carbon nanotip
structures shown in Fig. 4.11. The atomic structures consist of a small number
of atoms that are arranged in stacking, layered graphite sheets. The number of
carbon atoms along the vertical direction (axis of the conical needle-like struc-
ture) decreases toward the apex. This structure has been chosen consistent
with the HRTEM analysis of Section 4.3.

For convenience, the layers of such model pyramid-like CNTP atomic as-
semblies are labeled A to E from the top to the base. For example, the numer-
ical symbol 5 in the 5ABCDE refers to the total number of layers in the atomic
structure, whereas A, B, C, D, and E denote the top layer, the second, the third,
the fourth, and the fifth layer, respectively.

Fig. 4.11 Geometry-optimized atomic structures (a) 3ABC(H);
(b) 3ABC(H)W; (c) 3BCD(H); (d) 3CDE(H); (e) 4BCDE(H); and
(f) 5ABCDE(H) computed by using a local density approximation to
the density functional theory.
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Before one can study the electronic properties, it is essential to ensure the
overall stability of the structure by means of total energy minimization. This
procedure is called the geometry optimization. The objective of the geometry
optimization is to find an atomic arrangement, which makes the nanoassem-
bly most stable. The nanostructures are most stable when their total energy
is the lowest. A series of iterations is needed to adjust the locations of indi-
vidual atoms to reduce the total energy of the structure to the lowest possible
value. Ideally, the chemical structure of a geometry-optimized model struc-
ture should closely resemble that of the real nanoassembly.

In the case considered, termination of dangling bonds of carbon atoms lo-
cated at the periphery edges stabilizes the entire atomic assembly. For exam-
ple, a three-layered hydrogen-terminated model carbon nanotip 3ABC(H) is
stable, whereas the energy of the 3ABC structure cannot be minimized.

The computational routine for the ab initio investigation of chemical struc-
ture of model carbon nanoassemblies shown in Fig. 4.11 involves the follow-
ing sequence. First, the atomic assembly is built and terminated on its lateral
surfaces by hydrogen atoms. Thereafter, the geometry optimization (energy
minimization) is performed. If the energy can be minimized, then the ener-
getic characteristics are computed. Otherwise, the structure is re-built and the
cycle is repeated until the geometric stability criteria are met.

We now consider the energetic characteristics of various stable atomic
carbon nanotip-like structures and comment on the possibility of their syn-
thesis in the plasma environment. Figure 4.11 shows six different geometry-
optimized and hydrogen-terminated carbon-based structures derived from
the five-layered structure 5ABCDE(H). The structures of Fig. 4.11 consist
of three to five layers of different combinations; for instance, the 3ABC(H)
structure consists of only the top three layers, whereas 3BCD(H) comprises
the second to the fourth layers of the 5ABCDE(H) structure. Likewise, the
3ABC(H)W structure is similar to 3ABC(H) but has a larger apex angle and a
larger number of atomic building units.

Table 4.1 summarizes the most essential parameters that characterize the
geometrical stability of seven representative carbon nanotip structures. All
the energies are expressed in Hartree (Ha) units, where 1 Ha = 27.212 eV.
Here, Etot is the total energy, Na is the total number of atoms (Na = NC + NH),
NC and NH are the numbers of carbon and hydrogen atoms, respectively; Ne

is the total number of electrons, and εe = Ntot/Ne is the energy per electron.
The structure’s cohesive energy Ec is defined as Ec = Etot − (NCEa

C + NHEa
H),

where Ea
C and Ea

H are the total energies of a single carbon or hydrogen atom,
respectively. The structures are ordered in Table 4.1 according to their total
energy per electron, from the highest (−5.48 Ha) to the lowest (−5.86 Ha)
values. One can notice that the 3CDE(H) structure has the lowest energy per
electron and is thus the most stable nanoassembly from the min-εe point of
view.
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Tab. 4.1 Main characteristics of atomic structures.

Structure Formula Na NC/NH |Etot| Ne εe Ec

3ABC(H) C18H18 36 1:1 690.3 126 −5.48 −8.35
4ABCD(H) C40H30 70 1.33:1 1528.5 270 −5.66 −17.54
3BCD(H) C39H27 66 1.44:1 1489.1 261 −5.71 −16.88
5ABCDE(H) C77H45 122 1.71:1 2935.4 507 −5.79 −32.43
4BCDE(H) C76H42 118 1.81:1 2896.0 496 −5.82 −31.78
3ABC(H)W C51H27 78 1.89:1 1942.7 333 −5.83 −21.2
3CDE(H) C72H36 108 2:1 2741.5 468 −5.86 −29.47

The most exciting observation from Table 4.1 is that the ordering of the
nanoassemblies according to the ratios NC/NH of carbon and hydrogen atoms
in them is exactly the same as that according to the energy per electron. Thus,
higher carbon elemental concentrations relative to hydrogen correspond to
lower εe and vice versa! Therefore, Table 4.1 serves as a qualitative indica-
tor of the amount of carbon and hydrogen atoms one needs to deliver to the
growth site to synthesize any specifically desired nanoassembly.

For instance, to synthesize the 3CDE(H) structure, one should maintain the
ratio of carbon to hydrogen atoms 2:1, whereas the largest nanotip 5ABCDE
can be synthesized when the carbon and hydrogen atoms are dosed 1.71:1.
Another important conclusion made by following the min-εe principle is that
the structures with broader topmost layers (e.g., 3CDE(H) of 4BCDE(H)) and
a larger number of layers feature a better geometrical stability.

On the other hand, the nanoassemblies are more stable when the absolute
values of their cohesive energies Ec are larger. The results of Table 4.1 reveal a
similar trend: carbon nanotips with broader bases and a larger number of the
layers have higher values of |Ec| and thus feature a better geometrical stability.

We now compare the two similar structures 3ABC(H) and 3ABC(H)W
(Fig. 4.11(a) and (b)) with the apex angles of 43◦ and 87◦, respectively. The
data in Table 4.1 suggest that a larger apex-angle carbon nanotip has a greater
absolute cohesive energy and a larger total energy per electron. Therefore,
larger apex-angle nanotips are more geometrically stable than sharper nan-
otip.

To summarize, the DFT numerical simulations predict most important
structural characteristics from the total energy per electron and cohesive
energy points of view. To this end, the three major factors affecting the geo-
metrical stability of the carbon nanotip-like atomic structures are the number
of layers in the structure, the broadness, and diameter of the top-most layer,
and the apex angle. As the results of this subsection suggest, the most ge-
ometrically stable nanotip is the one with the largest number of layers, the
broadest diameter tip and the larger apex angle.
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4.4.3
Electronic Properties of Carbon Nanotips

Prior to considering the details of numerical simulations of the electronic
properties of carbon nanotips, we recall the basics of the electron field emis-
sion and its relevance to the Fermi level. Field emission, also known as
Fowler–Nordheim tunneling, occurs when a strong electric field applied to
the surface of a metal lowers its potential barrier to the point that electron
emission becomes possible via quantum mechanical tunneling. The presence
of the electric field deforms the barrier and enables the electrons to tunnel
through the deformed potential barrier at the surface of the metal.

This type of electron emission is distinct from photoemission and thermionic
emission, in which electrons are given sufficient energy to overcome the local
potential barrier, otherwise termed as the work function. For this reason, the
advantages of field emission devices are in their operation at low temper-
atures and their very short activation times. This makes the field emission
widely usable as a current source across thin barriers in metal-semiconductor
junctions, field emission microscopy, femto-second cameras, and field emis-
sion displays (FEDs).

As was mentioned above, the efficiency of the field emission can be greatly
enhanced by using sharper emitter tips, which intensify the applied electric
field. For instance, carbon nanotubes, nanofibers, nanotips, and nanoneedle-
like structures were found to be excellent field emitters due to the durability
and sharpness of the tips. The height of the barrier is equal to the work func-
tion of the material φ, which is defined as the energy required to remove an
electron from the Fermi energy level EF, from the surface of the material. A
smaller work function means that less energy is required to remove an electron
from the Fermi energy level. Therefore, the field emission is closely related to
the work function of a material, and in other words, also depends on the Fermi
level energy.

The classical textbook definition tells us that the Fermi level is defined as
the energy of the topmost filled level in the ground state of the system of N
electrons at absolute zero. Electrons are fermions and, according to the Pauli’s
exclusion principle, different electrons cannot exist in identical energy states.
Thus, at absolute zero, they pack into the lowest available energy states and
build up the so-called “Fermi sea” of the electron energy states.

In DMol3 computation package, the total energy is computed with respect
to the vacuum reference level; therefore, the Fermi energy of this section cor-
responds exactly to the work function of the model atomic carbon nanotip
structures. Hence, using Fermi energy as an indicator of the field emission
efficiency, the electronic properties of different atomic structures can be com-
pared and evaluated. If the absolute value of the (negative) Fermi level energy
decreases (EF becomes less negative), the work function decreases, implying
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Tab. 4.2 Main parameters of the electronic structure of carbon nanotips (all energies are
in eV).

Structure Formula EF LUMO HOMO Bandgap

3ABC(H)W C51H27 −3.818 −3.786 −3.917 0.131
3CDE(H) C72H36 −3.728 −3.721 −3.784 0.063
3BCD(H) C39H27 −3.758 −3.754 −3.782 0.028
4ABCD(H) C40H30 −3.77 −3.767 −3.793 0.026
4BCDE(H) C76H42 −3.711 −3.7 −3.712 0.012
3ABC(H) C18H18 −3.819 −3.818 −3.828 0.01
5ABCDE(H) C77H45 −3.718 −3.717 −3.721 0.004

a better field emission. Tabulated in Table 4.2 are the Fermi level energies for
each atomic structure considered in the previous subsection.

From Table 4.2 one can work out the following sequence 3ABC(H) →
4ABCD(H) → 3BCD(H) → 3CDE(H) → 5ABCDE(H) → 4BCDE(H) of the
atomic structures according to an increased field emission efficiency. Examin-
ing the Fermi level energies in Table 4.2, one can see that the values of EF of
all the atomic structures are consistently very close. The average Fermi level
energy is ≈ −3.76 eV. This implies that applying 3.76 eV of electric energy
to the downscaled carbon nanotips considered in this section will result in
electron field emission.

Table 4.2 also contains valuable information about the highest occupied
molecular orbitals (HOMO) and the lowest unoccupied molecular orbitals
(LUMO), respectively. The HOMO is the molecular orbital of the highest en-
ergy that has at least one electron in it, which can act as an electron donor.
On the contrary, the LUMO is the molecular orbital of the lowest energy that
does not have electrons in it, which can act as an electron acceptor. Hence, the
HOMO–LUMO gap can be envisioned to be similar to the energy bandgap
between the valence band and conduction band in solids.

Careful examination of the results in Table 4.2 reveals that the HOMO–
LUMO gaps are very small, of the order of 0.01 to 0.05 eV. Such small HOMO–
LUMO gaps indicates that, by their atomic structures, the carbon nanotips are
narrow-bandgap semiconductors. Examining the energy levels of the HOMO,
the LUMO, and the Fermi level in the 5ABCDE(H) atomic structure, one can
find that there is some overlap between the HOMO and the LUMO. Therefore,
the 5ABCDE(H) structure is metallic.

Thus, one can anticipate that larger atomic structures approaching in size
to bulk graphite, feature metallic structures. Indeed, the DFT computations
of our interest here suggest that the largest molecular structure 5ABCDE(H)
exhibits metallic properties, whereas smaller molecular structures are narrow-
bandgap semiconductors.
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We now consider the electron density distributions in the atomic carbon
nanotip structures. Physically, the electron density is the distribution of the
probability of finding an electron at a certain position. Regions of high prob-
ability have high electron density as it is implied that the electron spends a
greater proportion of time in these regions.

The DFT asserts that the ground state energy is determined by the elec-
tronic density, therefore throwing out the fearsome complexity of a multidi-
mensional wave function. Electron density plots of the optimized 3ABC(H)
atomic structure generated from solutions of the Schrödinger equation are il-
lustrated in Fig. 4.12, which is the constant-density surface plot. This means
that every point on the surface has the same electron density. The electron
density varies between the layers. Higher electron density regions are located
closer to the center, whereas lower electron density regions are smeared out-
ward. It is obvious that there is distinct separation between the intense den-
sity fields, which results from the lack of molecular bonds between the layers.
This further elucidates the existence of Van der Waals bonding that keeps the
separated graphene planes together.

Fig. 4.12 Density plots of optimized atomic structure 3ABC(H) in (a)
side view (b) top view.

Therefore, the density functional theory computations presented in this sec-
tion convincingly suggest the existence of stable nanotip-like atomic struc-
tures with the different number of layers, atoms, and apex angles. The amount
of computational effort required to perform the geometry optimization and
energy calculation stages increases dramatically with the number of atoms
building up the structure. The maximum number of atoms in the structures
shown in Fig. 4.11 is 122 for 5ABCDE(H).

It is important to note that such structures are downscaled versions of the
real carbon nanotip structures. One such structure with a height of 300 nm and
the width (at the base) of 60 nm would contain ≈ 1.5 × 106 carbon and 2×105
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hydrogen atoms. Therefore, it is a futile attempt to compute the geometric
configurations of real “large” nanostructures by using the DMol3 package.

This approach can be adopted to compute the equilibrium structural and
energetic states of smaller nanoassemblies, such as smaller size quantum dots
considered in Chapter 5. Nonetheless, appropriate scaling considerations can
be used to work out the numbers of carbon and hydrogen atoms, and atomic
layers needed to create real carbon nanotip structures. Further comparison
with the best matching (by the ratio of carbon to hydrogen atoms, for example)
atomic structure can enable one to estimate the main parameters of the real
carbon nanotips. In the following section, we discuss the benefits of doping
carbon-based nanostructures and the relevant experiments that use various
plasma environments.

4.5
Plasma-Assisted Doping and Functionalization of Carbon Nanostructures

In the previous section, density functional theory computations have pre-
dicted that small atomic structures, downscaled versions of real carbon
nanotips, exhibit a narrow band-gap semiconductor nature. The process
of adding impurities, commonly referred to as doping, is important for fab-
ricating devices and semiconductors having well-defined regions of different
conductivities. It is well known that elements from Group III and V in the
Periodic Table are very important dopants in semiconductor devices.

The effects of impurities in carbon nanotips are of great interest to exper-
imentalists as structural or electronic properties can be changed with inten-
tional introduction of impurities during the synthesis process. In this section
we detail the effects of substitutional boron (group III) and nitrogen (group
V) dopants on geometrical stability and electronic properties of the 3ABC(H)
atomic structure. We also discuss relevant experiments on doping and func-
tionalization of most common carbon nanostructures.

4.5.1
Doping of Carbon-Based Nanostructures: Density Functional Theory
Considerations

We begin with a short summary of what happens when certain dopants or
impurities are added to semiconductors. First and foremost, the band struc-
ture of the semiconductor is modified [187]. If a semiconductor is doped
with atoms containing three outer-shell electrons, such as boron and/or alu-
minium, the three electrons form covalent bonds with neighboring semicon-
ductor atoms, leaving an electron deficiency—a hole—where the fourth bond
would otherwise be if an impurity atom electron were available to form it. The
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energy level of this hole lies in the energy gap, just above the valence band. An
electron from the valence band has enough energy at room temperature to fill
this impurity level, leaving behind a hole in the valence band. As a trivalent
atom accepts an electron from the valence band, such impurities are referred
to as acceptor atoms. Thus, a semiconductor doped with trivalent impurities
is known as a p-type semiconductor because the majority of charge carriers
are positively charged holes.

On the other hand, when an atom containing five outer-shell electrons, such
as nitrogen or arsenic, is added to a semiconductor, four of the electrons form
covalent bonds with atoms of the semiconductor and one is left over. This
extra electron is nearly free of its parent atom and has an energy level that
lies in the energy gap, just below the conduction band. Such a pentavalent
atom donates an electron to the structure and hence is referred to as a donor
atom. Due to the small spacing between the energy level of the electron of the
donor atom and the bottom of the conduction band (typically 0.05 eV), only
a small amount of thermal excitation is needed to cause this electron to move
into the conduction band. Semiconductors doped with donor atoms are called
n-type semiconductors as the majority of charge carriers are electrons, which
are negatively charged.

Table 4.3 summarizes the effect of addition of one, two and three boron or
nitrogen atoms to the 3ABC(H) atomic structure representing a downscaled
single-crystalline carbon nanotip. Two modified atomic structures obtained
by addition of one boron and two nitrogen atoms are shown in Figs. 4.13(a)
and (b), respectively.

It is interesting that only certain atomic sites can accommodate the dopants.
Tabulated in Table 4.3 are the number of electrons, total energy per electron (in
Ha/e), Fermi energy, LUMO and HOMO (in eV) of the base 3ABC(H) C18H18
structure and its derivatives +1 B (one boron atom added), +2 B (two boron
atoms added), +3 B (three boron atoms added), +1 N (one nitrogen atom

Tab. 4.3 Main characteristics of atomic structures with substitutional defects (all energies are
in eV except for εe).

Structure Ne εe EF LUMO HOMO Bandgap

3ABC(H) 126 −5.48 −3.819 −3.818 −3.828 0.01
+1 B 125 −5.42 −3.97 −3.95 −4.65 0.7
+2 B 124 −5.35 −4.33 −4.3 −4.56 0.26
+3 B 123 −5.29 −4.38 −4.33 −4.51 0.18
+1 N 127 −5.56 −3.1 −2.24 −3.1 0.86
+2 N 128 −5.65 −2.54 −2.28 −2.55 0.27
+3 N 129 −5.73 −2.45 −2.31 −2.49 0.18
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Fig. 4.13 Geometry optimized atomic structure 3ABC(H) with (a) one
substitutional boron atom and (b) two substitutional nitrogen atoms.

added), +2 N (two nitrogen atoms added), and +3 N (three nitrogen atoms
added).

A comparison of the values of their total energy per electron indicate that
substitutional boron atoms added to the 3ABC(H) decrease the overall geo-
metrical stability of the nanoassembly. The boron-doped 3ABC(H) structure
becomes less stable when a larger number of boron atoms are incorporated
into it. On the contrary, addition of nitrogen dopants increases the geomet-
rical stability of the 3ABC(H) structure. Indeed, the total energy per electron
decreases when a larger number of N atoms is incorporated.

Table 4.3 also shows the changes in the electronic structure of the down-
scaled carbon nanotip structures with the addition of 1–3 boron or nitrogen
atoms. When boron dopants are introduced, the Fermi energy is shifted down-
ward, toward the HOMO edge (i.e., the valence band), as can be seen from
Table 4.3. This shift in the Fermi level energy is quite similar to the Fermi level
shift of trivalent-doped semiconductors.

However, when nitrogen impurities are added to the 3ABC(H) structure
(e.g., Fig. 4.13(b)), the Fermi energy is shifted upward, toward the LUMO edge
(i.e., the conduction band), as the last three rows in Table 4.3 suggest. This shift
in the Fermi level energy is quite similar to that of pentavalent-doped semi-
conductors. Furthermore, the Fermi level shift also indicates the enhanced
field emission as the Fermi energy level becomes closer to the vacuum level.
It is also instructive to note that because of quite similar trends observed, the
semiconductor theory of bulk materials is fairly applicable to the atomic car-
bon nanotip structures.
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4.5.2
Postprocessing of Carbon-Based Nanostructures: Experiments

In this section we highlight some of the issues related to postprocessing of car-
bon nanotube arrays by using plasma-based processes [24] and discuss some
representative experimental results. Compact arrays of vertically aligned
carbon nanotubes (CNTs) [188] such as nanotube forests [76, 189] and bun-
dles [190] hold an outstanding promise for various applications owing to the
many unique properties of the CNTs [191]. Such arrays find numerous appli-
cations in electron field emitters [192], chemical sensors [193], high-frequency
transistors [194], reinforcement materials [195], nanoelectronic devices [173],
nano-oscillators [196], nanoswitches [197], and several others.

Recent research suggests that postprocessing (e.g., coating, doping, or func-
tionalization) of nanotube surfaces can significantly improve several struc-
tural, electronic, mechanical and other CNT properties and dramatically ex-
pand the field of carbon nanotube-related applications. This opens new av-
enues for the use of CNTs in various advanced devices that require con-
trolled electric capacitance [198], thermal resistivity [199], hydrophobic prop-
erties [189], or interconnection between different nanotubes in nanoelectron-
ics [200]. Relevant examples include coating of carbon nanotube surfaces
by amorphous SiO2 [201] for better integration in silicon-based ULSI micro-
electronic technology, deposition of nonwetting PTFE layers [189] for biode-
vice applications, or tungsten disulfide films for the development of new-
generation light-emitting devices [202].

Meanwhile, functionalization of nanotube surfaces is commonly achieved,
e.g., by using neutral fluxes of atomic hydrogen [203], organic molecules [204]
or fluorine-based species [205]. Despite a remarkable recent progress in post-
processing of individual carbon nanotubes and low-density nanotip patterns,
a similar treatment of dense nanotip arrays (which result from the most widely
used porous template techniques [192]) still remains a major challenge [24].

The main issue is to achieve a high level of control and selectivity in the
coating or doping/functionalization of specific surface areas of the nanostruc-
tures. For example, few-monolayer-thin films uniformly covering the entire
surface of every nanotube in the array are of special interest. However, using
liquid reagent solutions for such a purpose often appears problematic (even in
the case of relatively low-density patterns) because of significant limitations
of the reagent penetration into the internanotube space due to the surface ten-
sion forces [24].

The use of the neutral and ionized gas-based processes, commonly adopted
for synthesizing CNT arrays would be a possible alternative. In this regard, it
would be prudent to recall that plasma-aided methods have several important
advantages, such as better vertical alignment and ordering in the pattern [79],
control of the growth cites on the surface via ion implantation [206], determin-
istic shape control [23], and several others [36].
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As was mentioned before, many of the existing and potential applications
of carbon nanotubes require their sidewall functionalization with molecular
or radical groups. For example, fluorination of single-walled nanotubes can
dramatically change their electronic properties from insulating to conduct-
ing [207]. Moreover, chemical processing of the lateral surfaces of the nan-
otubes in many cases provides a “velcro” effect, leading to stronger and more
uniform integration of nanotube patterns into polymer/composite matrices.

However, approaches that rely on wet chemistry or high-temperature chem-
ical vapor may damage the nanotubes [203]. This is why the development
of efficient low-temperature plasma-based approaches is nowadays of para-
mount importance. The plasma-based functionalization techniques mostly
rely on controlled generation and delivery of reactive species in a nanofab-
rication environment [24, 36].

A glow-discharge approach has been used for functionalization of single-
walled carbon nanotubes (SWCNTs) [203, 208]. In these works, a microwave
discharge in H2 is used to generate atomic and molecular radicals. Interest-
ingly, a very short (only ∼30 s long) exposure to the plasma glow made it
possible to almost completely saturate carbon bonds on carbon nanotube sur-
faces with atomic hydrogen, in other words, achieve a surface coverage by
H atoms approaching to 100 %. A microwave plasma in hydrogen is cre-
ated in a 10 mm in diameter tube inserted in a microwave cavity operated
at 2.45 GHz [203, 208]. An almost 500-µm Hg pressure difference across the
chamber makes it possible to direct neutral atomic hydrogen species toward
prefabricated SWCNT array on a CaF2 substrate. Exposure of the samples to
hydrogen plasma for 30, 60, and 90 s lead to drastic differences of the FTIR
spectra of the plasma-functionalized nanotube specimens from those of refer-
ence (unprocessed) samples.

The most striking observation is the appearance of a strong band at
2924 cm−1, which is due to the C–H stretching mode. Careful analysis of the
FTIR and UV-VIS-NIR spectra enabled Khare et al. to unambiguously state
that the carbon nanotube surfaces were indeed functionalized with atomic
hydrogen. More importantly, the intensity of the FTIR peak corresponding to
the C–H stretching mode remains almost unchanged after 30 s of exposure of
the nanotube pattern to the hydrogen plasma. Therefore, rapid coverage of
the nanotube surface with atomic hydrogen can be achieved in 30 s. It is also
worthwhile to note that the cold plasma approach can be used for grafting of
F, Cl, NH2, and other functional groups to carbon nanotube surfaces [203].

Chan et al. reported on a successful doping of multiwalled carbon nan-
otubes (MWCNTs) by using microwave plasma-enhanced chemical vapor de-
position (PECVD) [209]. Similar to other semiconductor materials (e.g., car-
bon nanotip structures with substitutional defects considered in the previous
subsection), extrinsic doping can alter the electronic properties and binding
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configurations of carbon nanotubes. In the original work [209], both nitrogen
and boron atoms are separately doped into MWCNTs by microwave PECVD.
A typical exposure of MWCNT patterns to the plasma is ∼30 min.

Figure 4.14 shows high-resolution TEM microphotographs of the unpro-
cessed and nitrogen-doped multiwalled carbon nanotubes. In the reference
cylindrical MWCNT shown in Fig. 4.14(a) basal graphene planes are straight
and parallel. After doping of the MWCNTs in nitrogen plasmas, the originally
parallel layers of the nanotube walls become disturbed and highly curved as
can be seen in Fig. 4.14(b). In this figure, one also see fullerene-like structures
and the overall TEM image becomes looking similar to human fingerprints.

Fig. 4.14 High-resolution TEM images of (a) MWCNT, and
(b) N-doped MWCNT by MPECVD [209]. The graphene layers of ni-
trogen doped MWCNTs appear noticeably distorted and twisted with
some fullerene-like structures inside [209].

In this case one could expect that doped nitrogen atoms replace carbon
atoms in the nanostructures, in a way similar to what was considered in the
previous subsection, and therefore increase the electron density, which in turn
is a decisive factor for the enhancement of the electron field emission. Such
predictions have been confirmed by the measurements of the electron emis-
sion current from undoped, nitrided, and boronized multiwalled carbon nan-
otube patterns. For example, at the same applied voltage of 6 V/µm, nitrogen-
doped (with the N/C atomic ratio ∼22 %) nanotubes showed the emission
current density of ∼0.85 mA/cm2, which is more than two times larger than
that from the undoped specimens.

On the other hand, boron-doped (with the B/C atomic ratio ∼24 %) mul-
tiwalled carbon nanotube samples have shown emission current densities
∼0.15 mA/cm2, which are more than two times lower than the currents emit-
ted by the unprocessed nanotubes [209]. In the latter case, structural incorpo-
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ration of boron into the carbon network apparently increases the concentration
of electron holes that become electron traps and eventually suppress the elec-
tron field emission. It is also worthwhile to note that the field emission onset
volatges for unprocessed, N-doped, and B-doped MWCNTs are 3.2, 2.5, and
4.6 V/µm, respectively [209]. As one can see, improving metallic properties of
the carbon nanotubes by the plasma-assisted functionalization also leads to a
significant (∼21 %) reduction of the electron emission onset voltage.

Another example of a successful application of plasma-based tools is fluo-
rination of carbon nanotubes in CF4 plasmas [210]. The main finding of this
work is that carbon nanotubes gain more disordered sp3 bonds as a result of
functionalization and the degree of this disorder increases with the increase
of the CF4 gas inflow rates and the exposure times to the plasma. This is evi-
denced by the Raman spectroscopy, which shows that even though the shapes
of the spectra remain unchanged after the plasma exposure, the ratio of in-
tensities of the D and G peaks changes. For the details of the D and G peaks
in Raman spectra of carbon nanostructures one can be referred to Sections 4.1
and 4.2 of this monograph.

As has already been mentioned in Section 4.1, higher ratios (which in-
creased up to ∼50 % in the experiment concerned) of the intensities of the
D and G peaks give an indication of an increased degree of disorder in the
carbon films. It is remarkable that intense ion bombardment due to DC bias
voltages as high as −300 V did not cause any significant damage to the nan-
otubes [210].

In fact, this finding refutes a common concern that ion bombardment can
cause significant damage to carbon nanotube arrays. It has been demonstrated
[211] that ion energies of the order of ∼100 keV are actually required to cause a
significant damage to the nanotubes. We also note that the obvious advantage
of carbon nanotube functionalization using plasma-based tools are very short
periods of time (which typically range from 30 s to 2 min in the experiments
concerned [210]) needed and the ability to run the process at low temperatures
as opposed to other existing methods, which often require low process times
and high-temperature treatment.

Larger size (up to 200–300 nm in diameter) nanotubes have also been uni-
formly coated with ∼20 nm-thick carbon fluorine films by using a 13.56 MHz
RF plasma polymerization treatment [212]. In this work, C6F14 was used as
the monomer for plasma polymerization and owing to larger nanotube sizes,
longer (∼10 min) plasma treatment times were required. Interestingly, sur-
faces of untreated nanotubes are usually rough, whereas the surface morphol-
ogy of carbon fluoride-coated carbon nanotubes appears to be smooth. The
polymeric films are approximately 20 nm thick, are tightly bound to and uni-
formly coat the surfaces of vertically aligned carbon nanotubes. Such conclu-
sions have been confirmed by the TEM, SIMS, and FTIR analytical tools [212].
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To conclude this section, we mention that reactive plasmas turn out to be
a very efficient tool for coating various nanotubes and nanoparticles with ul-
trathin polymeric films [213–215]. For many envisaged applications, surfaces,
structure, and other properties of nanotubes are far from ideal. To this end,
the ability of uniformly coat, dope, or functionalize CNTs by using highly ver-
satile low-temperature plasma methods would offer a wide range of exciting
technological opportunities, based on intentional changes to both the physical
and chemical properties of the nanoassemblies [212].

4.6
Synthesis of Carbon Nanowall-Like Structures

In previous sections of this chapter we mostly considered nanoassembly pro-
cesses that involve methane as a carbon source gas. In this section, it will
be shown that by replacing methane by acetylene (C2H2), one can synthe-
size quite different, quasi-two-dimensional carbon nanowall-like structures
(CNWLSs) termed “nanoflakes” in the original work [173]. These nanostruc-
tures can also self-assemble in reactive environments of C2H2+H2+Ar low-
frequency inductively coupled plasmas to form uniform patterns over large
surface areas. Most interestingly, such quasi-2D structures can reach in height
up to 3–4 µm remaining only a few nanometers thick, thus featuring height-to-
width aspect ratios of the order of 103. Moreover, Raman spectroscopy reveals
several higher-order peaks in addition to the usual G and D peaks (which
can be seen, e.g., Fig. 4.3(b)), therefore suggesting that the nanostructures are
mainly composed of disordered crystalline graphite.

Below, we will detail the process conditions and, following the original
work [173], show that the morphology of the nanostructures can be controlled
by the plasma-based synthesis conditions, in particular when an external DC
bias is applied to the growth substrate (Si(111)). Prior to the CNWLSs growth,
Ni catalyst is predeposited on Si(111) by using an ICP-assisted magnetron
sputtering discussed in Section 3.3. The substrates are externally preheated
up to 550 ◦C prior to the deposition. Other growth conditions are as follows:
RF power Pin = 2 kW and working pressure p0 = 20–40 mTorr. During the
deposition, a negative bias of Vb = 50–200 V is applied to the substrate holder
to draw the ionized carbon-containing species from the plasma bulk to the
deposition substrates.

Carbon nanowall-like nanopatterns can have various and intricate mor-
phologies that strongly depend on the plasma process parameters. Fig-
ures 4.15(a) and (b) show typical carbon nanowall-like structures synthesized
in Ar(5 sccm)+H2(25 sccm)+C2H2(100 sccm) reactive gas mixture by apply-
ing a bias voltage of −100 V to the substrate. The quasi-2D structures in this
case are very thin (a few nm in width) and very tall reaching a few microns in
height.
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Fig. 4.15 Carbon nanowall-like structures
synthesized in Ar + H2+C2H2 plasmas
[36, 173]. Electron images ((a), top view)
and ((b), 30◦ tilt view) of the structures syn-
thesized at gas ratio of Ar:H2:C2H2 = 5 : 25 :
100, and −100 V bias. The optical emission

spectra (c) recorded from the Ar + H2+C2H2
plasma. Carbon nanostructures grown with
−150 V bias and the same gas ratio (d).
Electron micrographs (e) and (f) show car-
bon nanowall-like structures grown on (e)
Ni–Fe–Mn alloy and (f) Ni catalyst layers.
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Investigation of bonding states of the films by means of high-resolution Ra-
man spectrometry suggests the presence of a major peak located at 2700 cm−1

(second-order G′-band), in addition to the two commonly observed D and G
peaks at 1350 cm−1 and 1576 cm−1, respectively. This implies that the CN-
WLSs have the attributes of disordered graphite with crystalline graphite lat-
tices inside the structures.

It is notable that optical emission spectra of acetylene-based plasmas fea-
ture very strong emission peaks from carbon dimer C2 that can clearly be seen
in Fig. 4.15(c). Indeed, under prevailing experimental conditions, formation
of C2 molecules from acetylene source gas is very efficient. It is reasonable to
assume that carbon dimer is the main building unit of carbon nanowall-like
structures. As was discussed elsewhere [36], the C2 dimer is highly reactive
and is ideal for synthesizing carbon nanotubes and nanocrystalline diamond.
The role of carbon dimer in the fabrication of such nanoassemblies has been
confirmed by ab initio molecular dynamics simulations of the growth kinetics.
Plasma discharges used for relevant growth processes also feature quite sim-
ilar emission spectra in the same wavelength range as in Fig. 4.15(c). How-
ever, a conclusive answer about the microscopic growth mechanism of the
CNWLSs can be made after detailed investigations of the atomic structure by
means of high-resolution transmission electron microscopy, ab initio density
functional theory modeling and numerical simulation of the growth kinet-
ics by using first principles molecular dynamics or simplified fluid-on-fluid
growth simulations.

Furthermore, the morphology of carbon nanowall-like patterns is strongly
affected by the bias, catalyst, and discharge parameters. Figure 4.15(d) shows
the quasi-2D structures grown with a −150 V bias and the same other con-
ditions as in Figs. 4.15(a) and (b). It is seen that when the bias increases,
the nanostructures become larger and the pattern becomes less dense. Fig-
ures 4.15(e) and (f) display the CNWLSs grown on Ni–Fe–Mn alloy and pure
Ni catalyst layers, respectively. In this case the gas flow rates are 85 sccm (Ar),
10 sccm (H2) and 15 sccm (C2H2) and the substrate bias is −100 V. It can be
seen that the shapes of the CNWLSs are quite different on Ni–Fe–Mn alloy
and pure Ni catalysts. Specifically, the CNWLSs in most cases look like in-
dividual nanoflakes on NiFeMn (Fig. 4.15(e)) and grow radially away from
nickel catalyst islands (Fig. 4.15(f)). Finally, the growth kinetics of the carbon
nanowall-like structures warrants focused and coordinated numerical and ex-
perimental efforts in the near future.
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5
Quantum Confinement Structures

In this chapter we consider plasma-aided nanofabrication of semiconductor
nanostructures that provide strong quantum confinement due to their reduced
size in one, two, or three dimensions. Recently, synthesis of such nanoassem-
blies has become a matter of outmost importance and attracted a continuously
increasing interest or microelectronic and optoelectronic industries because of
their unconventional and extraordinary quantum confinement properties that
make them invaluable for the development of integrated nanoelectronic and
nanophotonic functionalities and devices.

It is commonly known that in semiconductor nanostructures, quantum con-
finement leads to an increase in the optical bandgap compared to the corre-
sponding values of bulk materials, thereby leading to new possibilities for
controlling photoluminescence effects and generating narrow emission spec-
tra tunable over a wide range of wavelengths. Widening of bandgaps can be
achieved by reducing at least one of the structure sizes to become comparable
with the de Broglie wavelength of an electron. This size reduction results in
remarkable changes in the density of states, as depicted in Fig. 5.1.

In a bulk crystal, there are two clear and nonoverlapping valence Ev and
conduction Ec energy bands as can be seen in Fig. 5.1(a). If only one dimension
is made small (Fig. 5.1(b)), an electron can only be partially confined; it still
behaves as a free electron in the remaining two large dimensions. In this case
one can observe the step terrace formation at the edges of the valence and
conduction bands. When the electron motion is restricted in two dimensions
but remains essentially unrestricted in one direction (Fig. 5.1(c)), the valence
and conduction bands split into still overlapping sub-bands. As the object size
decreases in the two “restricting” dimensions, the subbands become narrower
and the overlap between them becomes less pronounced. When the electron
motion is restricted in all three dimensions, the subbands evolve into well-
defined, delta-function-like energy levels that resemble the energy levels of
individual atoms or molecules, as can be seen in (Fig. 5.1(d)).

Quantum confinement structures can thus be classified by how many di-
mensions provide the electron confinement or inversely, how many dimen-
sions allow free-electron behavior. In the examples shown in Fig. 5.1, the elec-
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Fig. 5.1 Change in the density of states when the system dimension-
ality is reduced from (a) a three-dimensional bulk crystal to (b) a two-
dimensional quantum well, to (c) a one-dimensional quantum wire, and
to (d) a zero-dimensional quantum dot.

trons can be confined in one, two, or three dimensions. The corresponding
low-dimensional semiconductor structures are commonly known as quan-
tum wells (two-dimensional (2D) quantum structure) (Fig. 5.1(b)), quantum
wires (one-dimensional (1D) quantum structure) (Fig. 5.1(c)), and quantum
dots (zero-dimensional (0D) quantum structure) (Fig. 5.1(d)), respectively.

The main attention in this chapter is paid to the semiconductor quantum dot
structures, whose electronic response is very similar to that of a single atom
and manifests its discrete energy spectrum. Due to the quantum confinement
effects, zero-dimensional quantum dots (QDs) exhibit a range of novel and
exciting properties. The size changes other material properties such as the
electrical and nonlinear optical properties of a material, making them very
different from those of the material’s bulk form. For example, quantizing al-



5.1 Plasma-Assisted Fabrication of AlN Quantum Dots 161

lowable electron energies can make an electronic device more efficient and
enable it to operate at lower voltages and higher speeds. Highly oriented nan-
odots can also form a template for preparing high-density arrays of a variety
of self-assembled nanostructures.

In this chapter, we consider the semiconductor quantum confinement struc-
tures in order of increasing dimensionality, from zero-dimensional quantum
dots to two-dimensional quantum well and superlattice structures. The chap-
ter begins with Section 5.1, where the magnetron sputtering plasma-assisted
fabrication of AlN quantum dots is considered. Intentional incorporation of
additional functional building units, namely indium (In) atoms, enables one
to synthesize in the reactive plasma environment, ternary AlxIn1−xN quan-
tum dots with tunable electronic properties. This possibility is considered in
details in Section 5.2. Plasma environment also proves instrumental in the
synthesis of SiC quantum dots directly on silicon substrates and on lattice-
matching AlN interlayers (Section 5.3). The assembly process of ultra-high-
aspect-ratio AlN and Si nanowires is discussed in Section 5.4. Section 5.5
introduces the plasma-aided fabrication technique and the most important
properties of two-dimensional AlN/SiC superlattices. This chapter concludes
with an overview of other relevant results and issues related to the use of
plasma-based environments for nanoassembly of low-dimensional semicon-
ductor quantum confinement structures (Section 5.6).

5.1
Plasma-Assisted Fabrication of AlN Quantum Dots

For the past decade, the group III nitrides semiconductors —aluminum nitride
(AlN), gallium nitride (GaN), and indium nitride (InN), as well as their ternary
and quarternary alloys, have been the subject of intense research [216]. These
compounds are promising candidates for their potential use in optoelectronic
devices in the UV/blue/green/yellow range for full color displays, semicon-
ductor lasers, high-density information storage, and underwater communi-
cation. They are also used for high-temperature and high-power transistors,
which are needed for automobile engines, future advanced power distribu-
tion systems, electric vehicles, and avionics [217]. This is due to their strong
bond strengths and direct bandgaps spanning a wide range of energies from
1.9 to 6.2 eV [217, 218].

Among them, AlN is the most interesting compound with many attractive
physical properties. AlN is a direct-bandgap semiconductor and is an ideal
material for UV light emission. For many device applications, AlN films must
be single crystalline with a smooth surface. High-quality epitaxial heterostruc-
tures are usually required to fully realize these microelectronic applications.
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To fabricate high-performance AlN quantum structures, techniques such
as vapor phase epitaxy [220, 221], molecular beam epitaxy [221–224], chem-
ical vapor deposition [225], ion beam nitridation [226, 227], reactive sput-
tering [219, 228–230] and pulsed laser deposition [219, 231] have been used.
Although molecular beam epitaxy (MBE), chemical vapor deposition (CVD),
and metallorganic chemical vapor deposition (MOCVD) have been known for
their good control in the preparation of minimum lattice-mismatched com-
pound semiconductor nanostructures [232], they are generally synthesized at
high temperatures [228]. In order to achieve nanostructured AlN films, low
temperature processes are generally considered more favorable [219]. In par-
ticular, low temperature reactive sputtering has the advantage in the ease of
fabrication [229, 230].

Meanwhile, RF sputtering provides a highly reliable and reproducible
method of film growth [233] and is particularly suitable for producing AlN
thin films with a smooth surface at a lower oxygen content [229]. In order to
maximize the deposition rate of a film, a magnetron electrode governed by
the E × B drift is often employed.

Epitaxial growth of nitride semiconductors uses silicon (Si), 6H-silicon car-
bide (6H-SiC), α-aluminium oxide (α-Al2O3), or gallium arsenide (GaAs) sub-
strates [217]. However, Si(111) is generally used as a substrate for deposition
because the thermal expansion coefficient of AlN matches well with it and in
addition, Si is widely used as a substrate in electronic applications [219].

In this section, following the original work [234], we discuss highly efficient
synthesis of self-assembled and highly oriented AlN quantum dots on Si(111)
substrates. The technique used to grow the high quality QDs is the plasma-
enhanced radio frequency magnetron sputtering deposition in the Integrated
Plasma-Aided Nanofabrication Facility (IPANF) described in detail in Chap-
ter 3.

The morphology of self-assembled AlN dots is examined by using the
field emission scanning electron microscopy (SEM) and atomic force mi-
croscopy (AFM). The results show that AlN nanodots are uniformly dis-
tributed throughout the substrate. Likewise, the X-ray diffraction peaks reveal
the formation of c-oriented (002) QDs; the size of the dots varies from ∼5–
20 nm, depending on the growth conditions. The dot sizes agree remarkably
well with the SEM and AFM measurements. Raman and Fourier Transform
Infrared Spectroscopy evidence the presence of strong Al–N bonding. Fur-
thermore, the X-ray photoelectron spectroscopy analysis suggests that the
QDs feature a chemically pure and near stoichiometric AlN. It is interest-
ing that the AlN QDs with quite similar properties can be grown by the DC
magnetron sputtering technique.

Before we present the specific details of the plasma-assisted assembly of
AlN quantum dots, we summarize the main properties of the AlN material.
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Tab. 5.1 Process conditions for the synthesis of AlN QDs [234].

Parameter Condition

Base pressure < 1 × 10−3 Pa
Reactive/sputtering gases N2, Ar
N2 gas flow rates 10–85 sccm
Ar gas flow rates 2–30 sccm
Si substrate temperature 150–350 ◦C
RF power 200–400 W
Deposition pressure 0.4–1.4 Pa
Deposition time 2–20 min

Most importantly for optoelectronic applications, AlN is a direct-bandgap
semiconductor, which makes it a very efficient source of light in the ultra-
violet range. The wavelength corresponding to the bandgap of AlN (6.2 eV) is
∼200 nm.

Among other properties of AlN, we mention its high dielectric constant
(∼8.5) that favors its applications in metal-insulator-semiconductor (MIS) de-
vices; high thermal conductivity (3.2 W/cmK) makes it useful as efficient heat
sinks; high refractive index (2.15) makes AlN an ideal device-quality mate-
rial for surface acoustic wave devices and antireflection coatings; outstand-
ing hardness (∼12 GPa) for wear resistant coatings; high electrical resistivity
(∼1012 Ω/cm) attractive for the integrated circuit packaging applications; and
very high melting point (>2000 ◦C).

Above all, a hexagonal wurtzite structure with a = 3.112 Å and c = 4.982 Å
has a very small lattice mismatch with GaN (a = 3.189 Å, c = 5.185 Å) and
SiC (a = 3.081 Å, c = 5.039 Å) [217, 218]. As such, AlN can be regarded as
an ideal buffer layer [235, 236] for high-quality growth of these compounds,
including the ternary semiconductor AlGaN [222].

We now briefly discuss the QD synthesis process and the deposition pa-
rameters. As was mentioned above, the synthesis process is conducted in the
IPANF described in detail in Chapter 3. The precleaned Si(111) substrates are
placed on the substrate holder and the shutter (denoted 3 in Fig. 3.16) is closed.

Prior to deposition, the vacuum chamber is evacuated till the base pressure
reaches at least 10−3 Pa, after which nitrogen (N2) gas is introduced into the
chamber. Depending on the deposition conditions, argon (Ar) gas may also
be introduced. Here, nitrogen gas simultaneously serves as a reactive and
sputtering gas.

A circular high-purity aluminium (Al) target of diameter 12 cm is located
on the RF-powered electrode, 10 cm vertically above and 20 cm horizontally
away from the geometric axis of the substrate stage (see Fig. 3.16). An RF
power at 13.56 MHz is delivered to the electrode via an L–C impedance match-
ing network to initiate the RF magnetron plasma discharge.
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The gas flow-rate(s) and chamber pressure are kept constant during each
QD synthesis process. The target is conditioned (presputtered) for 20 min
prior to each deposition, after which the shutter is opened. The growth of
self-assembled AlN QDs on the substrates usually takes place under various
deposition times up to 20 min. Other process parameters such as the substrate
temperature, RF power, deposition time, working gas pressure, and nitrogen
concentration ([N2]/[Ar]+[N2]) are also independently varied. Unless speci-
fied otherwise, the total working gas pressure is set at 0.8 Pa.

The deposition conditions of the AlN quantum dots are summarized in Ta-
ble 5.1. The deposited samples remain in the chamber until they are com-
pletely cooled. During the cooling process, the chamber is continuously evac-
uated to avoid surface oxidation. Thereafter, nitrogen gas is fed into the cham-
ber via the venting valve until the pressure inside the chamber is balanced
against the atmospheric pressure. The sample loading port is finally opened
and the samples are then removed.

Figure 5.2 shows the surface morphology of AlN samples deposited at a
sputtering pressure of 0.8 Pa, RF power of 400 W, substrate temperature of
350 ◦C, and 3:1 N2/Ar ratio. For 2 min growth duration, no particles are
visible. As the deposition time increases (>5–7 min into the deposition),
smooth-shaped AlN particles emerge. Moreover, the particles turn out to be
homogeneous in size and are also uniformly distributed throughout the en-
tire substrate surface. The average grain sizes at 20 min deposition time is
∼18.5 nm; this is an indication that the AlN quantum dot arrays have been
self-assembled on the Si(111) substrate. The QD pattern also reveals a densely
close-packed structure, interspersed with voided grain boundaries. In most
cases the dots follow a quite similar ordering pattern.

Fig. 5.2 SEM imaging of surface morphology of AlN QDs synthesized
in a 15 and 20 min long deposition processes [234].

Cross-sectional SEM micrographs of AlN QDs (not shown here) reveal clear
boundaries between the substrate and the AlN film indicating that the nan-
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odots grow directly on the Si(111) surface. The films thicken with a reason-
ably high rate (2–3 nm/min) and reach ∼40–50 nm in a 20 min long processes.
However, at longer deposition times the nanodot structures evolve into elon-
gated columnar structures discussed in detail in Chapter 7.

To verify the details of the QDs nanopattern, the deposited AlN samples
have been further investigated by the atomic force microscopy in a tapping
mode. The AFM technique gives a very high vertical resolution of 0.1 nm.
The AFM scans over surface areas 0.5×0.5 µm of the films grown for 20 and
30 min are displayed in Figs. 5.3(a) and (b), respectively. It is evident that
after 20 min of deposition a nanodot pattern uniformly covering the surface is
formed. Besides that, the size of the quantum dots increases with deposition
time, in agreement with the estimates made by using other techniques.

Fig. 5.3 AFM photographs of AlN films deposited for (a) 20 and (b)
30 min [234].

Moreover, the surface covered by the QDs is remarkably smooth. Indeed,
the root mean square (rms) roughness of the samples deposited for 20 min
is approximately 4.7 Å. The roughness of the AlN films grown for 30 min is
approximately three times larger, which heralds a transformation of the ul-
trafine nanodot structures into more coarse nanorod-like columnar structures
discussed in detail in Chapter 7.

The X-ray diffraction spectra reveal a single diffraction peak at 36.1◦, which
corresponds to the hexagonal AlN(002) reflection and suggests that AlN quan-
tum dots are crystalline, with the preferential orientation along the direction
of the c-axis. This diffraction peak appears in the XRD spectra of the films
whose synthesis took more than 5 min and becomes more narrow at longer
deposition times. The crystallite sizes can be determined by using the broad-
ening of the X-ray peak according to the well-known Scherrer’s equation

B = 0.9λ/d cos Θ
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where B is the FWHM of the (002) peak in radians, λ is the wavelength of the
incident X-ray radiation, d is the crystalline diameter, and Θ is the diffraction
angle for the AlN(002) reflection.

The average size of the AlN dots as a function of the growth time is tabu-
lated in Table 5.2. Standard fitting routines suggest that the lateral size of the
nanocrystallites follows the cubic root dependence. Such time dependence
is common to various theories of crystal growth via the so-called Ostwald
ripening, which includes the coarsening, coalescence, and ripening processes
that result in the growth of larger particles at the expense of smaller parti-
cles [237]. Here, the larger particles are the established AlN quantum dots
and the smaller ones are the initial growth islands that do not survive in the
nanopattern development process.

Tab. 5.2 Average QD size as a function of growth time estimated by the XRD technique [234].

Time (min) 2 5 10 15 20

Diameter (nm) – 3 9 14 17

The estimates of the nanodot sizes from the XRD results also appear to be in
a sound agreement with the images taken using both the SEM and the AFM
techniques. The results of estimates of the AlN quantum dot sizes, by using
the three different techniques, are summarized in Table 5.3. It is remarkable
that the AlN quantum dot arrays of our interest can also be synthesized via the
plasma-assisted DC magnetron sputtering deposition in the same nanofabri-
cation facility. In this case, the XRD patterns also show a single AlN(002) peak
pertinent to a highly c-axis oriented crystalline structure.

Tab. 5.3 Sizes of AlN QDs estimated by three different techniques [234].

Time 15 min 20 min

SEM 15 nm 18.5 nm
AFM – 18 nm
XRD 14 nm 17 nm

In both cases, the results from the FTIR analysis show a 682 cm−1 peak that
corresponds to the transverse-optical (TO) vibration mode of the Al–N bond.
However, the XPS analysis evidences a rather high oxygen content of about
30 % in most of the specimens fabricated by using the DC magnetron sputter-
ing deposition. Thus, the RF magnetron sputtering-based process results in a
better quality AlN nanodot patterns.

Therefore, we can summarize that self-assembled AlN QD patterns can be
synthesized at low substrate temperatures ∼350 ◦C by using both the plasma-
aided RF and DC magnetron sputtering deposition processes. Investigations
into the elemental composition of the nanodots using both methods show the
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presence of Al and N with O as an impurity. The AlN QDs grown by the
RF magnetron sputtering have a substantially lower oxygen content, suggest-
ing that the RF magnetron sputtering technique is better than the DC mag-
netron sputtering one to obtain chemically pure and stoichiometric AlN. The
SEM and AFM results reveal the presence of AlN QDs uniformly distributed
throughout the substrate. Grain boundaries between the dots indicate that
electrons can exhibit the quantum mechanical tunneling phenomena.

More importantly, the XRD spectra of the QDs depict a single hexagonal
AlN(002) peak, indicating that the preferential growth direction of the nan-
odots is perpendicular to the substrate. One can thus expect that by increasing
the deposition time, one can synthesize high-aspect-ratio columnar structures
aligned perpendicular to the substrate. Successful growth of such rod-like
structures is considered in Chapter 7.

The size of the dots varies from ∼5 to 20 nm, depending on the growth con-
ditions. The growth dynamics of the dots follows the cubic-root-law size de-
pendence. Thus, binary AlN semiconductor QDs can be successfully synthe-
sized using the plasma-assisted magnetron sputtering deposition techniques
and their lateral sizes can be predicted according to the cubic root growth
curve. Knowledge of the growth behavior allows control of the quantum con-
finement of the dots, thereby allowing tuning of the energy levels and emis-
sion wavelengths.

Raman spectroscopy suggests the presence of the characteristic AlN E2
(high) phonon mode, which is complemented by the FTIR spectroscopy de-
picting the characteristic E1 (TO) mode of the Al–N bonding in both the RF-
and DC-sputtered grown dots. Their values are slightly shifted due to resid-
ual compressive stresses present in the film and also due to the agglomeration
of dots with deposition time. To conclude this section, we stress that highly
oriented nanocrystalline AlN films also serve as lattice-matching interlayers
in the nanofabrication of SiC quantum dots on silicon substrates considered
in this chapter.

5.2
Nanofabrication of AlxIn1−xN Quantum Dots: Plasma-Aided Bandgap Control

We now consider what difference can one make just by adding one additional
element to the AlN quantum dot system considered in the previous section.
Following the original report [238], we discuss how plasma-assisted RF mag-
netron concurrent sputtering of two solid targets can result in the formation
of a ternary AlxIn1−xN nanodot system. These quantum dots appear to be
embedded in amorphous AlN films covering Si(111) deposition substrates.
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It is interesting that the assembly and distribution of the AlxIn1−xN quan-
tum dots are affected by the substrate temperature, gas flow rates, partial pres-
sures of reactive gases, surface morphology of the AlN buffer layer, and the
relative rates of sputtering of In and Al targets (the latter is mainly controlled
by the RF power applied to the magnetron sputtering electrodes). More im-
portantly, quite separated nanodots emerge at substrate temperatures as low
as 200 ◦C. Room-temperature photoluminescence (PL) of the AlxIn1−xN quan-
tum dots is directly related to relative elemental ratios of Al and In with a
clearly observable PL maximum shift towards the UV domain for smaller
QDs [238].

Let us recall here that the usefulness of quantum dot structures and their
patterns in the envisaged applications critically depends on how well their
size distributions can be understood and controlled. Self-assembled QD ar-
rays can be grown epitaxially, with different possibilities emerging depending
on lattice mismatch and bonding energies of the interface-forming elements
involved. It is commonly known that in lattice mismatched systems, sponta-
neous formation of nanoislands relieves some of the strain energy.

There is a huge amount of data on the resulting distributions for many
semiconductor systems. For example, InAs/GaAs(001) exhibits well-defined
distributions [239, 240]; InP/GaInP [241, 242] and GaN/AlN [243, 244] show
characteristic bimodal size distributions, with at least two types of islands;
the InGaN/GaN family remains to be explored in more details.

Recently, AlxIn1−xN has received considerable attention owing to strong
bandgap tunability by the value of x. Due to the difficulty in the growth of
AlxIn1−xN, its basic properties such as the value of its size-dependent funda-
mental bandgap, are still a subject of intense debates in the literature [238,239,
243, 245–248].

It is well known that self-organizing growth techniques, based upon con-
trolled strained-layer epitaxy, leads to the production of nanometer-scale
dots with relatively homogeneous size distribution [238, 249–251]. MBE and
MOCVD techniques are frequently adopted to produce quantum dots. Huang
et al. reported the formation of AlxIn1−xN QDs by the plasma-assisted mag-
netron sputtering technique, which is, in fact, seldom used to form quantum
dots but suit to deposit uniform and large-area nanostructures [252].

The AlxIn1−xN QDs have been grown on Si(111) substrates using the
Ar+N2+H2 plasma-assisted RF magnetron co-sputtering technique. Pure
Al and In discs are used as targets, the sputtering gas is a mixture of argon,
nitrogen, and hydrogen. Base pressure of sputtering chamber is 8.3×10−4 Pa.
Notably, the whole deposition process of the AlN interlayer and AlxIn1−xN
quantum dots has been implemented in a single vacuum cycle and the depo-
sition parameters of the AlN buffer layer were the same [238]. The surface
morphology and elemental ratios of Al, In, and N in the AlxIn1−xN films can
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Fig. 5.4 SEM micrographs of the three Alx In1−xN QD samples and
STEM micrograph of Sample 4 [238].

be effectively controlled by varying the RF power supply to the RF magnetron
sputtering electrodes and other process parameters such as partial pressures
of argon, nitrogen, and hydrogen gas feedstocks.

Let us consider the structure and photoluminescence (PL) properties of
AlxIn1−xN quantum dots embedded in amorphous AlN films grown on
Si(111) substrates by using the plasma-assisted co-sputtering technique. Sim-
ilar to the processes considered in other sections, field-emission scanning
electron microscopy (FE-SEM) and X-ray photoelectron spectroscopy (XPS)
measurements are used to characterize the structure and composition of the
AlxIn1−xN. The photoluminescence was measured by a Raman spectroscope
(514.5 nm Ar+ laser) at room temperatures.

Figure 5.4 shows high-resolution FESEM images of three AlxIn1−xN QDs
samples (tilted 45◦) grown on AlN buffer layers under different sputtering
parameters. It turns out that the densities and mean sizes of the nanodots can
be effectively controlled by the process conditions. For example, deposition
time of Sample 1 is shorter than that of Sample 2, the substrate temperature
of Sample 1 is lower than that of Sample 2, whereas the other deposition pa-
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rameters are the same [238]. The density of nanodots in Sample 1 is smaller
than in Sample 2, the mean heights of nanoislands in Sample 1 are somewhat
smaller than that in Sample 2. However, the mean diameters of the QDs of the
two samples are fairly similar.

On the other hand, the hydrogen partial pressures and the ratio of the RF
power applied to the Al and In targets are different for Sample 1 and Sample
3, with all other process parameters remaining the same. From Fig. 5.4 one
can notice that the surface density of nanodots in Sample 1 is smaller than in
Sample 3, whereas the mean QD size in Sample 1 is smaller than in Sample 3.
Sample 4 has been synthesized at the same deposition conditions as Sample 3
but with shorter process durations.

As the STEM micrograph in Fig. 5.4 suggests, the mean nanodot diameter
in this case is only 10 nm. Typical surface densities of QDs in all four samples
range from 2 to 5×1010 cm2, which is a typical surface density of quantum dot
systems [30]. On the other hand, the mean nanodot diameters typically range
from 28 to 35 nm [238].

X-ray photoelectron spectroscopy (XPS) was used to determine the elemen-
tal composition in the AlxIn1−xN films; the error did not exceed ±0.05 at.%.
For example, the XPS spectra of N1s, In3d, and Al2p of Sample 1 (Fig. 4 [238])
suggest that In and Al atoms are bonded with N and the value of x is 0.72.

Therefore, the field emission scanning electron microscopy and the XPS
measurements reveal that the nanoassemblies in question are indeed
AlxIn1−xN nanodots, without any traces of contamination by carbon or other
elements. Meanwhile, the x value of Sample 2 is 0.75. The elemental presence
of aluminium in Samples 3 and 4 is in fact ∼0.1.

It is remarkable that the relative elemental compositions of Al and In in the
AlxIn1−xN films can be easily controlled by adjusting the RF power applied to
each magnetron sputtering electrode and other process conditions. The thick-
ness of the AlN interlayer also plays a significant role: the minimum thick-
ness has been reported to be ∼15 nm [238]. Interestingly, when the x value
exceeded 0.85, it turns out quite difficult to synthesize AlxIn1−xN quantum
dots on AlN.

It is instructive to note that the energy bandgap of AlxIn1−xN

Eg(eV) = 1.75 + 2.2x − 6.9x2 + 9.1x3 (5.1)

can be expressed in terms of x [253]. We note that the excitation source (Ar+

laser with λ = 514 nm) is not suitable to measure photoluminescence spec-
tra of semiconductor materials with bandgaps exceeding 2.412 eV. Figure 5.5
shows room-temperature photoluminescence spectra of Samples 3 and 4; the
peak positions are 1.793 and 1.796 eV, respectively.

Therefore, the difference in their bandgaps originates from the quantum
confinement effect among the QDs, not from the relaxation of chemical bonds,
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Fig. 5.5 Room temperature photoluminescence from samples 3 and
4 [238].

and the existence of defects required for the thermodynamic stability of the
particles [254–257]. From Fig. 5.5 one can deduce that the full width at
half maximum (FWHM) in the above two cases is approximately 0.3–0.4 eV.
Since the energy gap of Samples 1 and 2 (about 3.358 eV) was larger than
2.412 eV, the peak positions of PL spectra could not be acquired by the excit-
ing laser. According to Eq. (5.1), the energy gap of Samples 3 and 4 appears
to be 1.791 eV, which perfectly fits the experimentally measured peak position
(1.796 eV) in the PL spectrum.

To conclude this section, we recall that AlxIn1−xN QDs embedded in an
amorphous AlN matrix can be fabricated at very low temperatures on Si(111)
substrates by using the RF magnetron sputtering technique [238]. The mean
diameter of the QDs can be effectively controlled by adjusting the deposition
conditions. The nanostructured films show strong photoluminescence excited
by the Ar ion laser (λ = 514 nm). More importantly, Huang et al. success-
fully related the photoluminescence peak position, intensity, and the FWHM
to the mean sizes and density of the AlxIn1−xN nanodots, which are, in turn,
controlled by the plasma process parameters [238].

A possible application of AlxIn1−xN QDs grown on Si(111) substrates at
low-substrate temperatures is light emitters and detectors operating in ex-
tremely wide spectral regions covering from deep ultraviolet to infrared. This
can be made possible by the very efficient control of the QD bandgap energy
(Eg) by varying the plasma-based process conditions, which in turn affect
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the density, mean diameter, and elemental composition of Al, In, and N in
AlxIn1−xN nanodot arrays.

5.3
Plasma-Aided Nanofabrication of SiC Quantum Dot Arrays

5.3.1
SiC Properties and Applications

In recent years, wide bandgap semiconductors (e.g., with the bandgap energy
exceeding ∼2.0 eV) like silicon carbide (SiC), gallium nitride (GaN), and some
other Group III-nitride binary and ternary compounds [258, 259] have found
many useful optoelectronic and microelectronic applications. The compounds
have an outstanding potential for operating as high efficiency emitters and
detectors in parts of the optical spectrum. In particular, SiC is an indirect wide-
bandgap semiconductor whereas many III–V nitrides are photo-conductive
and are suited for operation in the blue–green, blue, and ultraviolet regions.
This makes it possible to use these materials in color displays, semiconductor
lasers, and also in high-capacity optical storage media.

There is also a constantly rising need for electronic devices that can oper-
ate at high power levels, high frequency, high temperatures and in chemically
hostile environments [260]. However, electronics based on existing semicon-
ductor technologies of Si and GaAs cannot tolerate such hostile environments.
As such, a suitable material is required to integrate existing semiconductor
capabilities, light emitting properties and the ability to operate in hostile en-
vironments.

SiC has emerged as a suitable candidate for high-power and high-tem-
perature device applications such as jet and automotive engines, deep well
drilling, satellite systems, and advanced power distribution systems. The
strong SiC chemical bond (bond enthalpy = 451.5 kJ/mol) makes it resistant
to chemical attack and radiation hence ensuring its stability at high tempera-
tures.

Moreover, a wide bandgap gives SiC some extra benefits, such as (i) an opti-
cal sensitivity in the blue and UV range; (ii) tolerance to strong electric fields,
and (iii) ability to respond to high frequency signals [261]. As such, SiC is
suitable for devices and integrated circuits operating at high voltage, high fre-
quency, high power, and high temperatures.

Our choice of continuing our discussion of plasma-based methods of quan-
tum dot synthesis by considering SiC is in part motivated by the fact that
SiC and AlN bulk materials have closely matched parameters (a = 3.112 Å,
c = 4.982 Å, for AlN; a = 3.073 Å, c = 10.053 Å for 4H SiC; a = 3.081 Å,
c = 15.117 Å, for 6H SiC). Moreover, SiC and AlN have similar physical prop-



5.3 Plasma-Aided Nanofabrication of SiC Quantum Dot Arrays 173

erties such as mechanical hardness [262], crystal structure [263] and thermal
expansion [264]. Furthermore, since the bandgap of AlN (∼ 6.2 eV) is substan-
tially larger than that of SiC (∼ 3 eV), it is therefore possible for the bandgap
energy of AlN to act as a potential barrier to confine the electron wave func-
tion and hence allow quantum effects to manifest.

The possibility of manipulating optical properties of semiconductors
through various degrees of dimensional or quantum confinement has at-
tracted considerable attention during the last decade as it makes them poten-
tially attractive for applications in nanodevice manufacturing. As mentioned
in Section 5.1, in semiconductor nanostructures, quantum confinement effects
lead to a modification in the electronic band structure, the vibronic states and
the optical emission compared to the bulk material [265–268]. This leads to
new possibilities for controlling photoluminescence effects of SiC quantum
dots considered in this section.

In general, SiC is an indirect bandgap semiconductor with the energy
bandgap of ∼3 eV at 300 K. As such, electrons can be excited from the va-
lence band to the conduction band by absorption of reasonable amount of
optical energy. Moreover, as an indirect semiconductor, the maximum of the
valence band does not coincide with the minimum of the conduction band.
Wave vector conservation then requires that the transition of an electron from
the conduction band to the valence band requires a change in the electron
momentum.

As a result of this indirect transition, energy is given up to the lattice as heat
rather than as an emitted photon. Despite this, SiC can be made to photo-
luminesce by introducing discrete states in the bandgap by means of defect
states (dopants) or by size-depending quantum confinement effects. The ef-
fect of size of SiC quantum dots on their photoluminescence properties is also
considered in this section.

5.3.2
SiC Growth Modes: With and Without AlN Interlayer

There are various ways to fabricate SiC nanostructures. One common way is
to grow SiC directly on Si substrates. Techniques such as plasma-enhanced
chemical vapor deposition (PECVD) [269] and sputtering [270] can be em-
ployed. It is also desirable to grow crystalline SiC layers on substrates as this
enhances carrier mobility and subsequently improves device performances
[271]. Techniques adopted to prepare crystalline SiC film include hot filament
chemical vapor deposition (PECVD) [272], laser ablation [273], and molecular
beam epitaxy (MBE) [274].

AlN has a very small lattice mismatch with SiC and it is suitable as a buffer
layer for the deposition of SiC quantum dots. Si(100) is commonly used as
a substrate to deposit AlN because the thermal expansion coefficient of AlN
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matches well with it, and also because Si is widely used as a substrate in elec-
tronic applications [275]. The role of the AlN buffer layer is to allow heteroepi-
taxial growth of semiconductors with the minimum lattice mismatch [276].
We recall that AlN has an energy bandgap of ∼6.2 eV. Comparing this to that
of SiC (∼3 eV), it is then possible for the bandgap energy of AlN to provide
a potential energy barrier to confine the electron wave function as shown in
Fig. 5.6.

Fig. 5.6 Schematic of a one-dimensional quantum well composed of
SiC sandwiched between AlN layers.

In the nanofabrication process discussed here, a wetting layer of AlN is first
grown on the Si substrate. This is followed by the growing of an overlayer
(SiC) on the wetting layer. Then a structural transition toward the forma-
tion of three-dimensional QDs occurs because it is energetically favorable over
the planar growth [277]. These QDs are essentially defect-free and their zero-
dimensional nature has been confirmed [278]. Similar to AlN nanodots of Sec-
tion 5.1, SiC QDs also experience an Ostwald ripening process, in which larger
islands grow at the expense of smaller islands when the growth is interrupted
after the structural transition [279]. In situ real-time observation of quantum
dot coarsening has demonstrated the importance of the ripening process for a
more uniformly distributed QD ensemble [280].

However, only a few works report on the successful growth of SiC quan-
tum dots. In most cases the SiC nanodots are directly grown on Si substrates,
which inevitably lead to a lattice mismatch with SiC. If the interface strain ex-
ceeds a critical value, it is relieved via the production of dislocations or cracks,
drastically reducing the material quality. These then lead to the necessity of
an AlN buffer layer for the growth process.
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Here we show the details of the successful use of the plasma-assisted RF
magnetron sputtering technique to synthesize SiC QDs on AlN buffer inter-
layers [282]. More importantly, this technique allows large area nanodot fab-
rication at temperatures much lower than the melting point of SiC (∼2800 ◦C)
[261]. Furthermore, the resulting nanofilm structure can be tailored to closely
match the composition of the sputtering target material [281]. In fact, this is
a novel and unprecedented way of preparing SiC quantum dots. We also dis-
cuss the effects of the process control parameters on the structure, morphol-
ogy, and composition of the SiC nanodot patterns.

The growth conditions of the SiC nanodot patterns are summarized in
Table 5.4 and are used to form the required layers on unprocessed single-
crystalline Si(100) wafers. Briefly, plasma-assisted RF magnetron sputtering
in the IPANF plasma reactor (described in detail in Chapter 3) is used to ob-
tain self-assembled SiC quantum dots on an AlN buffer interlayer. Generally,
for both deposition processes, N2, Ar, and H2 are introduced into the chamber.
The sputtering and reactive gases for AlN synthesis consist of Ar and N2.

Tab. 5.4 Process conditions for the synthesis of SiC QDs on AlN buffer layers [282].

Parameter AlN condition SiC condition

Base pressure 2 × 10−3 Pa 2 × 10−3 Pa
Reactive/sputtering gases N2, H2, Ar N2, H2, Ar
Gas flow rates, sccm
(Ar:H2:N2) 21.4:3.2:32.1 35.2:9.6:0–6.4
Substrate temperature (◦C) 350 100–400
RF power (W) 150 100–500 W
Deposition time (min) 60 2–120

Alternatively, for SiC deposition, the working gas feedstock consists mainly
of Ar, while N2 serves as a dopant. In both processes, hydrogen is intro-
duced to passivate the surface of the layer formed. SiC QDs on lattice-matched
AlN buffer layers are grown according to the complex scenario, which com-
bines the Stranski–Krastanov (SK) and nanoisland growth modes. In this two-
stage growth process, deposition of a buffer layer of AlN is followed by the
plasma-aided nanoassembly of SiC nanodot patterns. All the samples con-
cerned have the same AlN buffer layer unless specified otherwise. On the
other hand, when SiC QDs are directly synthesized on silicon substrates, the
growth proceeds via the Volmer–Weber (VW) nanoisland growth scenario in
lattice-mismatched systems.

We now show an example of the effect of the process conditions (with the
main focus on the effect of AlN buffer interlayer) on photoluminescence (PL)
characteristics, and surface morphology of the SiC quantum dot arrays. A
Renishaw micro-Raman System 1000 with PL capability is used to measure
room-temperature (∼300 K) photoluminescence. Similar to the previous sec-
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tion, the system uses an Ar+ laser excitation source with an incident beam
with the 514.5 nm wavelength. The laser beam is focused (magnification of
50×) onto a surface area of 1–2 µm in diameter, with a spectral resolution of
∼1.5 cm−1.

Figure 5.7 shows the results of comparison of the PL measurements of (a)
silicon substrate, (b) aluminum nitride grown on the substrate, and (c) silicon
carbide deposited on the AlN interlayer on top of Si. The deposition condi-
tions of the AlN layer are listed in Table 5.4. The SiC layer is grown with these
conditions: deposition time of 5 min, RF power of 500 W, substrate tempera-
ture ∼400 ◦C, and mass flow rates Ar:H2:N2 = 35.2 : 9.6 : 6.4 sccm. One can
see that with or without AlN, the PL intensities of wafers are almost the same,
indicating that AlN is transparent in the optical region concerned. Moreover,
AlN, being a direct-bandgap semiconductor, is able to produce photolumines-
cence in a deep UV range.

Fig. 5.7 Comparison of PL intensities (a) and plot of the SiC QD mean
size against the deposition time (b). The inset in graph (a) displays PL
emissions from Si and AlN [282].

On the other hand, Si is an indirect semiconductor but since the Si substrates
are n-doped, it is able to generate photoluminescence albeit with a lower in-
tensity. The energy of the incident radiation 2.41 eV is much higher than the
bandgap of bulk Si and much less than that of AlN. Weak photoluminescence
peaks at 575 nm, 600 nm, and 700 nm can be attributed to that of the Si sub-
strate. A significant increase in the PL intensity is observed when a layer of
SiC is deposited for 5 min. Subsequent photoluminescence measurements re-
veal a PL peak position at 630 nm, which cannot be routinely detected for
either Si or AlN. Hence, the PL emission here is due to the presence of SiC.

The effect of a AlN buffer layer on photoluminescence properties of SiC
film grown for 40 min is shown in Fig. 5.8. The deposition conditions for the
AlN buffer layer are listed in Table 5.4. For the sample with the PL spectrum
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(a) SiC was directly deposited on the Si substrate. The sample with PL spec-
trum (b) had SiC grown after AlN was deposited. The SiC deposition condi-
tions for both samples are the same: deposition time of 40 min; RF power of
400 W; substrate temperature ∼300 ◦C; and the ratio of the mass flow rates of
Ar:H2:N2 are 35.2:9.6:6.4 sccm, respectively.

Fig. 5.8 Influence of AlN buffer layer on photoluminescence of SiC
QDs deposited for 40 min [282].

The sizes of SiC nanodots grown on Si(111) substrates and AlN interlay-
ers are 25–40 nm and 45–60 nm, respectively. The sample with AlN buffer
layer shows a PL peak position at 625 nm and a full width at half maximum
(FWHM) of 161 nm while the sample synthesized without a buffer layer had
a peak centered at 639 nm and a FWHM of 166 nm. The photoluminescence
spectra give evidence that the presence of an AlN buffer increases the PL in-
tensity. This finding agrees well with the case of GaN films featuring an im-
proved PL intensity when it was grown on an AlN buffer layer [283].

Moreover, a comparison of the PL peak position indicates a slight blueshift
(from 639 nm to 625 nm) due to the presence of the AlN buffer layer (Fig. 5.8).
This observation agrees well with the report of Liu et al. [284], which indicates
on a quite similar blueshift of photoluminescence from InAs QDs as the thick-
ness of InAlAs layer in InAlAs–InGaAs strain-reducing layer is increased. The
observed blue shift of the photoluminescence maximum can be attributed to
the modification of the potential barrier surrounding the quantum dots as the
thickness of InAlAs increases [284]. It is thus possible that the AlN buffer layer
significantly modifies the potential barrier surrounding the SiC QDs. Repre-
sentative SEM micrographs of SiC quantum dots grown with and without
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Fig. 5.9 SEM images and photoluminescence spectra of as grown
and annealed (for 20 min at 1100 ◦C) SiC QD nanopatterns synthe-
sized by 15 min deposition (RF power 500 W) on unheated Si(100)
substrates (top panel) and AlN interlayer (grown at 400 ◦C for 60 min)
on silicon (bottom panel) [282].

AlN interlayer are shown in Fig. 5.9. Interestingly, SiC QDs grown with an
AlN buffer layer have a greater tendency to agglomerate and form clusters, a
phenomenon reminiscent of Ostwald ripening.

This observation agrees well with the report of Hiramatsu et al. [285], which
evidences that a fairly similar situation occurs for coalescing GaN nanoislands
on AlN. We emphasize that SiC quantum dots deposited on an AlN buffer
layer are observed to be generally larger in size (which can be seen in Fig. 5.9),
possibly due to the effects of coalescence. From Fig. 5.9 one can also notice
a quite different effect of postannealing on the room-temperature photolumi-
nescence of SiC QDs synthesized without (top row) and with (bottom row)
AlN buffer layer. Specifically, in the former case the PL intensity decreases
after 20 min annealing of the specimen at 1100 ◦C. On the contrary, photolu-
minescence of SiC nanodot patterns fabricated on AlN buffers becomes even
stronger after postannealing under the same conditions.

It is noteworthy that the sizes of quantum dots grown on AlN interlayers
appear to be larger and the maxima of the PL intensity are smaller (“blue
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shift”) than in the case of direct growth on silicon substrates. This observation
is different from commonsense expectations that the emission wavelengths
of smaller QDs must necessarily be shorter due to size dependence of the
bandgap. However, in the case considered, we deal with a more complex
system, where electron confinement in SiC quantum dots is controlled not
only by the sizes of the nanodots themselves but also by the properties of AlN
“sandwich” layers.

We now consider a simple model of confinement of an electron in a one-
dimensional well of length ax with the energy

E =
π2h̄2n2

2m∗a2
x

=
hc
λ

where λ is the peak emission wavelength, m∗ is the effective electron mass, n
is an integer, and h̄ = h/2π is Planck’s constant. If ax is the lateral nanocrystal
size, then the photoluminescence from larger nanocrystals (as is the case for
SiC QDs on AlN buffers) should be red-shifted. This is not observed in the
experiments discussed in this section. Thus, larger agglomerated nanocrystals
is not the main factor that controls the peak emission wavelength. Therefore,
some other mechanisms are more important in this case.

It is instructive to note that a one-dimensional quantum well structure
shown in Fig. 5.6 can be considered to account for the quantum effects that
manifest. This figure shows a nanometer-sized SiC layer sandwiched between
two AlN layers. Due to electron quantum confinement, discrete energy states
are formed in both the valence and conduction bands. For this structure, the
quantum well has a finite height; hence only a finite number of bound states
exist and the wells can interact [286].

When SiC quantum dots are deposited directly onto the AlN substrate, the
SEM images in Fig. 5.9 reveal that the internanodot gaps are smaller than in
the absence of the buffer layer, which is quite expected owing to the two dif-
ferent growth scenarios (SK and VW). By considering one of the dimensions
of the QDs as a one-dimensional quantum well (Fig. 5.9), two closely packed
QDs can be treated as a double quantum well. The latter can be formed when
the lateral dimensions of AlN layers become comparable with the nanodot
sizes. In this case the interaction between the individual wells would lead
to a greater separation of the discrete energy states already existing in single
quantum dot structures. Hence, any radiative transitions between the conduc-
tion and valence bands correspond to larger energy gaps and, hence, shorter
emission wavelengths. This eventually results in a blue shift of the photolu-
minescence maxima.

Therefore, one can conclude that the effect of the AlN buffer layer on both
photoluminescence properties and surface morphology of SiC quantum dot
patterns is very strong. In particular, interaction between closely packed in-
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dividual nanodots strained by the AlN nanolayer may lead to the reversal of
the size dependence of the photoluminescence maximum on the QD size. It is
interesting that quite similar observations have been made for dense nanopat-
terns of SiC QDs grown on silicon substrates by plasma-assisted magnetron
sputtering deposition exceeding 30–40 min in duration.

To conclude this subsection, SiC QDs can be synthesized by using RF mag-
netron sputtering on an AlN buffer layer which is predeposited on Si(100)
substrates. Sputtering of an aluminum target in a mixture of N2 and Ar re-
sults in a thin AlN buffer layer. A subsequent sputtering of the SiC target can
then be used. The above discussion involves the influence of the AlN buffer
layer on the photoluminescence properties and morphology of SiC QDs. Re-
gardless of the SiC deposition time, the buffer layer significantly enhances
the PL intensity of the SiC quantum dots. The SEM analysis also indicates
an increased coalescence (and hence, larger sizes) of SiC QDs when they are
deposited on the AlN buffer layer. The influence of deposition time on PL in-
tensity of SiC QDs deposited directly on the Si substrate is in agreement with
that of SiC QDs grown on the buffer layer. For SiC QDs deposited directly on
the substrate, SEM and STEM (Fig. 5.10) results reveal that SiC QDs are fairly
uniformly distributed throughout the substrate. Grain boundaries between
the dots are clearly seen in the STEM image in Fig. 5.10 and indicate that elec-
trons can be subject to quantum tunneling phenomena. Last but not the least,
the analysis of elemental composition by the energy dispersive X-ray spec-
troscopy confirms that the QDs of our interest in this section are made of SiC.

Fig. 5.10 STEM image of SiC QDs deposited for 7.5 min on silicon
substrates. Quantum dots with an average size of 6 nm are uniformly
distributed along the imaging area [282].
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5.3.3
Quest for Crystallinity and Nanopattern Uniformity

Recently, Cheng et al. [287] have demonstrated the possibility of determin-
istic synthesis of highly uniform patterns of crystalline and stoichiometric
SiC quantum dot patterns on p-Si(100) by using the inductively coupled
plasma-assisted RF magnetron sputtering deposition process. The nanodots
are highly stoichiometric ([Si]/[C]=1) and have a typical size of 20–30 nm at
surface temperatures exceeding 250 ◦C. More importantly, an increase of the
Ar+H2 plasma density results in the improvement of crystallinity of the SiC
nanopatterns.

Before we proceed to further discussion of the nanofabrication and proper-
ties of crystalline SiC QDs, we recall that bulk SiC has been commonly syn-
thesized by using a variety of wet chemical, chemical vapor, and neutral beam
epitaxy techniques [288]. However, the present day quest for tunable photolu-
minescence and other properties demands highly controlled nanofabrication
of crystalline SiC QDs with a strong size-dependent response.

Despite a large variety of existing SiC-based nanostructures with differ-
ent dimensionality, luminescent nanocrystals, nanoparticles, nanocrystalline
films, heterojunctions, there has been no convincing evidence of the possibil-
ity of synthesizing highly crystalline SiC QDs on Si (further denoted as SiC/Si
QDs) at low deposition temperatures compatible with the present day ULSI
microelectronic process specifications. A very limited number of relevant re-
ports indicates that nanodevice-quality SiC/Si QDs still remain elusive de-
spite notable recent advances in ab initio modeling of chemical stability and
optical bandgaps [289], synthesis of quasibulk (∼1 µm thick) nanocrystalline
SiC [290] and SiC nanostructures of different dimensionality [291], molecular
beam epitaxy of submonolayer quantities of SiC [292], and study of lumines-
cence from colloidal SiC nanocrystals in different solvents [293].

This might seem as a bit of surprise especially because of much earlier ad-
vances in the synthesis of Si QDs on SiC (Si/SiC QDs) [294,295] and a common
belief that SiC/Si QD is a merely inverted Si/SiC QD system. Indeed, both
SiC/Si and Si/SiC systems feature a ∼20 % lattice mismatch (the lattice con-
stants of 3C–SiC and Si are 4.355 and 5.431 Å, respectively) and thus sustain
the nanoisland growth modes. However, from the point of view of fabrication
techniques and participating building units [36], the complexity of SiC/Si QD
system is substantially higher, as the number of Si- and C-based building units
to be delivered (from the nanofabrication environment such as chemical vapor
or reactive plasma) to and redistributed (via surface migration) over the sili-
con surface need to be matched to achieve perfectly stoichiometric SiC QDs.

Due to much higher, compared to carbon, probability of silicon atoms to epi-
taxially recrystallize on Si surfaces, it is extremely difficult to independently
(separately) deliver adequate number of silicon and carbon atoms. Further-
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more, ab initio simulations [289] show that SiC (this also applies to a-SiC) can
be synthesized under equilibrium conditions only in very narrow ranges of
process parameters allowing one to avoid epitaxial recrystallization of Si or,
alternatively, growth of carbon nanoislands.

More specifically, SiC can be formed, e.g., when the ratio of delivered Si
and C species is low. It is amazing that delivering equal number of Si and C
to the growth surface would turn counterproductive since Si and C adatoms
are subject to very different conditions on a silicon surface. Above all, similar
to many common nanodot systems, SiC/Si QDs are extremely sensitive to the
rates of supply of building units and nanoisland crystallization rates. Indeed,
the delivery rates should be reasonably low (which is extremely difficult to
achieve in many existing fabrication techniques), whereas the crystallization
rates should be high.

To this end, it is imperative to keep the substrate temperatures high enough
(usually in excess of 600 ◦C) to achieve any appreciable crystallization of SiC,
as is frequently the case in reactive magnetron sputtering [291]. Alternatively,
special crystallization agents such as atomic hydrogen or carbon- or silicon-
based reactive radicals are needed to increase the crystallization rates. It is no-
table that the above problems are in most cases fabrication technique-specific.

Therefore, there is a vital need to introduce a reliable nanofabrication tech-
nique suitable for the synthesis of stoichiometric and crystalline SiC/Si QDs.
Cheng et al. [287] proposed the inductively coupled plasma (ICP)-assisted
RF magnetron sputtering technique which made deterministic synthesis of
SiC/Si QDs with the required properties, including ultrasmall size, required
stoichiometry, crystallinity, and excellent uniformity over large surface areas,
possible. In this way, it became possible to involve SiC compounds alongside
with Si and C atomic units sputtered (with very different rates!) from sintered
SiC targets in low-temperature, low-pressure Ar+H2 plasmas independently
created by an external inductive coil, to achieve the desired properties of the
SiC/Si nanodot patterns.

The IPANF plasma reactor described in detail in Chapter 3, has been oper-
ated in the plasma-assisted RF sputtering mode. In this regime, the plasma
densities are usually 1–2 orders of magnitude higher than in the pure RF mag-
netron sputtering regime used to synthesize SiC nanodots in the previous sec-
tion. We emphasize that the plasma production and magnetron sputtering are
essentially decoupled and can be controlled independently, by the inductive
power Pind (also for simplicity referred to as the ICP power) and RF mag-
netron sputtering power Pm. The inductive power (400–1000 W at 460 kHz) is
delivered via a quartz window on the top of the chamber.

The RF magnetron power (50–150 W at 13.56 MHz) is applied to a sputter-
ing electrode holding a high-purity, near-stoichiometric ([Si]/[C]=1), sintered
12 cm in diameter SiC target. An externally heated (in the 250–600 ◦C range)
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Fig. 5.11 SEM images of SiC QDs deposited at different substrate
temperatures ((a) 250 ◦C; (b) 400 ◦C); (c) variation of growth rate and
average SiC QDs size with Ts [287].

substrate stage is positioned in the chamber mid-plane approximately 15 cm
beneath the quartz window. A low-pressure (p0 = 0.25 Pa) mixture of high-
purity Ar and H2 gases with flow rates of 10 sccm, is let in the chamber, pre-
evacuated to a base pressure of ∼10−5 Pa by using a combination of rotary
and turbo-molecular pumps. SiC nanodot patterns are deposited on p-Si(100)
substrates in the processes that lasted from 20 to 120 min. The surface mor-
phology of SiC QDs is studied by standard analytical tools described in detail
elsewhere [287] (see also other sections of this book).

At earlier growth stages the nanodot size d follows the cubic root-law de-
pendence on deposition time tD (d ∼ t1/3

D ) according to the commonly ac-
cepted mechanism of Ostwald ripening [296]. Moreover, the quality of devel-
oped nanodot patterns is most sensitive to the substrate temperature Ts and
inductive power. Figure 5.11 shows the surface morphology of the SiC/Si
QD nanopatterns fabricated in a 60-min deposition process at Pm = 100 W,
Pind = 800 W, p0 = 0.25 Pa, pAr/pH2 = 1 : 1, and two different substrate tem-
peratures (250 and 400 ◦C), where pAr and pH2 are partial pressures of argon
and hydrogen, respectively.

From Figs. 5.11(a) and (b) one can see that nanosized SiC grains very uni-
formly cover Si(100) surface. At Ts = 250 ◦C, the average size of SiC QDs
is ∼35 nm and the nanopattern development (growth) rate is ∼0.58 nm/min
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(Fig. 5.11(c)). As the temperature is increased to 400 ◦C, the average size of
the grains reduces to ∼26 nm, whereas the growth rate rises to ∼0.75 nm/min
(Fig. 5.11(c)). In this case, the uniformity of surface coverage by smaller SiC
QDs becomes better as can be seen in Fig. 5.11(b).

Uniform coverage of large areas by ultrasmall SiC quantum dots also re-
mains a striking feature of the experiments conducted at different inductive
power and same other conditions as in Fig. 5.11 (Figs. 5.12(a) and (b)) [287]. At
lower RF input powers (e.g., ∼400 W), QDs appear to be very small (∼20 nm)
and cover large surface areas without any significant voids observable as is
seen in Fig. 5.12(a). However, when Pind increases, the average QD size in-
creases in ∼50 % to reach ∼29 nm at 1000 W. The QD growth rates, on the
other hand, decrease in almost two times, from 1.2 nm/min at Pind = 400 W
to just over 0.6 nm/min when the inductive power reaches ∼1000 W.

Fig. 5.12 SEM images of SiC QDs deposited at Ts = 400 ◦C and
different ICP powers ((a) 400 W; (b) 1000 W); (c) variation of growth
rate and average QDs size with the ICP power [287].

Elemental bonding states in the films have been characterized by using the
XPS and FTIR techniques [287]. Figure 5.13 shows typical narrow scan XPS
spectra of Si 2p (a) and C 1s (b). From the width and asymmetry of the XPS
curve, one can infer the existence of multicomponent peaks. The peak fitting
in the Si 2p spectrum yields four peaks, located at binding energy (BE) = 99.2,
100.5, 101.6, and 102.9 eV, respectively. These binding energies are attributed
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to Si–Si/Si–H, Si–C, O–Si–C, and Si–Ox bonds [297, 298], respectively and are
labeled in Fig. 5.13(a). Similarly, two deconvoluted peaks in the C1s spectrum
in Fig. 5.13(a) correspond to binding energies 283.2 and 284.6 eV, respectively.
These two binding energies are attributed to C–Si and C–C/C–H bonds, re-
spectively [297–299].

Fig. 5.13 XPS narrow scan spectra of (a) Si 2p and (b) C 1s of SiC
QDs. [287].

From Fig. 5.13, one can easily notice that the SiC peaks are the strongest
and the areas under them are also the largest compared to the peaks of other
elements, which means that SiC is the main constituent in the film. Moreover,
relative atomic concentrations of elements calculated by using transmission
functions and sensitivity factors for each of the constituent elements are 49 %
of Si and 47 % of C, with only minor traces of oxygen. Therefore, the SiC quan-
tum dots are almost perfectly stoichiometric with almost equal percentages of
silicon and carbon.

Glancing angle XRD measurements turned out extremely useful to sub-
stantiate the crystallinity of the SiC QDs [287]. Figure 5.14 shows the XRD
spectra of samples deposited without the plasma assistance and at ICP power
of 800 W at a low-substrate temperature of 400 ◦C. The two main diffraction
peaks at 2Θ = 35.7 and 60.0◦ correspond to (111) and (220) of 3C–SiC, re-
spectively [290, 300]. Comparison of the intensity and FWHM of these peaks
suggests that the crystal growth is promoted with elevated ICP power.

Figure 5.15 shows FTIR spectra of SiC structures synthesized with and with-
out the assistance of ICPs. The major band at 778 cm−1 (without ICP) is char-
acteristic to the stretching mode vibrations of Si–C bonds, (Si–C)s [301, 302].
In the case of sputter-deposited films, it can be exclusively attributed to the
(Si–C)s mode without any contribution from the Si–CH3 vibration modes,
which usually appear from samples grown by chemical vapor deposition in
SiH4+CH4 gas mixtures.
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Fig. 5.14 XRD spectra of samples deposited at Ts = 400 ◦C and ICP
power of 0 W and 800 W, respectively [287].

More importantly, after creating the inductively coupled plasma in the reac-
tor chamber, the (Si–C)s peak position shifts into the shorter-wavelength do-
main (792 and 800 cm−1 at 400 and 1000 W, respectively). This is commonly
attributed to the improvement of crystallinity [287]. Therefore, by using ex-
ternally generated ICP, one can noticeably improve the crystallinity of SiC QD
nanopatterns grown by reactive magnetron sputtering deposition.

The important salient features of the SiC quantum dots discussed in this
section is a very low oxygen content, high-purity, uniform size distribution,
and nonoverlapping (with other nanodots) in a very-high-surface-coverage
(approaching to 1). More importantly, the nanodot sizes can be effectively
controlled by varying the process parameters such as the external (ICP) power
and substrate temperature (Figs. 5.11 and 5.12). Moreover, the process control-
lability and reproducibility are very high, which warrants its potential com-
mercial applications.

We emphasize that some elements of the deterministic “cause and effect”
approach [36] have been used to minimize the number of experimental trials.
It is important to note that the nanofabrication method used by Cheng et al.
[287] advances the existing magnetron sputtering techniques by separating
the plasma production and sputtering of building units from the solid target.
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Fig. 5.15 Infrared transmittance spectra of SiC QD nanopatterns
synthesized with the assistance of the inductively coupled plasmas
(at Pind = 400 and 1000 W) and without it. Other process param-
eters: Ts = 400 ◦C, Pm = 100 W, tD = 60 min, p0 = 0.25 Pa,
pAr/pH2 = 1 : 1 [287].

In this way, the external RF power which is used to sustain the plasma dis-
charge becomes an efficient process control tool. In the above examples, by
changing the ICP power Pind, it became possible to control the deposition
rates, and more importantly, nanodot size and crystallinity. We emphasize
that the near-stoichiometric ([Si]/[C]=1) high-purity SiC sputtering target and
the gas mixture with a low concentration of argon gas was chosen intention-
ally [287].

The choice of the near-stoichiometric target is actually dictated by the desire
to sputter out a large fraction of SiC molecular building units that could di-
rectly incorporate into the growing patterns and thus improve the stoichiom-
etry of the material. Moreover, RF magnetron sputtering at reasonably low
powers is given preference to DC magnetron sputtering because at DC sput-
tering voltages exceeding 100 V (which is typical to most of DC magnetron
sputtering systems) the rates of sputtering of silicon atoms (and also increase
faster with the ion energy) much exceed those of carbon atoms, which could
be detrimental for the synthesis of stoichiometric SiC QDs.

By choosing unconventionally low partial pressures of argon in the Ar+H2
mixture (plasmas of hydrogen-dominated gas are more commonly used for
the synthesis of polycrystalline, nanocrystalline, or polymorphous silicon), we
have taken into consideration the results of our earlier computations, which
suggest that when the input power increases, the fluxes of argon ions (which
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activate surface dangling bonds) usually increases faster than the fluxes of
atomic hydrogen (which passivate the surface dangling bonds and etch amor-
phous material away) [36, 287].

Furthermore, higher plasma densities result in an increased sputtering
yield, which in turn results in an increased delivery of building units to the
growth surface. Not surprisingly, a combination of the above factors results
in larger nanodot sizes seen in Fig. 5.12(b). It is important to note that the
working pressure needs to be kept low (p0 = 0.25 Pa) to enable the sputtered
species travel to the deposition substrate unaffected by atomic collisions.

Finally, exciting and highly encouraging results on plasma-assisted synthe-
sis of SiC nanodot patterns discussed in this section suggest that as yet elusive
goal of deterministic synthesis of highly uniform arrays of single-crystalline, pure
and stoichiometric SiC quantum dots is very likely to be achieved by using the
innovative high-density inductively coupled plasma-assisted RF magnetron
sputtering technique and a deterministic “cause and effect” approach [36].
Hopefully, the above results will encourage a wider nanoscience and plasma
processing communities to more extensively use the low-temperature plasma-
based nanofabrication tools.

5.4
Plasma-Aided Fabrication of Very Large-Aspect Ratio Si-Based Nanowires

Low-frequency inductively coupled plasma-assisted magnetron sputtering
technique can also be used for the synthesis of amorphous silica nanowires
on large area silicon substrates [303]. Such one-dimensional nanowire struc-
tures include nanohelicoids, nanosprings, nanohelices, and nanodrills and can
be used to confine electrons in two dimensions in the plane perpendicular to
the predominant growth direction.

Interestingly, the shape of all of the above nanostructures can be conve-
niently controlled by the arrangement of working gas flow and operation
conditions of the plasma discharge. The growth process can be explained
by the vapor–liquid–solid (VLS) mechanism [303]. More importantly, these
nanowires could have potential applications in one-dimensional molecular
devices, nanoscale biosensors and nanoresonators.

We now consider the issues related to the plasma-assisted growth of in-
tricate one-dimensional structures in more detail. First, we note that one-
dimensional (1D) nanomaterials such as carbon nanotubes, semiconductor
[304–306], and oxide [307, 308] nanowires are being intensively studied be-
cause of their great potential applications in nanoelectronics and mesoscopic
physics.

For example, wide-bandgap semiconductor light-emitting nanowires are
ideal for fabrication of ultrahigh resolution visible display devices and op-
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toelectronics [309]. On the other hand, amorphous silica is commonly used
in silicon-based integrated devices as dielectric barriers and passivation lay-
ers. There are numerous recent reports on a successful fabrication of a vari-
ety of quasi-one-dimensional SiO2 nanostructures, such as nanosprings [310],
nanowires [311, 312] and some others.

In this section we show an example of successful use of reactive plasmas for
the assembly of amorphous silica nanohelicoids, nanohelices and nanodrills.
In this case, a plasma environment (high-density, low-frequency (∼ 460 kHz)
inductively coupled plasma-assisted RF magnetron sputtering in the IPANF
reactor; frequency of RF signal applied to the RF magnetron is 13.56 MHz)
quite similar to that used for nanofabrication of highly crystalline and ordered
arrays of SiC/Si nanodots [287] discussed in the previous section, is used. We
recall that the schematics of the IPANF facility is given in Chapter 3.

For the nanowire growth, Ni is usually chosen as a catalyst whereas lightly
doped silicon or fused silica can be used as a substrate. In the experiments
of Huang et al. [303] when the substrate temperature reaches a preset value,
a silane and hydrogen gas mixture are introduced to the chamber and a low-
frequency RF power is applied to ionize the working gas. Thereafter, a chemi-
cally pure Ni target magnetron electrode is then powered with an independent
13.56 MHz RF source. A typical process duration is ∼30 min. By adjusting the
deposition parameters and substrate temperature, various one-dimensional
nanostructures can be synthesized.

Figure 5.16 shows the field-emission scanning electron microscopy images
(recorded using a JEOL JSM-6700F FE-SEM) of different 1D amorphous silica
nanostructures. The overall lengths of the nanohelicoids (top left in Fig. 5.16)
appears to be larger than 100 µm, with pitches varying from 1 to 1.5 µm.
On the other hand, the nanosprings (top right in Fig. 5.16) are generally
shorter than the nanohelicoids, with typical lengths not exceeding ∼10 µm;
the pitches of the nanosprings usually change from 0.2 to 1 µm. The sizes
of most of the nanosprings are fairly uniform along the preferential growth
direction.

Interestingly, under certain growth conditions, a nanowire may split into
two nanohelices (bottom left in Fig. 5.16). The diameters of the two helices
are usually slightly smaller than that of the corresponding straight nanowire.
The pitches of the two helices are not uniform, but they are quite symmetric
about the central axis. Typical lengths of nanodrills (bottom left in Fig. 5.16)
are slightly larger than 10 µm; their pitches usually exceed 200 nm [303].

Figure 5.17 shows a TEM and HRTEM (Philips CM 200) images of a typical
nanohelix. Sample preparation involves a mechanical transfer of a nanohelix
from the Si substrate to a holey carbon TEM copper grid. As one can see
from Fig. 5.17(a), the diameter of the straight section is ∼126 nm, whereas
the diameters of the two helical sections are 118 and 116 nm, respectively.
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Fig. 5.16 FE-SEM images of one-dimensional nanowire-like amor-
phous silica nanostructures: nanohelicoids (top left), nanosprings (top
right), nanohelices (bottom left), nanodrills (bottom right) [303].

Moreover, both directed and helical parts of the nanohelix have quite similar
features in the HRTEM image, as shown in Fig. 5.17(b). The HRTEM image
proves that the whole helix is purely amorphous.

The elemental composition of the amorphous helix is examined using an
energy-dispersive X-ray (EDX) spectrometer (OXFORD INCA x-sight 7421).
The EDX analysis confirms that the nanohelix is composed only of O and Si.
Amazingly, the elemental ratio of oxygen and silicon is 55.2:26.4, which is very
close to the stoichiometric [O]/[C] ratio of SiO2 of 2:1. However, some EDX
peaks attributed to Cu and C take their origin from the holey carbon TEM
copper grid.

Furthermore, the results of the chemical mapping of silicon and oxygen
in the nanowire structures suggest that both Si and O are uniformly dis-
tributed in the whole helix. The amorphous structure of the silica nanosprings
is consistent with the established growth models of helical nanowires [313].
Huang et al. postulated that the changes of the diameter and pitch of the
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Fig. 5.17 TEM (a) and HR-TEM (b) images of a SiO2 nanohelix [303].

nanosprings are caused by the composition, velocities, and flow directions of
reactant gases during the growth process and put forward an inelastic colli-
sion theory [303]; however, this theory needs further justification before it can
be widely adopted.

Therefore, low-frequency inductively coupled plasma assisted magnetron
sputtering is a very efficient technique for nanofabrication of ultra-large-
aspect-ratio one-dimensional nanostructures. To this end, highly reproducible
synthesis and morphology control of the amorphous silica nanosprings,
nanohelicoids, nanohelices, and nanodrills seem feasible. Finally, plasma-
synthesized nanohelicoids, nanohelices, and nanodrills have thus joined the
rapidly growing family of quasi-one-dimensional nanostructures, which have
tantalizing prospects in nanotechnology.

5.5
Quasi-Two-Dimensional Semiconductor Superlattices Synthesized by
Plasma-Assisted Sputtering Deposition

We now turn our attention to quasi-two-dimensional semiconductor nanos-
tructures that can provide electron confinement in one direction. Such a fun-
damental possibility has already been briefly discussed in Section 5.3 in rela-
tion to AlN buffer interlayers in nanofabrication of SiC quantum dots.

Let us recall Fig. 5.6, which illustrates the basic idea of quantum confine-
ment in quantum superlattices, which contain two alternating layers of two
different materials. The thickness of these layers is usually in the range of a
few to a few tens of nanometers. The contacting materials and the thickness
of the layers in superlattices are chosen intentionally. Indeed, the electronic
band structure of such a quasi-two-dimensional sandwich-like nanoassembly
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is engineered to meet a specific requirement, for instance, a room-temperature
photoluminescence inefficient of impossible otherwise.

In this section, we discuss an even more complex example of such super-
lattice structures, namely SiCN/AlN nanoparticle superlattices (NPSLs), fab-
ricated by using plasma-based nanotools. Specifically, alternating RF mag-
netron sputtering of SiC and Al targets in reactive plasmas of N2+Ar+H2 gas
mixtures has been used [314]. Interestingly, the best periodic structures with
the highest content of SiCN nanoparticles can be obtained when the thickness
of alternating SiCN and AlN layers are 42 and 3 nm, respectively.

In this case, the NPSLs exhibit the strongest photoluminescence (PL) even
without any postannealing. However, annealing of superlattice specimens
at higher annealing temperatures Ta leads to an increase of the PL inten-
sity. Moreover, the peak intensity experiences a strong redshift at annealing
temperatures exceeding 650 ◦C; the maximum in the PL intensity is achieved
at Ta = 1100 ◦C. Below, we will discuss the details of the plasma-assisted
synthesis, structural properties, and room-temperature photoluminescence of
SiCN/AlN nanoparticle superlattices [314].

As usual, we begin our discussion by mapping the main issues concerned
and why the nanoparticle superlattices have recently been of so much interest.
As has been mentioned several times elsewhere in this monograph, silicon-
based nanostructures are indispensable in micro- and nanoelectronics, inte-
grated photonics, and optoelectronics [315].

Since the early 1990s, porous Si structures have been in the spotlight of
many research endeavors owing to their exceptional luminescence proper-
ties [316]. Unfortunately, it was soon revealed that relatively poor mechanical
properties such as fragility and also unstable and uncontrollable luminescence
of porous silicon are unlikely to keep the pace with continuously rising stan-
dards of modern nano- and optoelectronic technology.

To overcome such problems, research efforts in this direction had to fo-
cus on finding ways to synthesize Si nanocrystals embedded in oxide ma-
trices [317–321]. In fact, a proper control of the size, passivation, and density
of nanocrystalline Si (nc-Si) turns out to be a viable way to achieve a strong
photoluminescence (PL) in the visible spectral range. For example, Zacharias
et al. [322,323] proposed a SiO/SiO2 superlattice approach to control the nc-Si
size and density and eventually improve the photoluminescence properties.

Besides the research of nc-Si, the photoluminescent porous SiC [324], a-
SiN:H film [325, 326] and SiCN crystallites [327] have been paid a significant
attention in the last decade. SiC-based nanomaterials discussed above in Sec-
tion 5.3 is yet another alternative. However, as we have learned from Sec-
tion 5.3, synthesis of crystalline nanostructured SiC still remains a major chal-
lenge. For example, to grow high-quality SiC film, i.e., cubic silicon carbide
(β-SiC), very high growth temperatures are usually required.
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Amazingly, as it often happens in nanofabrication (it is worth recalling how
addition of In to AlN made it possible to achieve deterministic bandgap tun-
ability in ternary AlxIn1−xN quantum dot patterns, see Section 5.2), by adding
one more element, one can synthesize a viable substitute capable of luminesc-
ing at room temperatures. By involving nitrogen gas in a high-temperature
(∼800 ◦C) synthesis process, Chen et al. [327] managed to synthesize nanopar-
ticle SiCN films. It is also worth mentioning that controlled/guided self-
assembly of nanoparticle films has recently become a matter of major impor-
tance because of its simplicity and cost-efficiency [314].

Due to the quantum confinement effects at nanoscales, the nanoparti-
cle films also display promising characteristics for the fabrication of light-
emitting diodes, nonlinear optical devices, and electronic devices. Recently,
Xu et al. [314] reported an advanced plasma-based method of synthesiz-
ing SiCN/AlN superlattices with highly controlled thickness of alternating
SiCN and AlN layers. In this way, it becomes possible to control the inten-
sity of photoluminescence by varying the nanoparticle size and density. It
is remarkable that when the SiCN sublayer is thin, there appears a notable
size-dependent shift of the photoluminescence peak position in SiCN/AlN
nanoparticle superlattices (NPSLs) [314].

In the experiments of Xu et al. [314], Si(100) substrates were chemically
cleaned before being loaded into the sputtering chamber of the Integrated
Plasma-Aided Nanofabrication Facility (see Chapter 3 for more detailed de-
scription of this facility). A typical base pressure of 3×10−3 Pa is routinely
achieved by a turbomolecular pumping system. SiCN/AlN nanoparticle su-
perlattices can be prepared by the following procedure: an AlN buffer layer
is first grown on a Si(100) wafer by sputtering (for 30 min) a pure Al target
under the gas flow rate N2:Ar:H2 = 32.1 : 21.4 : 3.2 (all flow rates in sccm)
with a power of 300 W at the deposition temperature 350 ◦C.

Thereafter, SiCN nanoparticle films and amorphous AlN interlayers are al-
ternatively deposited by a consecutive sputtering of a pure and stoichiometric
SiC target ([Si]/[C] ∼ 1:1) under the gas flow rates N2:Ar:H2 = 6.4 : 35.2 :
9.6 sccm with the RF power 500 W and Al target with the same growth con-
dition as that of the buffer layer [314]. The substrate temperature is kept at
400 ◦C. After the deposition, the samples are annealed at 1100 ◦C for 20 min in
a nitrogen flow. The details of the nanofilm characterization are standard and
are similar to those used in previous sections. For more details of the plasma
facility and analytical characterization the reader can be referred to the origi-
nal work [314].

Figure 5.18 shows the transmission electron microscopy image of an as-
grown SiCN/AlN nanoparticle superlattices sample (top panel), wherein the
bright and dark layers are the SiCN and AlN layers, respectively. One can
note regular and periodic structures with a large number of amorphous SiCN
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Fig. 5.18 Cross-sectional TEM micrographs of the SiCN/AlN nanopar-
ticle superlattices sample: (top panel) as-grown SiCN/AlN nanoparticle
superlattices; (panel in the middle) SiCN/AlN nanoparticle superlat-
tices annealed at 1100 ◦C; and (bottom panel) a SiCN nanocrystal
formed at the SiCN/AlN interface [314].

nanoparticles embedded in each SiCN sublayer. One can notice that the
SiCN nanoparticles with a typical size of a few nanometers are located at the
SiCN/AlN interfaces, as can be seen from Fig. 5.18 (panel on the right).

For pure SiCN nanoparticle films grown on an AlN buffer Xu et al. ob-
served many amorphous cylindrical nanostructures with the size of a few
tens of nanometers. Thus, SiCN nanoparticles in the superlattices can in-
deed be formed through the limitation of AlN sublayer. After annealing at
1100 ◦C, there are nanocrystals smaller than 5 nm at the SiCN/AlN interfaces
(see Fig. 5.18, bottom panel); this appears to be consistent with the XRD anal-
ysis.

X-ray reflectivity (XRR) measurements have been used to investigate the ef-
fect of the sublayer thickness on the superlattice structures [314]. Figure 5.19
shows the XRR variation of the superlattices with the thickness of the SiCN
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Fig. 5.19 X-ray reflectivity variation of the SiCN/AlN nanoparticle su-
perlattices with the thickness of the SiCN alternating layer [314].

layer. When the thickness of SiCN and AlN alternating layers are 42 and 3 nm,
respectively, one can observe the XRR peaks corresponding to up to three or-
ders of diffraction; this is an indicator of the best periodic structure. The ratio
of the intensities of the second-order and the first-order XRR peaks can be
used to estimate the interface roughness [328].

Moreover, when the thickness of the SiCN and AlN alternating layers are 42
and 3 nm, respectively, the above intensity ratio reaches a maximum, which
is indicative of the smoothest SiCN/AlN interface [314]. Meanwhile, the opti-
mal value of the AlN sublayer thickness is approximately 3 nm.

Interestingly, the as-grown samples do not show any significant XRD peaks
characteristic to SiCN nanocrystals. However, after annealing at 1100 ◦C, the
XRD spectra (not shown here) of the SiCN/AlN nanoparticle superlattices ex-
hibit broad diffraction peaks between 34 and 36◦. Because the AlN buffer
layer is too thin to give any diffraction information, the broad peak appearing
at around 35◦ can be attributed to the SiCN crystalline structure [329].

More importantly, the intensity of the above broad peak reaches a maxi-
mum when the thickness of SiCN and AlN alternating layers is 42 and 3 nm,
respectively. It is worth noting that the annealing temperature also shows a
notable effect on the SiCN nanocrystal growth, which starts to form even at
low Ta. The content of SiCN nanocrystallites in the film increases with Ta and



196 5 Quantum Confinement Structures

peaks after annealing at 1100 ◦C. However, any further increase in Ta causes
the content of SiCN nanocrystals to decrease quite significantly [314].

FTIR analysis of the SiCN nanofilms and SiCN/AlN nanoparticle superlat-
tices reveals that under the same total thickness, the superlattices contain more
SiCN nanoparticles compared to the case of a pure SiCN thin film. This is ev-
idenced by strong C–N and Si–N wagging and Si≡O stretching bonds. More-
over, the FTIR results suggest that the broad peak at 35◦ in the XRD spectra
can be attributed to the nanocrystalline structure of SiCN rather than to that
of SiC. A comparison on the intensities of the photoluminescence of the SiCN
films and the SiCN/AlN nanoparticle superlattices shows that the PL of the
SiCN/AlN NPSLs appears to be much stronger than that of the SiCN film
either before or after annealing.

Figure 5.20 displays the photoluminescence intensities of SiCN/AlN NPSLs
with different SiCN sublayer thickness (tSiCN). One can see that, when tSiCN <
70 nm, the PL position is “blueshifted” as tSiCN decreases. However, when
tSiCN >70 nm, the PL position becomes independent of tSiCN [314]. Moreover,
the PL intensity increases with tSiCN and reaches a maximum at tSiCN = 42 nm.
A further increase of the SiCN layer thickness causes a decrease of the inten-
sity of photoluminescence.

Fig. 5.20 Photoluminescence spectra of the SiCN/AlN nanoparticle
superlattices with a different SiCN sublayer thickness [314].

Annealing the samples at 1100 ◦C can strongly enhance the intensity of the
photoluminescence; however, the trend of the variation of the PL intensity
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with tSiCN remains the same. The PL intensity also changes with the anneal-
ing temperature. In fact, at low temperatures the PL intensity first increases
without any shift in the peak position; when Ta >650 ◦C, the PL increases
again in intensity; this increase is accompanied by a redshift of the peak po-
sition. The PL intensity reaches a maximum when Ta = 1100 ◦C; a further
increase in Ta decreases the PL of SiCN/AlN nanoparticle superlattices [314].

It is worthwhile to mention that the superlattice method to limit the Si
nanocrystal size was first explored by Zacharias et al. [322]. Using an em-
pirical model that takes into account the different interfacial energies and ma-
terials, they successfully explained the exponential scaling of crystallization
temperature with the layer thickness of amorphous Si sublayer and revealed
a critical thickness for amorphous Si sublayer below which no crystallization
can occur in the Si/SiO2 system.

In this model, it was assumed that the crystallization nucleus is symmet-
rically embedded in the amorphous material between the oxide interfaces
and is cylindrical in shape. In the SiCN/AlN nanoparticle superlattices of
our interest here, the crystallization nucleus is most likely on the surface of
amorphous AlN sublayer because of the close lattice constants of SiCN and
AlN and thermal expansion coefficients; this certainly favors the formation
of SiCN nanocrystals on the AlN surface at room temperatures. The TEM
results in Fig. 5.18 clearly justify this assumption. On the other hand, any
precise description of the nanocrystal nucleation kinetics would require an
explicit assumption of the nanocrystal shape. Xu et al. assumed that the SiCN
nanocrystals are also cylindrical in shape. For details of the SiCN nucleation
kinetics, we refer the interested reader to the original work [314].

Here we pinpoint two interesting conclusions drawn from this elegant the-
ory:

• there is a critical size of a SiCN structure for the amorphous-to-
crystalline transition;

• smooth interfaces are more favorable for the crystallization of SiCN on
the AlN surface.

As we have stressed above, the smoothest SiCN/AlN interface can be
achieved when the thickness of SiCN and AlN interlayers are 42 and 3 nm,
respectively. As such, it is not surprising that there exists more SiCN nuclei
in the SiCN sublayers. As a result, the highest SiCN nanocrystal content was
observed after postannealing at high temperatures.

The intensity of photoluminescence from SiCN/AlN superlattice can in
general be described as [330]

IPL ∝ σφNec
τ

τR
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where σ, φ, τ, τR, Nec are the excitation cross section, photon flux, lifetime,
radiative lifetime, and the total number of emitting centers, respectively. It is
commonly believed that the passivation of nanoparticles can effectively en-
large the excitation cross section and increase the lifetime. Furthermore, in
as-grown SiCN/AlN nanoparticle superlattices the emitting centers should
be related to the SiCN nuclei or nanocrystals. It is also possible that after
annealing, silicon oxides also affect the PL in SiCN/AlN nanoparticle super-
lattices. By considering so, the photoluminescence of SiCN/AlN nanoparticle
superlattices can be understood as follows [314]:

First, in comparison with pure SiCN films, the SiCN/AlN NPSLs with the
same total thickness of SiCN contain more SiCN nanoparticles (SiCN nuclei or
nanocrystal), as revealed by the FTIR analysis. That is, the SiCN/AlN NPSLs
have more emitting centers. Since the growth conditions of the SiCN inter-
layer are intermediate to those for the pure SiCN film and SiCN/AlN superlat-
tices, σ, τ, and τR are quite similar. It is reasonable that the PL intensity mostly
depends on the presence of SiCN nanoparticles in the superlattice. This is why
the strongest PL is observed from the SiCN/AlN nanoparticle superlattices.

Second, the observed redshift of the photoluminescence position of
SiCN/AlN nanoparticle superlattices at tSiCN <70 nm can be attributed
to quantum confinement effects of SiCN nanoparticles. In fact, the SiCN
nanoparticle size is just a few nanometers at tSiCN = 42 nm. The shorter the
growth time of the SiCN sublayer, the smaller is the SiCN nanoparticle size,
which naturally causes the blueshift of the PL peak position.

Third, the maximum of the photoluminescence intensity observed as
tSiCN = 42 nm can be also related to the abundance of SiCN nanoparticles
in the superlattice. In this case, the annealed SiCN/AlN nanoparticle super-
lattices exhibit the highest content of SiCN nanocrystals [314]. Meanwhile, the
as-grown SiCN/AlN NPSLs should have the largest number of SiCN nuclei.
Hence, the maximum of the intensity of the photoluminescence is observed
as tSiCN = 42 nm and tAlN = 3 nm, either with or without annealing.

Furthermore, the effect of postannealing on the PL of SiCN/AlN nanopar-
ticle superlattices (which goes outside the scope of this monograph) can be
satisfactorily explained in terms of the photoluminescence model suggested
by Qin et al. [331]. This model takes into account two competitive processes,
namely the quantum confinement and the luminescence center processes.
When the most probable nanoparticle size is below the critical size, the quan-
tum confinement processes determine the PL. Otherwise, the luminescence
center processes control the photoluminescence.

Finally, the results of Xu et al. have convincingly demonstrated the possi-
bility of using a plasma-based nanofabrication technique to synthesize quasi-
two-dimensional semiconductor superlattices with ultrathin alternating SiCN
and AlN layers. By adjusting the plasma process duration and other experi-
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mental parameters, it turns out possible to achieve a precise control and ex-
cellent reproducibility of the thickness and interface quality of the alternat-
ing layers. In turn, relative thicknesses of the SiCN and AlN layers signifi-
cantly affect the electronic structure of the quasi-two-dimensional structure,
and eventually its photoluminescence properties.

This is an exciting example of the successful use of the (plasma-based)
process—structure—properties sequence in nanofabrication of light-emitting
semiconductor nanostructures. In this way, by achieving a certain level of
control of the structure and composition of the alternating layers, it is possible
to ultimately achieve a high level of size-controlled tunability of the optical
emission within a preselected spectral band.

5.6
Other Low-Dimensional Quantum Confinement Structures and Concluding
Remarks

We now briefly discuss some other examples related to plasma-assisted
nanofabrication of quantum confinement structures of various dimensionality.
Owing to extreme flexibility of the Integrated Plasma-Aided Nanofabrication
Facility in generating the broadest possible range of nanoassembly precursor
species in solid (by sputtering), liquid (by in situ evaporation), and traditional
gaseous (by PECVD) forms, the range of materials involved in the synthesis
and postprocessing of functional nanostructures and their nanopatterns is
virtually unlimited.

As we have seen from the previous sections, generation of multiple reac-
tive species in a plasma environment makes it possible to synthesize a range
of nanostructures made of binary and ternary compounds of elements of dif-
ferent groups (e.g., III–IV semiconductors). It is impossible to consider all
possible options in a single monograph and this is why we will briefly discuss
below some important cases that should be paid a particular attention.

In the first example, we show a microstructure and a clear relationship be-
tween the photoluminescence peak position and the sizes of silicon quantum
dots grown on AlN interlayers. The second case is related to plasma-assisted
self-assembly of ordered arrays of SiC-based nanodots. We will then show
a striking example of the possibility to synthesize single-crystalline SiCAlN
nanorods and by manipulating the plasma process parameters, to increase
the nanorod’s length and eventually “pull” ultra-high-aspect ratio nanowires.
This section will conclude with a brief discussion of some of the important
issues related to plasma-assisted nanofabrication of quantum confinement
structures of various dimensionality.

Huang et al. observed photoluminescence from Si quantum dots embed-
ded in amorphous AlN films and deposited (at low process temperatures
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on Si(111) substrates) in the IPANF plasma reactor in the plasma-assisted RF
magnetron sputtering mode [332]. The main emission peak is located near
700 nm wavelength and has a full width at half maximum smaller than 80 nm.
More importantly, the peak position in the PL spectrum shifts from 726 to
778 nm with the size of the Si quantum dots increasing from 9.1 to 14.5 nm.

It has also been deduced that the optical emission near 700 nm from Si quan-
tum dots originates from the quantum confinement effect and not due to the
surface state of the oxidized Si nanocrystals as is commonly believed [332].
Moreover, the mean diameters of the quantum dots can be effectively con-
trolled by the plasma-based process parameters and properties of the amor-
phous AlN buffer interlayers.

The attempt to grow silicon quantum dots on AlN buffer layers by the
plasma-assisted RF sputtering deposition is primarily motivated by the at-
tractiveness of Si QDs for various applications in nanoelectronics. Their
unique physical properties, size confinements effects, and Coulomb block-
ade phenomena make silicon quantum dots suitable for silicon-based nan-
odevices like single-electron transistors or quantum dot floating gate memo-
ries [333, 334].

To this end, a precise control of nanodot sizes and nucleation sites are of
key importance in achieving stable operation and increasing the reliability of
such devices [333, 334]. However, ultrasmall sizes of Si quantum dots (essen-
tially in the nanometer range) are required for their efficient operation at room
temperatures.

We emphasize that the AlN buffer interlayer and Si QDs can be synthesized
by the RF magnetron sputtering technique within a single vacuum cycle [332].
The properties of the AlN buffer layer, which in fact significantly affect the as-
sembly of Si QDs, are quite similar to what has been discussed in Section 5.1.
After pretreatment of Si(111) substrates in a 2 % HF solution, AlN film is de-
posited on it; the sputtering parameters are as follows [332]: base pressure
1.1×10−3 Pa; ratio of mass flows of Ar and N2 1:4; sputtering pressure 0.8 Pa;
RF (sputtering) power 150 W; substrate temperature 350 ◦C; and deposition
time 60 min.

Under the optimum sputtering conditions, the AlN films appear to be poly-
crystalline, with the mean optical transmittance in the ultraviolet and infrared
ranges exceeding 96 %. In this case, the surface of the AlN buffer layer is very
smooth, and the film thickness is approximately 54 nm. Interestingly, if the
AlN film thickness is larger than 27 nm, it has a very weak effect on the for-
mation of Si QDs.

Generally speaking, the size and pattern density of Si quantum dots are af-
fected by a number of operation parameters that can be independently varied
in the IPANF. However, it turns out that the mass flow ratios of Ar and H2,
substrate bias voltage, and RF power show the strongest influence on the Si
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QDs assembly. The deposition parameters of four samples in the experiments
of Huang et al. are summarized in Table 5.5.

Tab. 5.5 Summary of deposition conditions of Si QDs [332].

Sample [Ar]/[H2] RF power Bias Pressure Deposition Substrate
number ratio (W) (V) (Pa) time (min) temp.

(◦C)

1 1:30 200 300 2.6 15 350
2 1:30 200 200 2.6 20 350
3 1:37 200 100 2.3 25 350
4 1:10 300 0 3.3 30 400

Figure 5.21 shows the TEM images of Sample 1. From Fig. 5.21 and also
from relevant SEM images (not shown here), one can infer that the mean di-
ameter of Si quantum dots is ∼7.5 nm, and the deposited silicon material is
in fact polycrystalline. Photoluminescence spectra of Sample 1 measured at
room temperatures by using an Ar-ion laser (514 nm wavelength) suggest that
the dominant emission peak is located at 738.41 nm [332]. The full width at
half maximum (FWHM) of this peak is ∼121 nm. The mean diameters of
Samples 2, 3, and 4 are 9.1, 14.1, and 29.5 nm, respectively. The photolumines-
cence peaks of a higher energy of Samples 2 and 3 are located at 749.83 and
778.34 nm, respectively, and their FWHMs are 111 and 97 nm, respectively.

Fig. 5.21 Transmission Electron Microscopy of Si quantum dots em-
bedded in an amorphous AlN matrix [332].

One can notice that the peak positions shift to the longer wavelength do-
main, and the FWHM becomes larger as the average size of the quantum dots
decreases. Moreover, it turns out that the PL spectra of Si nanodots originate
due to the quantum confinement effect rather than the surface states of oxi-
dized Si nanocrystals [332]. Interestingly, a similar conclusion also applies to
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other luminescent nanoassemblies, such as nanoparticle superlattices consid-
ered in this Chapter.

More importantly, when the silicon islands are small, their shapes are al-
most hemispherical. As the QDs grow, their shapes became cylindrical, with
their tops remaining hemispherical. Huang et al. [332] assumed that such fea-
tures are caused by the interface binding energy of the constituents, and the
lattice mismatch and binding energy of the Si QDs on amorphous AlN [337].
We emphasize that one can easily control the AlN surface coverage by silicon
at low deposition rates.

Another very important issue is related to nanofabrication of highly ordered
quantum dot arrays in plasma environments. Huang et al. [338] reported on
a successful fabrication of highly ordered amorphous SiC quantum dots on
a polycrystalline AlN buffer layer by directed nanodot self-assembly in the
IPANF reactor operated in the low-frequency inductively coupled plasma-
assisted RF magnetron sputtering mode. Amazingly, the ordered arrays of
SiC nanodots (Fig. 5.22) usually align along the parallel lines, which are per-
pendicular to the surface of the SiC sputtering target [338].

Fig. 5.22 Ordered SiC quantum dots on an AlN buffer layer [338].

Generally speaking, in most cases the nanodot growth is very difficult to
control, and the size uniformity and spatial order of QDs required for many
technological applications are still not readily achievable [339]. To this end, it
would be prudent to mention that various approaches that in some manner di-
rect the growth and ordering of QDs have been explored to improve their spa-
tial ordering and size uniformity [343–349]. One of such approaches is to use
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nanopatterned substrates as growth templates. The SiC quantum dots have
been grown with very good spatial order and size uniformity on nanopat-
terned and terraced surfaces [343, 344]. However, major practical and funda-
mental difficulties limit a widespread commercial use of such techniques. In
fact, nanopatterning is quite difficult and time consuming, and thus negates
many of the advantages of self-assembly. Another possible approach is to ex-
ploit modified growth kinetics that occurs on high-index vicinal surfaces with
regularly ordered atomic steps [350–352].

As has already been mentioned above, highly ordered SiC nanodot arrays
have been synthesized by the ICP-assisted magnetron technique on Si(100)
substrates precoated by a thin AlN buffer interlayer [338]. Notably, the size,
density, and ordering degree of SiC quantum dots can be effectively controlled
by the process parameters. Specifically, the ordering direction appears to be
orthogonal to the surface of the SiC sputtering target. We emphasize here that
compared to molecular beam epitaxy, LFICP-assisted RF magnetron sputter-
ing has the advantage of simple and flexible control of elemental composition
of the nanofilms over large scales at a relatively low cost [338].

The most important process parameters in the deposition of the AlN inter-
layer are as follows [338]: base pressure of 8.64×10−4 Pa; mass flow ratios of
Ar, N2, and H2 2:4:1; total pressure in the IPANF chamber 1.5 Pa; RF powers of
the external ICP antenna and RF magnetron 1.2 and 0.3 kW, respectively; and
substrate temperature 450 ◦C. Under the optimized sputtering conditions, the
AlN appears to be polycrystalline, with a smooth surface, quite similar to the
case of nanofabrication of pure Si nanodots on AlN buffers. It is important to
note that the deposition rate in this case is quite low, ∼0.15 Å/s. Thus, the
thickness of the AlN interlayers can be effectively controlled by varying the
deposition time.

It is worth emphasizing that the use of independently generated inductively
coupled plasmas leads to much better quality AlN films (interface quality, sur-
face morphology, crystallinity, oxygen content, etc.) as compared to the purely
RF magnetron-based deposition under the same process parameters. During
the deposition of the SiC quantum dots, the following parameters are kept
constant: ICP power (1.0 kW), SiC magnetron power (0.2 kW), substrate tem-
perature (650 ◦C), total pressure in the IPANF chamber (2.6 Pa), argon mass
flow rate (19.5 sccm), and the substrate position. The hydrogen mass flow
ratio, deposition time, and AlN buffer layer thickness can be varied. For ex-
ample, for the sample shown in Fig. 5.22 the above three variable parameters
are 3.6 sccm, 10 min, and 18 nm, respectively. We stress that the density, or-
dering degree, and average size of SiC QDs show a direct dependence on the
plasma process parameters and also the thickness of the AlN buffer layers.

Generally speaking, the density increases at higher hydrogen mass flow
rates, shorter deposition time, or thinner AlN interlayers. On the other hand,
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Fig. 5.23 SEM and TEM of SiCAlN nanorods [356].

the average size usually increases at longer process durations, lower hydrogen
mass flow rates, or thinner AlN films. Furthermore, the degree of ordering can
be reduced by increasing hydrogen mass flow rate, reducing deposition time,
or depositing thicker buffer interlayers. It is also important to mention that
Huang et al. [338] established lower thresholds for the successful synthesis of
ordered SiC nanodot arrays. Specifically, SiC nanodot assembly is impossible
at the substrate temperatures below 600 ◦C, and AlN buffer layer thickness
less than 7 nm.

A striking observation [338] is that rotation of samples by 90◦ in either direc-
tion does not affect the alignment of the SiC nanodots. It is thus likely that the
ordering/alignment direction in this particular experiment is neither related
to preferential crystallographic directions of the substrate nor to the surface
morphology of the AlN buffer layer. However, this assumption requires fur-
ther experimental verification.

Cross-sectional high-resolution TEM and high-magnification plane-view
FESEM microscopy reveals that Sample 1 shown in Fig 5.22 is, in fact, poly-
crystalline. Moreover, there is a thin (∼30 nm) amorphous SiC wetting layer
between the SiC QDs and AlN buffer layer, which is quite typical to self-
assembly via the Stranski–Krashtanov (SK) growth mode in heteroepitaxial
systems [353–355]. Another argument that supports the likelihood of the SK
growth mode is that no SiC nanodot patterns can be formed in short depo-
sition processes that do not last more than 5 min. Another interesting obser-
vation is that the degree of crystallinity evidenced by X-ray diffractometry
appears to be higher for highly ordered nanodot arrays (e.g., similar to the
pattern shown in Fig. 5.22).

The mechanism of long range, large area (over surface areas up to 2×2 cm2)
alignment of the SiC quantum dots remains essentially unclear. Huang et
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Fig. 5.24 SEM of transition of SiCN nanorods to nanowires with
changing process parameters [357].

al. suggested that parallel and aligned undulations (these might be some
groove- or tongue-like nanofeatures) somehow form on smooth AlN surfaces
and serve as preferential sites for the development of aligned quantum dot
arrays. Quite similar cases of nanodot growth on concave features have been
reported elsewhere [339, 347]. This undoubtedly very interesting phenome-
non still requires the development of the adequate growth model and would
certainly benefit from numerical simulations.

Let us now briefly examine an example of three-dimensional nanostructures
that can also be synthesized by the plasma-assisted RF magnetron sputter-
ing deposition in the IPANF plasma facility. One such structure is depicted
in Fig. 5.23, which shows scanning electron and high-resolution transmission
electron micrographs of single-crystalline SiCAlN nanorods [356]. From the
left panel in Fig. 5.23 one can notice that typical widths of the nanorods belong
to the range of 100–200 nm, whereas their lengths to 0.6–1.5 µm. Amazingly,
the surface morphology resembles a stack of potato chips randomly oriented
and interconnected in a small pocket-like paper bag from a fast food outlet!

The preferential growth directions (along the longest dimension in the case
considered) of individual nanorods appear to be randomly oriented, with
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some of them laying parallel to the surface and only a few of them aligned
along the normal to the surface. Axes of most of the nanorods form various
angles with the substrate, with the most popular tilt belonging to the range
30–60◦. This random orientation, on one hand, reveals clear nanosized fea-
tures on the surface, and on the other hand, evidences a relatively poor con-
trollability of the growth direction.

On a positive note, the nanorods are single crystalline as is clearly seen from
the HRTEM image on the right panel in Fig. 5.23. Quite similar to single-
crystalline conical carbon nanotip microemitter structures discussed in the
previous chapter of this monograph, the single-crystalline SiCAlN nanorods
are made of parallel crystalline planes stacked along the preferential growth
direction, which, in fact, varies from one individual nanorod to another. Fu-
ture research should be focused on finding ways to improve the size unifor-
mity, alignment and orientation of the nanorods over large substrate areas.

The final example of this chapter shows the possibility to effectively control
the aspect ratio of SiCN nanorod-like structures by varying the parameters
of the plasma-based process [357]. Four SEM images in Fig. 5.24 correspond
to the different compositions (partial pressures) of the reactive gas feedstock
in the Integrated Plasma-Aided Nanofabrication Facility. The two electron
micrographs in the top two panels in Fig. 5.24 show SiCN nanorod-like struc-
tures synthesized under the same partial pressures of nitrogen and argon and
different (in three times) partial pressures of methane.

It is seen that the density of nanorod-like structures increases when the CH4
inlet is reduced. In the latter case, the nanostructures become slightly thinner
and also feature larger aspect ratios compared to the case shown in the top
left panel in Fig. 5.24. However, replacing methane gas with hydrogen makes
a dramatic change which is evidenced by the SEM photographs in the two
bottom panels in the same figure.

First, comparison of the two images on the left shows that such a change
in the gas feedstock composition leads to the growth of substantially longer,
wire-like, quasi-one-dimensional nanostructures. When the hydrogen partial
pressure is tripled, the aspect ratio of the SiCN nanowires increases even fur-
ther, reaching in some cases ∼1000 and even more [357]. This amazing tran-
sition is most likely attributed to passivation of the growth surface by hy-
drocarbon radicals and atomic hydrogen in a reactive plasma environment.
However, our assertion is purely speculative and more detailed experimental
and theoretical investigations into this effect are warranted.

Finally, the examples of semiconductor quantum confinement nanostruc-
tures of different dimensionality (changing from 0 in the case of ultrasmall
quantum dots to 3 in the case of relatively short nanorod-like structures) syn-
thesized in the same versatile plasma-aided nanofabrication facility, evidence
an outstanding degree of flexibility of plasma-based nanofabrication envi-
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ronments in providing control over main properties (e.g., composition, stoi-
chiometry, crystallinity, size, shape) of the desired nanostructures and their
growth patterns (e.g., alignment, ordering, spacing, etc.). At this stage plasma-
aided nanofabrication of low-dimensional semiconductor nanostructures has
not yet reached the deterministic level. However, exciting results presented
in this chapter suggest that such a challenging goal can indeed be achieved in
the near future.
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6
Hydroxyapatite Bioceramics

In this chapter, we describe the unique features of hydroxyapatite (HA) bioce-
ramic that make it particularly attractive for numerous applications in ortho-
pedics and dentistry, discuss the most common specific applications and fab-
rication methods and identify the main problems that still need to be solved
in view of the existing and envisaged applications and most recent progress
in the field. A particular attention is paid to the fact that intentional disinte-
gration of commercially available HA powders into smaller nanometer-sized
building units in plasma environments proved a successful strategy for the
improvement of structural, mechanical, and biocompatible properties of this
unique bioceramic material.

Logically, this chapter is structured as follows. We begin from introducing
the reader to the present-day applications of hydroxyapatite in orthopedics
and dentistry and map the key fabrication requirements for medical device-
grade bioceramics (Section 6.1). In Section 6.2, referring to the existing fabri-
cation methods and their shortcomings, we introduce the hydroxyapatite syn-
thesis concept that builds up on generation of subnanometer- and nanometer-
sized building units in plasma environment of RF concurrent sputtering de-
position system. The following section 6.3 details the means of optimizing
the plasma-based process parameters to achieve the desired parameters of the
coating. The details of mechanical assessment of the HA films are presented
in Section 6.4. In Section 6.5 we discuss the results of in vitro assessment of
hydroxyapatite coatings of the T6Al4V orthopedic alloy. The studies include
the simulated body fluid (SBF) and cell culture tests. This chapter ends with
concluding remarks and a brief discussion of the adopted approach in Sec-
tion 6.6. The material of this chapter is primarily based on the original works
of the authors and their colleagues ( [358] and references therein).

6.1
Basic Requirements for the Synthesis of HA Bioceramics

For many decades, titanium, stainless steel, and cobalt–chromium alloys have
been widely used as load-bearing biomedical or biodental implants. Several
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applications, such as fracture fixation and joint replacements require outstand-
ing mechanical properties, such as high tensile strength, stiffness, and resis-
tance to fatigue [359]. Titanium–aluminum–vanadium alloy Ti6Al4V satis-
fies all the above requirements and, in addition, features exceptional specific
strength, chemical stability, and close values of the elasticity modulus to that
of natural bone apatites.

However, due to its metallic nature, Ti6Al4V exhibits poor bioactivity,
which implies the ability of a material to sustain the appropriate host re-
sponse in a specific application [360]. Consequently, inadequate compatibility
of the implant surface and bone tissues can result in longer healing time,
fixation failures, and undesired inflammatory responses.

The biocompatibility of Ti6Al4V alloy can be improved by coating it with
a bioceramic film. Hydroxyapatite (HA, Ca10(PO4)6(OH)2) has been widely
used to promote biological functions of various implant materials [361]. This
bioceramic material is the main mineral constituent of bone and tooth tissues
and features excellent bioactivity, biocompatibility, and chemical and mechan-
ical properties. HA coatings have revealed inspiring clinical advantages in
promoting efficient implant fixation and implant-to-bone adhesion shortly af-
ter the implantation, as well as faster bone remodeling due to enhanced bidi-
rectional growth and formation of a bonding interlayer between bone and im-
plant [362].

Recently, nanocrystalline HA dental enamel paste has been used for rapid
repair of early caries lesions without the need of removing healthy tooth mate-
rial, commonly practiced in dentistry to ensure the filling stick [363]. The out-
standing performance of the HA in orthopedic and dental applications is, in
particular, due to its chemical composition similar to the mineral phase of nat-
ural bone tissues and extraordinary bioactivity, which is critical in promoting
the interactions of biomolecules and proteins with the functionalized implant
surface that ultimately result in sustainable bone or dental enamel remodel-
ing (for example, via nanocrystalline growth [363]) and excellent implant fixa-
tion [362]. Furthermore, excellent osteoconductivity of hydroxyapatite makes
it an ideal scaffold for the formation of new bone or dental tissues.

In spite of the many outstanding features, functional hydroxyapatite im-
plant coatings often fail to meet numerous specific requirements of some clin-
ical applications. For example, intrinsic brittleness of the bioceramic limits its
use in heavy-load-bearing body areas, such as knee joints. On the other hand,
poor molding ability restricts the HA’s kneading into a desired consistency or
shape, which is essential in bone fracture repairs and dental fillings applica-
tions.

A typical implant-bone fixation has a three-layered structure, where the hy-
droxyapatite coating acts as an interlayer between the metal implant and bone
tissue. To this end, each of the two interfaces bears their unique functions. In-
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deed, the interface between the metal alloy and the bioceramic must be stable
enough to withstand heavy mechanical loads. The other interface will then be
primarily responsible for the interactions of the bioceramic with body fluids.
However, several in vitro and in vivo studies have shown that dissolution rates
of amorphous calcium phosphate films exceed reasonable limits to warrant
their commercial use [364]. Therefore, a high degree of crystallinity appears
to be another crucial requirement in the HA synthesis process. Additional re-
quirements include well-defined elemental composition, lattice structure, and
morphology of the interfacial matrix to match those of natural bone apatites
to enhance epitaxial bone material ingrowth and recrystallization on the HA
surface, and hence, faster implant fixation and bone remodeling.

Table 6.1 summarizes the key requirements the HA bioceramic coatings
must meet before they can be successfully used in biomedical implants. More
details about standard orthopedic requirements for devising hydroxyapatite
bioceramics for surgical implants can be found in technical specifications of
the American Society for Testing and Materials [365]. In view of the most
recent achievements [363], one can formulate an additional key requirement,
not yet reflected in the literature and technical specifications, namely, wher-
ever possible, achieve ultrafine nanocrystalline structure of the hydroxyap-
atite material to achieve perfect incorporation and adhesion of the bioceramic
in tiny pores of natural bone and dental materials.

Tab. 6.1 Key requirements of hydroxyapatite coatings of Ti6Al4V implants and specific func-
tions [358].

Requirement Definition/Function

Biocompatibility Ability of a material to perform with an ap-
propriate host response in a specific applica-
tion

Bioactivity Ability to interact with the surrounding bone
and soft tissues

Osteoconductivity Ability to provide scaffold for the formation
of new bone

Dominant crystalline phase Prevent resorption (dissolution) of coating in
body fluids

Defined elemental composition Match elemental composition of bone min-
eral phase

Specific lattice structure and morphology of
interfacial matrix

Enable bone material ingrowth and epitaxial
recrystallization on the HA surface

Interfacial stability and strong adhesion to
Ti6Al4V implant alloy

Prevent mechanical failures under load-
bearing conditions

The ongoing international research efforts attempt to meet the basic reg-
ulatory clinical requirements of the HA bioceramic, which include in vitro
biocompatibility assessments in SBF and bone cell culture. In general, these
techniques can be used to evaluate both the biocompatibility and cytocom-
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patibility of the devised HA-coated implant to the physiological environment
and bone cells to sustain acceptable bioactive and osteoconductive responses
required to support growth and remodeling of new bone or dental material.
However, the issues of devising the most suitable fabrication process and op-
timization of the process parameters to meet the key biomimetic material re-
quirements altogether still remain open and demand an adequate solution,
which is one of the main aims of the research efforts described in this chapter.

6.2
Plasma-Assisted RF Magnetron Sputtering Deposition Approach

6.2.1
Comparative Advantage

The requirements of Table 6.1 pose numerous challenges to the coating fabri-
cation processes. To date, several techniques including thermal plasma spray-
ing [362, 366–371], laser ablation deposition [372, 373], ion-beam assisted de-
position [374], electrophoretic deposition [375, 376], and dip coating [377, 378]
have extensively been explored to fabricate HA-coated implants.

The most widely used method of depositing hydroxyapatite coatings on
titanium-based implant alloys is the thermal plasma spraying [362, 366–371].
This method is usually associated with atmospheric-pressure thermal plasma
jets (plasmatrons) carrying micro-dispersed HA powder toward deposition
surfaces. However, despite its apparent simplicity, reasonably high deposition
rates, and relatively low cost, the thermal plasma spraying method is unlikely
to meet all the requirements specified in Table 6.1.

The key reason behind this is that under typical operating conditions
micron-sized hydroxyapatite powder particles usually deposit (with typi-
cal flows of hot ionized gas in the plasma jets in the 1–10 m/s range) onto the
metal surface without any significant disintegration. As a result, HA coatings
prepared by the plasma spray method often feature highly porous structure
and predominant amorphous content [366, 379], which ultimately leads to
disastrous coating performance in the envisaged application.

It is amazing that this conclusion is also valid even when the fine powder
particles are perfectly crystalline, which is rarely the case for commercially
available or laboratory-synthesized HA powders. Another critical drawback
of many existing methods of coating of metal implants by hydroxyapatite is a
weak adhesive strength of the bioceramic-metal implant interface [380]. Nu-
merous in vivo studies reveal that violent mechanical failures and significant
implant degradation often occur at metal-bioceramic interfaces [366, 379].

Several years ago, an alternative approach, based on intentional disintegra-
tion of compressed commercial hydroxyapatite powder into smaller sub-nano
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(atomic, molecular) and nano- (macromolecular, nanocluster, and nanoparti-
cle) fragments in low-pressure reactive plasma environments, has been initi-
ated [358, 381]. Since the HA is a dielectric material, plasma-assisted RF mag-
netron sputtering was chosen as an ideal practical framework of the above
bioceramic synthesis concept [382–387].

Comparatively, RF magnetron sputtering deposition offers a great deal of
film thickness uniformity over large substrate areas, straightforward control
of elemental composition, sputtered species, and their energies, etc. A reason-
able combination of the sputtering yield with the substrate bias and surface
temperature is a viable pathway to achieve excellent bonding strength of var-
ious metal-dielectric/calcium phosphate bioceramic interfaces.

This common fact laid a foundation for the concurrent sputtering (here-
inafter referred to as co-sputtering) of hydroxyapatite and titanium targets as
a means of enhancement of adhesive strength of the bioceramic–implant alloy
interface. The interfacial stability exceeded the expectations as was confirmed
by numerous micro-scratch tests [388].

Physically, the co-sputtering technique involves concurrent plasma-assisted
sputtering of titanium and HA targets, forming a bioactive hydroxyap-
atite thin film that contains a small, but crucial amount of calcium titanate
(CaTiO3). This compound serves as a bridging system between the Ti6Al4V
orthopedic alloy and the bioceramic film, leading to an enhanced interfacial
adhesion and ultimately a higher quality HA-coated implant [388].

6.2.2
Experimental Details

In this section, we describe the RF magnetron concurrent sputtering system
and essential details of process control and materials characterization [358]. A
13.56 MHz RF magnetron sputtering system shown in Fig. 6.1 is used in the
experiments. The setup comprises four main components, namely the deposi-
tion, RF power, substrate heating, and vacuum pumping systems. The major
functions and special features of each of the setup components are described
below.

The deposition system consists of the temperature- and DC bias-controlled
substrate stage, a combined HA+Ti sputtering target (also referred to below
as a bi-target), and Ti6Al4V substrates in a stainless steel vacuum chamber as
can be seen in Fig. 6.1. The chamber has an inner diameter of 32 cm and a
height of 30 cm and features four functional ports (with the diameter of 10 cm
each) that are symmetrically arranged around the chamber. One of the ports is
connected to a turbomolecular pump and the other three are used for sample
loading and diagnostic purposes during the deposition.

The target comprising the bioceramic HA and chemically pure titanium (cp-
Ti) is located on the RF powered electrode. The surface of the substrate stage,
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Fig. 6.1 Schematic diagram of the RF magnetron sputtering facility:
(a) temperature-controlled substrate stage; (b) Ti6AlV substrates; (c)
HA + Ti targets; (d) RF powered electrode [358].

with firmly clipped Ti6Al4V substrates, is placed ∼6 cm above the target and
faces downward. This substrate orientation is chosen to minimize film con-
tamination by unwelcome micron-sized powder particles that are strongly af-
fected by the pull of gravity. The substrate holder and the target electrode are
electrically insulated from the chamber and are mounted through the top and
bottom flanges as shown in Fig. 6.1. For better flexibility, the spacing between
the substrate holder and target electrode has been made adjustable.

The RF power system consists of three units—a RF power generator, an
impedance matching network, and a power meter. The generator produces
a 13.56 MHz RF signal and has a total output power of 1 kW. The output
impedance of the generator is 50 Ω and is self-protected by an internal feed-
back network. As such, any excess RF power above the preset threshold is
reflected. The impedance of the plasma load varies with the geometry of the
target and the discharge parameters. To reduce the reflected power from the
load to the generator, an impedance matching network is employed to convert
the external impedance to 50 Ω between the generator and the load system.
Almost perfect matching can be achieved by a repeated adjustment of the two
variable capacitors in the matching box.

An internal heater and a temperature controller are the two main compo-
nents of the substrate heating system. This system enables one to measure and
control the substrate temperature Ts. A nickel–chromium coil heating element
is placed in contact with the internal surface of the substrate stage. To enhance
the thermal efficiency, the heating element is thermally insulated by ceramic
wool. This ensures that the heat is transferred to the substrate only. To mea-
sure and control the substrate temperature, a K-type thermocouple connected
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to the Athena Series 32C temperature/process controller is brought in contact
with the internal surface of the substrate stage.

A two-stage vacuum system consisting of a rotary (2XZ-8, 8 l/s) and a tur-
bomolecular (TP450, 450 l/s) pump is used to evacuate the vacuum chamber.
The pressure in the vacuum chamber is measured by a Varian vacuum multi-
gauge system. A typical base pressure of the order of ∼10−5 Torr is routinely
achieved. The gas feedstock inlet is controlled by MKS mass-flow controllers.
The working pressure is monitored by a MKS 146 measurement and control
unit. The gas pressure is normally maintained in the range of a few tens of
mTorr.

The magnetron electrode serves both as a powered RF electrode and a sput-
tering target stage. The electrodes consist of a copper casing and a magnetron
insert, cooled by circulating water from the chiller. The magnetron insert con-
sists of two concentric circular arrays of cylindrical magnets, each having a
diameter of 13 mm, embedded in an aluminum holder. Any two adjacent
magnets in the same circular array have opposite polarities. Sputtering tar-
gets are made of circular HA tablets and chemically pure titanium (cp-Ti).
The tablets are molded into a cylindrical shape and are 13 mm in diameter
and 5 mm thick each. The HA tablets and a 10 cm in diameter cp-Ti disc are
placed atop of the magnetron electrode.

Prior to the surface cleansing process, the Ti6Al4V substrate material is cut
into square pieces of approximately 1 cm × 1 cm. The Ti6Al4V substrates are
immersed into HF+HNO3 for about 1 min to remove the layer of oxides from
the surface, followed by supersonic decreasing for 5 min in de-watered ace-
tone (CH3·CO·CH3) in an LC20H ultrasonic cleaner. Thereafter, the substrates
are blown dry with purified nitrogen. The cleaned substrates are clipped onto
a stainless steel substrate holder and loaded into the vacuum chamber.

For the HA target preparation, a mixture of commercial microdispersed hy-
droxyapatite powder and distilled water is used. The mixture is molded into
a 13 mm diameter GRASEBY SPECAC mold by a hydraulic press with a load
of approximately 4 tons. The resulting HA target is 13 mm in diameter and
5 mm in height. The tablets are then sintered in the CARBOLITE chamber fur-
nace, where they are heated up to 950 ◦C. Finally, after soaking in the furnace
for three hours, the tablets are ready to use as sputtering targets.

After the cleaning steps, all the substrates are mounted onto the substrate
holder before being loaded into the chamber via one of the chamber ports. A
combination of the rotary and turbomolecular pumps allows one to evacuate
the chamber down to ∼ 10−5 Torr. Shortly after inlet of gas feedstock into the
chamber, the substrate heater and the RF generator are turned on.

Low-pressure discharge glows (Fig. 6.2) are sustained with approximately
700 W RF powers. The reflected power is minimized to less than 4 % by ad-
justing the impedance matching network. During each deposition process,
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Tab. 6.2 Summary of process conditions [358]

Parameter Notation Conditions

Base pressure pbase ∼10−5 Torr
RF input power Pin 700 W
DC substrate bias Vs 0–100 V
Substrate temperature Ts 130–550 ◦C
Working gas pressure p0 9–78 mTorr
Deposition time tD 15–120 min

the gas pressure and temperature are kept constant. In most of the experi-
ments described here, high-purity argon has been used as a working gas. A
summary of deposition conditions in the original experiments of Long et al. is
given in Table 6.2.

Fig. 6.2 A typical plasma glow in the process of the plasma-assisted
co-sputtering deposition of bioactive hydroxyapatite coatings.

In situ optical emission spectroscopy is used to study the role of various
gaseous species in the coating synthesis process. The details of the OES and
auxiliary equipment have been discussed in previous chapters and original
articles [93, 94].

Characterization of the deposited films involves five main analytical tools.
Fourier transform infrared (FTIR) and Raman spectroscopy are used to inves-
tigate the bonding states of the elements in the coating. Analysis of the HA
crystalline structure is performed by using X-ray diffractometry (XRD), and
information on elemental composition is gathered from the energy disper-
sive X-ray (EDX) spectroscopy. Finally, scanning electron microscopy (SEM)
is used to examine the surface morphology of the films. Infrared spectra are
studied by a Perkin Elmer Spectrum One FTIR spectrometer. Furthermore,
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Raman spectra are studied at room temperatures by using a RENISHAW
micro-Raman system 1000 spectrometer coupled with a CW argon–ion laser
excitation source operating at 514.5 nm. A laser beam is focused onto the
area of ∼1–2 µm in diameter, giving a spectral resolution of ∼1.5 cm−1. The
XRD measurements are performed by SIEMENS D5005 X-ray diffractometer
equipped with a vertical Bragg–Brentano focusing system. An X-ray wave-
length of 0.15406 nm (CuKα line) with a fixed power of 1600 W (40 kV×40 mA)
is used. Finally, surface morphology of the HA films is studied with a JEOL
JSM-6700F field emission scanning electron microscope coupled with an Ox-
ford Instruments EDX spectrometer.

6.3
Synthesis and Growth Kinetics

6.3.1
Optimization of the Plasma-Aided Coating Fabrication Process

In this section, it will be shown how the process conditions can be optimized to
enable the required film stoichiometry, elemental bonding states, crystallinity,
surface morphology, and interfacial matrix structure [358]. Logically, at a
guessed substrate temperature, one can optimize the substrate temperature
and working pressure to achieve the desired [Ca]/[P] stoichiometric value,
which is 1.67 for the hydroxyapatite and can be measured by the EDX tech-
nique.

Next, under optimized DC bias and gas pressure, the required HA content
in the films is confirmed via studying the elemental bonding states by using
the FTIR and Raman spectroscopy. Thereafter, the substrate temperature is op-
timized to enable the highest crystalline phase content (analyzed by the XRD)
in the coating. Finally, the surface morphology and porosity of the interfacial
matrix is studied by the SEM.

6.3.1.1 Optimization of the DC bias voltage

For the purpose of optimization of the DC bias voltage, the deposition param-
eters have been set to Pin = 700 W, Ts = 400 ◦C, p0 = 21 mTorr, and tD = 120
min, and we recall that Pin, p0, and tD are the RF input power, argon gas pres-
sure, and deposition time, respectively. The relative elemental composition of
calcium and phosphorus ([Ca]/[P] ratio) has been studied by the EDX for four
different values of the negative DC bias Vs: 0, −50, −70, and −100 V.

The [Ca]/[P] ratio shows a general trend to increase with negative DC bias
voltage. In particular, [Ca]/[P] soar to a high value ranging from about 4 at
−50 V to 4.8 at −100 V. These values are far from the stoichiometric ratio of



218 6 Hydroxyapatite Bioceramics

hydroxyapatite of 1.67. Comparatively, a closer ratio of about 1.7 is obtained
without any bias voltage. One can thus conclude that a bias voltage should
not be applied for the synthesis of the HA film.

Interestingly, the study of optical emission spectra of RF sputtering dis-
charges combined with the EDX analysis of the film elemental composition
suggest that the content of calcium in the films is determined by by the abun-
dance of CaO+ cations in the ionized gas phase, whereas the phosphorus con-
tent critically depends on the number densities of PO3−

4 anions [358, 388, 389].
The OES reveals that the emission intensities from most of positive ions in
the discharge, including CaO+, increase with the DC bias. A representative
spectrum of the optical emission from the RF magnetron sputtering plasma
discharge is shown in Fig. 6.3.

Fig. 6.3 Representative optical emission spectra in the process of the
plasma-assisted co-sputtering deposition of bioactive hydroxyapatite
coatings. RF power and working gas inlet are 700 W and 120 sccm,
respectively. Solid, dashed, dotted, and dash-dotted lines correspond
to the following values of DC bias voltage: 0, −75, −150, and −200 V,
respectively [358].

It is also remarkable that the relative abundance of CaO+ anions is the high-
est among other calcium and phosphorus-containing charged species. Thus,
higher negative substrate biasing results in higher fluxes of CaO+ cations onto
the surface. On the other hand, at higher negative DC biases, it becomes more
difficult for PO3−

4 anions to reach the surface, which explains higher [Ca]/[P]
ratios at higher negative DC biases.

We also note that the [Ca]/[P] ratio can also be measured by using the X-ray
photoelectron spectroscopy (XPS). In particular, peak fitting of the P2p narrow
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scan spectrum yields two binding energies of 132.8 and 133.7 eV, which con-
firm the presence of the phosphate phase in the films. On the other hand, de-
convolution of Ti2p narrow scan spectra gives two binding energies of 458.5
and 459.2 eV, characteristic to titanium bonding states in TiO2 and CaTiO3,
respectively.

Thus, the XPS analysis confirms the presence of CaTiO3 phase, which is es-
sential for better interfacial stability of the implant–bioceramic interface. It is
noteworthy that the [Ca]/[P] ratio can range between 1 and 7.5 for Ca–P–Ti
bioceramic films deposited by RF concurrent sputtering technique under var-
ious process conditions [381, 388, 390, 391]. Summarizing the results of the
DC bias optimization, we can state that the best fit to the HA stoichiometric
[Ca]/[P] ratio can be achieved when the deposition substrates are unbiased.

6.3.1.2 Optimization of working gas pressure

In this set of experiments, the following set of invariable parameters Pin =
700 W, Ts = 550 ◦C, Vs = 0, tD = 120 min and six values of argon gas pressure,
namely, p0 = 9, 11, 14, 21, 38, and 78 mTorr, are used [358]. The measured de-
pendence of the [Ca]/[P] ratio on the working gas pressure suggests that the
optimal pressure range allowing the near-stoichiometric values of the [Ca]/[P]
is 20–30 mTorr. It is interesting to note that the effect of an increasing pressure
on the Ca- and P-bearing species appears to be different. As the pressure in-
creases, the amount of sputtered atomic and molecular species also increases,
as has been noted from optical emission spectra. When number densities of
the plasma species increase, collisional effects become more important. In ad-
dition, at higher pressures, lighter phosphorus-bearing species can reach the
film faster than heavier calcium-bearing species.

Consequently, the [Ca]/[P] ratio decreases as observed in the experiments.
Therefore, the negative bias voltage and working gas pressure strongly affect
the ratio of calcium and phosphorous atoms in the films. It is imperative that
in order to deposit an HA coating with the desired elemental composition, no
negative DC bias should be applied. Likewise, the working gas pressure in
the range between 20 and 30 mTorr is favorable to obtain the [Ca]/[P] ratios
close to the HA stoichiometric ratio of 1.67. Hence, further film synthesis and
characterization is performed for unbiased substrates and a fixed value of the
gas pressure (p0 = 21 mTorr).

6.3.1.3 Optimization of substrate temperature

We recall that a high degree of crystallinity is one of the crucial components
in the development of HA-coated bioimplants. It is a common knowledge
that relative contents of crystalline and amorphous phases in the film can be
efficiently controlled by the substrate temperature. For this purpose, the de-
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position has been performed at Ts = 130 ◦C, 300 ◦C, 400 ◦C and 550 ◦C, respec-
tively. Other deposition conditions are the same as in the previous subsection.

Figure 6.4 displays the XRD spectra of the HA samples synthesized at dif-
ferent substrate temperatures. One can notice that the films feature polycrys-
talline structure as suggested by the appearance of multiple diffraction peaks
in the spectrum. Moreover, several new growth directions such as (222), (213),
(402), (102), (210), (111), and (200) also show signs of growth at higher tem-
peratures, which indicates the development of the polycrystalline structure,
which can enhance the performance of the HA coating in applications. Like-
wise, one can observe that the crystalline content of HA increases with sub-
strate temperature, as suggested by higher amplitudes of the main diffraction
peaks, such as (112) and (211) at higher Ts.

Fig. 6.4 XRD spectra showing the crystalline growth of HA thin film at
(a) 130 ◦C; (b) 300 ◦C; (c) 400 ◦C; and (d) 550 ◦C [358].

The effect of the substrate temperature on the surface morphology of the
films has been studied by the SEM. Figure 6.5 shows the SEM micrographs
of the HA films deposited at two different temperatures. It is seen that more
uniform and lower porosity films can be deposited at elevated substrate tem-
peratures. For the sample shown in Fig. 6.5(a), quite many pores are clearly
visible. On the other hand, the entire surface of the sample synthesized at
a higher temperature is covered quite homogeneously with hydroxyapatite
crystallite grains (Fig. 6.5(b)).

Thus, crystallinity of the HA film indeed becomes better at higher substrate
temperatures. Therefore, in the following studies, the temperature is fixed at
550 ◦C.
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Fig. 6.5 SEM images showing that uniformity and low porosity can be
achieved with increasing temperature: (a) 130 ◦C and (b) 300 ◦C [358].

Fig. 6.6 A typical AFM image of the nanostructured hydroxyapatite
surface [358].

It is noteworthy that the above SEM results are consistent with our earlier
studies of the HA surface morphology by means of atomic force microscopy
(AFM) [392]. A typical AFM micrograph is shown in Fig. 6.6. The AFM results
also suggest that the surface roughness and morphology of the hydroxyapatite
films change remarkably with the process parameters, such as the substrate
temperature, gas pressure, and substrate bias.

For example, variations of the DC substrate bias and/or Ts affect the ho-
mogeneity of distribution and architecture (e.g., sharpness) of the elements
of morphology as well as inter-element spacing and surface areas in the
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“humps” and “dips.” To this end, homogeneous distribution of similar by
shape and size nanosized morphology elements over larger (more than a few
square microns) surface areas is ideal for promoting biomolecule/protein at-
tachment and growth [392].

The AFM results thus confirm a challenging opportunity of controlling the
nanoscale surface morphology of the HA coating by varying the process pa-
rameters. We emphasize that the surface roughness of the HA coatings has
been reported as one of the key factors that controls the bone–implant inter-
face shear strength [393]. On the other hand, in vivo toxicity of the hydroxya-
patite coating increases with the size of crystallites (morphology elements) on
the surface [394].

The effect of the substrate temperature on the growth of crystalline hydrox-
yapatite films can be explained from the perspective of surface structure of
HA. When the temperature is increased, the atoms acquire more thermal en-
ergy and hence vibrate more vigorously. As the atoms on the surface have
fewer neighbors and are more loosely bound than in the bulk, the amplitude
of their vibrations becomes larger. This also implies that the energy of the
atoms on the surface is higher than in the bulk.

When the temperature is high enough, the surface atoms gain sufficient en-
ergy to leave their sites, migrate over the surface, and eventually rearrange
to reduce the overall internal energy. This rearrangement is most efficient at
higher surface temperatures promoting higher atom mobility and more effi-
cient surface diffusion, which eventually results in the long-range ordering
and growth of crystalline structures.

However, at lower temperatures, the surface atoms have a lower mobility,
which results in the build-up of the amorphous phase. This analysis further
elucidates the need of higher substrate temperatures to synthesize highly crys-
talline hydroxyapatite films.

6.3.2
Film Growth Kinetics

To allow a more in-depth understanding on the evolution the HA crystalline
structure during the deposition process, the effect of the duration of the de-
position process on the hydroxyapatite film properties has been investigated.
The film deposition time tD is fixed at 15, 30, 60, 90, and 120 min. A system-
atic study into the growth dynamics of the HA grains includes the XRD (wide
and narrow scans) and SEM analyses. The XRD wide-scan spectra provide
the information on the overall development of the hydroxyapatite crystallites,
whereas the narrow-scan spectra reflect the evolution of the HA grain size.

Figure 6.7 shows the XRD spectra from the HA films deposited under differ-
ent process durations. It is apparent from the wide scan spectra in Fig. 6.7 that
the HA crystalline content augments with tD, as evidenced by a substantial in-
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Fig. 6.7 Wide scan XRD spectra depicting the HA crystallization pro-
cess. Curves 1–5 are plotted for the film deposition time of 15, 30, 60,
90, and 120 min, respectively [358].

crease of the amplitudes of the (002), (211), (112), and (300) crystalline peaks.
Furthermore, from the narrow scan of the (002) peak, one can conclude that
crystalline growth in this direction becomes notable after 30 min of deposition
and even more pronounced after 90–120 min into the process.

Apart from that, at longer deposition times, several new diffraction planes
emerge. For example, one can observe the origin and further development
of new planes (102) and (222) in the XRD spectra recorded for tD = 90 and
120 min, respectively. Generally, from the XRD wide scan spectra one can con-
clude that longer deposition times result in higher crystalline phase contents
and a wider variety of growth directions.

To analyze the dynamics of the grain size growth, narrow-scan (from 25
to 27◦) spectra of the (002) peak have been recorded. The full width at half
maximum (FWHM) of the (002) peak decreases when tD is increased from 60
to 120 min. By using Scherrer’s relation [395]

ag = 0.9λ/B cos Θ (6.1)

where ag is the grain size, B is the FWHM of the peak, and Θ is the diffraction
angle, one can conclude that the crystalline size increases with the deposition
time. Noting that 2Θ = 25.87◦ and λ = 0.15406 nm, one can estimate that
the grain sizes are 46.58, 54.34, and 62.70 nm for tD = 60, 90, and 120 nm,
respectively. The above estimates reveal that the hydroxyapatite crystallites
grow steadily in size with the deposition time.
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Fig. 6.8 SEM images of (a) Ti6Al4V alloy and as-deposited films after
(b) 5; (c)15; and (d) 60 min of deposition.

The XRD results are consistent with the SEM analysis (Fig. 6.8) showing the
surface morphology of the uncoated Ti6Al4V alloy (Fig. 6.8(a)) and HA films
deposited at different process durations (Figs. 6.8(b)–(d)). From Fig. 6.8(b),
one can see that the nucleation and crystallization process can be observed
after 5 min of deposition. However, only a small amount of HA crystallites is
formed and an uncoated Ti6Al4V alloy is still visible. One can notice larger
grains after 15 min of deposition, as can be seen in Fig. 6.8(c).

The HA grains continue to grow in size and after 30 min of deposition cover
the entire substrate surface. This tendency continues, and larger agglomerates
can be seen after 60 min into the deposition process (Fig. 6.8(d)) A represen-
tative thickness of the HA coating after 90–120 min deposition is 1.5–2 µm,
which gives a few tens of nanometers per minute as an estimate for the deposi-
tion rates. This is less than the rates achievable by the plasma spray technique
but higher than typical rates of the RF sputtering deposition [396].

Thus, the SEM observations suggest that longer deposition times are favor-
able to synthesize higher quality, lower porosity HA films. Interestingly, crys-
talline grain size also increases, as has been derived from the XRD spectra in
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Fig. 6.7. However, the sizes of the grains seen in Fig. 6.8 are typically several
times larger than those obtained by using Sherrer’s relation (6.1).

This can be best understood by noting that the coatings of our interest here
are polycrystalline and contain many small (∼40–60 nm in size) nanocrys-
tals with different orientations of crystallographic planes, as suggested by the
XRD spectra. Presumably, a large number of nanocrystals populate larger
(typically, ∼300–400 nm in size) grains seen in the SEM of Fig. 6.8. In addition
to a large number of nanocrystals, the latter grains also contain the amorphous
phase.

We emphasize that an increase of the nanocrystals and “larger grains” in
size, smaller intergrain pores, densification of the material, and more clear
brittle fractures in Fig. 6.8(d) (after 60 min growth) as compared with the
films grown for 30 min, are clear indicators [396] of an increasing content of
the polycrystalline phase in the coating. Interestingly, the as-sputtered CaP
coatings previously synthesized by other authors were confirmed amorphous
by the X-ray diffraction analysis [396–400]. It is worth emphasizing that the
amorphous structure of CaP films is one of major disadvantages of the existing
plasma-assisted sputtering deposition techniques [396].

We now briefly discuss a possible hydroxyapatite crystalline growth sce-
nario [358]. It is well known that relatively loose and bulk electron clouds can
easily be separated from the lattice by en external action. Therefore, chemi-
cal bonds of the surface atoms “dangle” into the near-substrate plasma sheath
area. This implies that the surface atoms have a higher energy than the atoms
in the bulk.

Fig. 6.9 Kinetics of the HA film formation: (a) chemical bonds of
the substrate “dangle” into the space quickly attracted the sputtered
positive radicals; (b) with large amount of Ca species deposited, the
surface becomes increasingly positive (c); (d) negatively charged
PO3−

4 are attracted to surface, combined to form initially a layer of
amorphous calcium phosphate; with time, the crystalline HA film is
formed [358].

To reduce the free energy, the surface atoms thus attempt to rearrange
and/or bond to favorable reactive species impinging onto the growth sur-
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face from the gas phase. In this case, positive CaO+, Ca2+, PHO+, PO+, P+,
TiO+, Ti+, Ti2+, (and several other) species sputtered out from the target are
quickly attracted by the negatively charged (due to a much higher mobility of
the plasma electrons) metal surface, as shown in Fig. 6.9(a).

As a result of interactions of the impinging positively charged and neu-
tral species with activated surface atoms of the Ti6Al4V alloy, amorphous
calcium titanate (CaTiO3) and hydroxyapatite prenucleation layer develop
(Fig. 6.9(b)). Indeed, the amorphous phase that usually develops at early film
growth stages has previously been confirmed as CaTiO3 [401].

We emphasize that in our case this intermediate layer serves as a bridg-
ing system between the Ti-based alloy substrate and the ceramic HA film. As
there is a large amount of positively charged Ca-bearing species in the plasma,
they accumulate on and cover the entire surface. The outer layer of the film be-
comes insulating and a continuous build-up of positive charge on the surface
make the overall surface charge increasingly positive (Fig. 6.9(c)).

This positively charged surface attracts the negatively charged phosphate
ions to form amorphous calcium phosphate (Fig. 6.9(d)) When the substrate
surface temperature is high enough, surface migration and diffusion processes
transform the amorphous calcium phosphate film into crystalline HA.

6.4
Mechanical Testing of HA Films

As we have mentioned in Section 6.1, adequate mechanical strength of the
bioceramic–implant alloy interface is one of the crucial requirements in the
development and fabrication of HA-coated Ti6Al4V bioimplants. In this sec-
tion, the results of testing of adhesive strength, an important characteristic of
mechanical performance of the HA films on the Ti6Al4V alloy, are critically
examined [358]. We will also briefly discuss the results of the film failure anal-
ysis.

6.4.0.1 Adhesive strength assessment

A microscratch test method has been adopted for the assessment of adhesive
strength of bioceramic–implant alloy interface. The tests have been performed
by using a CSEM MST MICROSCRATCH tester. The applied load is varied
from 0.3 to 15 N at a rate of 3 N/min over the length of 10 mm. For bet-
ter clarity, it is worth mentioning that for the description of the integrity and
adhesion of the relatively brittle coatings during the scratch test, two char-
acteristic loads are usually used. Application of the first characteristic load
produces the first crack on the coating. It is called the cohesive load and is a
measure of the cohesive (intrinsic) strength of the coating [402].
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Fig. 6.10 Delamination of the HA coating from a Ti6Al4V implant alloy
[358].

The second characteristic load is the minimum load required to delaminate
the coating from the substrate, which is a measure of the adhesive strength of
the coating. Here, our focus is on the second characteristic load, which can be
determined by a combination of optical microscopy and frictional force mea-
surements. The adhesive strength assessment is carried out by analyzing the
critical load of the samples synthesized under various experimental parame-
ters, such as working gas pressure, bias voltage, and substrate temperature.

During the test, the frictional force changes smoothly until reaching a crit-
ical point when it changes abruptly. This indicates that the ceramic film has
been detached from the metal surface. A typical optical image of the delami-
nated HA coating from the Ti6Al4V substrate is shown in Fig. 6.10.

Figure 6.11 shows the dependence of the critical load on working pressure,
DC bias, and substrate temperature. It is remarkable that under lower pres-
sures, DC biases, and higher substrate temperatures, higher critical loads are
required to scrape the HA coating off the alloy surface. Indeed, a no-DC bias
condition (when the near-stoichiometric [Ca]/[P] ratios are achieved) is ideal
to maintain the critical load of the order of 10 N (Fig. 6.11(b)).

On the other hand, films synthesized under the optimized (from the crys-
tallization viewpoint) substrate temperature of 550 ◦C show a better inter-
facial stability than those deposited under lower substrate temperatures
(Fig. 6.11(c)). Furthermore, as can be seen from Fig. 6.11(a), the optimized
(from the best [Ca]/[P] values point of view) working gas pressure 21 mTorr,
is also within the range of reasonably high critical loads. However, since the
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Fig. 6.11 Critical load as a function of (a) working gas pressure, (b)
substrate bias, and (c) substrate temperature. Deposition parameters:
input power 700 W; DC bias −70 V ((a) and (b)); working gas pressure
18 mTorr ((b) and (c)) [358].

assessments have been done for the films synthesized under slightly different,
than those of Section 6.3, process conditions, one should consider these results
as indicative. Nonetheless, the qualitative trends inferred from Fig. 6.11, fur-
ther support the choice of the process conditions in Section 6.3.

It is important to note that the films synthesized at lower DC bias, working
gas pressure, and higher substrate temperature, feature a high content of the
crystalline phase (see Section 6.3). Therefore, excellent crystallization is also
beneficial to achieve higher interfacial bonding strength. Physically, atoms
in the HA and/or calcium titanate (CaTiO3) compounds follow long-range
ordering patterns in a crystalline film. When crystalline grains of the coating
are located at the interface between the thin film and the titanium alloy, the
probability of cross-interfacial atom migration is high.

Thus, Ca and O atoms from the bioceramic film can combine with titanium
atoms in the substrate to form an interfacial compound CaTiO3. More im-
portantly, atoms in boundary compounds are shared by the bioceramic and
metal alloy crystalline grains. The probability of the cross-interface migration
is higher when the crystalline phase content in the film is higher. As a result,
a perfect contact between the thin film and the substrate is formed, which is
reflected by the improved adhesive properties of the coating.
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On the other hand, if the films are predominantly amorphous, atoms mainly
follow short-range ordering patterns, which results in lower cross-interfacial
migration rates. This is one of the reasons why adhesion of amorphous HA
films to titanium-based alloys is usually quite poor.

6.4.0.2 Film failure analysis

The failure analysis of the CaPTi films is performed by observation of the
scratch tracks (similar to Fig. 6.10) and failure mode. This analysis shows that
before the thin film is completely scraped off, there appears through-thickness
cracks that result from the tensile cracking in the track, which implies the
ductile failure. By means of scanning electron microscopy the details of the
through-thickness cracks can be observed.

In particular, a slight deformation appears in the area near the cracks, where
the bioceramic film is polycrystalline. In this case, the deformation probably
involves relative shear between the crystal grain boundaries. When the defor-
mation builds up to a critical extent, the microcracks are initiated and spread
to form the through-thickness cracks.

In the case of ductile failure, the stress and strain generated in the coating by
the indenter can be released via the deformation and through-thickness crack-
ing so that the thin film can be prevented from detaching from the substrate.
Thus, the film failure analysis also evidences an excellent adhesive strength of
the HA coating. Further details can be found elsewhere [403].

6.5
In vitro Assessment of Performance of Biocompatible HA Coatings

In this section, we examine the results of in vitro biocompatibility assessments
of the HA films synthesized under the optimum conditions as described in
previous sections [358]. This study is particularly important to predict the
actual biological and implant material responses to the physiological envi-
ronment during the application. It is expected that the devised HA-coated
Ti6Al4V alloy will exhibit the desired biocompatibility properties outlined in
Section 6.1. More specifically, the HA film should ensure a higher possibility
of enhanced bone reconstruction at the interface with the implant to result in
a faster and better osteointegration [379].

In vitro SBF and bone cell culture assessments have been administered to in-
vestigate the associated biocompatibility responses from the synthesized HA
films [358]. For the SBF assessment, the HA-coated implant alloy substrates
are immersed in a solution with ion concentrations similar to those of human
blood plasma. After immersion for different periods of time, the HA-induced
responses of the coating to the SBF environment are studied by using the EDX,
Raman, XRD, and SEM.
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In addition to the SBF evaluation, a bone cell culture assessment has been
carried out [358]. Basically, the mouse osteoblast cells MC3T3-E1 are seeded
and allowed to adhere to and growth on the HA film surface. Scanning elec-
tron and optical microscopy are used to observe the cell growth and prolifer-
ation.

6.5.1
Simulated Body Fluid assessment

An SBF solution buffered at pH 7.4 with 50 mM trihydroxymethylamino-
methane and 45 mM hydrochloric acid at 36.5 ◦C is used. The details of prepa-
ration of the SBF solution are presented elsewhere [404]. Before using the so-
lution, the composition of the SBF has been tested to ensure that the required
ion concentrations were achieved. The results of comparison of the ionic con-
centrations in the SBF of our experiments and in the real blood plasma are
shown in Table 6.3.

Tab. 6.3 Ion concentrations in the SBF and human blood plasma [358].

Ion SBF (mM) Blood plasma (mM)

Na+ 142.0 142.0

K+ 5.0 5.0

Mg2+ 1.5 1.5

Ca2+ 2.5 2.5

Cl− 147.8 103

HCO3− 4.2 27

HPO2− 1.0 1.0

SO2−
4 0.5 0.5

We recall that the HA-coated samples are prepared under the optimized
process conditions, enabling one to achieve the required film composition and
crystallinity (for details, see Section 6.3). The samples are immersed in the SBF
solutions for 6, 12, 24, 48, and 168 h in a water bath maintained at 37 ◦C. After
the immersion, the SEM and XRD measurements have been carried out to
investigate the apatite growth.

Figure 6.12 depicts the evolution of the apatite growth from the SEM anal-
ysis. From Fig. 6.12(b), one can note that the film has been partially dissolved
in the SBF and features a less compact structure as compared to that of the
as-deposited film (Fig. 6.12(a)). However, after 12 h into the immersion, one
can observe small nucleates on the surface (Fig. 6.12(c)). After 24 h of immer-
sion, the nucleates form larger agglomerates as can be seen from (Fig. 6.12(d))
Thereafter, elongated nanosized apatite granules are formed after 48 h of im-
mersion in the SBF, as (Fig. 6.12(e)) suggests. This is probably the final stage of
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Fig. 6.12 SEM images of (a) As-deposited film; (b) 6 h—dissolution
observed; (c) nucleation process is initiated after 12 h soaking; (d)
24 h; (e) and (f) apatite growth is observed after 48 h to 168 h of im-
mersion [358].

the surface morphology evolution, which does not change significantly even
after 168 h of immersion (Fig. 6.12(f)) when the apatite layer covers the entire
surface. The XRD measurements have been performed to investigate the de-
velopment of the hydroxyapatite crystalline phase on the HA-coated samples
immersed in the SBF.

From the XRD spectra shown in Fig. 6.13, one can notice that during the first
6 h of the immersion, the hydroxyapatite phase is resorbed, which is attested
by diminishing (002) and (112) peaks as compared to as-deposited films. At
this stage, we have recorded several diffraction peaks corresponding to dical-
cium phosphate (DCP, Ca2P2O7). As we have seen from the results of the SEM
analysis, precipitation of the bone material becomes pronounced after 12 h of
immersion.

The hydroxyapatite phase begins to restructure and build up as evidenced
by the stronger (002) peak. In the meantime, the amount of the DCP increases,
which is confirmed by the (213) diffraction line, which also remains strong for
the samples immersed for 24 h. It is interesting to note that the DCP is one of
the intermediate products of biological precipitation processes, which involve
dynamically counteracting resorption and re-deposition of different calcium
phosphate phases [362]. Subject to longer immersion times, the growth of
crystalline HA content proceeds along the (002), (112), (202), (301), and (213)
crystallographic directions, as can be seen in Fig. 6.13.

It is also remarkable that the restructured calcium phosphate coatings
shown in Figs. 6.12(e)–(f) also feature notable amounts of tricalcium phos-
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Fig. 6.13 Variation of XRD spectra with different SBF immersion
times. Curves 1–6 correspond to as deposited films, and films as-
sessed after 6, 12, 24, 48, and 168 h of immersion in the SBF [358].

phate [TCP, Ca3(PO4)2]. Similar to the HA, the TCP is another constituent of
natural bones. It is highly reactive and resorbable, and is considered as a natu-
ral enhancer of the hydroxyapatite biocompatibility function [405]. However,
in assigning specific diffraction reflections in Fig. 6.13 to DCP or TCP carries
a certain degree of ambiguity due to relatively poor resolution of the apatitic
diffraction pattern.

The changes in the HA film composition with the SBF immersion time have
been studied by the EDX technique. It has been found that the calcium con-
tent, and hence, the [Ca]/[P] ratio are lower in the films soaked for shorter
periods of time, as compared to the as-grown samples. At this stage, the mea-
sured [Ca]/[P] ratio is closer to the stoichiometric [Ca]/[P] ratio of the dical-
cium phosphate rather than to that of the HA phase. Nonetheless, the [Ca]/[P]
ratio increases afterward with the immersion time and approaches to the HA
stoichiometric value in the films soaked for 48 and 168 h. The EDX results are
thus consistent with the results of the SEM and XRD analyses.

An increasing, with the immersion time, content of the HA phase in the
films is further confirmed by the results of Raman spectroscopy. The inten-
sities of Raman signals corresponding to the HA “fingerprint” Ca–O–P and
P–O bonds at 430, 585, and 960 cm−1 are much higher in the films soaked for
48 and 168 h. Thus, the apatite content is indeed higher in the films shown in
Figs. 6.12(e)–(f).

It is remarkable that the film contains not only the HA, but also the TCP
phase. Therefore, the results of the SBF immersion analysis confirm that the
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devised HA film can indeed induce the bone apatite growth. As such, this is
an indication that the films are remarkably biocompatible and can offer a great
deal of bone remodeling in orthopedic and dental applications.

6.5.2
Cell Culture Assessment

In this subsection, we discuss the results of the cytocompatibility assessment
of the HA-coated Ti6Al4V implant alloy [358]. In clinical applications it is es-
sential that an HA-coated implant is able to provide an adequate scaffold to
support, stimulate, and direct the growth of osteoblast cells. The cytocompat-
ibility test is based on the bone cell culture method and aims at studying the
bioscaffolding properties of the devised HA films. The culturing of cells has
been carried out according to standard protocols [406].

Following the original work [358], we now recall the most essential details
of the hydroxyapatite cytocompatibility assessment. The initially frozen in
liquid nitrogen storage cells are thawed, put into a 150 mm Petri dish and ex-
amined by an optical microscope. The cells are then incubated at 37 ◦C (mam-
malian cell lines growth temperature) in a CO2 environment to allow their
growth. In the meantime, the HA-coated substrates are prepared and steril-
ized. This is done by soaking the samples in a dish with 70 % of ethanol for
10 min, drained off and repeating the same procedure again, this time for one
hour. The samples are then UV sterilized for 2 h and neutralized in a Petri
dish for 3 days.

After three days of incubation, the cell cultures have been examined by an
optical microscope for their level of confluence, morphological appearance,
and any signs of microbial contamination. The cells then have been moved
into another dish containing the HA-coated substrates and put back into the
incubator where they attach themselves to the substrates. This subculture pro-
cedure should be repeated every three days. We recall that the substrates
have been prepared under the optimized deposition conditions detailed in
Section 6.3.

Optical and scanning electron microscopy has been used for the observa-
tion of the cell growth patterns [358]. The results of the optical microscopy in
Fig. 6.14 show the osteoblast cell growth pattern in the cell culture experiment.
After one day of culture, cellular proliferation around the substrate can be ob-
served. It is noteworthy that a high-resolution SEM imaging has confirmed
efficient cell attachment to the HA-coated samples only after 24 h into the cell
culture (Fig. 6.15(a)).

More encouragingly, the cells show signs of attachment to the HA crystals
and cellular differentiation after 2 days of incubation. Cell growth and repli-
cation can also be seen on SEM micrographs shown in Figs. 6.15(b) and (c).
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Fig. 6.14 Growth patterns of osteoblast cells; (a) cell proliferation;
(b) cellular attachment and differentiation after two days. After 8-day
culture, extracellular matrix (c) and bone nodules (d) are formed [358].

It is remarkable that the cells consistently grow in size throughout the entire
duration of the cell culture experiment. After eight days, a thick layer of ex-
tracellular matrix and bone nodules are formed, as depicted in Fig. 6.14.

It is also notable that the hydroxyapatite coatings can support growth and
proliferation of different cell types [381, 388]. Typical cytoskeletal structure of
the COS7 monkey kidney cell line after 48 h incubation, visualized by using a
Leica DMRXA fluorescent microscope is shown in Fig. 6.16.

Therefore, proliferation, attachment, growth, and differentiation of the os-
teoblast cells and also the formation of bone nodules and mineralized extra-
cellular matrix, have been confirmed by the cell culture experiments, which
suggest that the hydroxyapatite coatings are indeed cytocompatible [358]. As
such, the HA-coated Ti6Al4V implant alloys have an outstanding potential to
support the bone material ingrowth and remodeling in orthopedic and dental
applications.
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Fig. 6.15 SEM images of osteoblast cells: (a) after 1-day incubation;
(b) and (c) differentiated cells after 2-day incubation.

Fig. 6.16 Typical cytoskeletal structures of the COS7 monkey kidney
cell line after 48 h of cell culture [358].
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6.6
Concluding Remarks

To summarize, we have discussed an innovative approach for the fabrication
of biocompatible hydroxyapatite bioceramics [358]. This approach capital-
izes on intentional disintegration of compressed commercial HA powder into
smaller sub-nano (atomic, molecular) and nano- (macromolecular, nanoclus-
ter, and nanoparticle) building units in low-pressure reactive plasma environ-
ments [358, 381, 388].

The plasma-assisted RF concurrent magnetron sputtering of HA and Ti tar-
gets can be used as an ideal practical framework of the above bioceramic syn-
thesis concept. More importantly, by using smaller building units and lower
process temperatures, it appears possible to grow highly crystalline films and
substantially improve the adhesive strength of the bioceramic–implant al-
loy interface. Furthermore, transport of the main calcium- and phosphorus-
bearing species (CaO+ and PO3−

4 , respectively) to Ti-6Al-4V deposition sub-
strates can be efficiently controlled by varying the DC bias. The different re-
sponses of oppositely charged CaO+ and PO3−

4 species to the DC substrate
bias makes it possible to control absolute and relative elemental concentra-
tions of calcium and phosphorus in the films.

Thus, CaO+ cations generated in Ar+H2O plasma discharges can be re-
garded as a “cause” of the elevated presence of calcium in the bioceramic,
with a similar conclusion for the phosphorus-bearing anion PO3−

4 . In the set
of experiments reviewed in this chapter, there are no specific means of surface
preparation for the deposition of the building units other than conventional
pretreatment in argon and maintaining substrate temperatures high enough
(usually in excess of 550 ◦C) to promote the required degree of crystallization.

We emphasize that by using atomic, radical, and, presumably, nanocluster
building units, one can obtain compact and dense films with nanoscale surface
morphology (Fig. 6.6), which is believed to be ideal to support biomolecule–
bioceramic interactions resulting in enhanced bone ingrowth and remodeling.
The hydroxyapatite films prepared by the RF magnetron concurrent sputter-
ing technique feature excellent bioactivity and cytocompatibility, as suggested
by in vitro simulated body fluid and osteoblast cell culture assessments. How-
ever, specific application of the four-stage “cause and effect” approach [36] for
the plasma-assisted nanofabrication of hydroxyapatite bioceramics warrants
substantial theoretical and experimental efforts in the future.
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7
Other Examples of Plasma-Aided Nanofabrication

In this chapter, we give a few other representative examples of successful uses
of plasma-based nanotools for nanoscale assemblies that do not fall within the
categories covered in Chapters 4–6. In Section 7.1, we consider an interesting
example of highly controlled plasma-assisted incorporation of Er atoms into
silicon carbide nanoparticle films, also synthesized by using hybrid plasma-
based methods. As shown in Section 7.2, a combination of reactive plasma-
assisted sputtering of solid titanium targets and plasma-enhanced chemical
vapor deposition makes it possible to synthesize unique, from many points
of view, nanocrystalline films made of atoms of four elements, namely Ti, Si,
N, and O. These nanostructured films are extremely promising for applica-
tions as barrier interlayers in micro- and nanoelectronics. In another example,
considered in Section 7.3, we discuss the possibility of tailoring the composi-
tion and other properties of nanostructured AlCN films by using a range of
plasma-generated and plasma-synthesized species and the “plasma-building
unit” approach. There is a direct correlation between the abundance of carbon
and nitrogen-containing species in the ionized gas phase and the actual con-
tent of these elements in the AlCN nanofilms. Section 7.4 is devoted to the re-
active plasma-assisted RF magnetron sputtering of highly oriented nanocrys-
talline AlN films at low substrate temperatures. Interestingly, by adjusting
the plasma process parameters, it turns out possible to significantly improve
the crystallinity and tailor many other (e.g., optical) properties of the films
concerned. In Section 7.5, we give yet another example of outstanding perfor-
mance of the Integrated Plasma Aided Nanofabrication Facility in the growth
of nanocrystalline vanadium pentoxide films with many interesting proper-
ties that make such films indispensable for the development of a new gener-
ation of smart multipurpose coatings. In the last section of this chapter (Sec-
tion 7.6), several impressive examples of the uses of low-temperature plasma-
based processes for processing of materials that contain ultrasmall holes with
the sizes ranging from submicrons down to nanometers are presented. These
examples are certainly not exhaustive and do not pretend for a wide coverage
of all amazing possibilities plasma nanotools offer for materials synthesis and
processing at nano- and even subnanometer scales.



238 7 Other Examples of Plasma-Aided Nanofabrication

7.1
Plasma-Assisted Er Doping of SiC Nanoparticle Films: An Efficient Way to
Control Photoluminescence Properties

In this section we consider an example of a successful application of plasma-
based techniques to perform an intricate process of doping of SiC nanostruc-
tured material with atoms of a rare-earth metal, Erbium. Again, as in numer-
ous examples of synthesis of semiconductor quantum confinement structures
of various dimensionality of Chapter 5, a plasma-assisted reactive magnetron
sputtering deposition proved an indispensable nanofabrication technique.

Specifically, polynanocrystalline silicon carbide (pn-SiC) films containing
SiC nanoparticles and Er have been deposited on Si(111) substrates by the
above plasma-assisted technique [407]. In this case, high-purity SiC and Er
targets are concurrently sputtered in the Integrated Plasma-Aided Nanofab-
rication Facility described in detail in Chapter 3. Under certain conditions,
plasma-based doping of SiC with Er effects in room-temperature photolumi-
nescence is inefficient or impossible otherwise. Moreover, the PL peak posi-
tion, intensity, and the full width at half maximum strongly correlate with the
Er doping levels and plasma-based process conditions.

As usual, before we proceed to the analysis of the details and results of
the experiments of Huang et al. [407], we briefly discuss the importance of
doping of nanostructured semiconductors by rare-earth elements. This kind
of doping is presently well known to lead to the formation of luminescent
centers in semiconductor materials being doped, which make them suitable
for various applications in optoelectronic devices [408–410].

Among the various rare-earth elements, erbium has attracted a particular
attention because of the 4I13/2 → 4I15/2 transition, which involves nonbonded
4f shell electrons of the Er3+ ion (4f11) and occurs at a technologically im-
portant wavelength of 1.54 µm. This wavelength perfectly matches the ab-
sorption minimum of indirect bandgap semiconductors such as silicon and
silicon-carbide-based optical fibers.

Er-doped silicon has recently attracted much interest because of its potential
application in Si-based optoelectronic devices [411–413]. As we have already
mentioned elsewhere in this book, silicon carbide (SiC), a semiconductor with
a relatively wide energy bandgap (∼3 eV), is an outstanding candidate ma-
terial for electronic and optical devices and has advantages over other semi-
conductors especially for high-frequency, high-temperature and high-power
applications [414–416]. Therefore, doping SiC with atoms of rare-earth met-
als could bring in many exciting opportunities for the development of ad-
vanced optoelectronic devices based on nanostructured SiC with a tunable
bandgap [407, 417].

Huang et al. [407] synthesized Er-doped SiC films on Si(111) substrates by
the RF reactive magnetron sputtering from metal Er and ceramic SiC tar-
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gets in a gas mixture of argon and hydrogen at low substrate temperatures
(∼350 ◦C). Erbium content (at.%) in SiC film can be controlled by varying the
RF power applied to each sputtering electrode in the IPANF and also other
deposition conditions. Similar to most of the cases considered in this book,
the process parameters strongly affect nanoparticle sizes and other properties
of the nanostructured SiC films. The details of nanofilm characterization and
photoluminescence measurements are quite standard and can be found in the
original work [407].

It is notable that the surface morphology of Er-doped SiC films is most
strongly affected by the RF power applied to the magnetron electrode with
the SiC target, substrate temperatures, and Er content in the films. The latter
can be controlled by changing the RF power supply to the erbium-releasing
sputtering electrode. In the experiments concerned, four different samples 1–
4 have been analyzed. The deposition conditions of samples 1–4 are the same
except for the RF power applied to the Er target; namely, they are 40, 20, 10,
and 0 W, respectively.

The surface of Sample 1 features dispersed compact and quite separated
nanoparticles, which are very much alike and in some cases are made of
smaller nanoparticles. The mean nanoparticle diameter of Sample 1 is about
13.2 nm, with the particle density ∼7.2×1012/cm2. The XPS spectra of the
four samples concerned (not shown here) suggest that the content of erbium
in the films is apparently too small and it cannot be detected by the X-ray
photoelectron spectroscopy. However, the elemental ratios of Si and C turn
out to be approximately 46.75 at.%:48.30 at.%, which is indeed very close to
the stoichiometric ratio of the SiC.

It is interesting to note that the elemental presence of silicon and carbon in
this series of experiments does not change significantly with the variation of
the total pressure and substrate temperature. The surface morphologies of the
Samples 2 and 3 are very much alike and similar to that of Sample 1. However,
the surface morphology of Sample 4 turns out to be quite different; in this case
the mean nanoparticle size is ∼30 nm. Thus, erbium atoms may act as initial
seed nuclei of SiC nonoislands.

Figure 7.1 shows the XRD spectra of Samples 1–4. From these spectra one
can make an important conclusion. Namely, with the increase of Er content,
the structure of the SiC films changes from amorphous to polycrystalline.
Moreover, the main peak position also shifts toward larger diffraction angles,
which means that as more erbium atoms incorporate in the film, the lattice
constants of Er-doped SiC become smaller.

Figure 7.2 shows the relationship between the intensity of room-temperature
photoluminescence and the wavelength for the four samples of our interest
here. A striking observation from Fig. 7.2 is that Sample 4 prepared without
any erbium incorporation, does not luminesce!
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Fig. 7.1 XRD spectra of Er-doped SiC nanoparticle films [407].

Fig. 7.2 Room-temperature photoluminescence spectra of Er-doped
SiC nanoparticle films [407]. Labels 1–4 denote the sample numbers.

Table 7.1 lists the peak positions and the full widths at half maxima of
erbium-doped SiC specimens. It is interesting to note that the PL peak position
shifts toward shorter wavelengths and the FWHM decrease as the amount of
the dopant is reduced. However, there is no clear dependence of the PL in-
tensity and the Er content in the SiC nanofilms. This conclusion applies to
Samples 1–3 with an average nanoparticle size of 13.2 nm.

The results of investigation of the effect of the nanoparticle size evidence
that the photoluminescence intensity decreases and its peak position shifts to
longer wavelengths when the sizes of the SiC nanoparticles become larger.
Interestingly, quite similar relations between the PL intensity and Er content
hold for a range of SiC nanoparticle sizes.
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Tab. 7.1 Photoluminescence peak position and FWHM of Er-doped SiC films [407].

Sample number PL peak position (nm) FWHM (nm)

1 732 125
2 713 150
3 658 165

Huang et al. [407] also state that the photoluminescence from Er-doped SiC
nanoparticle films might be attributed to size-dependent quantum confine-
ment effects rather than the relaxation of chemical bonds. Moreover, inten-
tionally introduced Er-based defects might be required for the thermodynamic
stability of the SiC nanoparticles [418].

However, in our view, this conclusion still requires further experimen-
tal/computational evidence to be commonly accepted. Furthermore, there
is still plenty of room for atomistic ab initio simulations and also modeling of
growth kinetics of SiC nanofilms doped with atoms of rare-earth metals.

Nonetheless, pilot experiments of Huang et al. [407] introduce a new low-
temperature plasma-based method of doping nanostructured Si-based films
with erbium. It is imperative that the Er content in SiC nanoparticles can be
precisely controlled by varying the RF power supplied to the magnetron sput-
tering electrode of the IPANF reactor.

In these experiments, the nanoparticle sizes sensitively depend on the
plasma-based parameters, especially the RF power supply to both sputtering
electrodes and the substrate temperature. The peak position, intensity, and
FWHM of visible room-temperature photoluminescence are directly related
to the content of the erbium dopant in the SiC nanoparticle films. Finally, this
method has an outstanding potential to become widely adopted for nanofab-
rication of a variety of nanostructured semiconductor films with controlled
levels of externally introduced dopant elements, on temperature-sensitive
substrates, such as polymers and plastics.

7.2
Polymorphous (poly)Nanocrystalline Ti–O–Si–N Films Synthesized by Reactive
Plasma-Assisted Sputtering

In this section, we consider another very interesting example of nanostruc-
tured materials successfully fabricated by using reactive plasma-based tools.
These films are made of nanocrystals of different binary compounds embed-
ded in an amorphous matrix. More specifically, let us consider T–N, Si–N, and
Ti–Si nanocrystals in a composite Ti–Si–N–O amorphous matrix. These kinds
of films are commonly termed polymorphous (pm) to emphasize the presence
of two phases in the same material.
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An example of such a material is polymorphous hydrogenated silicon (pm-
Si:H), which is made of ultrasmall Si:H nanoclusters embedded in an amor-
phous hydrogenated silicon matrix [36, 38] and has already been discussed
in Chapter 1. It is worthwhile to mention that pm-Si:H films have been suc-
cessfully synthesized using reactive low-temperature plasmas of mixtures of
silane and hydrogen, with optional dilution in an inert gas such as argon.
These films feature excellent size uniformity and sometimes even distribution
of nanocrystals within the amorphous layers [38].

Another example of polymorphous but mixed-composition films, wherein
nanocrystallites of TiN are embedded in an amorphous SixNy matrix, has been
reported by Marcadal et al. [420]. As has been mentioned above, the films of
our interest here are also based on an amorphous matrix but they contain more
than one nanocrystalline “species.” This is why we term the Ti–Si–O–N films
polymorphous and at the same time, poly-nanocrystalline to reflect the presence
of tiny nanocrystals made of binary Ti–N, Si–N, and Ti–Si compounds, even
though such a terminology is not used in the original work [419].

Let us now go through the main details of the reactive plasma-aided synthe-
sis of Ti–Si–N–O films and highlight their practical importance. The present-
day microelectronic circuitry heavily relies on Ta or TaN-based barrier alloys
that serve as efficient barriers for copper diffusion in dielectric–metal inter-
connects. However, as the feature sizes in microelectronic devices relentlessly
shrink into 100 nm and sub-100 nm domain, there emerges the need to replace
Ta/TaN copper diffusion barriers in deep sub-micron CMOS technology; the
present-day technology of fabrication of such interlayers is mostly based on
physical vapor deposition (PVD).

Titanium-based ternary materials, such as TixSiyNz alloys have recently
emerged as potential candidates with the outstanding promise. Interestingly,
Ti34Si23N43 films appear to be a cement-like blend of nanophase TiN with a
typical grain size of 2 nm intermixed with amorphous Si3N4 [419, 421].

Ee et al. [419] used reactive silane plasma-assisted RF magnetron sputtering
to synthesize nanodevice-quality quarternary Ti–Si–N–O barrier alloys and
studied the effect of plasma-based process parameters on the microstructure,
phase composition, resistivity, surface morphology, and surface roughness of
the films concerned. The substrates used by Ee et al. were p-type silicon
wafers with 630 nm thick silica film predeposited by PECVD. The deposition
of Ti–Si–N–O barrier films is conducted in the IPANF plasma reactor by RF
magnetron sputtering of a titanium target in the presence of reactive silane
precursor.

In the experiments concerned, no external heating or biasing was applied to
the substrate surface. The gas feedstock comprised argon, nitrogen, and silane
gases with the inflow rates typically varied within the range of 20–40 sccm.
The main analytical tools used for the film characterization are similar to the
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previous sections, with the exception of the Rutherford backscattering spec-
trometry (RBS, 2.0 MeV 4He+ beam generated in a 4.0 MeV Dynamitron ac-
celerator), which was used to measure the elemental composition of the films.
In particular, this technique suggests that the elemental compositions of the
three specimens are Ti24Si12N35O29, Ti20Si13N35O32, and Ti16Si15N32O37, here-
after referred to as specimens Si-12, Si-13, and Si-15 with the film thicknesses
215, 262, and 300 nm, respectively [419].

In addition, X-ray photoelectron spectroscopy reveals the presence of Ti–N,
Si–N, Ti–Si, Ti–O, Si–O, and Si–N–O bonds, which are found after deconvo-
lution of the Ti2p, Si2p, N1s, and O1s narrow-scan XPS peaks. Moreover, the
presence of Ti–N, Si–N, and Ti–Si crystal phases is further confirmed by the
XRD. Other phases, such as silicon and nitrogen forming titanium oxide, sili-
con oxide, and silicon oxynitride are likely to make up the amorphous matrix.

Figures 7.3 and 7.4 show high-resolution TEM graphs of the Ti24Si12N35O29
specimens. From Fig. 7.3, one can observe a large number of nanocrystals
typically ranging from 2 to 15 nm in size. More importantly, by combin-
ing the XPS, XRD results, and the lattice spacing measurements from the
HRTEM micrograph in Fig. 7.4, the nanocrystalline features can be identified
as Si3N4(111) (top left in Fig. 7.4), Ti5Si4(105) (top right in Fig. 7.4), Ti5Si2(311)
(bottom left in Fig. 7.4), and ε-TiN(102) (bottom right in Fig. 7.4). The remain-
ing Ti–O, Si–O, and Si–N–O compounds are in the amorphous state [419].

Fig. 7.3 HRTEM graph of nanocrystals embedded in amorphous ma-
trix in the Ti24Si12N35O29 film [419].
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Fig. 7.4 HRTEM graph showing the presence of Ti–N, Si–N, and Ti–Si
nanocrystals in the Ti24Si12N35O29 film [419].

Interestingly, the barrier Ti–Si–N–O films synthesized by the reactive
plasma-assisted RF magnetron sputtering deposition turn out to be very
smooth, with the surface roughness not exceeding 3.3 nm. Most impor-
tantly, with the very unusual type of mixed nanostructure (which we have
termed polymorphous, (poly)nanocrystalline above), the films show excellent
electrical stability against copper ion diffusion and as such are outstanding
candidates for the future generation ULSI diffusion barrier applications in
microelectronics.

7.3
Fabrication of Nanostructured AlCN Films: A Building Unit Approach for
Tailoring Film Composition

Let us turn our attention to discuss how the elemental composition of plasma-
synthesized nanofilms can be directly controlled by the plasma process pa-
rameters. Changes in discharge operation parameters lead to different elec-
tron energy distributions, the latter determine the rates of major electron im-
pact elementary reactions in the ionized gas phase; as a result, production of
certain building and working units is affected.

In this section, by considering the plasma-assisted DC magnetron sputter-
ing deposition of nanostructured AlCN films, we show the way to modify the
elemental composition in the films by changing relative importance of selected
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gas-phase chemical reactions leading to the generation of the desired building
units. By following the original work [422], we introduce the most essential
details of the control and diagnostics of low-frequency (∼500 kHz) inductively
coupled plasmas for the chemical vapor deposition (CVD) of nanostructured
carbon nitride-based films.

Interestingly, there is a direct relation between the discharge control param-
eters, plasma electron energy distribution/probability functions (EEDF/EEPF),
and elemental composition in the deposited AlCN thin films. The Langmuir
probe technique is employed to monitor the plasma density and potential, ef-
fective electron temperature, and EEDFs/EEPFs in Ar+N2+CH4 discharges.

In practice, by varying RF power and gas composition/pressure one can en-
gineer the EEDFs/EEPFs to enhance the desired plasma-chemical gas-phase
reactions thus controlling the film chemical structure. It is interesting that it is
possible to implement a fine tailoring of the electron energy distributions and
hence the production of the desired species. Such a possibility has already
been briefly mentioned in the introductory Chapter 1.

Carbon-based materials considered here have recently been of a substan-
tial interest because of their excellent mechanical, electrical, optical, and op-
toelectronic properties. Various technologies, such as RF and DC sputter-
ing, electron-beam evaporation, shock compression, and implantation have
been used to synthesize carbon-based compounds and composite materials
[423–425].

Among them, sources of low-temperature RF plasmas have already shown
a great efficiency for the growth of nanofilms of diamond-like carbon, C3N4,
AlN, BN, AlCN, as well as for numerous surface modification technologies.
Such films prepared by the RF plasma-enhanced chemical vapor deposition
(CVD) feature excellent mechanical, optical, and electrical properties [426].

However, to improve the efficiency, predictability, stability, and unifor-
mity of the film deposition and surface modification processes, fine engi-
neering/control and diagnostics of the plasma is required. Here, we intro-
duce and comment on the results on control and diagnostics of low frequency
(∼500 kHz) inductively coupled plasmas for CVD of nanostructured AlCN
films [422].

An RF discharge in Ar+N2+CH4 gas mixture, also successfully applied for
synthesizing nanocomposite Al–C–O–N films [422] has been sustained in the
CVD ICP reactor combined with a DC magnetron sputtering electrode (see
Chapter 3 for detailed description). We recall that this facility has also been
successfully used for a range of surface modification and materials synthesis
application discussed elsewhere in this monograph.

One of the most attractive features of this device is that it can operate at rela-
tively high RF powers and provide an independent control of sputtering, high
rate of dissociation of molecular species, and high deposition rates. Tsakadze
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et al. demonstrated that varying the discharge parameters, one can properly
adjust the energy and probability distribution functions of the plasma elec-
trons and enhance/diminish rates of certain molecular/radical gas-phase re-
actions, and hence, the deposited film composition [422].

For the convenience of the reader, we recall the main details of the source of
low-frequency (∼460 kHz) inductively coupled plasmas used in the process
of synthesis of ternary aluminium-enriched C–N-based compound [422]. The
plasma is generated in a cylindrical, stainless steel vacuum chamber with the
inner diameter 2R = 32 cm and length L = 20 cm. The top plate of the
chamber was a fused silica disk, 35 cm in diameter and 1.2 cm thick. High
purity aluminum target is placed on a DC magnetron sputtering electrode,
positioned 10 cm above the chamber bottom endplate.

Negatively biased substrate holder is fixed at approximately 6 cm above the
sputtering target. The operating pressure in the Ar, N2, and CH4 gas mixture
is typically maintained in the range p0 = 20–50 mTorr. An RF-compensated
single Langmuir probe is used to measure the electron energy/probability dis-
tribution functions (EEDF/EEPF), electron density, effective temperature and
plasma potential. The probe can be moved radially and axially through one
of the four port windows or holes in the bottom endplate of the chamber.

The optical emission from the ICP discharge has been collected using a light
receiver mounted on the side facing view-port and transmitted via the opti-
cal fiber to SpectroPro-750 spectrometer (Acton Research Corporation) with a
resolution of 0.023 nm. The optical emission spectra (OES) of excited neutral
and/or ionized argon atoms have been investigated in the wavelength range
350–850 nm. Other details of the setup can be found elsewhere [93] (see also
Chapter 2 of this book).

The easiest way to control the plasma properties in a Ar+N2+CH4 dis-
charge is to vary RF power input Pin. It is instructive to investigate how Pin
affects the electron number density and temperature, energy probability func-
tions, species in the discharge, and film composition. In the experiment of
Tsakadze et al., a Langmuir probe was located at 2 cm above the substrate
holder with the samples and 4 cm away from the center of the vacuum cham-
ber [422]. Optical emission was collected by an optical probe mounted in a
side porthole with the axial position closest to that of the substrates.

Electron energy distribution functions in the discharge are shown in Fig. 7.5
for two different values of RF power. From Fig. 7.5(a), it becomes clear that
the electron number density increases with the RF power. Meanwhile, the OES
spectra collected in situ from the discharge collected reveal that the emission
intensities of the majority of the plasma species also increase. As the intensi-
ties of different plasma species increase, their densities also increase leading
to a stronger interaction with the samples. Moreover, higher plasma densities
are favorable to enhance the sputtering yield from the Al target.
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Fig. 7.5 (a): EEPF of Ar + N2+ CH4 25 mTorr discharge for RF power
of 1.9 kW (curves 1) and 2.6 kW (curves 2), respectively; (b): de-
pendence of the elemental composition in the deposited film on RF
power [422].

Thus, more aluminum atoms are released from the target, so that the rate of
incorporation of Al into a C–N-based matrix can be augmented by properly
adjusting the DC voltage on the magnetron electrode, RF power, and substrate
bias. The results of XPS analysis of the surface layer shown in Fig. 7.5(b) sug-
gest that the elemental composition of Al in the film increases from 20 % to
50 % with variation of Pin from 1.9 to 2.6 kW. This is consistent with the Lang-
muir probe measurements revealing higher densities of ionic species [422].

One can also control the process outcomes by varying the operating pres-
sure and composition of the gas mixture. Using the EEDF/EEPF and reac-
tion threshold data, the electron population able to initiate the major dissoci-
ation/ionization reactions in the plasma, is computed under different compo-
sitions of the gas mixture. In the first experiment, the discharge parameters
were studied in a mixture of nitrogen and methane with 8 and 22 sccm mass
flow rates, respectively.

In the second experiment, 2 sccm of argon were added to the original
gas feedstock. Interestingly, a simple addition of argon gas can increase the
plasma density from 5.5×1010 cm−3 to 1.5×1011 cm−3 keeping the RF power
level fixed at 2.1 kW. Having selected, for simplicity, the following major gas-
phase reactions:

N2 + e → N+
2 + 2e (7.1)

N2 + e → 2N + e (7.2)

CH4 + e → CH3 + H + e (7.3)

and using the electron energy distribution functions in the discharge depicted
in Fig. 7.6(a), one can calculate the plasma density and the number of electrons
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Fig. 7.6 EEPFs of N2+CH4 (solid line) and Ar+N2+CH4 (dashed
line) discharges for the flow rates of argon, nitrogen and methane 2, 8,
and 22 sccm, respectively (a). Variation of densities of the plasma and
hot electrons able to dissociate/ionize N2 and CH4 in two discharges
without and with argon inlet (b). RF power is ∼2.1 kW [422].

with energies exceeding the ionization/dissociation thresholds of reactions
(7.1)–(7.3).

The estimates show that introduction of argon to the N2+CH4 mixture in-
creases not only the plasma density, but also the probability of dissociation of
N2 and CH4 molecules. In this case the XPS analysis of the elemental composi-
tion reveals an increase in nitrogen content in the film from 18 % in argon-free
to 36 % in argon-enriched (additional inlet of 2–6 sccm) discharges. Addition
of Ar also augments the proportion of carbon from 1.8 % to 3.2 %.

Furthermore, additional inlet of argon slightly decreases the population of
electrons able to initiate ionization (7.1) of N2 from 2.7×1010 to 2.1×1010 cm−3.
Meanwhile, the total number of electrons able to dissociate nitrogen molecule
(reaction (7.2)) increases from 4.3×1010 to 6.2×1010 cm−3. Therefore, the reac-
tion balance in the gas phase is shifted from the formation of molecular ions
N+

2 to electron-impact dissociation of nitrogen molecule N2.
Therefore, production of atomic nitrogen building units relative to molec-

ular ion N+
2 species can be enhanced by letting more argon in the discharge

as the bar charts in Fig. 7.6(b) suggest. Similarly, adding argon to the mixture
increases the number of electrons responsible for dissociation (reaction (7.3))
of methane molecules from 5.3×1010 to 1.22×1011 cm−3 [422].

Elegant experiments of Jiang [427] shed some light on the role of ionized
gas-phase-borne building units in the synthesis of nanostructured AlCN films.
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He recorded optical emission intensities (OEIs) of the most abundant species
in the plasma discharge under different process conditions (such as the CH4
flow rate in Fig. 7.7) and related the variation of the OEI to the changes in the
intensities of relevant chemical bonds formed in the AlCN films (measured by
the FTIR technique). The in situ OES observations provides the useful infor-
mation about dominant chemical reactions in the deposition process.

In this series of experiments, atomic nitrogen, CN radicals and CmHn

species are the key precursors of the carbon and nitrogen components in
the film. On the other hand, atomic Al sputtered out from the target is
an indispensable building unit for Al incorporation in the AlCN nanofilm.
Interestingly, Al emission lines were not detected in the optical emission
spectra [427].

As suggested by Jiang [427], the relationship between the deposition pa-
rameters and the material properties can be established by comparing the in-
tensities of the OES signal with those of FTIR peaks, as shown in Fig. 7.7. It is
clearly seen that with an increase of the CH4 gas flow rate, both the intensities
of CH species and the C–Al bond increase, while those of nitrogen species and
the N–Al bond decrease.

On the other hand, the intensities of the OEI of CN species and the C–
N bond initially increase and then decrease as the CH4 flow rate increases.
A similar variation trend between the OES intensities and FTIR bonding in-
tensities have also been reported under conditions when the RF input power
and/or the flow rates of N2 changed [427].

Therefore, one can conclude that in the CN species formed in the ionized gas
phase is indeed a building unit responsible for the C–N bond formation. On
the other hand, while CH and atomic nitrogen species are combined with Al
atomic species to form Al–C and Al–N bonds, respectively. Relatively high
rates of formation of such bonds is probably the reason of the undetected op-
tical emission from atomic aluminium.

Based on the above experimental results, the mechanism of the synthesis
of Al-modified carbon nitride thin film has been proposed [427]. First, CN
species is formed in the plasma by the chemical reaction between CHx and
N2 [428]

CH∗
x + N∗

2 → CN + N + H2 + H + e

These species are responsible for the C–N bond in the material, which means
that C–N bond in the thin film directly comes from the CN building units in
the plasma, rather than formation by chemical reaction between CH4 and N2
on the substrate surface.

Second, although optical emission from Al-containing species was not de-
tected in the spectra, a similar trend between the intensities of the optical emis-
sion and the FTIR signal in Fig. 7.7 indicate that CH and N species incorporate
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Fig. 7.7 The comparison between the FTIR intensity and the OES
emission intensity in plasma-assisted DC magnetron sputtering depo-
sition of nanostructured AlCN films [427].
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into the Al–C and Al–N bonds in the AlCN film. Since the CH and N species
exist as the reactants in the plasma, one can conclude that the chemical reac-
tions forming Al–C and Al–N bonds occur on the substrate surface rather than
in the ionized gas phase.

Third, in the optical spectra, CN species shows the strongest optical emis-
sion, whereas C–N bond in the FTIR spectra becomes much weaker compared
to Al–N and Al–C peaks. This reveals that the affinity of species is another
key factor in the deposition process. CH and N species have three and two
dangling bonds that make them easily adsorbed on the substrate surface and
form bonds with other atoms, whereas CN species has only a single dangling
bond, which results in a low bonding probability.

On the other hand, CN species is volatile, which means that at higher
temperatures or in the case of sputtering by energetic particles, CN compo-
nent can be easily etched away. This is another reason for lower C–N bond
strengths in the film.

Finally, the above analysis suggests that the bonding properties of nanos-
tructured films can be optimized by controlling the building units in the
plasma and in turn by adjusting the plasma process parameters. These re-
sults are yet another argument in favor of the “cause and effect” building-unit
based nanofabrication approach [36].

7.4
Plasma-Assisted Growth of Highly Oriented Nanocrystalline AlN

In this section we continue showing examples of successful uses of plasma-
based nanofabrication techniques. Let us turn our attention to optically trans-
parent, highly oriented nanocrystalline AlN(002) films synthesized by using a
hybrid plasma-enhanced chemical vapor deposition and plasma-assisted RF
magnetron sputtering process in reactive Ar+N2 and Ar+N2+H2 gas mix-
tures at a low Si(111)/glass substrate temperature of 350 ◦C [429].

In the following we will discuss how the most important process condi-
tions, such as the sputtering pressure, RF power, substrate temperature, and
partial pressure of reactive nitrogen gas feedstock can be optimized to achieve
the desired structural, compositional, and optical characteristics. These films
are made of high purity and near-stoichiometric AlN, which also feature a
fairly uniform distribution of nanosized grains over large surface areas and
also highly oriented in the (002) direction columnar structures of a typical
length ∼100–500 nm with the aspect ratio ∼7–15. Moreover, the AlN films
feature an excellent optical transmittance of ∼80 % in the visible region of the
spectrum, promising for advanced optical applications [429].

In Chapter 5, we have already discussed outstanding properties of nanos-
tructured AlN that make this material particularly attractive for the future
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nanodevice applications. We have also discussed earlier growth stages of AlN
nanofilms, when arrays of quantum dots can be formed. Here we consider
the case when by using plasma-based techniques it becomes possible to direct
the growth process toward quasi-three-dimensional columnar structures that
develop at later growth stages (as compared to the quantum dots considered
in Chapter 5).

It needs to be stressed that most of the existing and emerging applications
demand the AlN nanofilms to be single crystalline with a smooth surface.
Furthermore, a high-quality heteroepitaxy is usually required to fully real-
ize the outstanding potential of AlN in micro- and nanoelectronics. We re-
call that to fabricate device-grade AlN films, techniques such as vapor phase
epitaxy [220, 221], molecular beam epitaxy [221–224], chemical vapor depo-
sition [225], ion beam nitridation [226], reactive sputtering [228], and pulsed
laser deposition [231] have been extensively used, with a different degree of
success depending on specific process conditions [429].

Even though advanced epitaxial techniques such as the molecular beam epi-
taxy (MBE), chemical vapor deposition (CVD), and metallorganic chemical
vapor deposition (MOCVD) have been extensively used for the fabrication of
lattice-matched nitrides of Group III semiconductors, high process tempera-
tures often result in a substantial thermal damage and film degradation. More-
over, the ability to synthesize highly oriented nanocrystalline films, which are
of special interest as growth templates for zero- and one-dimensional quan-
tum confinement structures, still remains quite limited [429].

In order to achieve highly oriented c-axis films, lower temperature pro-
cesses are required. Low temperature plasma-assisted reactive sputtering de-
position is an excellent candidate owing to its apparent advantages in the abil-
ity to control the fluxes of numerous reactive species, the ease in handling and
operation, and a relatively low cost. Recent advances in plasma-aided syn-
thesis of various nanocrystalline films and aligned one- and two-dimensional
nanostructures with the crystallographic growth directions controlled by the
plasma process conditions discussed elsewhere in this book further justify this
claim.

Likewise, as we have seen from Chapter 6, plasma-aided RF sputtering
deposition provides a highly reliable and reproducible method of thin film
growth and as such should be particularly suitable for the synthesis of AlN
nanofilms with a smooth surface and a negligible oxygen content, the lat-
ter still remaining a major concern for the many existing fabrication tech-
niques [431].

Mirpuri et al. recently reported on the plasma-assisted RF magnetron sput-
tering deposition of optically transparent, highly oriented (002) nanocrys-
talline AlN films on Si(111) and glass substrates [429]. Below, we will follow
how the process conditions such as the RF input power, substrate tempera-
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Tab. 7.2 Plasma-assisted synthesis of nanocrystalline AlN: summary of process condi-
tions [429].

Process parameter Values

Base pressure below 10−3 Pa
N2 flow rate 10–85 sccm
Ar flow rate 0–30 sccm
Substrate temperature 150–350 ◦C
RF power 200–400 W
Working gas pressure 0.4–1.4 Pa
Deposition time 0.5–3 h

ture, gas flow rates and partial pressures can be optimized to obtain the de-
sired structural, compositional, and optical properties of the AlN films critical
for their envisaged applications.

The AlN thin films of our interest here have been synthesized in the In-
tegrated Plasma-Aided Nanofabrication Facility described in Chapter 3. Ta-
ble 7.2 summarizes the range of the process parameters in the experiments of
Mirpuri et al. [429].

Figure 7.8(a) shows the XRD spectra of AlN films deposited for one hour at
a working gas (pure nitrogen) pressure of 0.4–1.4 Pa, substrate temperature of
350 ◦C, and RF power of 400 W. All the specimens featured a single hexago-
nal AlN(002) peak at 36.1◦. The full width at half maximum (FWHM) of the
AlN(002) peak has shown a strong dependence on the working gas pressure.

Fig. 7.8 X-ray diffraction spectra of AlN films for different working gas
pressures at a RF power of 400 W (a) and different RF powers at a
working pressure of 0.8 Pa (b). In both the cases nitrogen concentra-
tion and substrate temperature are 100 % and 350 ◦C, respectively.
Inset in panel (b) displays the XRD wide scan at a RF power of 400 W
and the same other parameters as in the case (b) [429].
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Specifically, the FWHM has a clearly resolved minimum in the pressure
range 0.8–1.1 Pa, which is indicative to somewhat better crystallization of the
AlN films under such conditions. The X-ray diffractometry in the rocking
curve mode also reveals that a sputtering pressure of 0.8 Pa leads to a smaller
FWHM of 10.4◦ as compared to 18.6◦ at 1.1 Pa. Thus, the alignment of the
growth direction is improved in the films synthesized at p0 = 0.8 Pa. One can
thus conclude that the optimal sputtering pressure for the growth of highly
c-axis oriented AlN films is 0.8 Pa.

Figure 7.8(b) shows the XRD patterns of the samples after 1 h deposition
in pure nitrogen at RF power 200–400 W, substrate temperature 350 ◦C, and
sputtering pressure 0.8 Pa. Interestingly, the film deposited at 200 W did not
show any crystalline orientation peculiar to AlN. This may be attributed to
the fact that when the input power is low, the adatoms cannot gain enough
energy to form crystalline structures on the substrate.

However, a pronounced diffraction peak corresponding to the (002) plane
appears when the input power is increased to 300 W. The (002) preferred
orientation of AlN further improves at higher RF powers, as can be seen
in Fig. 7.8(b). Further XRD analysis shows that the c-axis remains the pre-
ferred growth direction within the entire temperature range considered. This
growth direction becomes pronounced at substrate temperatures as low as
150 ◦C, when the (101) crystallographic direction emerges. Moreover, the (002)
crystallographic orientation is always the preferential growth direction when
the partial pressure of nitrogen pN2 exceeds a half of the total pressure of the
Ar+N2 gas mixture [429].

Thus, the crystalline orientation is strongly affected by the relative partial
pressures of nitrogen and argon gases. Nonetheless, at pN2 /p0 ratios larger
than 0.5, the films appear perfectly oriented along the c-axis. Therefore, the
results of the XRD analyses [429] show that the growth of highly oriented
nanocrystalline AlN(002) thin film can be optimized at a sputtering pressure
of 0.8 Pa, a RF power of 400 W, a substrate temperature of 350 ◦C and relative
ratio of partial pressures of N2 and Ar gases 3:1 (75 % concentration of N2).

The top-view microstructure of platinum sputter-coated AlN films de-
posited for 0.5 and 3 h under the above optimized process conditions is
depicted in Figs. 7.9(a) and (b), respectively. The surface morphology features
smooth and homogeneously uniform pebble-like nanocrystalline grains (with
the typical size within the 40–80 nm range) formed on the substrate with
some larger (>100 nm) triangular-shaped particles on top of the layer; the
latter appearing in the 3 h deposition process.

The SEM images also reveal clear grain boundaries and also voids between
the crystals. This compact and almost void-free crystalline structure (viewed
from the top) is indicative to preferential columnar growth, which was con-
firmed by the cross-sectional scanning electron microscopy.
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Fig. 7.9 Surface morphology of AlN film deposited for 0.5 (a) and 3 h
(b) imaged by FESEM. Optimized process conditions (see text) [429].

The cross-sectional SEM images of the AlN film grown for 0.5 and 3 h are
shown in Figs. 7.10(a) and (b), respectively. From Fig. 7.10(a) one can also
notice a thin (a few nm thick) amorphous layer along the interface between
the AlN film and the Si(111) substrate. The film grown in the 3 h long pro-
cess is approximately 0.5 µm thick and shows excellent vertical alignment of
the columnar structure, which is quite similar to that of typical quasi-one-
dimensional quantum confinement structures considered in Chapter 5 of this
monograph. A typical aspect ratio of the highly oriented crystalline columnar
structures is 7–15 [429].

The composition and chemical states in the as-grown samples have been
analyzed by the XPS. Typically, the percentage atomic concentrations of Al
and N were quite close to each other. More importantly, the abundance of
O and C was typically one order of magnitude lower than that of the main
constituent elements Al and N. This contamination is very difficult to elimi-

Fig. 7.10 Cross-sectional SEM micrograph of AlN film deposited for
0.5 (a) and 3 h (b) and same process conditions as in Fig. 7.9 [429].
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nate completely and much higher concentrations of oxygen (owing to its large
affinity to aluminium) have been reported by other authors [432, 433].

Figures 7.11(a) and (b) show the narrow scan XPS spectra of Al2p and
N1s, respectively. The binding energy (BE) of the Al2p photoelectron peak
in Fig. 7.11(a) is 73.9 eV, and is attributed to the Al–N bonds in AlN [434].
The peak corresponding to Al–Al bonding (with the BE ∼72 eV) was not de-
tected in the Al2p spectrum in Fig. 7.11(a). This suggests that all of the Al
atoms are bonded with other elements and no metallic Al is present in the
film. The N1s spectrum in Fig. 7.11(b) after deconvolution into the Gauss-
ian/Lorentzian peaks via the nonlinear least squares routine yields 2 peaks
with binding energies of 397.3 and 399.3 eV. The strongest peak at 397.3 eV
is characteristic to the N1s state in the N–Al bond [433]. The almost negligi-
ble peak at 399.3 eV can be assigned to physiosorbed molecular nitrogen, a
common artifact of the sputter-cleaning.

Fig. 7.11 XPS narrow scan spectra of Al2p (a) and N1s (b) recorded
from AlN film deposited for 3 h [429].

The elemental composition of the AlN films was further investigated by us-
ing the EDX spectroscopy [429]. The amplitudes of the elemental peaks were
used to determine the relative composition of each of the elements in the films.
Interestingly, the nitrogen content consistently increases with the RF power
and becomes optimum at Prf = 400 W. More importantly, the EDX analy-
sis suggests that an increase of the input power from 200 to 300 W leads to a
drastic improvement in the [N]/[Al] ratio toward 1. Thus, near-stoichiometric
and highly oriented AlN films can indeed be synthesized at a relatively high
RF power level of 400 W.

The bonding states of AlN were further studied by means of Raman and
FTIR spectroscopy. The Raman spectroscopy suggests that the AlN thin film
is formed in the pressure range between 0.8 and 1.1 Pa, as suggested by
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clearly resolved characteristic AlN phonon modes at 657 cm−1 (E2 high) and
910 cm−1 (E1 LO) [435]. A complementary FTIR analysis also confirms the for-
mation of Al–N bonds in the films synthesized under the optimized process
parameters.

Indeed, a strong peak at 682 cm−1 corresponds to the E1 transverse-optical
(TO) vibration mode of the infrared-active Al–N bond [429, 435]. Notably, the
E1(TO) linewidth narrows as the power increases, which is indicative of an
improved quality of AlN specimens synthesized at higher RF powers. This is
consistent with the results obtained from the XRD spectra at different power
(Fig. 7.8(b)) which suggest that no crystalline AlN film form at Prf = 200 W
and that a further increase in the intensity of the (002) peak is proportional to
the input power.

The FTIR results also suggest that when the partial pressure of nitrogen is
less than a half of the total gas pressure (pN2 /p0 <0.5), no phonon modes char-
acteristic to AlN can be detected. Furthermore, the FWHM of the peak related
to the E1 (TO) phonon mode is noticeably larger in pure nitrogen compared to
the case when pN2 /p0 = 0.75. Thus, the film quality is indeed better when the
relative percentage of N2 is 75 %, which further justifies the appropriateness
of the choice of the optimum process conditions [429].

The nanocrystalline AlN films deposited on glass substrates also show ex-
cellent optical properties. A comparison of the spectral characteristics of the
glass and AlN-coated glass specimens suggests that the AlN film has a lower
transmittance of ∼8-14 % (compared to the glass substrate) in the visible re-
gion (400 to 780 nm) of the spectrum [429]. The main cause of the incident
light loss is due to surface reflection whereas a very small amount of light is
absorbed. The onset of the band edge and interband absorption results in a
reduced transmittance of the AlN sample. Since optical coatings are required
to be visible in the whole of the visible spectrum, this feature is undesirable
from the optical applications point of view.

In order to improve the optical transmittance of the AlN films, a small per-
centage (∼5 %) of H2 gas can be added to the Ar+N2 gas mixture. The ad-
dition of hydrogen results in the growth of AlN:H (hydrogenated AlN) films
which, unlike the AlN films, exhibited a better transparency in the 300–600 nm
spectral range. In this case, there is a significant reduction in the near-band-
edge absorption [436]. This effect can be explained in terms of the reduced
density of states at the band edges of the crystalline AlN material as a conse-
quence of the passivation of the dangling bonds due to the addition of hydro-
gen in the films.

To conclude this section, the Ar+N2 plasma-assisted RF magnetron sputter-
ing of aluminium at a low temperature of 350 ◦C enabled a successful synthe-
sis of optically transparent, highly oriented (002) nanocrystalline AlN films,
which was a major challenge for other fabrication techniques. Remarkably,
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single-crystalline, highly oriented, chemically pure, near-stoichiometric AlN
films can be synthesized at a sputtering pressure of 0.8 Pa, RF power of 400 W
and relative partial pressure of nitrogen in the Ar+N2 mixture of 75 %. More-
over, the AlN(200) films exhibit an excellent optical transmittance of ∼80 % to
visible light, making it also promising for optical applications.

7.5
Plasma-Assisted Synthesis of Nanocrystalline Vanadium Oxide Films

Another example of successful application of low-temperature plasma nan-
otools is the synthesis of nanocrystalline vanadium pentoxide films for ad-
vanced optical applications. Lim et al. used the plasma-assisted reactive RF
magnetron sputtering deposition technique to fabricate vanadium oxide films
on glass, silica, and silicon substrates [437]. Similar to the fabrication of highly
oriented nanocrystalline AlN films of the previous section, the process condi-
tions have also been optimized to synthesize phase-pure vanadium pentoxide
(V2O5) featuring: (i) a nanocrystalline structure with the predominant (001)
crystallographic orientation, (ii) surface morphology with rod-like nanosized
grains, and (iii) very uniform coating thickness over large surface areas. More-
over, the V2O5 films also show excellent and temperature-independent optical
transmittance in a broad temperature range (20–95 ◦C).

We now consider this successful application of the plasma-based nanofab-
rication technique in more detail following the original work [437]. Vana-
dium oxides VO2 and V2O5 have been studied extensively owing to their
unusual properties that make them particularly attractive for various appli-
cations ranging from data storage [438] to smart window coatings [439].

Vanadium pentoxides have been widely investigated because of their supe-
rior electrochemical performance in various functional films and nanostruc-
tures, such as smart windows for solar cells [440], high aspect ratio nanowires
[441], cathode coatings in high-capacity lithium batteries [442], reactive cata-
lyst nanoparticles [443], and other films for electrochromic devices [444, 445]
and optical switches [446]. In the last decade, various thin film growth tech-
niques including sputtering [445,447–450], atmospheric pressure chemical va-
por deposition (APCVD) [451], and pulsed laser deposition [452, 453] have
been adopted to deposit vanadium oxide thin films on various substrates.

However, these techniques in most cases fall short to produce highly crys-
talline vanadium oxides and substantially lack the ability to satisfactorily
control the most important coating parameters such as the phase composi-
tion, crystallinity, crystallographic orientation, optical transmittance, thermal
and mechanical stability, and several others. Moreover, these problems be-
come even less manageable in the case of nanocrystalline or nanostructured
V2O5 [441].
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In a recent work, the advanced plasma-assisted RF magnetron sputtering
deposition technique has been successfully used to synthesize high-purity
nanocrystalline vanadium pentoxide with preferential (001) crystallographic
orientation and excellent optical transmittance in a broad range of tempera-
tures. These results are confirmed by multiple analytical tools including Ra-
man spectroscopy, ultraviolet-visible spectroscopy (UV/VIS), X-ray diffrac-
tometry (XRD), and X-ray photoelectron spectroscopy (XPS).

Vanadium oxide films can be deposited on glass, amorphous silica, and sil-
icon substrates by using the IPANF plasma nanofabrication facility described
in detail in Chapter 3 (see also Ref. [157]). The distance between the vanadium
target and the deposition substrate is 60 mm. To sustain plasma discharges in
oxygen–argon gas mixtures, the RF power input level is set at 400 W [437].
The effect of the growth process parameters, such as the substrate tempera-
ture, oxygen flow rate, and the working gas pressure in the plasma reactor, on
the composition, structural and optical characteristics of the vanadium oxide
films has been investigated.

In the series of experiments of our interest here, the deposition substrates
(glass, silica, and silicon) are externally heated and thermo-stabilized within
the temperature range from 370 to 550 ◦C. The oxygen inflow rate is varied
from 0.3 to 5 sccm. At a fixed oxygen influx, the total pressure of the working
gas feedstock is controlled by additionally letting high-purity (99.99 %) argon.
The range of total pressures in the experiments of Lim et al. is maintained
within the range 10–50 mTorr [437].

To achieve the desired characteristics of the vanadium oxide films, the
plasma-based process conditions can be optimized by adjusting the substrate
temperature, oxygen flow rate, and working pressure in the deposition reac-
tor. Likewise, the film properties turn out quite sensitive to substrate prop-
erties, especially the surface morphology and texture as well as the growth
temperature.

The results of the Raman spectroscopy analysis of the vanadium oxide thin
films synthesized at different process conditions suggest that if the substrate
temperature Ts exceeds 450 ◦C, the Raman spectra feature eight well-resolved
bands at 147, 197, 285, 305, 405, 483, 699, and 999 cm−1. The narrow band at
147 cm−1 is due to vibrations in a V–O–V atomic chain; the band at 999 cm−1

is peculiar to V=O stretching modes. All eight bands perfectly match the fea-
tures of the reference Raman spectrum of commercially available pure V2O5
powders; thus, the predominant phase in the experiments of Lim et al. [437]
is indeed pure vanadium pentoxide.

Moreover, a high resolution of the Raman spectra is indicative of a high de-
gree of crystallinity and phase purity in the films concerned. Noteworthy, all
eight vanadium pentoxide “fingerprint” bands in the Raman spectra resolve
when the substrate temperature is set above a certain threshold. A surface
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temperature of 450 ◦C turns out to be sufficient to obtain high-purity V2O5
coatings [437].

Apparently, higher surface temperatures are favorable for the efficient crys-
tallization, which happens when deposited ionic/atomic/radical building
units (with some of them becoming adatoms on the surface and some insert-
ing directly from the ionized gas phase) have a sufficient energy (and also
lifetime) to visit the available bonding cites and properly insert into a recon-
structed surface and relax in a stable position [36, 437]. However, in several
cases, all vanadium pentoxide “fingerprints” appear in Raman spectra of spec-
imens synthesized at lower deposition temperatures, such as 410 and even
370 ◦C. This becomes possible by properly manipulating the oxygen inflow
rates and additionally increasing the working pressure.

For example, by adjusting the supply of oxygen to the growth surfaces one
can synthesize two structural types of vanadium oxides with distinctly differ-
ent Raman spectra and also control the film crystallinity at a lower substrate
temperature of 410 ◦C. When the oxygen flow rate is low, the coatings contain
mixed phases, with quite different contents of pure vanadium and two VO2
and V2O5 vanadium oxide phases.

On the other hand, when the oxygen flow rate increases to 0.3 sccm, the
vanadium pentoxide phase becomes dominant. Notably, high-purity V2O5
films can be successfully grown at oxygen flow rates exceeding 0.3 sccm. In-
terestingly, the intensity of the 996 cm−1 Raman peak (associated with the
V=O bonds in V2O5) increases with the O2 influx. This is quite natural to
expect since oxygen deficiency in the films usually leads to the formation of
vanadium oxides with lower valence vanadium states, such as VO2.

However, crystalline features of the films in this case become pronounced
only at oxygen flow rates 0.5 sccm and above [437]. This can be attributed to
the enhanced crystallization due to highly reactive atomic and anionic oxygen,
which can act as efficient crystallization agents [441].

Meanwhile, when more oxygen is let in the chamber, the Raman spectra
change dramatically [437]. Specifically, all eight major “fingerprints” of vana-
dium pentoxide appear in the spectra when the working pressure becomes
higher than 35 mTorr. Moreover, when the pressure reaches 50 mTorr all the
major eight spectral bands become well resolved, with the dominant band at
147 cm−1.

Thus, vanadium oxides synthesized at higher argon gas pressures, feature
stronger vibrations of two V atoms bonded with oxygen, which may be in-
dicative of a relative increase of the VO2 phase content in the film. Therefore,
at Ts = 410 ◦C, the optimum working pressure for the synthesis of high-purity
vanadium pentoxide is in the range between 35 and 50 mTorr.

The effect of the working gas pressure becomes clear if one notes that larger
numbers of argon atoms/ions in the reactor chamber effectively increase col-
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lision rates of vanadium atoms sputtered from the target and also those of
atomic/ionic oxygen. This leads to somewhat lower deposition rates [437].
On the other hand, higher argon pressures result in stronger fluxes of argon
ions onto the substrate, which in turn lead to higher surface temperatures and,
hence, more efficient crystallization of vanadium oxide films. Thus, the work-
ing pressure needs to be properly adjusted for the highly controlled synthesis
of crystalline V2O5.

The results of the analysis of the optical transmittance of the vanadium ox-
ide films suggest that different samples feature quite different optical trans-
mittance and hence vary in color quite significantly. There is a strong corre-
lation between the experimental conditions used to prepare the various sam-
ples, the resulting colors, and the results of the Raman analysis.

The optical transmittance of the samples is measured in the near-UV and
near-infrared ranges, by using UV/Vis spectrophotometer within the range
of temperatures from the room temperature up to 95 ◦C. For this analysis,
the specimens with the dominant vanadium pentoxide phase and improved
crystallinity are used [437]. We recall that such requirements can be met by
adopting the following optimized process conditions: substrate temperature
above 450 ◦C, oxygen flow rate above 0.5 sccm, and working gas pressure in
the range 35–50 mTorr.

Under such conditions the films appear grayish yellow in color, and do not
show any significant (less than 1 %) change in the optical transmittance even
when exposed to high temperatures. On the other hand, the films synthesized
at different process conditions (lower substrate temperatures or working gas
pressures) can show quite a significant (more than 5 %) decrease in their op-
tical transmittance when the temperature increases up to 95 ◦C. It is notable
that in such cases the V2O5 “fingerprints” in the Raman spectra fade quite sig-
nificantly. Therefore, an almost negligible change in the optical transmittance
within the broad temperature range is actually observed for the films with the
high vanadium pentoxide phase content.

The elemental composition and phase content have been analyzed by us-
ing the X-ray photoelectron spectroscopy [437]. Figure 7.12 (left panel) shows
a narrow scan 2p3/2 XPS spectrum of vanadium in the film synthesized at
Ts = 410 ◦C, p0 = 18 mTorr, and O2 inflow rate of 0.3 sccm. The two peaks
with binding energies of 517.6 eV (a much stronger peak) and 516.3 eV ob-
tained after de-convolution of the V 2p3/2 spectrum are clearly seen in the
spectrum. The former peak characterizes the binding of vanadium with oxy-
gen in vanadium pentoxide and appears to be much stronger and has a larger
peak area compared to the 516.3 eV peak representative to VO2.

Therefore, the XPS analysis confirms that the vanadium pentoxide appears
to be a dominant phase even at “nonoptimized” process conditions (such as
the substrate temperature 410 ◦C in this example). Nevertheless, the presence
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Fig. 7.12 Narrow scan V 2p3/2 XPS spectrum of the film deposited
on a Si substrate at oxygen flow rate 0.3 sccm, substrate temperature
410 ◦C, and working gas pressure 18 mTorr (left panel); XRD spectra
from the specimen deposited on the amorphous silica substrate (same
conditions) and V2O5 reference sample (right panel) [437].

of the VO2 still remains nonnegligible, which explains a minor decrease in the
optical transmittance shown by the UV/VIS analysis [437].

Crystallinity of the vanadium pentoxide films has been investigated by the
X-ray diffractometry [437]. Interestingly, the X-ray diffraction patterns con-
vincingly show that the V2O5 thin films can be grown on amorphous silica
substrates with a specific preferential crystal orientation. The XRD spectra of
the specimens perfectly match those from the orthorhombic V2O5 reference
sample (Fig. 7.12 (right panel)).

As can be seen from Fig. 7.12, both spectra feature four major peaks at 2θ

= 15.4, 20.3, 26.2, and 31.0◦ related to the main crystallographic orientations
(200), (001), (110), and (400) of vanadium pentoxide [437]. More importantly,
it turns out possible to synthesize V2O5 films with a predominant crystallo-
graphic orientation, being (001) in the case considered. In fact, this is one
of the possible pathways to fabricate high-aspect-ratio vanadium pentoxide
nanowires [441].

The surface and cross-sectional morphology of the as-grown films has been
investigated by the field emission scanning electron microscopy, with the rep-
resentative results shown in Fig. 7.13. Cross-sectional scanning electron mi-
crographs similar to the one shown in Fig. 7.13 (left panel) suggest that the
film thickness of a selected sample at 8 different points varies in a very nar-
row range from 383 to 422 nm. The SEM micrograph in Fig. 7.13 (right panel)
shows clearly resolved crystalline features (grain boundaries, sharp edges,
multiple facets) of a nanocrystalline V2O5 film on a Si substrate. One can
notice a large number of uniform-size rod-like nanometer-sized grains ran-
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Fig. 7.13 Representative cross sectional electron micrograph (left
panel) and surface morphology (right panel) of nanocrystalline vana-
dium pentoxide films imaged by field emission scanning electron mi-
croscopy [437].

domly oriented about the surface. Thus, the V2O5 films concerned are poly-
nanocrystalline, with the preferential crystallographic orientation (001).

In applications, the performance and reliability of polycrystalline films are
strongly affected by the average grain size and the distributions of the grain
sizes and crystallographic orientations. Therefore, these important proper-
ties need to be controlled by the process conditions, which in turn affect the
grain growth. The resulting surface morphology depends on the film thick-
ness, working gas pressure, substrate temperature, surface charges, thermal
expansion coefficients of the film and the substrate, mechanical properties of
the film, as well as some other factors.

For the convenience of the reader, we now summarize the features of the
nanocrystalline vanadium pentoxide films synthesized by using the advanced
plasma-assisted RF magnetron sputtering implemented in the IPANF facility
described in Chapter 3 of this monograph. In this way, nanocrystalline vana-
dium oxide coatings of Si, SiO2, and glass substrates have been successfully
fabricated and characterized [437]. By varying the process parameters, it turns
out possible to optimize the crystallinity, crystal size and shape, surface mor-
phology, phase composition, and optical transmittance of the vanadium oxide
films.

In particular, when the substrate temperature, oxygen flow rate, and work-
ing pressure in the plasma reactor exceed 450 ◦C, 0.5 sccm, and 35 mTorr, re-
spectively, nanocrystalline vanadium pentoxide becomes a dominant phase
in the coating and significantly outweighs the other abundant, VO2 phase.
By adjusting the flow rates of chemically active oxygen (atomic/ionic oxygen
can act as a crystallization agent [36]) and inert argon (i.e., manipulating the
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working pressure), one can also achieve quite similar results at even lower
substrate temperatures, such as 410 ◦C.

It is remarkable that V2O5 optical coatings also exhibit excellent thermal
stability, with their optical transmittance showing only a slightest (∼1 %) de-
crease at high temperatures, and most likely due to the nonnegligible presence
of the VO2 phase. The deposition rates are typically in the ∼100 nm/h range.

We stress that this plasma-based technique allows one to deposit vanadium
pentoxide coatings with excellent thickness uniformity (in the case considered
the nonuniformities do not exceed 4 %) and clearly predominant (001) crys-
tallographic orientation. Future research should aim at improving the grain
size/shape uniformity and crystalline orientation and also synthesize highly
crystalline V2O5 nanorods with a high aspect ratio.

Finally, numerous exciting possibilities to control the nanofilm properties
by properly manipulating the plasma process parameters (with only a small
number discussed in this monograph!) make us optimistic that the yet elusive
goal of deterministic plasma-aided synthesis of smart nanocrystalline vana-
dium pentoxide films will become a reality in the near future.

7.6
Plasma-Treated Nano/Microporous Materials

We now turn our attention to another interesting example showing how
nanometer-size porous features can be treated and even synthesized by using
low-temperature plasmas. First, a successful application of inductively cou-
pled plasmas for the deposition of carbon-based molecular sieve membranes
for gas separation will be considered in detail followed by an overview of
other applications of plasma-based tools and techniques for the fabrication
and/or treatment of materials with ultrasmall pores/voids.

To begin our discussion of applications of plasma-enhanced chemical vapor
deposition for the synthesis of nano-/microporous membranes, we first stress
that the pore/void sizes in such membranes need to be selected for the envis-
aged applications. For example, if gas separation is a targeted application, the
membranes need to exhibit molecular sieving capabilities [454].

In other words, their pore/void sizes should be comparable with the dimen-
sions of gas molecules to be separated. For example, one needs to separate
hydrogen H2 and nitrogen N2 molecules with kinetic diameters dH2 = 0.29
and dN2 = 0.364 nm, respectively [455]. In this case one can expect that a pore
with a feature size dH2 < d < dN2 will filter larger nitrogen molecules and
let smaller hydrogen molecules pass through the membrane. Thus, by engi-
neering pore/void sizes within the range ∼0.29–0.36 nm, one can completely
separate hydrogen and nitrogen gases.
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However, in reality it is very difficult to create so uniformly and narrowly
distributed sub-nano-sized pores. Even suitable naturally existing materials
such as crystalline zeolite and amorphous diamond-like carbon (DLC) fea-
ture nonuniform pore sizes, which makes it difficult to separate different gas
molecules completely. This problem becomes even more difficult in situations
when the dimensions of molecules being separated are close. This is the case
when oxygen molecules O2 with a kinetic diameter of 0.346 nm [455] need to
be separated from nitrogen ones.

In this case the acceptable pore sizes should belong to a very narrow range
between 0.346 and 0.36 nm. Therefore, at given nanopore sizes the selectivity
of H2/N2 separation is expected to be higher than that of O2/N2. Another
issue is the ability of the gas to efficiently permeate through the membrane,
which effectively leads to the requirement of the presence of a larger numbers
of clear pores/channels within the material.

As to the appropriate choice of a suitable material, this is an interesting ex-
ample when amorphous materials may have advantages over nanocrystalline
ones. Indeed, cracks along grain boundaries have been reported as critical
factors that severely undermine the gas separation capabilities of nanocrys-
talline zeolite [454]. Diamond-like carbon is an excellent candidate for a high-
performance material suitable for carbon molecular sieve membranes.

It is is worth emphasizing that plasma-based tools proved very efficient in
synthesizing dense DLC films owing to efficient film structurization and den-
sification controlled by energetic ion bombardment [422, 456, 460]. The pore
size distributions and porosity can be controlled by varying the deposition
and postprocessing conditions [454].

More importantly, plasma-synthesized DLC films often feature tiny pores
with the sizes characteristic to molecular dimensions [456]. The quality and
size distribution of the pores are also very sensitive to the precursor gas.
For example, silicon-containing monomers generated as a result of plasma-
assisted dissociation of hexamethyldisiloxane (HMDSO) facilitate the forma-
tion of highly mobile siloxane bonds on the surface and eventually to a better
permeance in gas separation applications [457–459].

Stability and performance of gas separation membranes can be substan-
tially improved by depositing diamond-like carbon films on microporous sup-
ports such as Al2O3 commonly used as a template in the synthesis of carbon
nanotubes and other related nanostructures. However, fabrication of high-
quality nanoporous membranes or microporous supports by using conven-
tional chemical routes represents a significant challenge due to numerous
problems with surface cracking, film delamination, insufficient mechanical
strength and some other problems. [454]. Currently, conventional polymer gas
separation membranes fabricated by various chemical methods have almost
reached unsurpassed upper limits, both in selectivity and permeability [454].
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Wang and Hong used a remote inductively coupled plasma-based tech-
nique to synthesize high-performance carbon-based molecular sieves [454].
We now comment on the choice of the plasma source arrangement used in this
series of experiments. In fact, this is a good example of deterministic choice of
the building units participating in the synthesis process.

More specifically, a dielectric tube (where a plasma glow discharge is sus-
tained) with a helical inductive coil wound around it, is intentionally moved
away from the deposition substrate to eliminate (e.g., self-bias) electric fields
in the near-substrate sheath. In this case the effects of ion bombardment that
lead to a significant film densification [456] are reduced and plasma-generated
neutral radicals become the main building units in the deposition process. In
this remote plasma-based process only the radicals are likely to diffuse out of
the plasma to deposit on the substrate unless a negative surface bias is applied
to extract positively charged ions from the plasma [454].

This arrangement enables one to avoid the formation of overdense diamond-
like films, which, as has been mentioned above, is undesirable for molecular
separation applications. Moreover, the use of a funnel-type gas shower made
it possible to direct the gas feed and control the radical residence times to
eliminate their polymerization in the ionized gas phase, which often leads to
the growth of nano-sized particles described in Chapter 1 of this book.

In terms of the reactive gas used, the best performance was shown by the
nanoporous films synthesized from the HMDSO precursor. These films turn
out less dense compared to those fabricated by using pure CH4.

Interestingly, a combination of pretreatment of porous alumina with highly
energetic (accelerated up to 300 eV), remote plasma deposition of carbon-
based nanoporous films, followed by high-temperature pyrolysis, made it
possible to significantly improve the selectivity and permeance of molecular
sieves compared to the results achieved by conventional chemical methods.
Indeed, the H2/N2 selectivity can be increased to 30–45 with an extremely
high permeance of 2×10−6 mol/(m2·s·Pa) at 423K [454]. On the other hand,
the O2/N2 selectivity reached as high as 3.8, which further evidences an ex-
cellent uniformity of nanopore sizes within the membrane.

It is important to note that the selectivity of the process is mostly deter-
mined during the plasma deposition stage and did not change during the
postprocessing. However, pyrolysis at high (∼700–800 K) temperatures sig-
nificantly improves the permeance of the membrane. Even though there is no
specific explanation for this effect given in the original work, we can specu-
late that a substantially improved permeation can presumably be attributed
to smoothening of nonuniform carbon-based deposits that block pore open-
ings, the latter being a quite common problem in the plasma treatment of mi-
croporous materials [461]. Therefore, Wang and Hong [454] proposed a new
and efficient method for the fabrication of carbon-based molecular sieve mem-
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branes by combining the surface treatment with high-energy ions, remote in-
ductively coupled HMDSO plasma deposition, and the subsequent pyrolysis
at high temperatures.

We now briefly go through some other examples showing that the use of
plasma-based techniques can be instrumental in synthesizing or postprocess-
ing functional materials with micro-/nanoporous features. Microstructure
and permeation performance of organosilicon RF plasma-polymerized mem-
branes show a strong dependence on the “hardness” of the plasma conditions
characterized by the ratio of the RF input voltage to the flow rate of precur-
sor monomer (N2, H2, O2, CO2, and CH4) [462]. If the plasma conditions
are “hard” (high degree of precursor dissociation), the permeation appears
to be in the diffusion-controlled regime (larger pores), whereas under “soft”
plasma conditions (low degree of precursor dissociation), the pore size de-
crease and the gas separation is controlled by the Knudsen-like transport phe-
nomena [462].

Plasma polymerization can also be used to produce tailored coating for mi-
croporous materials and nanotubules [463]. Likewise, surface properties of
biomaterials can easily be modified by glow-discharge processing for very
diverse biomedical applications, such as coating of microporous polypropy-
lene oxygenerator with thin polymeric films [464]. Reactive (fluorocarbon- or
oxygen-based) plasma-assisted processes have also been successfully used to
modify porous low-k dielectric materials [465]. The resulting microstructure
depends sensitively on the competition between the deposition and removal
of plasma-generated building units, which turn out completely different in
the cases of micro- and mesoporous materials.

Plasma polymerization can also be used for fast and efficient pore sealing of
microporous low-k dielectrics [466]. It is imperative to identify the minimum
plasma process conditions (such as the input power and bias voltage) to avoid
damage of such materials. Meanwhile, plasma-enhanced chemical vapor de-
position turns out to be extremely efficient in the coating of inner surfaces of
porous alumina tubes by silica-like membranes [467]. Deposition rates of such
coatings need to be kept reasonably low to obtain the microstructure suitable
for hydrogen gas separation.

Appropriate tailoring the plasma process parameters (e.g., minimizing the
ion bombardment) is a necessary prerequisite for the efficient polymerization
of silicon organic gas-selective membranes on a microporous support [468].
Plasma treatment can also be used for modification of composition of func-
tional coatings of microporous membranes. For example, exposure of silicon-
coated Vycor� membranes results in the formation of silicon dioxide upper
layer featuring a large number of pores ranging in size from microns down
to a few tens of nanometers [469]. This modified membrane can be used for
gas/vapor separation, reverse osmosis and the low molecular weight end of
nanofiltration.
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It is also worth mentioning that separation of red blood cells from whole
blood was made a reality as a result of efficient transport of blood-plasma
through the (gaseous) plasma-modified microporous membrane [470]. Fi-
nally, the examples discussed above show an outstanding potential of plasma-
based nanotools in high-precision tailored synthesis and postprocessing of
functional porous materials for a variety of advanced applications.
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8
Further Examples, Conclusions, and Outlook

As is often said, all good things eventually come to an end, sooner or later. So
is our success story about the use of properly chosen and developed plasma
facilities for nanoscale synthesis of an overwhelming variety of nanoassem-
blies, ranging from zero-dimensional quantum dots to “bulk” nanofilms and
three-dimensional nanostructures and nanopatterns. The most amazing thing
is that the range of nanoassemblies and other relevant application in reality is,
in fact, much wider than we managed to introduce in this monograph.

To emphasize this, in Section 8.1, we continue with providing, this time
even more diverse, examples of successful applications of low-temperature
plasmas for nanoscale processing. However, limited size of this monograph
prevents us from trying to embrace the entire range of relevant processes,
techniques, and tools that are based on or benefit in any way from the pres-
ence of low-temperature plasmas. Rather than doing this, we aim at making
the reader belief that the actual possibilities of plasma nanotools are virtually
infinite provided that one knows how to use them effectively and with the
maximum efficiency.

One might have found our narration of the pathway from the development
of advanced and sophisticated plasma sources to high-precision and highly
controllable synthesis of various nanoassemblies a bit amazing in a sense that,
although mentioned in several places in this monograph, many current and
emerging problems and challenges of the plasma-aided nanofabrication have
been sidestepped. One of the reasons we did that is not to reduce the enthusi-
asm many researchers might get (and potentially embark in the plasma-based
nanotech research and development) after reading this book. However, we
understand that real challengers always prefer to start from learning the exist-
ing problems to realize that the field is still full of opportunities, fundamental
mysteries, and technical puzzles. This is one of the main reasons why we
included a relatively brief discussion (Section 8.2) of some of the important
problems and challenges that exist in this exciting research area and await
their solutions.

As can be seen from Section 8.3, plasma-aided nanofabrication does have
an enormous potential for the future development. In fact, the amazing possi-
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bilities to synthesize exotic bits of nanoscale matter by using low-temperature
plasmas disclosed in this monograph, is just the beginning of the even more
fascinating and exciting journey toward the fully deterministic plasma-aided
nanofabrication and eventually to atomic-precision plasma processing.

8.1
Further Examples of Plasma-Aided Nanofabrication

In most examples given in this monograph, silicon- and carbon-based
nanoassemblies are considered. In fact, these two materials still remain in
the spotlight of modern nanoscience and nanotechnology. Plasma-assisted
nanoscale processing is not an exemption and silicon- and carbon-based ma-
terials have recently been among the most widely studied topics in the area.

We can state without any doubt that the results available to date are suf-
ficient to support the importance of the proper choice of the right plasma,
plasma source, and process parameters to achieve highly controlled synthe-
sis of the desired nanosized objects. Below, we will outline some other rep-
resentative examples of the application of nonequilibrium low-temperature
plasmas to fabricate various nanoscale assemblies and comment on the most
important aspects relevant to the choice of the plasma and process parameters.

In the first example, we consider the plasma-assisted growth of charged
nanoclusters, which can be used as effective building units of highly crys-
talline TiO2 nanofilms fabricated on unheated substrates by means of low-
temperature plasma-assisted DC magnetron reactive sputtering deposition
[69, 70]. It is interesting that this nanofabrication technique uses the charged
cluster theory [37], which has been highly successful for the growth of high-
quality crystalline films in a number of neutral- and ionized gas-based pro-
cesses.

Amazingly, in an ionized gas environment, this nanocluster-based approach
can become even more precise and effective owing to unique charging effects
not available otherwise in neutral gas-based processes. What usually happens
with the plasma-grown nanoclusters can best be understood by considering
the three main stages of the process.

First, small (usually in the 1–3 nm size range) amorphous nanoclusters are
generated in the gas phase. Second, through intense interactions with micro-
scopic electron and ion currents and fluxes of numerous reactive species the
nanoclusters acquire electric charge in the plasma.

The sign and the amount of the electric charge critically depend on the nan-
ocluster size. However, how exactly do they depend on the size, still remains
essentially an open question. This important issue of nanomaterials synthesis
by using plasma-generated nanoclusters is outside the scope of this book.
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Third, depending on the rates of nanocluster charge dissipation upon their
landing on the solid surface, the structures assembled can be very different.
Such rates strongly depend on the conductivity, polarizability, and some other
properties of the substrate material.

Some of these factors have already been discussed in great details else-
where [36, 37]. In the example of plasma-aided synthesis of nanocrystalline
titanium dioxide films, the first requirement is essential for epitaxial recrystal-
lization of ultrasmall TiO2 nanoclusters on the surfaces of bulk nanostructured
titanium dioxide. We recall that when the nanocluster size is very small (e.g.,
in the 1–3 nm range), their crystalline structure is not firmly fixed and some-
what strained. Moreover, as was discussed in Section 1.2, such small objects
have significantly lower melting points, which is again to the benefit of faster
contact epitaxy.

The second requirement (nanocluster charge) is essential in the processes
where dense and compact nanostructures need to be fabricated. Indeed, like
charges of the same-size nanoclusters prevent their uncontrollable agglomer-
ation and/or coalescence in the gas phase. In this case, the nanoclusters can
deposit onto and incorporate into the reconstructed surface one by one, with-
out significantly affecting other clusters.

Charge dissipation during the nanocluster landing process is yet another
phenomenon that needs better understanding. Depending on charge dissipa-
tion rates, different amounts of surface charge can build up and affect the de-
position/epitaxy processes. If the dissipation rates are high, the surface most
likely has a specific potential determined by the plasma process conditions.
On the other hand, if such rates are low, uncontrolled accumulation of electric
charge can result in significant variations of the surface potential, the latter
affecting the deposition of the nanocluster building blocks and their mobility
on charged plasma-exposed surfaces.

Barnes et al. recently used low-temperature Ar+O2 plasmas under low-
pressure conditions to assemble, in the ionized gas phase, TiO2 nanoclusters
in the 1–3 nm range [69, 70]. A carbon-coated copper TEM grids positioned at
different distances (from 50 to 250 mm) from a titanium sputtering target was
used to collect the nanoclusters, which were subsequently imaged by trans-
mission electron microscopy.

Remarkably, the TiO2 clusters collected closer (at 50 mm) to the sputtering
target contained a much smaller numbers of atoms (i.e., less than 2 nm in
size and containing ∼400 atoms) than those captured upon the grid located
250 mm away from the target (which were larger than 3 nm in size and con-
tained ∼1400 atoms) [69, 70].

These experiments prove that clustering occurs in the plasma phase and
lasts while the nanoclusters are transported through the vacuum chamber to-
ward the deposition substrate. Therefore, by moving the solid substrate closer
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to the sputtering target, one can collect smaller nanocluster building units.
On the other hand, when the substrate is located further from the nanocluster
source, the TiO2 films would incorporate larger structural units. Interestingly,
smaller clusters produce faceted crystalline anatase film, whereas larger clus-
ters result in mostly amorphous films [69, 70].

This result is consistent with the size-dependent phase composition of TiO2
clusters, with the amorphous-to-crystalline transition in the size range be-
tween 1.5 and 3 nm [36, 69]. It is also relevant to mention that the value of the
DC power does not significantly affect the cluster generation and film proper-
ties.

However, RF power strongly affects the nanocluster BU-based synthesis of
TiO2 films in TiCl4+O2 parallel-plate RF plasmas [68]. In this case, the nan-
ocluster size, charge, and the film structure change with the RF power input
variation [36]. At low input powers (∼90 W), the TiO2 films contain random
fractal and agglomerated structures and show relatively poor adhesion to the
substrate. However, at higher powers (∼180 W), the films appear to be better
ordered and denser; in this case the content of the crystalline phase is higher.

We emphasize that such different effects of the input power in the two
plasma-assisted sputtering [69, 70] and in plasma-enhanced chemical vapor
deposition [68] processes suggest a higher reactivity of titanium tetrachloride-
based chemically active plasmas; such reactivity appears to be a major factor
in the generation of titanium dioxide nanoclusters in the plasma.

In PECVD experiments, the sizes of the nanocluster building units also turn
out quite different when the RF power is varied. Specifically, the sizes are
10–15 nm at 90 W RF input power and only 7–12 nm at 180 W [68]. More
importantly, Barnes et al. observed nanocluster agglomeration at 90 W; here
we comment that the latter could be avoided by running the plasma discharge
at higher RF power densities.

Another interesting example of how different building units in different
plasma environments can result in totally different properties of nanofilms
has already been considered in Chapter 6. We recall that two different sorts
of low-temperature plasmas (plasma spraying in a thermal plasma jet and RF
magnetron sputtering deposition) performed very differently in the plasma-
assisted fabrication of hydroxyapatite bioceramic coatings on Ti–6Al–4V or-
thopedic alloys widely used by the biomedical industry for hip joint and den-
tal implants [36]. This is striking example when low-pressure nonequilibrium
plasma promoted throughout this monograph, performs much better than a
thermal plasma!

We recall that the thermal plasma spraying [366, 367] uses thermal plasma
jets that carry micro-dispersed nano- or micron-sized powder particles toward
the deposition substrates. However, as was shown in Chapter 6, despite ap-
parent simplicity, moderate deposition rates, and relatively low cost, this tech-
nique is unlikely to meet current standards of biomedical industry.
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Physically, this happens because under typical operating conditions micron-
sized nanopowders usually land onto metal surfaces without any significant
decomposition into smaller nano- and subnanometer-sized fragments. This is
the reason why hydroxyapatite bioceramics prepared by the thermal plasma
spray method feature so high amorphous phase content, rough and irregular
surface morphology and also porous microstructure [366, 367].

As was discussed in Chapter 6, thermal plasma-synthesized hydroxyapatite
coatings show disastrous in vitro and in vivo performance. On the other hand,
by using low-temperature nonequilibrium plasmas in the argon-assisted RF
magnetron sputtering process [358], it turns out possible to fabricate high-
quality hydroxyapatite films, which are almost completely free from the above
drawbacks. Moreover, this technique enables one to substantially improve
the adhesive properties of the bioceramic-metal implant interface, which still
remain a matter of a major concern in some thermal plasma-based methods.

In this example a thermally nonequilibrium plasma has a substantial com-
petitive advantage over thermal plasmas. Thus, when considering the most
appropriate plasma facility for nanofabrication of nanocrystalline hydroxyap-
atite bioceramics, one should choose a nonequilibrium plasma-based RF mag-
netron sputtering facility rather than a thermal plasma-based plasma spray.

There are many other examples of excellent performance of plasma-based
nanofabrication tools and techniques [36]. One of the most interesting ex-
amples is the plasma-assisted deposition of superhard nc-AlxTi1−xN/a-Si3N4
nanocomposite material. This nanocomposite features a very high hardness
(comparable to that of natural diamond) and this is why it is widely used
by the tooling industry in applications demanding the extended lifetimes of
superhard coatings, such as high-speed masonry drill bits [471]. In a sense,
this class of nanocomposite materials is quite similar to the polymorphous
films considered in Chapters 1 and 7. As reported in the original article [471],
AlxTi1−xN nanocrystals are enclosed by an amorphous Si3N4 matrix. It was
also noted that the best hardness of the nanocomposite can be achieved when
each of the AlxTi1−xN nanocrystals is covered by a monolayer of amorphous
silicon nitride [472]. A future challenge for the numerical simulation and ex-
perimental work is to explain this intricate and highly balanced growth, which
can only happen when the growth rates of the AlxTi1−xN nanocrystals and
the amorphous silicon nitride are approximately the same. In fact, the rates of
deposition of the amorphous phase should be just sufficient to coat the contin-
uously growing AlxTi1−xN nanocrystals with an amorphous monolayer [36].

It is worth emphasizing that the range of nanofabrication processes, devices,
materials, nanostructures, tools, and techniques that use low-temperature
plasmas, is virtually infinite and it would be a futile attempt to try to cover
all of them in a single monograph. Below, by using a summary given in a
recent review article [36], we will briefly discuss only a few emerging applica-
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tions of the (mostly reactive) low-temperature plasmas in nanotechnology and
give relevant references for further reading in this extremely hot and exciting
area of research.

It is perhaps a common knowledge that chemically active plasmas are
widely used in semiconductor micromanufacturing for ultrafine selective
etching of submicron and nanofeatures (currently as small as ∼90 nm, with
an expected shrinkage down to ∼40–50 nm in the near future) of ultra large
scale integrated (ULSI) circuits and devices [88, 473]. Interestingly, reac-
tive chemical etching processes greatly benefit from the presence of reactive
species (“working units”) in a plasma.

For example, reactive cations (positive ions) accelerated in the near-
substrate sheath, are very useful working units for highly anisotropic re-
active chemical etching. This ion-assisted etching can be very anisotropic
and is carried out in the direction normal to the substrate surface; in this
way one can substantially reduce the undesired overetch of sidewalls of the
microelectronic features, which is almost unavoidable in many conventional
wet chemical etching techniques. It is interesting to mention that hydrogen
etching of graphite can be used to synthesize diamond films and carbon nan-
otips (considered in Chapter 4), even without supplying any hydrocarbon gas
feedstock from the plasma [474].

It is also interesting to mention that one of the most recent important ad-
vances in this direction is to use prefabricated ordered arrays of nanostruc-
tures for pattern transfer to solid surfaces [36]. Related examples include syn-
thesis of Si nanopillar arrays in inductively coupled plasmas by using a litho-
graphic mask made of nickel nanodots [475] and nanoassembly of GaN-based
nanorod light-emitting diodes using reactive ion etching, also in inductively
coupled plasmas, through self-assembled nickel nanomasks [476].

It is worth emphasizing that a combination of high-precision plasma-based
chemical etching with prepatterning (e.g., lithographic) techniques holds an
outstanding promise for even further miniaturization of the features of micro-
electronic circuitry [36]. Recently, nanolithography enhanced by chemically
active oxygen plasma etching enabled an unprecedented pattern transfer in
nanofabrication of a grating with a period of only 23 nm on diamond sub-
strates [477]. To our opinion, this precision even exceeds current possibili-
ties of many existing electron beam lithography techniques without plasma-
enhanced features.

As was already mentioned in Section 7.6, templates with nanosized pores
can be effectively used for nanopattern transfer onto solid substrates. This
nonlithographic approach has been recently used by Menon et al. to create
intricate nanoporous patterns on a range of substrates by using nanoporous
alumina as an etching mask [36, 478].
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Another emerging area of plasma-aided nanofabrication, not detailed in
Section 7.6, is a precision treatment of porous materials with micron- and
nanosized pore features [36,479,480], such as high-aspect ratio trenches in sil-
icon wafers, templated mesoporous materials (e.g., aluminophospates) [481],
carbon-based molecular sieves for gas separation [454] (see also Section 7.6 of
this monograph), microporous polymeric cytoscaffolds for bio-implants and
tissue engineering, and several others [36].

The amazing variety of subnanometer-sized building units that can be gen-
erated in low-temperature plasmas is extremely favorable for the assembly of
complex nano-objects that feature very different structural organization and
elemental composition; moreover, without such building units this is quite
difficult to implement by using other, nonplasma-based, methods [36].

Furthermore, low-temperature plasmas have been recently successfully
used for highly efficient assembly of self-organized GaN quantum dot as-
semblies on ternary AlxGa1−xN [482]; periodic two-dimensionally arrayed
nanocolumns made of quarternary compound InGaAsP [483]; various low-
dimensional semiconductor structures such as Ga2O3 and Al2O3 nanowires
[484], germanium quantum dots on silicon oxide [86], and several others [36].

Another interesting feature of plasma-based nanofabrication processes is
that plasma-generated species with sufficient energy can incorporate into var-
ious nanoassemblies giving them new and unusual properties. For example,
silicon nanocrystals or quantum dots can be embedded in silicon nitride ma-
trix to fabricate light-emitting diodes and other nanodevices [36, 485, 486].

Yet another attractive feature of plasma nanotools is an outstanding flex-
ibility of low-temperature plasmas in the ability to synthesize and combine
(in the same vacuum environment) quite different nanostructures in the same
device. Recently, tetramethyl silane plasmas have been used for highly con-
trollable, chemically active plasma-aided nanofabrication of nanocantilevers
made of crystalline β-SiC nanowires in silicon oxide nanocones [487]. What
is even more amazing is that by using plasma-aided nanofabrication, one can
assemble new silicon–carbon hetero-nanostructures comprising multiwalled
carbon nanotubes and tapered silicon nanowires [488]. These unique nanos-
tructures herald a new era of integration of carbon and silicon nanofeatures in
nanoelectronic devices [36].

As was mentioned in a recent review [36], low-temperature plasmas have
always been, and will remain in the future, a very efficient medium for ad-
vanced synthesis and processing of novel nanopowder and nanofilm mate-
rials. Most recent examples include manufacturing of polymer-coated silver
nanopowder in microwave plasma chemical vapor deposition [489] and sin-
tering of nanocomposite Cu-TiB2 powders [490]. On the other hand, chemi-
cally active plasmas of gas mixtures of vinyltrymethylsilane and carbon diox-
ide have been successfully used for synthesis of nanocomposite low-k SiCOH
films [36, 491].
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We hope that the above brief overview of the most recent impressive
achievements in the area have further convinced the reader that plasma-
assisted tools and techniques are indeed extremely useful in nanotechnology;
we recall that this area has an estimated market projection exceeding US$2.5
trillion by the year 2014 [492]. Let us now briefly review, from the fundamen-
tal point of view, some benefits and challenges of using plasma nanotools.

8.2
On Benefits and Problems of Using Plasma Nanotools

In this section, we attempt to discuss some of the most obvious benefits
of using (mostly thermally nonequilibrium) low-temperature plasmas for
nanoassembly purposes. As we have seen from the numerous examples from
the previous sections, the number of nanostructures, nanofilms, nanopatterns,
and other nanoassemblies that can be synthesized in plasma environments is
virtually infinite. In each of the processes, there are specific advantages
and disadvantages of using the plasma. Below, we will focus on plasma-
synthesized carbon-based nanoassemblies and begin our discussion from
vertically aligned nanotip-like structures considered in Chapter 4.

By using advanced plasma nanofabrication facilities such as the IPANF of
Chapter 3, one can control and perfect the main properties of the carbon
nanostructures. The best example in this regard would be single-crystalline
high-aspect ratio (needless to say, vertically aligned!) carbon nanotips dis-
cussed in detail in Sections 4.3 and 4.4. These and other similar structures of
Chapter 4 have been synthesized quasideterministically by following the four
main nanofabrication steps of the “cause and effect” approach [36].

However, many important questions still remain open. For example, what
is the cause of such pronounced vertical alignment of carbon nanotubes and
carbon nanotips grown by the plasma-assisted techniques? Within the frame-
work of the building unit-based “cause and effect” approach, the answer crit-
ically depends on the dominant building units [36]. We recall that in the near-
substrate plasma sheath the electric field E is nonuniform. Moreover, it is
focused on the growth spots from the initial stage of the growth island for-
mation and drives the charged building units facilitating their stacking into
nanoassemblies directly from the gas phase [36].

Meanwhile, strong electric fields in the vicinity of vertically aligned nanos-
tructures polarize neutral (e.g., nanocluster) building units and align them to
stack in the nanoassemblies, also with a higher probability of approaching
from the top. Thus, directed precipitation of both charged and neutral build-
ing units favors the assembly of the structures along the direction of the sheath
electric field E, on the unit-by-unit basis.
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However, stacking of neutral species with poor polarization response does
not necessarily happen in the direction of E. In this case the electrostatic force
creates stress nonuniformly distributed over the interface between the cata-
lyst nanoparticle and the carbon nanotube structure grown through either the
“tip” or “base” mechanisms [36]. As a result, the carbon material precipi-
tation rates become different in the areas with different stress, and vertical
growth is dynamically maintained [81]. However, how specifically the stress
nonuniformity over the interface between the catalyst nanoparticle and the
carbon nanotube translates into preferential stacking of the plasma-generated
species, still remains an essentially open question and requires an adequate
explanation.

Another open question is why carbon nanotubes grown via the “tip” mech-
anism usually appear multiwalled (the most common kind of reactive plasma-
grown carbon nanotubes), whereas the base-grown nanotubes are usually
single-walled [36, 72]. To understand this, one should bear in mind that
nanoassembly of single-walled carbon nanotubes requires very low supply of
carbon species to the surface of the Ni/Fe/Co catalyst nanoparticle; on top of
that, higher hydrocarbons should be suppressed [493]. It appears that such
conditions are quite difficult to meet in chemically active plasma-assisted pro-
cesses [36].

From the above considerations, one can conclude that the low-temperature
plasma-assisted techniques can have a competitive edge over other techniques
(e.g., thermal chemical vapor deposition) when at least one of the following is
required [36]:

• control of densities and fluxes of the required species in the gas phase,
which is difficult (if possible at all) to do on the surface of catalyst
nanoparticles; this is extremely difficult to implement in the growth pro-
cess of nanotube-like structures;

• electric field-guided delivery of preselected (desired) building units di-
rectly to nanoassembly sites from the ionized gas phase;

• specific substrate activation by the fluxes of neutral and charged species
from the gas phase;

• preferential growth and alignment direction, such as the direction of the
DC electric field in the plasma sheath.

Nonetheless, the actual role of the plasma in the growth of carbon nan-
otubes is still a subject of intense discussions in the research community. For
example, the most widely accepted view is that since the dissociation of pre-
cursor gas on the surface of catalyst particles is sufficient for carbon material
precipitation, the ability of the plasma to dissociate the gas feedstock into re-
active radicals should not be a factor in the growth of carbon nanotubes [72].
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To this end, one should clearly understand the consequences of strong dis-
sociation of the feedstock gas in the plasma, which is usually quite inefficient
in a neutral gas. On one hand, extra radical species produced in the gas phase
reduce the need of their production on the catalyzed surface. Therefore, this
process can be energetically favorable; in fact, this can be one of the reasons
of lower substrate temperatures required to synthesize carbon nanostructures
by plasma-assisted methods [36].

Another argument in favor of the importance of the gas-phase decompo-
sition of working gas is the possibility of plasma-assisted growth of multi-
walled carbon nanotubes on catalyst-free silicon surfaces [36, 494, 495]. From
now, it becomes clear that carbon-bearing species indeed can precipitate onto
nanoassemblies directly from the ionized gas phase.

Another argument in favor of plasma-based fabrication techniques is that
chemical vapor deposition of carbon nanotubes usually requires high sub-
strate temperatures, which in most cases exceed 600 ◦C; in this case the nan-
otube growth on unheated substrates is quite unlikely [72]. By using low-
temperature plasmas, growth temperatures of carbon nanotubes as low as
120 ◦C have been reported [75].

Moreover, as we have seen from Chapter 4, various carbon nanostructures
can be grown in thermally nonequilibrium plasmas without any external heat-
ing of the substrate. In this case, neutral component of the weakly ionized
plasma environment is responsible for heating of the metal catalyst layer [36].

Another interesting point to discuss is whether it is beneficial or not to pur-
sue high rates of species generation. If the species are highly reactive, there
is a high chance of plasma polymerization and formation of macromolecules
and long polymeric chains. It is also common that highly reactive plasmas
feature high densities of multiple chemically active species. On one hand, this
feature is clearly undesirable for the synthesis of delicate nano-sized objects
such as nanodots or nanowires, which requires highly controlled supply of
small (usually in submonolayer quantities) numbers of building material.

On the other hand, if one aims to synthesize large numbers of nanoparti-
cles, it is worthwhile to use highly reactive plasmas and capitalize on chemical
activity of the gas feedstock and plasma polymerization processes. Thus, us-
ing highly reactive gases such as ethylene, acetylene, or propylene is in most
cases beneficial to increase the yield of nanoparticle production. For exam-
ple, nanoparticle generation and nanostructure growth is more efficient in
acetylene-based than methane-based plasmas [36, 66].

Despite impressive recent advances in plasma-assisted nanofabrication,
there are still many hurdles that need to be overcome before it can become
fully deterministic, cost-efficient and as such widely accepted by the research
community and industry. Indeed, there are numerous future challenges along
this pathway. For example, the process accuracy critically depends on the abil-



8.2 On Benefits and Problems of Using Plasma Nanotools 279

ity to generate, monitor and manipulate, in a controlled manner, numerous
building units in the ionized gas phase.

From this point of view, one of the main challenges is to develop suitable
and highly efficient plasma sources equipped with advanced process control
and monitoring equipment, including moveable, flexible and temperature-
controlled substrate stages, film parameter monitors (e.g., ellipsometers),
plasma species and fluxes diagnostic tools (e.g., ion flux monitors, mass-
spectrometers, etc.) and other instrumentation.

One of the greatest challenges is to experimentally monitor the entire range
of building units generated in the plasma. For example, presently existing
diagnostic methods enable one to adequately trace and characterize the build-
ing units at the smaller- and larger size ends of the building unit continuum
but often fall short in the size range of small nanoclusters. Interestingly, such
nanoclusters with the properties very different from those of bulk materials,
have been considered among the most important building units of various
nanoassemblies, thin films, and bulk materials [36]. Future research efforts
in the direction of plasma-grown nanocluster-assembled films should involve
comprehensive modeling of the nanocluster formation and charging process
in the experiments concerned [36, 68–70].

It is notable that an elegant approach [68–70] can be used for direct in situ
sampling and characterization of small (in the few nm size range) nanoclusters
in the ionized gas phase, which is one of the most difficult challenges nowa-
days because of these extremely small nanocluster sizes. Some other (mostly
indirect) methods of nanocluster detection and characterization in the plasma
have been presented elsewhere [51, 53].

Therefore, building units of this size range still remain a major challenge
for the development of suitable in situ diagnostic techniques and control tools.
Another challenge is to control the energetics of insertion of radical/molecular
units into nanoassemblies by varying the electric fields in the plasma sheath;
this can be achieved by optimizing the discharge and process parameters.

In Chapter 6, we considered an example of an outstanding performance
of thermally nonequilibrium low-temperature plasma in fabrication of
bioimplant-grade hydroxyapatite bioceramic coatings. Even though the re-
sults of RF-magnetron sputtering deposition appear to be superior compared
to thermal plasma spray-based technique, there are still a few open questions
that need to be answered before the process can be fully understood. For ex-
ample, since high temperatures are usually beneficial for effective crystalliza-
tion, then why in cold nonequilibrium plasmas one obtains highly crystalline
HA coatings whereas in hot thermal plasmas the films appear amorphous?
This is just another example of an issue that still awaits its conclusive answer.
Perhaps, it can be answered by comparatively examining the properties of
nonequilibrium and thermal plasmas by using the basic information of Sec-
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tion 1.4, or maybe more research should be done to elucidate the answer. We
thus leave this issue to the interested researcher.

There are many other challenges, open questions, and unresolved problems
related to plasma applications in nanotechnology. One of such problems is
charging of ultrasmall nanoclusters already mentioned in the introductory
Chapter 1. In this case, conventional “macroscopic” models commonly used
to describe electrostatic charging of larger (e.g., ∼100 nm-sized) nanoparticles,
become invalid and there is a strong current demand for the development of
more reliable and accurate charging models based on ab initio quantum me-
chanic treatment. This can have important practical implications. For exam-
ple, accurate knowledge of the nanocluster charge can help one to explain
the actual role of the low-temperature plasmas in the nanocluster-assembled
highly crystalline films, such as TiO2.

The number of existing problems, puzzles, and challenges is indeed very
large and each new nanostructure and new plasma-based process generate
even more to resolve. However, these problems are in most cases fascinat-
ing and become even more exciting when the knowledge on plasma-made
nanoassemblies broadens and deepens. After a number of years experience
in this field, we guarantee that anyone who will take the challenge will enjoy
it. This research area is full of exciting and challenging opportunities that can
potentially lead to major discoveries. It is our advice to a undergraduate and
graduate students and junior researchers not to miss this opportunity! On this
note we will now proceed to the final remarks and outlook for the future.

8.3
Outlook for the Future and Concluding Remarks

As was mentioned earlier [36], the number of nanoassemblies, as well as of
approaches to fabricate them, is virtually endless. One should be very clear
that in most cases nanofabrication techniques are process- and nanoassembly
specific. However, low-temperature thermally nonequilibrium plasmas of our
interest in this monograph indeed have a number of attractive features that
make such plasmas a versatile nanofabrication tool of the “nano-age.”

These features can be examined by using a conceptual framework, such as
the building unit-based “cause and effect” (this approach encompasses the
generation of the required building units in the ionized gas phase, plasma-
assisted preparation of and transport of the BUs toward the deposition sur-
faces, and, finally, the stacking of the species into the required nanoassembly
patterns [36]) or any other suitable practical approach (e.g., “trial and error”
with the number of choices limited by some relevant practical considerations
such as suitability of the available plasma source or nanofabrication facility).
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In either way, one can elucidate many unique features of the selected reactive
plasma-based nanofabrication methods and techniques.

Looking beyond the applications of low-temperature plasmas at nanoscales,
we note that the plasma intrinsically is prone of a variety of atomic and ionic
building units, and as such, holds a promise for the future-generation pro-
cessing of matter at atomic scales [36]. To this end, recent reports on a high-
precision, highly conformal plasma-aided atomic layer deposition sounds
very optimistic and encouraging [496].

We hope that this topic will attract the interest and critical comments of a
wide interdisciplinary community and result in dedicated experiments to es-
tablish direct and conclusive correlations between the abundance of very spe-
cific building units in the ionized gas phase, the parameters of transition areas
between the plasma bulk and substrates, the energetics of the building units
upon deposition/stacking, and the key properties of the nanoassemblies and
translate these correlations into clear technical specifications and parameters
of plasma processes and nanofabrication facilities. In the examples discussed
above, the choice of the appropriate plasma and plasma sources and processes
was in most cases adequate although may not necessarily ideal.

In this monograph, one can find numerous practical recipes for the optimal
choice of the plasma sources and the plasma/process parameters to fabricate
a range of practically important nanoassemblies. However, we did not even
aim to provide exhaustive recipes for a very broad range of low temperature
plasma-assisted nanoassembly processes. More importantly, the issues and
approaches introduced in this monograph should not only be perceived as a
stand-alone unitary concept (based on the plasmas and plasma sources per se)
but as a multidimensional conceptual framework that can be used not only
for plasma-based nanofabrication, but also for in a broader nanoscience and
nanotechnology context.

Finally, we believe that low-temperature (not only thermally nonequilib-
rium plasmas of our interest here) plasma-aided nanofabrication has tantaliz-
ing prospects to become one of the benchmark technologies of the “nano-age”
and beyond.
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