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Preface

Applications of low-temperature plasmas for nanofabrication is a very
new and quickly emerging area at the frontier of physics and chemistry
of plasmas and gas discharges, nanoscience and nanotechnology, solid-
state physics, and materials science. Such plasma systems contain a wide
range of neutral and charged, reactive and non-reactive species with the
chemical structure and other properties that make them indispensable
for nanoscale fabrication of exotic architectures of different dimensional-
ity and functional thin films and places uniquely among other existing
nanofabrication tools. By nanoscales, it is typically implied that the spa-
tial scales concerned are above 1 nm (= 10−9m) and below few hundred
nm.

In the last decade, there has been a strong trend towards an increasing
use of various plasma-based tools for numerous processes at nanoscales,
including plasma-aided nanoassembly of individual nanostructures and
their intricate nanopatterns, deposition of nanostructured functional
materials (including biomaterials), nanopatterns and interlayers, syn-
thesis of quantum confinement structures of different dimensionality
(e.g., zero-dimensional quantum dots, one-dimensional nanowires, two-
dimensional nanowalls and nanowells, and intricate three-dimensional
nanostructures), surface profiling and structuring with nanoscale fea-
tures, functionalization of nanostructured surfaces and nanoarrays,
ultra-high precision plasma-assisted reactive chemical etching of sub-
100 nm-wide and high-aspect-ratio trenches and several others.

In many applications (such as in commonly used plasma-assisted re-
active chemical etching of semiconductor wafers in microelectronics),
plasma-based nanotools have shown superior performance compared
to techniques primarily based on neutral gas chemistry such as chemi-
cal vapor deposition (CVD). However, compared to neutral gas routes,
in low-temperature plasmas there appears another level of complexity
related to the necessity of creating and sustaining a suitable degree of
ionization and a much larger number of species generated in the gas
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phase, which is no longer neutral. Furthermore, in many cases uncon-
trollable generation, delivery and deposition of a very large number of
radical and ionic species, further complicated by intense physical (ph-
ysisorption, sputtering, etc.) and chemical (chemisorption, bond pas-
sivation, reactive ion/radical etching) plasma-surface interactions sub-
stantially compromise the quality and yield of plasma-based processes.

This overwhelming complexity leads to a number of practical difficul-
ties in operating and controlling plasma-based processes. In many cases,
instead of nicely ordered arrays of nanoscale objects one obtains poor
quality and very disordered films nowhere near having any nanoscale
features. Moreover, improper use of plasmas may lead to severe and
irrepairable damage to nanoscale objects already synthesized. On the
other hand, plasma-based processes can be used to create really beauti-
ful nanostructures and nanofeatures such as single- and multiwalled car-
bon nanotubes and high-aspect ratio straight trenches in silicon wafers.
These common facts give us a lead to think that certain knowledge and
skills are required to operate and use plasma discharges to synthesize
and process so delicate objects as nanoscale assemblies.

In our daily life we always use a broad range of appliances and tools.
Some of them are so simple to operate so that no one even reads a user’s
guide. However, the more complex the tool or appliance becomes, the
more options it offers, to everyone’s benefit. On the other hand, as the
complexity increases, it becomes increasingly difficult to operate them.
Some of the new and uncommon features are very difficult to enable
merely relying on the already existing knowledge and experience. It is
of course possible to enable some of these features via trial and error
but a chance of damaging the (presumably expensive!) tool or appliance
becomes higher after each unsuccessful attempt. The more complex the
object of our experimentation becomes the larger number of trials we
need to undertake. Above a certain level of complexity, trial and error
simply become futile and way too risky and the best way in this case
would be simply to read the user’s manual. Fortunately, it is a norm
nowadays that manufacturers of household appliances and related tools
and devices provide handy user’s instructions and manuals.

The situation changes when one tries to experiment and create some-
thing uncommon and unusual, by suitably modifying the commonly
used tools. This is a typical situation in nanotechnology, which aims
to create exotic ultra-small objects with highly-unusual properties com-
pared with their bulk material counterparts. Apparently, creation of such
small objects would most likely require different tools, approaches and
techniques. Since the nanoscale objects are usually more complex than
their corresponding bulk materials, they also require more complex fab-
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rication tools and processes. Moreover, the costs involved in nanoscale
processing are usually substantially higher compared to treatment of
similar bulk materials. For example, multi-step nanostructuring of sil-
icon semiconductor wafers (which may involve pre-patterning, surface
conditioning, etching, deposition, etc. stages) is far more expensive than
its coating by a plain dielectric film. The complexity of processing and
therefore, the associated cost continuously increase as the feature sizes
become smaller and smaller. Taken that even a single faulty intercon-
nect or a short-circuited gate of a field effect transistor (which is more
and more difficult to fabricate as they reduce in size) may disable proper
functioning of the whole microchip.

Hence, the price of even simple errors in nanoscale processing may
be way too high to simply afford them! For example, a 45 nm-sized
nanoparticle attached to the surface of a 5 µm-thick film will most likely
make no difference in terms of the film properties and performance.
However, the same particle can reconnect (and hence, short-circuit) the
two gate electrodes of a field effect transistor (FET) fabricated using a 45-
nm node technology. This particle can be mistakenly grown in the gate
area (e.g., when a nucleus was formed in an uncontrollable fashion) or
grown in the gas phase and then dropped onto the transistor’s gate. In
either cases the associated damage to the integrated circuit may become
irrecoverable and the whole effort spent on fabricating a huge number
of transistors, vias, interconnects, interlayer dielectrics, etc. may go to
waste simply because of a single nanoparticle-damaged transistor!

Therefore, it becomes clear that as the complexity of nanoscale pro-
cessing increasses, the cost of a single error becomes higher and eventu-
ally any “trial and error” approach in adjusting the nanofabrication tool
and/or process may become inappropriate. First of all, the more com-
plex the tools and processes become, the more reliant the researchers,
students, process engineers and technicians become on user’s manuals
and detailed process specifications. For precise materials synthesis and
processinig these guides should be as precise as possible. But who is sup-
posed to write these detailed instructions? Engineers should write such
guides for technicians, researchers for engineers, but who is supposed
to write these for researchers? In the sister monograph “Plasma-Aided
Nanofabrication: From Plasma Sources to Nanoassembly” [1] published
by Wiley-VCH in July 2007 we tried to give some most important prac-
tical advices to researchers how to develop plasma-based nanoassem-
bly processes, select the right plasma type, design appropriate plasma
tools and reactors, and provided specific process parameters that led us
and our colleagues to the synthesis of a wide range of nanoscale ob-
jects. However, the number of recipes given in that book is limited to
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certain types of low-temperature plasmas and specific nanoscale objects.
So, where to find advice what to do when, for example, a 45 nm–sized
nanoparticle was found in the gate area of an FET?

A typical advocate of a “trial and error” approach would suggest to
change some process parameters and see what happens. But what if this
trial will not work or continue causing more problems? On the other
hand, a typical advocate of strictly following the prescribed guidelines
would suggest to check a troubleshooting guide. But what if there is
nothing about which knob to turn to eliminate the above particles? More-
over, taken the huge number of nanoscale processes that involve higher-
complexity environments such as low-temperature plasmas, how could
one possibly develop suggestions to troubleshoot every possible prob-
lem? The more complex the system becomes, the more opportunities for
better, faster, more precise synthesis and processing it offers; on the other
hand, a chance that something will go wrong will increase substantially.
No wonder, the system is complex and may cause even more complex
problems!

There are no exhaustive recipes to eliminate and troubleshoot all possi-
ble problems in a myriad of plasma-based/assisted processes that either
already exist or being developed. In fact, if the nanofabrication system
is very complex, then it would be physically impossible to foresee ev-
erything that can go wrong... So, what to do in this case? There is only
one clear advice in this regard: do research, find a cause of the prob-
lem and then eliminate it. Therefore, the more complex systems we use in
nanofabrication (as well as in any other area of technology and every-
day’s life), the more important is to understand how they work, how to make
them operate smoothly and how to prevent and eliminate any potential prob-
lems at a minimum cost and effort. The importance of this rather simple
commonsense statement becomes crucial when dealing with nanoscale
materials synthesis and processing and I hope that anyone involved in
related research will agree with me without any major arguments.

We are almost near the point where it becomes very clear what is the
main point of this book. It should already become perfectly clear that
it is about plasma-based nanotechnology. This nanotechnology is based
on low-temperature plasmas, which represent a significantly more com-
plex nanofabrication environment as compared with neutral feed gases
where such plasmas are generated. So, how to properly handle plasma-
based nanoassembly, avoid costly errors and troubleshoot any potential
problems? To do this, we have to understand which plasmas to use,
which plasma reactors and processes to design, how exactly to operate
the plasma and control the most important surface processes.
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These are among the most important issues the Plasma Nanoscience
deals with and this monograph primarily aims to introduce the main
aims and approaches of the Plasma Nanoscience to a reasonably broad
audience which includes not only experts in the areas of plasma process-
ing, materials science, gas discharge physics, nanoscience and nanotech-
nology and other related areas but also other researchers, academics, en-
gineers, technicians, school teachers, graduate, undergraduate and even
high school students.

As we will see from this monograph, the “microscopic” key to over-
come the above problems and ultimately improve the overall perfo-
mance of plasma-aided nanofabrication tools is to control generation, de-
livery, deposition, and structural incorporation of the required building
units (BUs) complemented by appropriately manipulating other func-
tional species [hereinafter termed “working units” (WUs)] that are re-
sponsible, e.g., for preparing the surface for deposition of the BUs. This
task is impossible without properly identifying the purpose of each
species (that is, as a BU, WU, functionless, or even a deleterious species)
and numerical modelling of number densities of such species in plasma
nanofabrication facilities and their fluxes onto nanostructured solid sur-
faces being processed.

Thus, the fundamental key to the ability to properly operate and trou-
bleshoot highly-complex plasma nanotools is in comprehensive under-
standing of underlying elementary physical and chemical processes both
in the ionized gas phase and on the solid surfaces exposed to the plasma.
This is one of the main objectives of this monograph.

In my decision to write this book I was motivated by the fact that even
though basic properties and applications of low-temperature plasma sys-
tems and even a range of useful recipes how to use such plasmas have
been widely discussed in the literature, there have been no attempt to
systematically clarify and critically examine what actually makes low-
temperature plasmas a versatile nanofabrication tool of the “nano-age”.
One of the aims of this work is to discuss, from different perspectives and
viewpoints, from commonsense intuition to expert knowledge, numer-
ous specific features of the plasma that make them particularly suitable
for synthesizing a wide range of nanoscale assemblies, epitaxial films,
functionalities and devices with nano-features.

Richard Feynman’s visionary speech “There is plenty of room at the
bottom” [2] and a recent rapid progress in nanotechnology gave me a
source of additional inspiration and provoked a couple of simple ques-
tions:

• Is there a room, in the global nanoscience context, for atomic ma-
nipulation in the plasma?
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• Since the plasma is an unique, the fourth (ionized) state of the mat-
ter associated in our minds to a collection of interacting charged
particles, what is the difference between nanoscale objects assem-
bled in ionized and non-ionized gas environments?

Moreover, as we will stress in Chapter 1 of this monograph, since more
than 99% of the visible matter in the Universe finds itself in an ionized
(plasma) state (and contains charged atoms and electrons), the forma-
tion of the remaining ∼ 1 % of the matter should have inevitably passed
through the nano-scale synthesis process (termed nanoassembly here-
inafter) step. The nanoassembly is basically a rearrangement of gas-
phase borne subnanometer-sized atomic building units into more or-
dered macroscopic liquid- and solid-like structures. Thus, one can in-
tuitively suspect (even without any specialist knowledge apart from the
sizes of the atoms and macroscopic ordered structures) that the process of
formation of solid matter in the Universe did include the nano-assembly
step in the plasma environment. Meanwhile, our commonsence tells us
that the Nature always chooses the best option for arranging the things!
So, could the plasma environment was chosen by the Nature for a spe-
cific purpose? As we will see from this monograph, the plasma envi-
ronment could serve as an accelerator of nanoparticle creation in stellar
outflows. Amazingly, without the plasma, there might have been insuf-
ficient dust particles, which are essential to maintain chemical balance in
the Universe!

Another interesting area where in-depth investigation of the elemen-
tary plasma-based processes may shed some light on many existing mys-
teries is possible creation of building blocks of life such as DNA, RNA,
proteins and living cells. There is a number of theories suggesting that
these building blocks might have formed from simple organic molecules
through a chain of elementary chemical reactions in methane, hydrogen,
and water vapor-rich atmosphere of primordial Earth. The most amaz-
ing related fact is that at that time electrical discharges in the Earth’s at-
mosphere (e.g., lightnings, coronas and sparks) were so frequent so that
they may have played a significant role in chemical synthesis of macro-
molecules that eventually led to the formation of DNA, RNA and more
complex building blocks of life. Despite more than 50 years of intense
research and related debates about the creation and the origins of life
which involve an extremely broad audience, this issue is far from be-
ing complete. On a positive note, reactive plasmas have been used to
synthesize, in laboratory conditions close to those in primordial Earth,
many complex organic macromolecules whithout which the existence of
more complex building blocks of life would be impossible.
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Even though this particular issue is only briefly mentioned in this
monograph, here we stress that creation of building blocks of life is as
important for the Plasma Nanoscience as the plasma-assisted synthe-
sis of cosmic dust (building blocks of the Universe) and various build-
ing blocks (nanostructures, nanoarrays, etc.) of modern nanotechnology.
These seemingly very different and unrelated issues have one most im-
portant thing in common: plasma environment which is used for deter-
ministic creation of the above building blocks.

Since the Nature’s nanofab uses the plasma in the Universe and quite
possibly used quite similar ideas to synthesize building blocks of life in
the atmosphere of primordial Earth, it sounds quite logical that so many
companies and research institutions presently use cleanroom and labo-
ratory plasma environments to synthesize a variety of nano-sized objects
and nanodevices. Indeed, if a so reputed authority as Nature uses low-
temperature plasmas to create many useful nanoscale things, then why
should not one use that in terrestrial labs and commercial fabs? However,
human mind always aims to create something that the Nature either can-
not create or creates way too slow and inefficiently.

It is remarkable that the number of nanofilms, nano-sized structures,
architectures, assemblies, and micro-/nanodevices fabricated by using
low-temperature plasmas, has been enormous in the last ten years.
Amazingly, using catalyzed plasma-assisted growth, it is possible to syn-
thesize carbon nanotubes which are not among the common products of
the Nature’s astrophysical nanofab, and moreover, at rates which are
orders and orders of magnitude higher.

Interestingly, the competition for priority synthesis and improved per-
formance of nano-objects has been very tough in the last decade and gave
rise to currently prevailing “trial and error” (followed by a rapid dis-
semination of the results) practice in the nanofabrication area. Further-
more, there is presently a wide gap between the practical performance
of numerous plasma-based nanofabrication facilities and in-depth un-
derstanding of fundamental properties and operation principles of such
devices and tools and elementary processes involved at every nanofabri-
cation step. Indeed, if a particular plasma tool works well and allows one
to fabricate nanostructured wafers and integrated circuits with a huge
number of nano-sized transistors and synthesize a myriad of different
nanostructures and materials, what is the point to research why it does
so? Does one really need to?

Yes, one has to do that, and for a number of reasons. The most im-
portant reason for in-depth study of elementary physical and chemical
processes involved is the need to keep the pace with miniaturization
and ever-increasing demands for better quality nanomaterials and high-
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performance functionalities and nanodevices. At some stage the existing
pool of tools will fail to meet the requirements, and what shall one do
next? Do the trial and error as we discussed earlier?

After several years of active and productive research in the area, my
colleagues and myself realized that the capabilities of “trial and error”
approaches will soon be exhausted and deterministic “cause and effect”
approaches to nanofabrication will need to be widely used to achieve
any significant improvement in the properties and performance of the
targeted nano-assemblies, nanomaterials, and nanodevices, which was
quite easy to achieve several years ago by “trial and error”. Indeed, in
early and mid-90s, after a pioneering discovery of carbon nanotubes by
Iijima [3], almost every carbon nanostructure synthesized under different
process conditions, might have had quite different properties. But it is
very difficult to impress anyone by synthesizing a carbon nanotube in
2008, when such a work has become a routine exercise in the third year
chemistry or nanotechnology undergraduate programs.

Therefore, there is a vital demand for the development and wider prac-
tical use of sophisticated, and yet simple, deterministic “cause and effect”
approaches. It is important to mention that such approaches would be
impossible without a comprehensive understanding and generic recipes
on the appropriate use and control, at the microscopic level (and more
importantly, both in the ionized gas phase and on the solid surfaces),
of the “causes” to achieve the envisaged and pre-determined goals (“ef-
fects”).

Evidently, in the nanofabrication context, one can use the building
blocks (e.g., specific atoms or radicals) of the nanoassemblies as the
“cause” and the nanoassemblies themselves as the “effect”. Indeed, the
“building block” has been among the most commonly used and pop-
ular terms of the nanoscience and nanotechnology in the last decade.
This term usually encompasses both elementary building units of atomic
and molecular assemblies and some nanostructures and nanoparticles
that are in turn used to build more complex nanoscale functionalities
and nanodevices. However, merely praising the building units of the
plasma-aided nanoassembly would be unfair, since many other particles
also serve for other, merely than as building material, purposes.

For this reason, in this monograph we introduced the expanded notion
of “working units” that encompasses all the relevant plasma species that
contribute to any particular nanofabrication step. For instance, without
appropriate surface preparation by suitable plasma species, the deposi-
tion and stacking of the building units into a nanostructure would be im-
possible. Thus, one should be fair in acknowledging contributions from
all working units and realize that every one of them has to do their spe-
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cific job properly to achieve the overall success. This is how the “nano-
team effort” work!

It should also be emphasized that despite an enormous number of re-
search monographs and textbooks related to nano-science and nanotech-
nology, only a few of them report on and analyze superior performance
of plasma enhanced chemical vapor deposition (PECVD) and other
plasma-based systems in nanofabrication of a wide variety of common
nanostructures, such as carbon nanotubes, quantum dots, nanowalls,
nanowires, etc. Therefore, there is a significant gap between the knowl-
edge and information related to basic properties and applications of
low-temperature plasmas and numerous nanoassembly processes that
merely use such plasmas as a tool. Thus, the question about the actual
role of the plasma in a large number of relevant processes remains essen-
tially open. This book is intended to fill this obvious gap in the literature.

This monograph introduces the Plasma Nanoscience as a distinct re-
search area and shows the way from Nature’s mastery in assembling
nano-sized dust grains in the Universe to deterministic plasma-aided
nanoassembly of a variety of nanoscale structures and their arrays, a
base of the future nanomanufacturing industry. We also introduce a
concept of deterministic nanoassembly together with a multidisciplinary
approach to bridge the spatial gap of nine orders of magnitude be-
tween the sizes of plasma reactors and atomic building units that self-
assemble, in a controlled fashion, on plasma-exposed surfaces. By dis-
cussing the results of ongoing numerical simulation and experimen-
tal efforts on highly-controlled synthesis of various nanostructures and
nanoarrays we show potential benefits of using ionized gas environ-
ments in nanofabrication.

In this monograph, we systematically discuss numerous advantages of
using low-temperature plasmas to synthesize various nano-scale objects,
and also introduce basic concepts of Plasma Nanoscience as a distinctive
research area. For consistency of illustrating the benefits of using the ad-
vocated “cause and effect” approach, the majority of the examples come
from own research experience of the author and his colleagues. Never-
theless, we will also attempt to provide a reasonable coverage of rele-
vant ongoing reserach efforts that ultimately aim at achieving the goal
of plasma-based deterministic synthesis of various nanostructures and
elements of nanodevices.

In a systematic and easy-to-follow way, this monograph highlights
the fundamental physics and relevant nanoscale applications of low-
temperature plasmas and attempts to give detailed comments on what
exactly makes the plasma a versatile nanofabrication tool of the “nano-
age”. An initial attempt to answer this very intriguing and timely puzzle
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of modern interdisciplinary science was made in a Colloquium article
of Reviews of Modern Physics published in 2005 [4]. This original effort
was further supported by a Special Cluster Issue of the Journal of Physics
D on plasma-aided fabrication of nanostructures and nanoassemblies.
For more details about this Special Issue please refer to the editorial re-
view [5] and a cluster of 19 articles in the same issue. This monograph
continues this series of efforts and aims to consolidate, in a single publi-
cation, some of the most important bits of knowledge about the unique
properties and outstanding performance of the plasma-based systems
in nanofabrication, as well as about possible ways of controlling the
plasma-based nanoassembly.

Main attention is paid to the conditions relevant to the laboratory gas
discharges and industrial plasma reactors. A specialized and compre-
hensive description of the most recent experimental, theoretical and com-
putational efforts to understand unique properties of low-temperature
plasma-aided nanofabrication systems involving a large number of asso-
ciated phenomena is provided. Special emphasis is made on fundamen-
tal physics behind the most recent developments in major applications
of relevant plasma systems in nanoscale materials synthesis and process-
ing.

This monograph covers a specific area of the cutting-edge interdisci-
plinary research at the cross-roads where the physics and chemistry of
plasmas and gas discharges meet nanoscience and materials physics and
engineering. It certainly does not aim at the entire coverage of the exist-
ing reports on the variety of nanostructures, nanomaterials, and nanode-
vices on one hand and on the plasma tools and techniques for materials
synthesis and processing at nanoscales and plasma-aided nanofabrica-
tion on the other one. Neither does it aim to introduce the physics of
low-temperature plasmas for materials processing. We refer the inter-
ested reader to some of the many existing books that cover some of the
relevant areas of knowledge [6–20]. From the perspective of fundamen-
tal studies, one of the purposes of this book is to pose a number of open
questions to foresee the future development of this research area and also
urge the researchers to look into fundamental, elementary bits (and not
merely limited to the building units!) that make their nano-tools work.

The author extends his very special thanks to S. Xu, his principal col-
laborator in the last 8 years and a co-author of the sister monograh [1]
and I. Levchenko, a co-author of Chapter 6, who also made substantial
original contributions to a large number of original publications used
in this monograph and created many exciting visualizations of original
computational results and excellent illustrations for this book.
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1
Introduction

This monograph aims to introduce the basic concepts and applications
of plasma nanoscience, a rapidly emerging multidisciplinary research
area at the forefront of, the physics of plasmas and gas discharges;
nanoscience and nanotechnology; astrophysics; materials science and
engineering; surface science and structural chemistry [4], and to show
the importance of plasma environments in nanoscale processes spanning
from astrophysics to plasma-aided nanofabrication in the laboratory.

Plasma nanoscience is a multidisciplinary topic which involves knowl-
edge, methods and approaches from a broad range of disciplines, rang-
ing from stellar astrophysics and astro-nucleosynthesis through “tradi-
tional” nanoscience and nanotechnology, materials science, the physics
and chemistry of plasmas and gas discharges, to various engineering,
health-related and socio-economic and business subjects. At one ex-
treme, a variety of nanoscale solid objects are produced in the plasmas of
stellar environments, while at the other, plasma nanofabrication has had
a marked impact on capital investment, economy, trade and other aspects
of our lives [5]. As a consequence, one can find reports on plasma appli-
cations in nanoscience and nanotechnology in a wide range of publica-
tions; from electronic archives to Science, Nature, not to mention numer-
ous monographs and edited books (see, e.g., References [1, 4, 6–8, 21, 22]
and references therein).

We will begin this chapter by introducing the main concepts and is-
sues of plasma nanoscience in Section 1.1, followed by a discussion of
various reasons why a self-organized nanoworld should be created in a
low-temperature plasma environment (Section 1.2). Section 1.3 explains
how nature’s nanofab works in generating cosmic dust and discusses the
issues related to nanotechnology research directions. In Section 1.4 we in-
troduce the concept of deterministic nanofabrication and briefly discuss
some of the most important aims and approaches of plasma nanoscience.
Section 1.5 explains the structure of the monograph and gives advice to
the reader.
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1.1
Main Concepts and Issues

By “a plasma” one usually implies a fully- or partially-ionized gas with
many unique properties attributable to long-range electromagnetic in-
teractions between charged particles, interactions which do not occur
in neutral gases. The plasma is usually composed of electrons and
two other categories of species, termed “ions” and “neutrals” depend-
ing on their charging state. The intrinsic property of the plasma is to
preserve its overall charge neutrality, that is, that the combined num-
ber of all negatively-charged species is equal to that of all positively-
charged species. Species that belong to the “ion” and “neutral” cat-
egories are identical except for the presence of positive or negative
charges in the case of “ions”. Relevant species can range from individual
atoms, molecules, monomers and radicals to chain and aromatic poly-
mers and macromolecules, atomic and molecular clusters, small grains
and nanocrystallites and even particle agglomerates and mesoparticles.
Amazingly, all these objects can be charge neutral or otherwise charged
positively or negatively. The electric charge of such particles varies from
a single electron charge for most positive and negative ions to hundreds
and even thousands of electron charges for solid nanosized clusters and
micron-sized grains.

It is common knowledge that more than 99% of the visible matter in
the universe finds itself in the plasma state. Therefore, plasma plays
a prominent role in a variety of processes that take place over spatial
scales as large as galaxy-scale turbulence, which can be of the order of
tens of light years, and as small as atomic collisions and interactions,
the latter occurring at distances comparable to the sizes of individual
atoms (ca. 0.1 nm). Here we focus on the relatively narrow spatial range,
namely ca. 10−10–10−5 m, which covers atomic processes and most of the
existing microscopic structures. The main attention here will be the as-
sembly of nanoscale objects from sub-nanometer-sized atomic (and also
other) building units (BUs) in plasma environments and the discussion
of the role of the plasma environment in such processes [23].

The concept of building units is central to plasma nanoscience and
is used throughout this monograph to denote all microscopic matter
that can be gainfully used to create nanoscale objects. Depending on
the specific situation BUs can vary from the most fundamental atoms to
macromolecules, nanoclusters, nanoparticles, nanocrystallites and even
nanoparticle aggregates [4]. There are numerous examples of plasma-
grown nanoscale objects, for example, ultra-small solid dust particles in
stellar environments, interstellar gas, cometary tails, the upper layers of
the earth’s atmosphere, industrial materials processing reactors, electro-
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static precipitators and laboratory plasma devices [24–28]. Additionally
there are a number of higher-complexity nanoassemblies of different
dimensionality, such as quantum dots (0D), nanotubes, nanoneedles,
nanorods, nanowires (1D), nanowalls, nanowells, nanoribbons (2D),
bulk nanocrystals, nanocones, nanopyramids, nanoparticles and other
nanostructures of complex shapes (3D) synthesized by using laboratory
plasma-aided nanofabrication [4,21,22,29–31].

It is noteworthy that in the existing literature most of the above men-
tioned nanoscaled objects are often termed “nanoparticles” . In turn,
the “nanoparticles” are also commonly, and arguably well-justifiably, re-
ferred to as the building blocks of nanotechnology. To avoid confusion
and emphasize that the nanoassemblies are also built using the smallest
bits of matter we use the notion of building units rather than building
blocks. And since one of the main aims of this work is to advocate the de-
terministic approach for plasma-based nanofabrication, we try wherever
possible to be more specific when referring to individual nanoassem-
blies. Nonetheless, in cases where the shape and internal structure are
not important we also use the term “nanoparticle”. Wherever unconven-
tional terminology is used it is explained at the beginning of the relevant
section.

It is interesting to note that carbon nanotubes, arguably the cutting
edge research topic at the moment (at least judging by recent citation re-
ports), were first synthesized using arc discharge plasmas [3]. However,
the existing approaches for fabrication of exotic nanostructures and func-
tional nanofilms in plasmas still remain process-specific and suffer from
cost-inefficient “trial and error” practices. This is mostly due to the fact
that the ability to control – in the plasma – the generation, transport, de-
position and structural incorporation of the BUs of such films and struc-
tures still remains elusive. On the other hand, the idea of deterministic
plasma-based nanofabrication is treated with a bit of a caution due to
the fact that plasma is inherently unstable and is thus quite difficult to
control as controlling tools may introduce fresh instabilities. Recently,
advanced non-linear dynamic techniques suited for instability control in
low-pressure cold plasmas through chaos control mechanisms have been
developed [32]; however, most of the existing plasma nanotools still have
relatively weak control capacities at the microscopic level. To this end
our basic understanding of intimately interlinked elementary processes
in the ionized gas phase and on solid surfaces during the plasma-based
nanoassembly needs to be substantially improved [23].

This is one of the main issues plasma nanoscience deals with. In this
monograph we discuss a broad range of problems related to the assem-
bly of nanoscaled objects in various plasma environments ranging from
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stellar envelopes in astrophysics to nanofabrication facilities in research
laboratories and commercial nanofabs of the near future. Further, we will
elucidate the naturally occuring self-assembly of nanometre-sized parti-
cles in the universe and how to approach the problem of deterministic
synthesis of exotic nanoassemblies in laboratory plasmas.

We will also address the important issue of how to challenge one of the
previously intractable problems of deterministic plasma-based nanofabri-
cation, namely the ability to create nanosized objects with the required
composition, structure and properties for their envisaged applications.
This level of determinism is based on the relation between the macro-
scopic process parameters and the eventual function and performance of
the nano-object in question and can be termed macroscopic determinism.

On the other hand, from the viewpoint of fundamental science, the
required level of determinism can be achieved by properly creating, ma-
nipulating and arranging elementary building units into nanoscale as-
semblies in a way that will eventually determine the highly unusual
properties of such nano-objects. This is in essence the method for cre-
ating exotic, unusual forms of matter by arranging “the atoms one by
one the way we want them” envisioned by R. Feynman in his speech
“There is plenty of room at the bottom” at the Annual Meeting of the
Americal Physical Society on 29 December 1959 [2]. This is exactly what
we are aiming to discuss in this book, with the specific focus on the ar-
rangement of atomic building units in various ionized gas environments
of plasma discharges.

As will be seen from the following discussion, microscopic determin-
ism can be achieved via bridging macroscopic and microscopic pro-
cesses that are characterized by spatial scales that differ by nine orders
of magnitude! Indeed, typical dimensions of plasma nanofabrication
facilities (ca. 0.5 m) are more than a billion times larger than the sizes
(ca. 0.1 nm) of adsorbed atoms (adatoms) that self-assemble into intricate
nanoassemblies and nanopatterns on solid surfaces.

One possibility [4] is to manipulate the plasma-generated species in
the plasma sheath that separates the plasma and solid surfaces and
to control self-organization of nanostructure building units on plasma-
exposed surfaces and their insertion into nanoassemblies (NAs). By
nanoassemblies, we will hereinafter refer to any solid object with at least
one dimension larger than approximately 1 nm. Nanoassembly can also
mean the process of arrangement of subnanometer-sized building units
into structures with at least one dimension exceeding approximately
1 nm. This concept involves appropriate preparation of building units
and the actual synthesis of the NA and is illustrated in Figure 1.1. If
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Figure 1.1 Basic concept of nanoassembly.

appropriate, the process of nanoassembly can also involve removal or
exchange of bits of matter.

The word “approximately” was added deliberately to this definition
even though our commonsense suggests 1 nm as the most obvious lower
size limit of nanoassemblies. However if we are dealing with a nanoclus-
ter of 0.5 nm diameter, it would be more accurate to consider it as a “sub-
nanoassembly” (since it is constructed from more elementary building
units) or as a building unit of larger nanostructures and nanoassemblies.
Additionally, the diameters of surface-bound single-walled carbon nan-
otubes (SWCNTs), the most common nanostructures, which were always
considered to exceed 1 nm, have in the last few years shrunk to approx-
imately 0.6–0.7 nm. Does this mean that such ultra-thin SWCNTs with
lengths well in the micrometer range should be excluded from the list of
common nanoassemblies? Of course not! Instead, the lower limit for at
least one size of nanoassemblies should be flexible and not necessarily
be a fixed value of 1 nm. For example, to include micron-long and 0.7 nm
thin SWCNTs in the list of nanoassemblies this lower limit should be
reduced to below 0.7 nm. This might spark a discussion on the smallest
diameter a single-walled nanotube can have yet having a length of excess
of 1 µm. This is one of the as yet open questions in nanoscience; it will be
addressed in the carbon nanotube-related section of this monograph.

By “nanofabrication” [5] one usually means the combination of a
nanoassembly process and a suitable process environment; for exam-
ple, synthesis of 1.5 nm-sized SiC quantum dots on a silicon surface in a
thermally non-equilibrium low-temperature plasma of a SiH4 + CH4 gas
mixture. However, common usage suggests that fabrication ultimately
means producing some commercially marketable goods (otherwise this
might be just a sophisticated academic exercise to satisfy scientific curios-
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ity!). Therefore, at the very least, the above combination nanoassembly +
process environment has to be complemented by one more component:
function (ultimately related to the envisaged applications) to warrant
serious consideration as nanofabrication. In simple terms, nanofabrica-
tion implies production of functionalities, elements, materials, and ulti-
mately, coatings and devices (using just these examples for simplicity)
that contain nanoscale features (e.g., size, nanostructure, nanopores) or
have been made by using nanostructures or nanoassemblies as building
blocks. Thus, synthesis of a carbon nanoneedle-like (at least potentially
operational) microemitter mounted in a nanosized electron emitter cell
or ordered arrays of luminescent quantum dots on stepped terraces on
Si(111) surfaces are viable examples of nanofabrication.

Therefore, the ability to optimize the process environment and param-
eters to produce (at least potentially) the required function(s) of the nano-
objects and show unique and unusual (intrinsic to the nanoscale only)
properties is what differentiates between a simple process of nanoassem-
bly (which often proceeds via self-assembly) and nanofabrication.

Plasma nanoscience is often understood as a bridge between plasma
physics and surface science. Currently, there are enormous problems
with the compatibility of in situ plasma diagnostics and surface science
characterization techniques. Thererefore, researchers have to rely on
quite separate experimental studies of the plasma processes and (in most
cases ex situ) nanostructure characterization. On the other hand, there is
a vital demand for reliable physical models and numerical simulations
that could bridge the “unbridgeable” gap between gas-phases and sur-
face processes separated in space by nine orders of magnitude.

In the following, we will discuss some advantages of using plasmas to
generate, process and transport a variety of building units and then using
them to synthesize nano-scale objects and, moreover, control “uncontrol-
lable” atomic-level self-organization processes on plasma-exposed solid
surfaces. We will also introduce basic concepts of plasma nanoscience
and overview the ongoing reserach efforts aimed at achieving the ulti-
mate goal of plasma-based deterministic synthesis of various nanostruc-
tures and elements of nanodevices. Finally, we will show that plasma
nanoscience is a broad multidimensional notion that covers all situa-
tions in the universe and terrestrial laboratories wherein the nanoassem-
bly process sketched in Figure 1.1 occurs in an ionized gas environment
rather than merely the surface science of plasma-exposed surfaces.
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1.2
Self-Organized Nanoworld, Commonsense Science of the Small
and Socio-Economic Push

In the previous section we have mentioned self-organization and self-
assembly as very useful and effective tools for nanoassembly. Both terms
are crucial for nanoscience and nanotechnology and there exist plenty
of definitions (see, e.g., Introduction to Nanotechnology [6]). However,
such definitions generally do not reflect the overwhelming variety of dif-
ferent situations where self-organization processes play a role. Here we
will only give working definitions to both of the terms; these definitions,
although accurate in general, will mostly be related to those nanoassem-
bly processes in ionized gas environments of our interest here.

Before giving the definitions we need to introduce the appropriate en-
vironment where self-organization and self-assembly take place. In this
regard it will be prudent to introduce a broad term, “nanoworld”, which
will be used to denote various ensembles of nanoassemblies, with pat-
terns or ordered arrays of individual nanostructures on solid surfaces as
a typical example. This nanoworld is exposed to the plasma as shown
in Figure 1.2. It is important to note that the nanoworld can have di-
mensions much larger than the sizes of individual nanoassemblies that
compose it. In the example shown in Figure 1.2, the nanoworld on a
plasma-exposed solid surface is made of small (1–20 nm in size) nanois-
lands, which can occupy large surface areas comparable to those of sili-
con wafers presently used by microelectronic industry.

Figure 1.2 Nanoworld exposed to a plasma. Typical sizes of the
plasma sources, transition layer (sheath) between the plasma and
solid surface are shown.
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Figure 1.3 Two fundamental approaches of modern nanotech-
nology. Bottom-up approach has two basic possibilities: either
atom-by-atom manipulation (nanomanipulation) or self-assembly.

In some cases the nanoworld can be limited to a single nanoassembly,
this is the case for a single nanocluster levitated in a gas. It is also possible
that the nanoworld can have macroscopic dimensions in all three dimen-
sions yet having nanoscaled features. Dense arrays of micrometer-long
single-walled carbon nanotubes with an average thickness of approxi-
mately 1 nm and bulk films with nanocrystalline or nanoporous features
are especially good examples.

Some readers might find the introduction of this new term a bit ar-
tificial. The main reason we have introduced the nanoworld as a spe-
cial term is the need to have the most generic notion that would be ap-
propriate for virtually all objects that have any feature with at least one
size ranging from sub-nanometers to the upper limit of approximately a
few hundred nanometers. This generalization allows us to treat surface-
bound dense SWCNT forests, ordered arrays of quantum dots, nanolay-
ers and heterostructures, nanoporous and nanocrystalline films, films
with nanoscale inclusions (e.g., nanocrystalline or simply cluster-sized
defects), nanometer-sized trenches, vias and interconnects in nanoelec-
tronic circuitry, complex assemblies such as nanoelectromechanical sys-
tems (NEMS), nanophotonic functionalities, as well as freestanding (e.g.,
gas borne) nanoassemblies from the same principles.

Once we have reached a convention on what the nanoworld is, the
most obvious next step would be to identify plausible ways to create
it. The two basic approaches of nanoscience are sketched in Figure 1.3.
In the first, the “top-down” approach, smaller objects are carved from
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larger ones as sketched on the left side in this figure. For example, one
can use energetic ion beams or reactive radicals to reduce the size of an
initially micrometer-sized crystal to the nanometer range using the ef-
fects of physical sputtering and reactive chemical etching, respectively.
The “top-down” approach based on masks, pattern transfer and reactive
chemical etching is widely used in microelectronic manufacturing to fab-
ricate patterns of two-dimensional trenches in silicon wafers or ordered
arrays of high-aspect-ratio cylinders for two-dimensional photonic crys-
tals. In this case reactive species etch holes through a mask placed on top
of a bulk substrate; nanostructures are formed after a sufficient amount
of matter has been removed from the bulk material.

It is worth noting that this technique requires pattern transfer and
delineation, which is commonly achieved using microlithography ap-
proaches, which are based on micropattern transfer through natural tem-
plates or artificially created masks. Porous alumina with hexagonal
nanopore arrays is perhaps the best example of natural templates used
for creating ordered arrays of metal (e.g., nickel-based) catalyst nanopar-
ticles required for carbon nanotube synthesis. This is also an example
of a templated top-down nanofabrication approach, even though bits of
matter are added to the substrate through the mask rather than removed.
Artificial masks can be prepared, for example, by steering focused ion or
laser beams about a solid surface; these beams can be used to drill small
holes in thin and soft materials.

From the above arguments it becomes clear that “top-down” nanofab-
rication approaches critically depend on the ability to remove or add bits
of matter along pre-delineated patterns. In simple terms, the resolution
of this process strongly depends on the characteristics (hole patterns and
sizes) of the masks involved in nanofabrication. Therefore, the smaller
the nanostructures which are targeted, the smaller should be the mask
holes. For example, using porous anodized alumina one can produce
masks with tuneable pores of diameter ca. 10–500 nm, heights up to 6 µm,
and nanopore densities of up to 1011 cm−2 (minimum spacing between
the pore centres of ca. 30 nm), arranged in fine hexagonal arrays [33,34].
These holes can be used to fabricate, for example via a hot-filament evap-
oration process, hexagonal arrays of metal catalyst islands of sizes about
the same as the sizes of the template nanopores. These catalyst islands
can in turn be used to synthesize carbon nanotubes and related structures
with diameters almost the same as the nanopores, which is 10–500 nm as
mentioned above. Unfortunately, the sizes of nanopores in such tem-
plates are usually very non-uniform with the size dispersion reaching
100% and even more! This means that the carbon nanotubes will also be
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very non-uniform in size, and moreover, must be separated by at least
30 nm, the minimum inter-nanopore spacing.

However, what can be done as regards ultra-thin single-walled car-
bon nanotubes which require metal catalyst nanoislands as small as
0.6–0.7 nm in diameter? Moreover, how does one position such nanois-
lands very close to each other (inter-island spacing ∼ island diameter)?
How should one design and create such a mask with holes so small and
dense that they would be suitable for condensation of metal atoms? This
size range is apparently far too small for the “top-down” nanofabrication
despite very impressive recent advances in nanolithography [35] and
more sophisticated nanopattern transfer techniques such as nanopan-
thography [36]. Generally speaking, “top-down” nanofabrication al-
ready experiences substantial problems in the sub-100 nm range [5].
Therefore, the global economic and technological demand for contin-
ued reduction in feature sizes in microelectronic devices (which as of
mid-2007 are approximately in the 60–70 nm range in width and as thin
as a few atomic layers) will inevitably move the top-down approach to
the sidelines of industrial nanofabrication.

So, is there any other approach that can outperform and potentially
replace the commonly used top-down nanofabrication techniques? If we
consider the ultra-small metal (e.g., nickel) nanoislands required for the
synthesis of single-walled carbon nanotubes, how many atoms do they
contain? Such semi-spherical islands are generally constructed from ap-
proximately 15-25 atoms.

In such cases involving small number of atoms, would it not be wise to
consider manipulating and stacking them one by one, the way Feynman
suggested in his visionary speech? Yes, indeed for such a small number
of atoms one could use another procedure, the “bottom-up” nanomanip-
ulation approach, sketched in the middle of Figure 1.3. There are nu-
merous reports on using nanomanipulators to displace and then repo-
sition individual atoms into atomic chains or structures similar to the
commonly known “atomic coral” [6]. At present, suitably adjusted scan-
ning tunnelling and atomic force microscopes (STM and AFM, respec-
tively) are extensively used for this purpose. By varying the amplitude,
duration and sequence of voltage pulses applied between the tip of the
microscope and the sample surface, one can induce electric charge on, or
polarize otherwise charge-neutral atoms. In this way one can lift, move,
replace, or otherwise manipulate individual atoms. Interestingly, this
process involves ionization – the most important physical process that
leads to the creation of a plasma! However, in nanomanipulation one
ionizes only a very small number of atoms, which cannot qualify as a
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plasma. Nevertheless, it is worth noting that ionization is used not only
in plasma-based nanotools!

We should also stress that the nanomanipulation technique is exactly
what Richard Feynman meant by stating “atom by atom, the way we
want them”. In other words, to create a 50-atom nickel cluster on a sil-
icon surface (or, for example, a Ge/Si quantum dot of a similar size), a
nanomanipulator device (e.g., STM) should repeat the

ionize/polarize → lift/remove → move → stack

sequence at least 50 times (if everything works well) for each island.
Aiming to achieve any reasonable Si surface coverage by SWCNTs, one
would be looking at creating something in the order of ca. 1012 (or even
more!) nanoislands per square centimeter. This enormous number of
nickel clusters would thus require approximately 5 × 1013 atoms to be
ionized/polarized, lifted, moved, and then stacked individually! If every
move takes only 1 s, then the whole process of synthesizing the required
array of nickel nanoislands would take approximately 10 million years!

But what if the atoms do not want to be stacked where they are moved
by the nanomanipulator arm? What if the position they are put into is
not suitable or is unstable? Will the atoms remain firmly stacked in this
place or would they prefer to move further? These are just a few ques-
tions that need to be considered before committing time, resources and
effort to this arguably very precise and sophisticated technique, which is
commonly accepted as the best nanotool to manipulate very small num-
bers of individual atoms.

The most obvious and nature-inspired answer is just to do nothing and
let the atoms do what they want, in other words, self-assemble into nano-
objects of nature’s choice. One of the most powerful of nature’s tools in
this regard is the fundamental energy minimization principle

ENA = Emin
NA < ΣEa

which states that the ensemble of atomic building units should self-
assemble to ensure that the resulting nanoassembly will have a total en-
ergy ENA less than the combined energy of individual building units ΣEa.
Moreover, the assembly process will proceed along the minimum-total-
energy pathway, which means that ENA will have the minimum possible
value Emin

NA under equilibrium conditions.
From this point of view, the ultimate crux of nanoscience is to create

unusual arrangements of atoms by whatever means, be it “top-down”
nanofabrication, nanomanipulation, or self-assembly. To illustrate this
concept, let us assume that there is some structure with a “regular” (ref-
erence) atomic structure and we want to create a similar structure but
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with another arrangement of atoms, using one of the basic approaches of
the nanoscience. It is noteworthy that “regular”, nature-inspired struc-
tures are the simplest, the most stable and satisfy the minimum energy
principle under equilibrium conditions.

Therefore, our commonsense would suggest that nature’s approach
is actually nothing else but the line of the least resistance. Indeed, the
nature-preferred equilibrium conditions are normal for every particu-
lar environment; such conditions include room temperatures (T = 20 ◦C)
and gas pressure of 1 atm (= 760 mm mercury). Quite similar normal
conditions exist elsewhere, outside the earth; moreover, such conditions
are the most appropriate for the normal (line of the least resistance!)
course of events and are chosen by the “lazy” yet “astute” nature.

For example, under normal terrestrial conditions, graphite is the most
abundant and stable form (allotrope) of carbon. Carbon atoms are ar-
ranged in flat graphene sheets with a periodic hexagonal atomic net-
work. Bulk graphite is made of parallel stacks of graphene sheets sep-
arated by a small interlayer spacing. Interestingly, the strength of atomic
bonds between different graphene sheets appears lower compared with
the inter-atomic bonds within each two-dimensional sheet. This is the
reason why it is so easy to remove these sheets one by one, which is the
way conventional pencils work! We can consider this atomic arrange-
ment as a regular reference structure.

It is worth recalling at this juncture that creating exotic nanoassemblies
implies applying some additional effort to create and use unusual, non-
equilibrium conditions to rearrange the atoms in a different way than
in the reference structure. Let us consider what that means in the con-
text of carbon nanomaterials. If high pressures are applied and some
other conditions are met, by using exactly the same carbon atoms one
can synthesize diamond, a very different carbon material. This new ma-
terial has a quite different crystalline lattice made of pyramid-like unit
shells. These shells are interlinked three-dimensionally; this is why it
is no longer possible to scrape off atomic carbon layers one by one as
was possible in the case of graphite. It goes without saying that pure
diamond and a range of diamond-like carbon (DLC) materials exhibit
very different physical and chemical properties compared to graphite.
We reiterate that diamond is usually synthesized under non-equilibrium
conditions, such as high pressures, and once synthesized, remains stable
at normal conditions. Even more non-equilibrium conditions are used
to synthesize a very special diamond-like material – nanocrystalline dia-
mond. More importantly, these non-equilibrium conditions are found in
thermally non-equilibrium low-temperature plasma, a common environ-
ment for the synthesis of ultrananocrystalline diamond – a nanoworld
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made of ultra-small (ca. 1–3 nm in size) sp3-hybridized (diamond-like)
carbon [37,38].

Under different non-equilibrium synthesis conditions, which include
relatively high temperatures and extrusion of carbon atoms through
metal (e.g., nickel) catalyst nanoparticles, one can assemble carbon nan-
otubes. The same carbon atoms are now arranged in a similar graphene
sheet but rolled into a graphitic tubule. Carbon nanotubes are also sta-
ble and also meet the energy minimum principle but under modified pro-
cess conditions. Furthermore, their properties appear to be very differ-
ent from the “regular” graphitic structure. Carbon nanotubes synthe-
sized under non-equilibrium conditions (such as arc discharge plasmas
in Iijima’s pioneering experiments [3]) also remain stable under normal
conditions and can be used for a variety of purposes including hydrogen
storage, reinforced ceramic and polymer composites, electron field emis-
sion and wire-like interconnects in nanodevices to mention a just few.

Generalizing the above examples, we can state that nanoscience and
nanotechnology aim at using specific, non-equilibrium process conditions to
create unusual and otherwise non-existing ultra-small nano-objects! An im-
portant point to keep in mind is that these nano-objects must remain
stable once returned to normal conditions.

Let us now return to the discussion of the possibilities offered by self-
assembly and try to relate that to non-equilibrium process conditions. To
begin with, let us pose a simple question: from the self-assembly per-
spective, what should one expect from a randomly chosen ensemble of
atomic building units? Using the arguments we have already developed,
it becomes clear that if the BUs are left without any external action and
under equilibrium conditions, the BUs will simply self-assemble into
the froms nature and the energy minimum principles prescribes under
the given (in this case normal) conditions! Therefore, if one wants to
create an exotic yet stable nano-object via self-assembly, suitable non-
equilibrium conditions are required. In this case one can reasonably ex-
pect that self-assembly will proceed quite differently and will result in
an exotic arrangement of atoms, otherwise non-existent under the equi-
librium conditions. It is very important to stress that altering the process
environment is perhaps the only way to control self-assembly, since the
BUs are left without any external action and are not manipulated exter-
nally by any nanomanipulator arm!

We hope that the reader has become convinced that self-assembly can
be effectively controlled by the nanofabrication environment. And with
that we have just inadvertently revealed the fundamental concept of
guided self-assembly, which is central to the entire nanoscience!
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In this regard, it would be instructive to note that the ionized gas
(plasma) environments of our interest here in most cases offer strongly
non-equilibrium conditions. Capitalizing only on this point, we are now
in a very good position to state a priori that low-temperature plasmas
are excellent process environments for nanofabrication. For more back-
ground on why such plasmas can be regarded as a versatile nanofabri-
cation tool please see [4]. These reasons will be discussed throughout
this monograph and supported by relevant experimental and theoreti-
cal/computational results. More importantly, from the following consid-
eration it will become clear that low-temperature plasmas have a number
of effective (electric charge and field-related) tuning knobs to guide this
self-assembly.

Moreover, as will be clarified in Section 1.3, nature creates non-
equilibrium conditions (simply by adding a weakly ionized gas com-
ponent) deliberately (or in other words, deterministically) to create a
sufficient amount of solid dust particles in stellar environments. The
ionization degree, one of the most important parameters of weakly ion-
ized plasmas, turns out to be a very effective control of the formation of
self-assembled nanoparticles.

Let us now complete the introduction of the main concepts used in this
monograph and more specifically, in the context of plasma nanoscience.
In this context, by self-assembly, we will imply a “bottom-up” process of
arrangement of building units into subnanometer and nanometer-sized
objects without any external action. In a sense, the nanoassemblies build
themselves on plasma-exposed surfaces.

It is noteworthy that the terms self-assembly and self-organization are
often used interchangeably in the literature; moreover, both terms are
also frequently related to the formation of structured patterns such as
quantum dot arrays. In this monograph we will try to avoid this ambi-
guity by using self-organization as a more global and generic term re-
lated to the nanoworld rather than an individual nanostructure. More
specifically, self-organization phenomena considered in this monograph
will also include the evolution of structural, size and positional order in
nanoassembly patterns on solid surfaces from essentially non-uniform
patterns, which cannot be merely attributed to self-assembly of individ-
ual nanostructures. In the following we will use the term “self-organized
nanoworld”, which encompasses any nanoscale objects that are formed
exclusively via self-assembly and self-organization processes.

We hope that we have made our terminology and contextual issues
more transparent to the reader. It should be emphasized, however, that
many of the terms, although used commonly, do not have conventional
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definitions and their meaning may vary from one context to another.
For example, many literature sources separate nanofabrication and self-
assembly and attribute top-down and nanomanipulation processes to
the nanofabrication. However, we believe that there is no good rea-
son whatsoever why nanofabrication should not include a self-assembly
step. Moreover, it is extremely important to note that to include self-
assembly as a commercially viable nanofabrication approach, one should
learn how to control it and so create exactly what is required. Thus,
we have just arrived at the new, important notion of controlled (ulti-
mately deterministic) self-assembly (and more globally, self-organiza-
tion) – something which is still remains elusive despite the enormous
efforts of a large number of universities, research and development in-
stitutions and industrial laboratories worldwide! However, if the level
of understanding of how self-assembly works is poor (as it presently is!),
nanofabrication and self-assembly are indeed quite separate issues and
this is reflected in the existing terminology.

After this seemingly long discussion of basic terms and relevant is-
sues, we will now try to answer one of the central questions of plasma
nanoscience:

why should the nanoworld be self-organized and created in a plasma?

To answer the first part of this question let us consider a strong socio-
economic push for miniaturization and nanotechnology. In the mid-
1960s the introduction of computer and IT technologies transformed vir-
tually every sector (manufacturing industry, transport, agriculture, fi-
nance, trades, government, defence, etc.) of our society and revolution-
ized the way we live. Many economists refer to this as the computer and
communications revolution of the mid-1960s. Computer-based technolo-
gies received a rapid boost, which after a certain period of time slowed
down and reached saturation in the mid-1990s. This behavior is com-
monly referred to as the “S-curve of technology”.

We are currently entering the Information Age, when everyone (in-
cluding developing countries) will (hopefully!) have a wireless broad-
band access to global information networks, and all information can be
retrieved and processed almost instantly using palmtop computers with
the capabilities of powerful present-day workstations. This is just one
impression of what the Information Age can bring to society and how
it can dramatically change our lives. In fact, the actual possibilities of
what new technologies will be able to do (e.g., store and process) with
enormous amounts of information go beyond our imagination.
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Figure 1.4 Minimum feature sizes of integrated circuitry
and global sales of semiconductor microelectronic products
(after [39]).

These new Information Age technologies require more powerful and
faster computers in ever greater numbers. This results in a rapidly grow-
ing demand for better, faster computers and eventually in an exponential
increase of the global market for computer-related products.

At this stage it would be instructive to recall that the main component
of any computer is its motherboard which includes a central processing
unit (CPU) and random access memory (RAM) on a semiconductor chip
platform. Thus, to satisfy the demands of the Information Age, computer
CPUs should work much faster and RAMs store a lot more information
without any substantial increase in the microchip surface area. This in
turn has led to an exponential increase of the total annual market (TAM)
of semiconductor-based microelectronic products from only a couple of
billion $US in the mid-1960 to more than $US 500 Billion in 2005 [39].
As can be seen from Figure 1.4, this amount is set to rise further to $US
1 trillion in 2010 and has excellent prospects of reaching $US 1.5 trillion
in the foreseeable future.

However, careful size-cost-function-demand calculations show this
can only become possible if the cost per electronic function falls at a rate
of at least 18% per year to drop below 1 microcent per transistor within
the next few years. To sustain this significant cost reduction while main-
taining the cost of one square centimeter of a silicon wafer in the few $US
range, the feature sizes (which determine the number of field effect tran-
sistors (FETs) and ultimately the number of logic operations a computer
can perform per second) should reduce in size as shown in Figure 1.4. As
can be seen from Figure 1.4, to reach $US 1 trillion in sales (thus, satisfy
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Figure 1.5 Self-organized nanoworld, physical limits of litho-
graphy, and red brick wall (RBW) of semiconductor technology.
CNT = carbon nanotube; QD = quantum dot; FE = field emitter;
FET = field effect transistor.

the demand of the Information Age), the feature sizes must be reduced
to at least 20–30 nm by 2010–2012.

Therefore, there is a very strong socio-economic push to develop semi-
conductor features with sizes in the 20–30 nm range and below. If we
have a look at the typical sizes of most common building units and
nanoassemblies depicted in Figure 1.5 we will immediately notice that
these sizes are comparable with those of carbon nanotubes and semi-
conductor quantum dots. Moreover, upon reduction of the nanostruc-
ture sizes to approximately 10 nm (which is of the order of the exciton’s
Bohr radius for some common semiconductors) quantum confinement
effects begin to manifest. These effects lead to unique electronic prop-
erties of low-dimensional nanostructures not available in bulk materials.
Therefore, the “true” nanoworld begins at spatial scales of approximately
10 nm as shown in Figure 1.5.

Another feature of Figure 1.5 is that it shows the present-day limits
of lithographic tools (dash-dotted line) and also the ultimate physical
limits the top-down nanofabrication approaches can achieve in the fore-
seeable future. A set of these ultimate physical limits is often referred
to as the red brick wall (RBW) of semiconductor technology. Even the
20–30 nm features the semiconductor market demands to be achieved by
the year 2010–2012 find themselves on the other, “nanoworld’s”, side of
the RBW. Therefore, the strong socio-economic push forces one to de-
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velop means to fabricate 20–30 nm and smaller features and eventually
“barge” into the “true” nanoworld with outstanding electron confine-
ment capabilities.

It needs to be added at this stage that there is another group of break-
through technologies with a rapidly expanding multi-billon dollar mar-
ket that also demand substantially reduced sizes of nanoscale objects. As
the reader may have guessed we are talking about biotechnology, which
is becoming increasingly reliant on sophisticated nanotechnology prod-
ucts. The examples are numerous, for instance, quantum dot-based lumi-
nescent biomarkers, nanoparticle-based drug delivery systems, biocom-
patible and bioactive nanofilms and various biosensors on nanostruc-
tured film platforms. Synergy of nanostructured materials and biology
gave rise to a rapidly emerging field of bionanotechnology. It is com-
monly accepted nowadays that the transition to the new industrial age
will be marked by a synergetic triangle formed by information and com-
munications technology (ICT), biotechnology and nanotechnology [39].

To be a bit more specific, let us concentrate on the link between the
ICT and nanotechnology and consider how to challenge the problem
of ultra-small size range of the “true” nanoworld. Some may say that
this is easier said than done. Indeed, by which means are we supposed
to achieve this? Since the required size range is on the other side of
the RBW, the top-down nanofabrication approaches may not be appli-
cable anymore. The other remaining choices are thus nanomanipula-
tion and self-assembly (Figure 1.3). However, due to the extremely large
number of atoms that make even a tiny interlayer in a single metal-on-
semiconductor field effect transistor (MOSFET), the nanomanipulation
approach should be immediately taken off the list.
Therefore, we are left with the only one option:

“True” nanoworld is self-organized and we must “barge” into it to satisfy
the socio-economic push for better, faster, cheaper computers!

Now the question is, what does this have to do with plasma and
plasma nanoscience in particular? To answer this seemingly non-trivial
question one should note that computer microchips are commonly pro-
duced in semiconductor fabs equipped with sophisticated plasma mi-
crofabrication facilities. In fact, the semiconductor industry widely uses
inductively coupled RF plasma devices as sources of low-temperature
thermally non-equilibrium plasmas. A representative plasma source of
this type is shown in Figure 1.6.

The examples of plasma-based processes used in semiconductor mi-
crofabrication are numerous: reactive highly-anisotropic and highly-
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Figure 1.6 A source of high-density,
highly-uniform inductively coupled RF
(∼460 kHz) plasmas. Plasma sources of
this type are widely adopted in semicon-
ductor industry as a benchmark plasma
reactor. Almost 50% of process steps
in USLI micromanufacturing use low-

temperature, thermally non-equilibrium
plasmas. The insets show plasma glows
around the magnetron sputtering targets
which serve as sources of solid pre-
cursors. Photo courtesy of the Plasma
Sources and Applications Center, NTU,
Singapore.

selective chemical etching is used to fabricate deep high-aspect-ratio
trenches in semiconductor wafers; plasma enhanced chemical vapor de-
position is used to deposit ultra-thin (with the thickness approaching a
few atomic layers) interconnect and copper diffusion barrier layers as
well as surface activation and passivation; electric-field guided ion fluxes
in the plasma-assisted physical vapor deposition (commonly known as
i-PVD) are used for metallization of deep semiconductor features where
neutral species cannot penetrate, just to mention a few practical appli-
cations. For a detailed coverage of the most important aspects of appli-
cations of plasma-based processes in microelectronics the reader should
refer elsewhere [40]. Here we should stress that the total cost of plasma
facilities used by the semiconductor industry worldwide is enormous
and is clearly in the multi-billion range.

It is now a good time to move to the next step and pose another impor-
tant question: is it possible to create a self-organized nanoworld made of
nanoassemblies smaller than 10 nm in a typical plasma environment as
currently used in semiconductor microfabrication? So far plasma-based
nanotools, although extremely successful in the syntheis of carbon nan-
otubes and related structures, have not shown particularly impressive
results in nanoassembly of low-dimensional semiconductor structures,
which are of utmost importance for the creation of nanodevices based
on quantum confinement effects. The reasons for this will be analyzed
elsewhere in this monograph by using the arguments of balancing the
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demand and supply of plasma-generated building units. This is perhaps
the most likely reason why sophisticated and extermely expensive nan-
otools such as molecular beam epitaxy (MBE), where one can precisely
control incoming fluxes of neutral species, have shown a clearly better
performance compared with the plasma nanotools.

Therefore, one might be tempted to start replacing plasma microfab-
rication facilities with non-plasma-based nanofabrication tools to enable
production of “self-organized” computer microchips as soon as possible
and no later than in 2012. However, the cost of such a replacement of en-
tire microchip production lines may be completely unsustainable, taken
that the yearly demand will be well above $US 1 trillion at that time.
And one should also not forget about possible disruptions of computer
production cycles, which may cost many billions of dollars.

But why is this radical change needed? To allow the use of tools which
can create those self-organized nanoworlds so badly needed to satisfy
the demand of the Information Age for better, faster, smarter and cheaper
computers! And these tools need to replace the existing multibillion dol-
lar pool of plasma facilities currently used by the semiconductor industry
worldwide.

However, before committing such enormous resources and efforts one
should make absolutely sure that it is not possible to create the self-
organized nanoworld with the existing production lines, which, as we
emphasize, are at present largely plasma-based. Indeed, why replace
the existing production lines without first trying to create self-organized
nanoworlds in the existing plasma-based microfabrication facilities!

Therefore, we have arrived, again inadvertently, at the conclusion that
if we want to avoid huge losses because of major disruptions in the mi-
crochip (actually, nanochip!) production we need to learn

how to create a self-organized nanoworld in a plasma

and, moreover, in a deterministic fashion. Amazingly, this is what plasma
nanoscience is all about!

From the above it becomes perfectly clear that there is a very strong
socio-economic push to further develop plasma-based nanofabrication
approaches and techniques and make them versatile nanotools of the
new industrial age dominated by a synergy of information and computer
technology, biotechnology and nanotechnology. Without a successful
synergy of the three breakthrough technologies the S-curve of technol-
ogy may not rise quickly enough and the age of transitions may stretch
to quite a number of years, thus significantly delaying the much expected
new industrial revolution.
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What is even more amazing is that nature also encourages one to more
widely use plasma-based environments for deterministic nanoassembly.
In the following section we will discuss how nature’s mastery works in
the self-assembly of nanometre-sized particles in the universe. We will
also comment on the nanotechnology research directions of the U.S. Nan-
otechnology Initiative.

1.3
Nature’s Plasma Nanofab and Nanotechnology Research Directions

Let us now discuss how exactly nature uses plasma environments to
create nano-sized objects. As we have already mentioned above, plas-
mas constitute more than 99% of the visible matter in the universe. The
most striking example of how nature creates solid nanoscale objects from
atomic building units is condensation and nucleation of cosmic dust in
stellar environments. This process involves structural transformation
from atomic (less than 1 nm in size) to nanocluster/nucleate stage (ex-
ceeding 1 nm) and, according to the convention we introduced in the pre-
vious section, qualifies as a nanoassembly process. In the following we
will briefly discuss how the plasma nanofab works in the universe-based
nanoassembly of dust grains and comment on the unique and specific
roles of the plasma environment [23]. An astrophysical setting where
cosmic dust nucleation takes place is sketched in Figure 1.7.

It is a common knowledge that in the universe most of the visible mat-
ter exists as a fully- or partially-ionized gas composed of subnanometre-
sized particles such as atoms, molecules, radicals and ions. Therefore,
synthesis of any bits of matter with sizes exceeding 1 nm (such as inter-
stellar solid dust and other particles of increased complexity) necessarily
involves the nanoassembly stage!

First of all, we note that this “above-nanometer” matter is solid and
therefore cannot be made of hydrogen or helium atoms. Therefore, some-
thing should be done to create atoms of stable solid elements, which will
be suitable for nanoassembly purposes. What is remarkable is that hy-
drogen is far more abundant in the universe than any heavier element
such as helium, lithium, beryllium or carbon. Therefore, any heavier
elements should be created by nuclear fusion of hydrogen nuclei. Nu-
clear fusion requires extra-high temperatures of the order of tens of mil-
lion (or even more, depending on the required energy release) degrees to
get the fusing atoms close enough for nuclear forces to come into play.
Such high temperatures also serve the purpose of stripping interacting
atoms of their electrons to eliminate atomic repulsion at distances com-
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Figure 1.7 Schematic of nature’s nanofab [23].
I – star; II – area of nanoparticle nucleation; III – area of further
dust growth and expulsion; IV – interstellar space.

parable with the radii of electron orbits (or more precisely, with the sizes
of electron clouds as accepted in quantum mechanics). In other words,
the gaseous environment should be hot enough to find itself in a hot and
fully ionized (plasma) state. Such conditions are met in the interiors of
stars. For example, temperatures inside the sun can be as high as 15 mil-
lion degrees. Nuclear fusion reactions in hot and fully ionized plasmas
result in release of enormous amounts of energy and as such sustain the
entire existence of the stars and very possible, the universe.

However, here we are not interested in the energy generation processes
and refer the interested reader to relevant astrophysical and nuclear fu-
sion literature. What we emphasize is that stellar nucleosynthesis pro-
ceeds via chains of nuclear fusion reactions which start from the most
elementary fusion of two protons into deuterium (heavy hydrogen) and
eventually result in the formation of a large number of elements that are
present in stellar environments.

Having a quick look at the Periodic Table of Elements, one would im-
mediately work out that carbon would probably be the best candidate to
serve as a building unit of solid nanoscale matter. What is the shortest
and most effective way to create carbon using nuclear fusion and starting
from protons and neutrons, the elementary building blocks of subatomic
matter? One of the possibilities is to combine protons and neutrons into
an alpha particle 4

2He, and then fuse three such particles to form a car-
bon atom 12

6C. These reactions can be accompanied by the creation of
other particles such as neutrons, positrons, and neutrinos and also by
the release of substantial amounts of energy. The actual reaction chains,
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particles and amounts of energy involved depend on the mass of the star.
For example, for stars comparable with the sun the nucleosynthesis pro-
cesses proceed along a quite different scenario than in heavy (e.g., red
giant) stars.

Therefore, the first building units (carbon atoms) suitable for the
nanoassembly of solid matter can be generated in fully ionized plas-
mas of hot star interiors (denoted I in Figure 1.7) as a result of nuclear
fusion reactions involving three alpha particles, such as the following
“triple-alpha” reaction

4He +4 He →8 Be ;

8Be +4 He →12 C + 7.367 MeV

which results in the synthesis of atomic carbon 12C. Interestingly, this ele-
ment is more effectively synthesized in the interiors of large stars evolved
to the red giant and later stages. In fact, red giant stars are commonly rec-
ognized as primary sites of carbon synthesis in the universe [41].

New elements created as a result of nucleosynthesis are then carried
away in stellar outflows to the star envelopes and then to the interstellar
space. Therefore, carbon (and also other species synthesized in hot star
interiors via nuclear fusion) condense and nucleate in the relatively cold
and partially ionized plasmas of star environments. This happens in the
area of primary nucleation denoted II in Figure 1.7. As a result, basic
nanoassemblies such as critical clusters are formed [24]. A quite similar
process is also possible in planetary atmospheres.

Thus, nature’s “nano-mastery” proceeds in three stages. First, build-
ing units are generated via nucleosynthesis in hot fusion plasmas of star
interiors. This is followed by expulsion of the as-created atomic build-
ing units in stellar outflows (in other words, they are delivered where
they are required for nanoassembly). Finally, during the third stage the
BUs condense into larger assemblies, this time in a much cooler and less
dense low-temperature plasma environment. Thus, the whole process
can be split into creation, delivery and assembly stages. Let us bookmark
this point and compare it later with the building unit-based “cause and
effect” nanofabrication approach, which we will introduce in Chapter 2
and commend throughout this monograph.

More observant readers should have already noticed that for some
reason nature has chosen cold and weakly ionized plasma as the most
suitable environment for the most elementary nanoassembly! Explor-
ing alternative possibilities for nanoassembly in astrophysical environ-
ments, we should immediately exclude atom-by-atom nanomanipula-
tion. Indeed, where are nanomanipulator arms (e.g., STM tip) in the uni-
verse that could ionize/polarize and move atoms from one place to an-
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other? Top-down “sculpting” is, in principle, possible; for example, non-
thermal sputtering of amorphous carbon grains can reshape them. How-
ever, such processes have very low reaction rates under typical condi-
tions of stellar environments. Therefore, self-assembly remains the only
realistic choice.

One can thus write the basic formula that governs the operation of
nature’s nanofab:

Nature’s mastery = self-assembly of building units + plasma.

As was mentioned in the original article [23], this statement might spark
philosophic arguments on the appropriateness of the terminology used.
For instance, there are numerous examples of natural self-assembly of bi-
ological objects on earth, which do not require plasma as a nanoassembly
environment. Thus, one possible alternative term for the phenomenon
depicted in Figure 1.7 would be the “universe’s nanofab”, with a mul-
tidimensional notion of the “nature’s nanofab” attributed to all natural
nanoassembly processes in the universe, in space and on earth. How-
ever, some other philosophers would offer counter-arguments based on
the fact that earth itself takes its origin from cosmic dust created ear-
lier in the “universe’s” nanofab! Moreover, as we have mentioned in
the preface, there is a possibility that the most basic building blocks of
life were created in atmospheric gas discharges under primordial earth
conditions. These and all other philosophical issues of the relevance of
the nanoscale processes in the universe and on the earth to the awe of
creation are outside the scope of this monograph.

The basic solid nanoassemblies mentioned above may grow further
through other mechanisms, such as collection of atoms/ions from the
adjacent plasma, and eventually form dust matter [28]. The area where
the dust formation process proceeds by this method, is denoted III in Fig-
ure 1.7. The dust matter may be expelled into interstellar space, denoted
IV in Figure 1.7. More importantly, the dust expulsion may serve a spe-
cific purpose, such as synthesis (via reactions on solid surfaces of dust
grains) of molecular hydrogen H2, much needed to maintain a proper
chemical balance of the universe [25]. This and similar mechanisms
lead to the appearance of various (mostly in simple nanoparticle forms)
nanoassemblies in low-density partially ionized interstellar and inter-
planetary plasmas. To transport such nanoassemblies where they are
actually needed (for example, to deliver atomic and molecular carbon for
the synthesis of the solar system [42]), nature’s nano-factory uses various
“conveyor belts” such as high-velocity dust streams or comets [23,42,43].
We will return to the issues related to cosmic dust creation and its role in
the universe later in this book.
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A straightforward conclusion from the above arguments is that if the
laboratory-based nanotechnology aims to be truly nature-inspired, it
should ideally be plasma-based. Moreover, as we have already men-
tioned, the laboratory-based plasma-aided nanoassembly follows the
same sequence of steps as the universe-based model, namely, genera-
tion of building units in the plasma environment and their transport
and assembly into nano-objects [4]. Unfortunately, despite remarkable
progress in the plasma-assisted synthesis of nanomaterials and func-
tional nanostructures, the current use of the plasma-based techniques in
nanotechnology is still quite limited, and mostly used for the synthe-
sis of relatively simple nanoparticles, nanometer-thick functional coat-
ings, nanocrystalline films and post-processing of nanostructures. Even
though each of these are in most cases state-of-the-art on their own, none
of them really deal with plasma-controlled self-assembly, the most effec-
tive driving force of self-organized nanoworld discussed in the previous
section.

At this stage the reader might ask about the actual role of the plasma in
nucleation of nanometer-sized nanoclusters and dust particles in the as-
trophysical situation depicted in Figure 1.7. In other words, why does the
nucleation not happen either inside the stars (Area I) or in the interstellar
space (Area IV)? The answer to the first part of the question is obvious:
star interiors are suitable for generating the first solid atoms as a result
of nuclear fusion reactions, but are way too hot for their nucleation. On
the other hand, at the periphery of stellar gas envelopes and in the inter-
stellar space (zones III and IV in Figure 1.7) the atom density is too low
for the efficient nucleation. It is remarkable that dust nucleation actually
takes place in the areas where the gas density is still reasonably high, the
temperature is low and a weakly-ionized plasma is present (Area II in
Figure 1.7).

It has been suggested that the nano-sized protoparticles appear as a
result of ion-induced nucleation, which significantly increases the rates
of generation of new solid grains [24]. Amazingly, a very similar con-
clusion was also made for laser ablation plasmas with the parameters
different by many orders of magnitude [44]. Therefore, nature’s nanofab
actually uses plasma to increase the efficiency of the dust growth process
and make it faster. And this sparks some extra optimism to pursue the
plasma nanoscience research even further!

Unfortunately, despite all the apparent advantages and existing expe-
rience of the nature’s nanofab, plasma-based nanoassembly routes have
not been highlighted in the Nanotechnology Research Directions of the
US Nanotechnology Initiative [45]. This provokes a reasonable question:
since our major nanoscience and nanotechnology programs did not ad-
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equately follow nature’s plasma nanofab mastery (which, as we have
seen from the above discussion, explicitly prescribes one to use cold and
weakly-ionized plasmas in nanoassembly processes), how did it affect
the overall progress in the “nano-area”? Some might even consider this
as one of the major reasons for the significant delays of the much ex-
pected industrial revolution that would lead us to the “IC-Nano-Bio”-
Age.

However, extra care should be taken when assessing what plasma
nanotools can and what they cannot do [23]. Let us recall one of the ear-
lier remarks that the basic nature’s nanofab formula usually leads to rel-
atively simple, mostly nanoparticle-like nanoassemblies. Such nanoscale
objects feature the minimum possible energy, are most stable, and hence,
are the easiest to synthesize under equilibrium conditions. If a more com-
plex nanostructure is targeted, some additional effort is required, such
as using masks, catalysts, delineated patterns, and so on, which are not
readily available in nature’s nanofab. Thus, the basic formula should
be complemented by the “minimum effort” principle. In this particular
“ugly” nanoparticle-making process nature is indeed quite “lazy”! How-
ever, nature did spend some effort to ionize the background gas, which
effectively leads to higher rates of “ugly” nanoparticle production. Here
we stress that if the synthesis of more “beautiful” nanostructures is a
goal, then more complex, non-equilibrium processes should be used.

Let us now recall that the main aim of modern nanotechnology is
to create complex and unusual nano-objects such as quantum dots or
nanowires and arrange them into intricate arrays and/or integrating into
nanodevices. The relative simplicity of the nanostructures fabricated
in nature’s plasma nanofab is a possible reason for the common belief
that other (e.g., chemical, lithographic, template-directed assembly, etc.)
ways to create complex nanostructures and their nanopatterns had a bet-
ter appeal for their inclusion and better highlighting in the Nanotechnol-
ogy Research Directions [23,45].

This leads to another couple of concerns. The first and the most ob-
vious is the level of competitive advantage of plasma-based nanoscale
processes, techniques and facilities over the most commonly used non-
plasma-based ones? Indeed, can plasma nanotools and processes com-
pete with leading atomic-precision techniques and ensure a better qual-
ity of the resulting nanoassemblies and a higher process efficiency? Such
high-precision, non-plasma-based routes include, but are not limited
to, atom-by-atom nanomanipulation (e.g., by using the tip of a scan-
ning tunneling microscope, STM), metal-organic vapor phase epitaxy
(MOVPE), atomic layer deposition (ALD) and various modifications of
molecular beam epitaxy (MBE) [23].
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The future of plasma-based nanotools will critically depend on how
realistic the prospects are of them winning this competition. If such
prospects are not so optimistic, then it is very likely that plasma-
based nanotools and processes will remain in the sidelines of modern
nanoscience and nanotechnology and perform only certain steps (even
though the number of such steps can be quite large) in nanomanufactur-
ing, in a similar way to how plasma is currently used in microelectronics.

Shall we settle for this, or is there a better, more prominent role for
plasma nanotools and approaches? Resolution (and, hopefully, positive)
of this vital dilemma is one of the main aims of plasma nanoscience. Re-
search endeavors in this area focus, in particular, on competitive advan-
tages and disadvantages of using plasma-based tools and processes as
compared with the leading and most established nanofabrication tech-
niques [23].

At the momment it looks like the only way to resolve the “plasma-or-
no-plasma” dilemma is to carry out a detailed investigation into how ex-
actly the majority of nanoscale synthesis processes work. As has already
been highlighted above, such processes rely in most cases on guided or
controlled self-organization (building units into nanostructures, nanos-
tructures into ordered patterns, etc.) in a specific nanofabrication envi-
ronment.

Because of the extreme importance of the issue, let us briefly summa-
rize what we have already learned form the previous sections. First,
the role of self-assembly processes becomes even more prominent as
the sizes of nanoassemblies shrink. Indeed, when the sizes of typi-
cal nanostructures become smaller than the presently achievable fea-
ture sizes of lithorgaphic patterns and nano-templates, self-assembly
becomes the only possible way to control the formation of nanostruc-
tures and their self-organization into ordered patterns, the fundamen-
tal processes that lead to the formation of the self-organized nanoworld.
This is particularly important for nanofabrication of ordered arrays of
tiny (<∼ 10 nm) quantum dots (QDs) or ultra-thin and high-aspect-ratio
single-walled carbon nanotubes, which have been successfully fabri-
cated by non-plasma synthesis techniques, such as MBE, MOVPE or
CVD.

Therefore, the discussion about the suitability of plasma nanotools
for the next-generation of nanofabrication is at the level of their ability
to guide self-assembly of building units on solid surfaces, and eventu-
ally to create a self-organized nanoworld of “beautiful” (and ultimately
properly functioning and useful in applications) nano-assemblies. If the
plasma-based methods of controlling self-assembly of building units and
nanostructure growth turn out to be competitive in terms of quality, cost
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efficiency, economic viability and investment risk assessment, plasma
nanotools will have a bright future. The anticipated rapid expansion
of the nanotooling market, which is expected to exceed $US 1.2 billion
in 2008 [46] and is set to rise even further beyond that, makes us quite
optimistic in this regard.

Having said that, one should use plasma-based tools and approaches
to create a self-organized nanoworld, we should now try to specify how
exactly to approach that in a highly-controlled, ultimately deterministic,
fashion. Another important aspect is to properly identify the research
area of plasma nanoscience and the main issues it deals with. These is-
sues are clarified in the following section.

1.4
Deterministic Nanofabrication and Plasma Nanoscience

Previously, it has been stressed that the uniqueness of any plasma-based
nanofabrication environment is the presence of a highly unusual layer of
uncompensated space charge that separates the charge-neutral plasma
bulk and a nanostructured solid surface. Referring to Figure 1.2, one sees
that the typical dimensions of plasma nanofabrication facilities (ca. 0.5 m)
differ by at least nine orders of magnitude from the sizes of the atomic
building units (ca. 0.1 nm). In this section we will discuss how to chal-
lenge one of the previously intractable problems of bridging this nine
order of magnitude spatial gap and systematically approach the prob-
lem of deterministic plasma-aided nanofabrication. As was suggested
earlier [4], one of the possibilities is to manipulate the plasma-generated
species in the plasma sheath that separates the plasma and solid sur-
faces and to control self-assembly of building units into nanostructures
on plasma-exposed surfaces or their direct incorporation into growing
nanoassemblies.

Owing to enormous problems with the compatibility of in situ plasma
diagnostics and surface science characterization techniques, researchers
have to rely on quite separate experimental studies of the plasma pro-
cesses and (in most cases ex situ) nanostructure characterization. How-
ever, there is a vital demand for reliable physical models and numeri-
cal simulations that could bridge the “unbridgeable” gap between gas-
phases and surface processes separated in space by nine orders of mag-
nitude and generate recipes that can be used in nanofabrication process
development.

From the previous section, it becomes clear that plasma-based envi-
ronments are beneficial for creating solid particles. If such particles can
have nanometer dimensions, they can be termed nanoparticles and as
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such become suitable as building blocks of nanotechnology. Here, by
nanoparticles we mean solid grains in a purely crystalline or amorphous
phase or a mixture thereof. This is why there is such a large, and continu-
ously increasing, number of reports on nanoparticle synthesis in various
plasmas, ranging from low-pressure glow discharges to atmospheric-
pressure arc discharges and “submerged” discharges in water. Consid-
ering the importance of nanoparticles, which feature large surface-to-
volume ratios (which in turn increases their surface reactivity and makes
them particularly attractive for applications in chemical catalysis), rele-
vant processes are already state-of-the-art on their own. For a compre-
hensive review of nanoparticle synthesis in thermally non-equilibrium
and thermal low-temperature plasmas the reader can be referred else-
where [5]. By using plasmas it becomes possible to significantly increase
the concentrations and reactivity of assembling species, which eventu-
ally gives rise to very high nanoparticle production rates. Moreover,
high gas temperatures in thermal plasma discharges are very favorable
for the effective and rapid crystallization of solid particles in the ion-
ized gas phase. Highly-crystalline and perfectly shaped nanoparticles
can also be synthesized in thermally non-equilibrium plasmas, see for
example [47,48].

At this point it would be worthwhile to shed a reasonable doubt on
the applicablity of low-temperature plasmas for the fabrication of more
delicate individual nanoassemblies of higher complexity and differing
dimensionality. A few examples of such more complex nanoscale ob-
jects are zero-dimensional (0D) quantum dots (QDs) and tiny nanopores,
one-dimensional (1D) nanorods, nanowires, nanohelixes, nanosprings,
nanoneedles, two-dimensional (2D) nanowells and nanowall-like struc-
tures, periodic heterostructures and superlattices as well as three-dimen-
sional (3D) nanostructures of complex shapes (e.g., pyramids, cones,
multifaceted crystals, etc.). Moreover, are low-temperature plasmas ap-
propriate for the fabrication of more complex assemblies of individual
nanostructures, such as spatially-ordered patterns and arrays, mixed-
dimensionality assemblies (a multilayered 2D heterostructure with zero-
dimensional nanodot inclusions is a good example of such an assembly),
interlinked networks of nanostructures arranged in ordered nanoarrays
and eventually integrated nanodevices? What is even more important,
all these nanoscale objects ranging from individual nanostructures to
nanodevices should be fabricated at the minimum cost and maximum
efficiency, which necessarily demands a substantially reduced number
of experimental trials. We also recall that the way of creating such ob-
jects should ideally be through controlled self-organization on plasma-
exposed surfaces.
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Figure 1.8 Deterministic concept of plasma nanoscience [23].

This leads to the need of pursuing a more efficient, deterministic ap-
proach, which is central to plasma nanoscience and is sketched in Fig-
ure 1.8. Generally speaking, full determinism means the ability to reach
the targets (e.g., the shape, size, ordering and other parameters of the
nanoassemblies concerned) using the absolute minumum number of ex-
perimental trials. In fact, Figure 1.8 illustrates one of the major aims
of plasma nanoscience. It shows a process wherein self-organization
of a “handful” of building units (for simplicity visualized here as rice
grains) in a plasma environment results in a much more efficient (com-
pared to the extremely time-consuming atom-by-atom nanomanipula-
tion) and better-quality (compared to a neutral gas route) nano-sized
product [23]. Identifying such processes and elaborating specific con-
ditions when such a clear advantage of using plasma-based tools, ap-
proaches and techniques can be achieved is one of the major thrusts of
plasma nanoscience.

Figure 1.9 summarizes the main aim of plasma nanoscience, which in
other words is to generate suitable species and in some way control their
self-organization in a suitable ionized gas environment. This needs to be
done in a highly-controlled, ultimately deterministic fashion. To do this,
nature’s recipes (e.g., how to create solid nanoparticles in weakly ion-
ized plasmas) should be rigorously followed, modified and optimized
to achieve the required determinism not only in nanoscience research
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Figure 1.9 Main aim of plasma nanoscience.

but also eventually in industrial nanomanufacturing, which as we have
discussed in the previous section, will be based on the plasma-created
self-organized nanoworld.

Therefore, the

Plasma Nanoscience is a multidisciplinary research area which aims at
elucidating specific roles and purposes of the plasma environment in

assembling nano-objects in natural, laboratory and technological situations
and find ways to bring this plasma-based assembly to the deterministic

level in nanofabrication.

Some of the most commonly asked questions in this research area are:
“should plasma be used?”, “if so, why?” “what sort of plasmas to use?”,
“how exactly to use it?”, and “what competitive advantages over non-
plasma-based routes can one gain?”. These scientific enquiries are ex-
pected to be directly related to a specific pre-determined goal, such as a
nanoassembly with the desired characteristics.

Plasma nanoscience is intimately linked to the physics of plasmas
and gas discharges, interdisciplinary nanoscience, surface science, astro-
physics, solid state physics, materials science and engineering, structural
chemistry, microelectronic engineering and photonics and some other ar-
eas [23]. These links naturally come about owing to the intrinsic ability of
low-temperature plasmas to generate all sorts of building units ranging
from atoms and ions to nanoclusters and nanocystallites as depicted in
Figure 1.10. The processes of building unit generation, transport and self-
assembly or incorporation into growing nanoassemblies, accompanied
by a suitable surface preparation (Figure 1.10) by other plasma-generated



32 1 Introduction

Figure 1.10 Schematics of a typical plasma-aided
nanofabrication environment [23].

species (termed “working units” in this monograph) is what necessarily
requires input from the above mentioned research areas.

As we have already mentioned above, in a typical plasma environment
for nanoscale synthesis and processing (shown in Figure 1.10) the plasma
bulk and the nanoworld are separated by the plasma sheath. A typical
size for the plasma bulk area can be taken approximately as the typi-
cal dimensions of conventional plasma reactors, for example ca. 0.5 m
for the integrated plasma-aided nanofabrication facility (IPANF) used in
nanofabrication experiments within our research network [49,50]. On the
other hand, the width λs of the charge non-neutral area (plasma sheath)
in the vicinity of the surface critically depends on the plasma (e.g., elec-
tron density and temperature) and process (e.g., DC substrate bias) pa-
rameters. Nonetheless, λs typically ranges from ca. 10 µm to 10 mm as
can be seen in Figure 1.10.

It is instructive to note that the ionized gas within the plasma sheath
contains uncompensated positive charge. In this case the quasi-neutrality
condition (ne = ni, where ne and ni are the number densities of electrons
and ions, respectively), the most essential requirement for a plasma to ex-
ist, does not hold. Hence, the plasma sheath is no longer charge neutral
and cannot be termed plasma in its usual sense.
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We can now make a very important conclusion:

Plasma is separated from surface nanoassemblies by several orders
of magnitude.

In other words, the plasma bulk ends several orders of magnitude before
one can even “touch” nanoscale objects on a solid surface! In the example
depicted in Figure 1.10, a representative size of quantum dots is in the
range from a few to a couple of tens of nanometers. Here we recall that
the nanodots most desired for the self-organized nanoworld should have
the size less than 10 nm. Comparing this size with the typical dimensions
of plasma sheaths (ca. 10 µm to 10 mm), one can immediately notice a
huge difference of 3 to 6 orders of magnitude.

This interesting finding immediately prompts the curious reader to ask
a very reasonable question: Since the plasma does not directly “touch” the
nanostructures like a common neutral gas, then what is its actual role in the
nanoassembly process?

Let us briefly clarify this issue. If a plasma is partially ionized, it
contains two components, namely the ionized (electrons and ions) and
neutral (all neutrals) gas components. The above conclusion about the
multi-order of magnitude separation applies to the ionized component
only. Therefore, the actual contact of the environment with the surface
nanoassemblies in fact critically depends on the ionization degree of the
plasma

ξi = Σn+/Σntot, (1.1)

where n+ is the combined number density of all positively charged
species (n+ = n− in quasineutral plasmas) and ntot = n+ + nn is
the total (combined) number density of neutral and positively charged
species. If n+ < nn, we have partially ionized plasmas, most common to
laboratory- and universe-based synthesis of nanoscale objects. In cases
where n+ � nn, the plasma is commonly termed weakly ionized. Equa-
tion (1.1) is also valid in case of fully ionized plasmas (nn = 0) and yields
ξi = 1.

Let us now consider the issue of the contact between a plasma-based
environment and a solid surface in more detail. The two components
of the plasma contact the surface in their own ways. The neutrals are
not affected by electric fields in the plasma sheath area and deposit on
the surface via random thermal motion. In a two-dimensional geome-
try sketched in Figure 1.2, the flux of neutral species impinging on the
surface can be written as

jn =
1
4

nnVTn,
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where VTn is the thermal speed of neutrals. On the other hand, positively
charged ions are accelerated by the electric field and, if ion-ion and ion-
neutral collisions are not very frequent, are driven towards the surface.
Even though the concentration of ions is usually less than that of the
neutrals, the ion flux

ji = niVi

can in many cases exceed the neutral flux jn. This can happen because
ions can be easily accelerated to velocities Vi, which can be much larger
than VTn. Therefore, even though the ions may be much less abundant
than the neutrals, they can still arrive on the surface in larger amounts.
Moreover, the energies of the ions impinging on the surface are usually
very different from neutrals; this can cause very different effects dis-
cussed elsewhere in this monograph.

Therefore, if the plasma is weakly ionized (ξi � 1, which is the case
in many low-temperature gas discharges), the neutral component of the
plasma “touches” the surface nanostructures in almost the same way as
in thermal, non-plasma-based chemical vapor deposition. However, the
ions and the surface charges interfere with this process and eventually
make the nanoassembly process quite different. It is amazing that the
ionized gas species which in many cases constitute an overwhelming mi-
nority, can make a dramatic difference at virtually every growth step of
nanostructures. In a sense, this effect is “remote”; intuitively, it is mostly
related to electric fields, electric charges, and ionized atoms/radicals not
otherwise available in neutral gas environments.

If the ionization degree is of the order of unity (which can be the case
in various i-PVD schemes), then the surface is mostly exposed to intense
ion fluxes rather than the neutral fluxes. In this case the ion- and charge-
related effects lead to the creation of a very unique nanofabrication envi-
ronment, impossible in any neutral gas-based routes.

As we can see from these very basic arguments, the presence of ion-
ized species, uncompensated space charge, charges on solid surfaces and
nanostructures and electric fields can make a dramatic difference in a
very large number of processes that involve nanoassembly synthesis and
processing. Most importantly, this difference can be quite substantial
even if the fraction of ions among all atomic/radical species in the gas is
very small!

Plasma nanoscience aims to shed some light on this issue and quan-
tify the related effects. As was proposed earlier [4], this important issue
can be approached systematically by following the sequence of events
that occur when plasma-generated species cross the near-surface sheath
area and self-assemble on (charged) plasma-exposed solid surfaces or
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incorporate into already existing nanoassemblies. Let us now turn our
attention to the “plasma-building unit” nanofabrication approach that
involves a range of specific working units as a primary cause of the
growth of nanoassemblies (“effect”) [4] and describes the above men-
tioned events. This approach will be considered in detail in Chapter 2
of this monograph. We emphasize that fully deterministic synthesis can
only be achieved by following the cause and effect sequences involved
in any particular nanoassembly process. In addition to the already in-
troduced concept of building units, the “cause and effect” approach uses
another notion of working units (WUs) to reflect the fact that some of
the plasma-generated species (BUs) work as a primary building mate-
rial for the nanoassemblies whereas others serve different purposes such
as surface activation or passivation, reactive chemical etching, physical
sputtering, and so on and for simplicity are referred to as WUs.

It is noteworthy that while building units are being transported to
the surface nanoassemblies from the plasma bulk through the plasma
sheath, the solid surface is being suitably prepared (by specific working
units, e.g., argon ions or reactive radicals) to accommodate the deposited
building units. Depending on the specific requirements, these working
units can activate or passivate surface dangling bonds, alter the surface
temperature, modify surface morphology via chemical etching or physi-
cal sputtering processes and perform some other functions. The last step
discussed in the original publication [4] was to appropriately control the
fluxes and energy of building units that tend to stack into nano-patterns
being assembled.

However, as it turns out, in many cases this is just the beginning of
the surface stage of the story. Indeed, it is extremely important where
and how exactly the building units land onto the nanostructured surface.
Depending on prevailing surface morphology and temperature, as well
as the energy and incidence angle of impinging species, there can be an
overwhelming variety of different possibilities.

Let us briefly consider some of these possibilities and begin with low-
energy species that land on surface areas unoccupied by nanoassemblies.
Such species are usually adsorbed at the surface and show the ability to
migrate from one site to another. The notion used for such species is
formed by adding the prefix “ad-” to their names. For example, the term
adatom means an adsorbed atom, adradical denotes an adsorbed radi-
cal, and so on. In most cases it is implicitly assumed that any electric
charge the species may have had in the gas phase is completely dissi-
pated/neutralized upon adsoption on the surface. In neutral gas-based
chemical vapor deposition and related processes the surfaces are charge
neutral. However, this is not so obvious for plasma-based routes. In-
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deed, surface charges and/or currents make interaction of the incom-
ing species with the substrate quite different. In some cases plasma-
generated ions can retain their electric charge (or at least remain charged)
upon deposition and therefore become adions. Another possibility is that
plasma-generated neutral species become polarized either upon a close
approach or chemisorption to the (possibly charged) nanostructured sur-
face. In this case, microscopic electric fields in the vicinity of the substrate
can substantially redistribute the polarized species about the surface as
compared to the purely thermal chemical deposition case.

For simplicity, we will deal mostly with low-energy neutral adatoms.
Migration of such adatoms is primarily controlled by the substrate tem-
perature and material, morphology, chemical structure and other prop-
erties of the solid surface. Phenomenologically, these properties are re-
flected by the diffusion activation energy, which is usually calculated us-
ing atomistic simulation approaches, such as the density functional the-
ory.

Upon migration from one surface site to another, adatoms can col-
lide with other adatoms or surface features (such as defects, dislocations,
bunched terraces, etc.) and form small clusters which in turn can serve
as seed nuclei for nanoassemblies being created. It is imperative to note
that adatoms migrate to where it is most energetically favorable for them
to move. For example, consider a crystal with a few different facets; all
these facets (numbered using superscript i) have quite different diffusion
activation energies εi

da. Therefore, adatoms will prefer to move towards
a facet with the lowest εi

da. Indeed, it saves a great deal energy to hop to
a site where less energy is required to enable surface diffusion.

Adatoms can also leave the surface by desorbing and/or evaporat-
ing back to the bulk of the gas phase or join the two-dimensional vapor
which remains in the immediate vicinity of the surface. Eventually, ad-
sorbed species can find a suitable surface site to form chemical bonds
with the surface atoms; this process excludes them from any further mi-
gration about the surface. Interactions between the plasma-generated
species and the surface also include chemical etching which happens,
for example, when highly reactive working units extract volatile species
from the solid surface. We emphasize that the exact scenario ultimately
depends on the relative chemical reactivity and affinity (which reflects
elemental compatibility from the energetic point of view) of the building
units and the host surface.

Using plasmas for nanofabrication has another indisputably attractive
feature; this feature is related to the possibility of ion acceleration to rel-
atively high energies and using highly energetic ions in surface modifi-
cation and processing. If the ion energy upon landing is high, some sort
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of surface damage is inevitable. Physical sputtering is perhaps the sim-
plest effect caused by energetic species; more complex phenomena may
include ion subplantation as well as more substantial structural trans-
formations in the material exposed to such fluxes. It is amazing that
high-energy species can also do useful things when they crash onto the
surface. Substantially improved crystallinity and structural transforma-
tions of amorphous materials to the crystalline state under the action of
reasonably enertgetic ions is one salient example of this effect. We reit-
erate that this option is unique to ionized gas environments and in most
cases involves appropriate substrate biasing.

From the above simple considerations, it becomes clear that using
plasma environments in nanofabrication or surface processing does
make a substantial difference as compared to the neutral gas processes.
On the other hand, it is commonly understood that the plasma is a more
complex environment than an equivalent neutral gas. The main evidence
of a

higher complexity of the plasma environment is in the presence
of the ionized component

otherwise non-existent in charge neutral gases. Moreover, the presence
of even a small fraction of ionized component and associated electric
fields dramatically improves the plasmas ability to generate the entire
range of building and working units in atomic, molecular, cluster and
other forms [4].

Therefore, for the purpose of deterministic nanoassembly it is crucial
to selectively generate and manipulate the required BUs and WUs. It
goes without saying that different nanoassemblies and nanofabrication
processes require very specific control strategies; some of them may be
appropriate for one sort of plasma-generated species and completely in-
effective for another. Therefore, which recipes should one use to fabricate
the desired nanoassembly in a plasma?

Apparently this question has no general answer, with the number of
possible solutions exceeding the number of presently known nanoassem-
blies. It was therefore proposed that the problem of choice of the appro-
priate building units (to be generated in the plasma) can be based on the
“cause and effect” logic sequence:

precursor → building unit(s) → nanoassembly,

which also requires a feedback/optimization procedure, which will be
discussed in detail in Chapter 2. The above choice should be supported
by the existing knowledge from other areas. For example, sophisticated
surface science experiments or atomistic simulations can shed some light
on what species are most suitable for each particular purpose.
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Otherwise, an infinite sequence of trials (these trials can for example
be aimed at generating larger densities of specific precursors) can go to
nowhere due to a huge number of abundant species (including highly-
reactive ones) and polymerization, clustering, and nucleation scenarios
in a plasma. Therefore, research efforts in the plasma nanoscience area
are usually based on assumptions on the specific building units that are
needed for the desired plasma-synthesized nanostructured materials.

Without trying to provide exhaustive recipes for the appropriate
choice of building and associated working units (this in fact deserves
to appear in the near future as the Encyclopedia of nano-assemblies and
their building units), one can state that the relevant choice should be
motivated by the structural considerations of the nanoassemblies being
created. At this stage, it would be reasonable to appeal to the established
theories of growth kinetics of specific nano-sized objects.

For example, in the assembly of open-ended carbon nanotubes (with a
simple chiral structure) or ultrananocrystalline diamond, one can use re-
active dimers C2, which can appropriately insert into carbon atomic net-
works on reconstructed surfaces. Other details of the building unit-based
“cause and effect” approach of the plasma nanoscience will be discussed
in Chapter 2 (see also the original article [4]).

As was mentioned above, stacking or incorporation of plasma-gener-
ated building units into a developing nanoassembly can proceed via two
major routes. The first route involves landing of the plasma-generated
building units onto open surface areas followed by their surface mi-
gration from the deposition site to the nanoassembly site. The other
pathway for the BUs to stack into the nanopattern being synthesized is
via their direct incorporation from the low-temperature plasma [51, 52].
From Figure 1.10 one can clearly notice a huge (up to nine orders of mag-
nitude!) difference between the spatial scales of the area where the build-
ing units are generated (ca. 0.5 m, which is a typical dimension of plasma
reactors), the nanoassembly sites (ca. 5–20 nm, which is a typical size
of quantum dots), and atomic/ionic/radical building units themselves
(ca. 0.1–0.25 nm).

Therefore, in an attempt to achieve a fully deterministic plasma-based
synthesis of surface-bound nanoassemblies, one needs to “bridge” the
spatial gap of nine orders of magnitude to be able to generate, manipu-
late, and insert the building units into the nanoassemblies being grown.
And all this needs to be done in a highly-controlled (ultimately determin-
istic) fashion enabling one to reduce the number of experimental trials
and errors to the absolute minimum.

Figure 1.11 shows the sequence of events involved in the process of
bridging the processes occuring in the plasma bulk and on solid surfaces;
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Figure 1.11 Bridging the macroworld of plasma reactors to
atomic arrangement in nanoassemblies [23]. An example
of carbon nanotip microemitter structures is shown.

some of these processes are characterized by spatial scales that differ by
up to nine orders of magnitude and even more [23]. Let us describe the
sequence of research steps involved in such a synthesis. First and fore-
most, one should be very clear on exactly what nanostructure is required,
what are its sizes, shape, structural properties, and so on. In the exam-
ple considered, high-aspect-ratio (sharp) conical nanotip-like nanocrys-
talline structures are of interest.

The first step in this direction is to figure out possible chemically sta-
ble atomic structures with the required shape and aspect ratio [23]. This
can be achieved by using the ab initio atomistic density functional the-
ory (DFT) simulation of downscaled (to within the acceptable number
of atoms the most advanced computations can handle; at present this is
a couple of hundred atoms) carbon nanotips [50]. One such atomistic
structure of a downscaled carbon nanotip is shown in the bottom right
side of Figure 1.11. Using energy minimization principles, one can work
out stable configurations of the nanoassemblies concerned. In particu-
lar, it turns out that single-crystalline carbon nanotips are most stable if
their lateral surfaces are terminated by hydrogen atoms as can be seen in
Figure 1.11. Using these results, it is possible to work out specific aspect
(height to radius) ratios, which the nanostructures may have.
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We stress that such atomistic simulations do not describe the process
of synthesis of the nanoscale objects concerned. However, they can spec-
ify the numbers of atoms located in the bulk or on the surface of the
nanoassemblies. These data can then be used in the modeling of con-
trolled and site-specific delivery of building units. Once this is done, it
is possible to proceed with the modeling of the actual growth process
which involves the two main routes of building unit incorporation into
the nanotips being grown. As has already been mentioned above, this
can be done via BU diffusion about the surface or their direct insertion
upon deposition onto nanostructure surfaces. The next thumbnail figure
in Figure 1.11 shows a three-dimensional microscopic topology of ion
fluxes distributed about an ordered two-dimensional pattern of carbon
nanotips [51].

Having estimated the rates of arrival of different species to specific
nanoassembly sites on nanostructured surfaces, it is possible to formu-
late the process conditions for the optimized delivery of the plasma-
generated building units to where they are actually needed. The fluxes
of ionic species are most effectively controlled by the parameters of the
plasma sheath, such as the potential drop across it. Moving backwards
from the desired characteristics of nanostructures, one can elaborate the
parameters of the plasma sheath (shown in the next thumbnail figure in
the bottom left corner of Figure 1.11), such as the value of the DC sub-
strate bias. It is prudent to mention here that the electric field magnitude,
sheath width and the energy of the plasma ions significantly affect the
surface temperature, which in turn dramatically influences the nanos-
tructure growth. For example, additional heating and activation of the
surface of nickel-catalyzed silicon substrates by intense ion fluxes turns
out to be a decisive factor in low-temperature synthesis of carbon nan-
otubes and related structures.

Meanwhile, the fluxes of the building units are intimately linked to
the plasma parameters, such as the electron temperature, number den-
sity of electrons/ions, neutral gas temperature, species composition and
some others. This logic link is reflected by the next thumbnail figure
in Figure 1.11 which shows a representative composition of thermally
non-equilibrium plasmas sustained in a mixture of argon, hydrogen and
methane gases. In the same figure, the dependence of the surface flux
of cationic species on the input power applied to sustain the discharge is
also shown [53].

The next logical step in this direction is to use the information on the
composition, number densities, energies and fluxes of the required build-
ing units as input conditions in two-dimensional fluid modeling of the
species and energy balance in the plasma discharge. Such modeling can
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generate detailed spatial maps of the densities/temperatures/energies
of the most important charged and neutral species inside the plasma re-
actor. A typical two-dimensional distribution of neutral radical species
in the integrated plasma aided nanofabrication facility (IPANF) [49] is
shown in the next thumbnail figure in the middle of the top row in Fig-
ure 1.11 [54].

In the above, we have mapped the way from the atomistic carbon nan-
otip structure on the bottom right in Figure 1.11 (which, in fact, is much
smaller than the actual carbon nanotip microemitter structure) to the spa-
tial profiles of the main plasma-generated species in a macroscopic (with
ca. 0.5 m dimensions) plasma reactor (the third figure from the left in the
top row in Figure 1.11) used in nanofabrication of the carbon nanotip mi-
croemitter structures in question [49,50,55]. The numerical results men-
tioned so far can be used to optimize the parameters of trial laboratory
experiments and eventually commercial nanofabrication processes [23].

This parameter optimization can be implemented through experimen-
tal verification of numerical results on spatial distributions of neutral
and ionized atomic and radical plasma species in the plasma reactor con-
cerned. Relevant experimental approaches can include Langmuir probe
(LP), optical emission spectroscopy (OES) and a range of mass spectrom-
etry diagnostic techniques. Application of these plasma diagnostic tech-
niques to monitoring various plasma-based nanoassembly processes is
discussed in detail in a recent monograph [1]. For example, one can
match the experimentally measured and computed values of the elec-
tron number density by placing the probe tip at various spatial points
and adjusting the gas pressure, gas flow rates and the RF input power. If
the densities of negatively charged species other than electrons (e.g., an-
ions or dust grains) are low, the electron and ion number densities will
be approximately the same. The value of the substrate temperatures can
be estimated by considering several factors that include external heating
sources, heat conduction of the substrate material and the gas ambient,
radiative losses, as well as the intensities of the plasma ion fluxes onto
the surface. The calculated/measured changes of the surface tempera-
ture due to the ion bombardment may allow one to quantify the effect
of the plasma environment on the deterministic nanoassembly process
being developed. In the case of the ordered patterns of vertically aligned
carbon nanotips shown in the thumbnail scanning electron micrograph
on the far right in Figure 1.11, the relations between the computed and
experimental values of the ion/radical densities and fluxes have been
used to substantially reduce the number of experimental trials [49,50,55].

The outcomes of nanostructure synthesis are commonly investigated
by using a range of analytical tools of materials science and surface
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Figure 1.12 A Field Emission Scanning Electron Microscope,
a common high-resolution tool for surface analysis.
Photo courtesy of the Plasma Sources and Applications
Center of Nanyang Technological University, Singapore.

science such as scanning electron microscopy (SEM) (a field-emission
scanning electron microscope is shown in Figure 1.12), atomic force mi-
croscopy (AFM), scanning tunnelling microscopy (STM), high-resolution
transmission electron microscopy (HRTEM), Raman spectroscopy, low-
energy electron diffraction (LEED), low-energy electron microscopy
(LEEM), X-ray photoelectron spectroscopy (XPS), X-ray diffractometry
(XRD), secondary ion mass spectrometry (SIMS), secondary neutral mass
spectrometry (SNMS) as well as several other techniques.

At the end of the relatively long chain of processes (with every one of
them occurring at quite different temporal and spatial scales) depicted in
Figure 1.11 one should expect an array of shaped and structured carbon
nanotip microemitters arranged in ordered spatial arrays. If the qual-
ity of the final product meets the expectations, it is possible to proceed
with testing the nanoassemblies for their performance in microemitter
devices. After such tests are completed and if the results are encourag-
ing, one can move on to the final process step, namely, nanodevice inte-
gration. Thus, the arrays of crystalline nanotips need to be properly inte-
grated into microemitter devices. From the practical perspective this step
can be implemented by the growth of the carbon nanotip arrays directly
in the specified device locations. In this case, low-gas-temperature con-
ditions of gas discharges are extremely useful for direct in situ processing
of nanoelectronic features with interlayers and interconnects, which can
melt very easily because of their ultra-small thickness (down to ca. 1 nm
and even thinner).
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However, as was mentioned in the original article [23], if the quality
of the nanostructures does not meet the required standards, the entire
process or some of its cycles need to be repeated and new, even better
optimized, process parameters should be used. In this way the process
stages and parameters can be optimized within any segment of the nine-
order of magnitude “bridge” in Figure 1.11 until the desired outcome is
achieved [56]. Some would argue that this is often easier said than done
in practical applications because of the huge number of processes in the
ionized gas phase and on the surface. However, such practical difficulties
can be overcome by studying a lumped effect of any change in a single
process parameter, one-by-one, in order of their decreasing importance
(e.g., the surface temperature first, then the substrate bias, the working
gas composition, the input power, and so on) [23].

To conclude this section, we emphasize that the process milestones of
Figure 1.11 quite accurately reflect the main essence of research endeav-
ors in the plasma nanoscience area. Finally, practical implementation of
this approach (which is applicable to virtually any nanoassembly and
can be used to deterministically create the nanoworld we want) requires
well-coordinated and concerted experimental, theoretical and numerical
simulation efforts; each of these efforts can focus on processes that occur
at specific spatial scales.

1.5
Structure of the Monograph and Advice to the Reader

Let us now make it more clear which specific material one should expect
in this monograph. Structurally, the monograph consists of this intro-
ductory chapter (Chapter 1), 7 main chapters, a concluding Chapter 9,
and two Appendices A and B.

In the introductory Chapter 1, we have already introduced the main
aims, notions and concepts of plasma nanoscience. It has also been
stressed that the most viable direction for the future development of na-
noelectronics, as well as the nanoscale materials synthesis and process-
ing should be based on plasma-guided self-organization of ultra-small
nanoassemblies, creation of their ordered and interlinked networks and
eventually fully functional nanodevices. The plasma-based approach to
creating nanoparticle matter is common in nature’s nanofab, which re-
lies heavily on the plasma environment to substantially increase the nu-
cleation rates of cosmic dust which is in turn essential for maintaining
the chemical balance in the universe. We have also introduced the de-
terminism, one of the most important concepts of the nanoscience and
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have discussed a conceptual pathway to achieve it through bridging, via
a chain of various plasma-assisted processes, a spatial gap of up to nine
orders of magnitude between the sizes of the plasma reactors and atomic
building units.

In Chapter 2, we will introduce the concept of plasma-based nanoscale
assembly based on the “plasma-building unit” approach. This approach
considers plasma-generated building units as a “cause” and the desired
nanoassemblies (or a specific nanoworld made of such NAs). A range of
important issues related to salient features of low-temperature plasma
environments (such as the plasma sheath) is also discussed. We also
specify how the plasma environment can affect some elementary pro-
cesses on solid surfaces. In Chapter 2, the reader can find an answer to
what exactly makes low-temperature plasmas a versatile nanofabrication
tool of the nano-age.

Chapter 3 explains how the “plasma-building unit” approach intro-
duced in Chapter 2 may be used in the nanofabrication of a range of
nanofilms and low-dimensional nanostructures made of most common
semiconducting and carbon-based materials. The details of the sophis-
ticated numerical and computational approaches that can be used to
bridge the spatial gap of up to nine orders of magnitude (see Figure 1.11)
are introduced. This practical computational framework is used in dif-
ferent sections of this monograph.

In Chapters 4 and 5 we continue the study of specific plasma-based ef-
fects within the “plasma-building unit” approach. The main focus of this
approach is to generate appropriate building and working units. For this
reason the whole Chapter 4 is devoted to the consideration of different
possibilities for generating the required species in low-temperature plas-
mas. The plasmas considered also include reactive plasmas, where it is
possible to create a broad range of reactive radical species and also nan-
oclusters and nanoparticles. The main focus of Chapter 4 is on thermally
non-equilibrium low-temperature plasmas of silane- and hydrocarbon-
based gas mixtures. However, examples of plasma-assisted nanoparticle
nucleation and growth in different environments (such as in very low-
density stellar ouflows and very high-density pulsed laser ablation of
solid targets) are also introduced and discussed.

Chapter 5 focuses on various aspects of the delivery of a range of
plasma-generated building units to the nanoassembly sites on solid sur-
faces. In particular, it describes a way to control microscopic ion fluxes
with subnanometer precision and deposit ions onto specified areas on
nanostructured surfaces. Electric fields sustained in the plasma sheath
and created by surface nanostructures turn out to be powerful con-
trol tools. By properly using a combination of forces representative of
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plasma environments, one can effectively manipulate the plasma-grown
nanoparticles in the plasma sheath area and in this way control their de-
position onto selected areas on nanostructured surfaces.

In Chapter 6, written jointly with I. Levchenko, we discuss the ba-
sic ideas and approaches of surface science of plasma-exposed surfaces.
The main accent here is placed on the explanation of highly unusual fea-
tures the elementary processes acquire owing to the presence of electric
charges, ion fluxes and other plasma attributes. The material in this
chapter is centered around the demonstration of the possibility of for-
mation of self-organized arrays of size- and position-uniform arrays of
quantum dots on solid surfaces facing the plasma environment. Practi-
cal ways to implement a range of other requirements that are essential for
the eventual applications of such nanodot arrays in nanodevices are also
discussed. In this chapter, the reader will also find a range of plasma-
specific effects on nanoscale self-organization on solid surfaces.

Chapter 7 is devoted to a specific class of nanoscale objects that show
a strong ability to focus ion fluxes. The examples of such objects include
single- and multiwalled nanotubes, nanotips, nanoneedles, nanocones,
nanorods and some other one-dimensional nanostructures. The plasma
and, in particular, ion fluxes exert a significant effect on the growth
of such nanostructures and make it very different compared to simi-
lar neutral gas-based processes. The examples of advantages offered
by the plasma-based fabrication routes considered in Chapter 7 are
higher growth rates, better size and positional uniformity of nanostruc-
ture arrays, vertical alignment, controlled reshaping and several others.
One of the most exciting examples introduced in Chapter 7 deals with
the unique possibility of using plasma-controlled self-organization to
synthesize uniform arrays of carbon nanocones from essentially non-
uniform nickel catalyst nanoislanded films.

Examples of using various plasma-generated building and working
units in nanoscale applications are shown in Chapter 8. In the first ex-
ample, it is shown that a suitable variation of the plasma and sheath
parameters can enable electric field-related control of ion-assisted post-
processing of arrays of nanotubes and nanorods with different densi-
ties. It is demonstrated that ion- and plasma-assisted processes offer a
great deal of advantages (compared to the neutral gas routes) in terms
of charged species penetration into the areas inaccessible by the neutral
species. In another example, we demonstrate the possibility of synthesiz-
ing ordered arrays of gold nanodots using nanoporous template-assisted
ionized physical vapor deposition (i-PVD). Reactive plasmas can also
be used to generate building units on solid surfaces as is the case in
the synthesis of metal oxide nanostructures such as nanopyramids and
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nanowires. Nanocluster building units can be successfully used to syn-
thesize nanostructured titanium dioxide films with excellent biocompat-
ible properties. In particular, by capitalizing on size-dependent proper-
ties of such nanoclusters one can control the relative presence of rutile
and anatase phases in the film.

The monograph concludes in Chapter 9 with a brief summary of cur-
rent issues of the plasma-aided nanofabrication and an outlook for fu-
ture directions in this exciting research area. In particular, Chapter 9
further elaborates on the issues of determinism and complexity, sum-
marizes some of the most salient benefits and advantages in nanoscale
assembly offered by the plasma-based processes and approaches, as well
as providing a concise outlook for the future developments in the area.

Despite a very large number of relevant works cited in this monograph
we did not aim to provide an exhaustive coverage of the current sta-
tus of the major research efforts in the area of plasma-based nanoscience
and nanotechnology. Such was clearly impossible to implement given
the limited size of this work, and even more importantly, because of ex-
tremely limited time budget of the author. Nonetheless, Chapter 9 con-
tains a link to Appendix B, which briefly outlines a large number of other
reasons why nanoscale synthesis and processing should be ultimately
plasma-based.

As we have stressed in the preface, this monograph is primarily based
on personal research experience of the author and refelects his personal
views on a range of relevant issues. Most of the results discussed in
this work have been published in high-impact international research
journals. These results have been put in the context of the “plasma-
building unit” approach advocated by the author in his earlier publi-
cation [4]. This makes this work a little specialized and more suitable for
researchers, academics, engineers and postgraduate students. However,
tertiary college and school teachers and undergraduate students may
also be interested to understand how the advocated generic nanofabrica-
tion approach works in a large number of applications. Moreover, any-
one interested in general science is encouraged to browse this work to
see how intricate phenomena in very complex systems can be eventually
explained using commonsense approaches supplemented by solid scien-
tific findings. This is why the level of presentation varies from a very
simple, commonsense-based to highly-technical with multiple formulas
and graphs. Moreover, a large number of visualizations and illustra-
tions should make the basic concepts and ideas of this monograph easily
understood by a broad audience with a very limited specialist knowl-
edge. Above all, this monograph can also serve as a textbook or a ref-
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erence manual for third-year undergraduate, Honours and postgraduate
courses.

Readers are also highly recommended to familiarize themselves with
the contents of the sister monograph “Plasma-aided nanofabrication:
from plasma sources to nanoassembly” [1] which gives a number of es-
sential practical hints on how to appropriately choose the plasma and
develop processes and facilities suitable for the envisaged nanoscale
applications. Of particular importance, especially for broad audience,
is the introductory section [1] which explains what is a plasma, what
are the most important, from the nanofabrication perspective, issues in
nanoscience and nanotechnology and how to choose the right plasma
type with certain features for the envisaged nanoscale applications. The
lists of references in these two monographs are complementary and
should be appended to each other. However, even this will not cover the
whole range, and exponentially increasing, number of publications re-
lated to applications of low-temperature plasmas at nanoscales. To con-
vince yourself and to observe what is happening in the area, the reader
is strongly encouraged to do the subject search “nano and plasma” using
any major research database such as the ISI Web of Science or Scopus.

Finally, all the best with the reading (which is expected to be enjoyable
and relatively easy yet not effortless) and feel free to ask any questions!
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2
What Makes Low-Temperature Plasmas
a Versatile Nanotool?

This chapter introduces a generic “cause and effect” nanoassembly ap-
proach, which is centered around plasma-generated and processed pre-
cursor species (building units) and their interaction with nanostructured
surfaces (“nanoworld”). The main concepts of this approach have al-
ready been reported in the original work [4]. In this chapter the main
points of this approach are summarized and clarified. Recent advances
in our basic understanding of how this approach works in various
nanoassembly processes are also highlighted alongside the most recent
developments in this very active and highly topical research field.

This chapter introduces several unique features of low-temperature
plasmas that make them an indispensable nanofabrication tool in a
number of common nanoassembly processes. The main focus here is
in the building units (BUs) and their deposition onto the surface and
stacking/self-assembly into the nano-scaled object being targeted. In
a sense, the plasma-generated building units can be interpreted as the
most fundamental building blocks of nanotechnology. Associated work-
ing units (WUs), not highlighted in the original publication [4], and their
interactions with ultra-small features, such as micro-/nanopores, de-
fects, dislocations and submicron-sized trenches on nanostructured sur-
faces are also considered. From this point of view, working units can be
considered as the elementary bits of matter responsible for processing of
matter at nanoscales. These species have a specific function, yet they do
not act as primary building material of nanoassemblies.

In Section 2.1, the most basic ideas and major issues are highlighted.
The next section (Section 2.2) introduces general considerations and ex-
plains the main points of the plasma-generated building unit-based as-
sembly of various nanoscale objects. In Section 2.3 we consider some of
the features of low-temperature plasmas most useful for nano-scale fab-
rication and processing. In the next section (Section 2.4) the best way
to choose and generate appropriate building and working units is dis-
cussed. Section 2.5 reveals the main effects of the near-surface plasma
sheath on the nanoassembly processes of our interest. This chapter con-
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cludes with Section 2.6 where the basics of the influence of the plasma
process environment on surface processes are introduced.

2.1
Basic Ideas and Major Issues

Management and control of the assembly of various forms of nanostruc-
tured matter – involving numerous global pathways, specific scenarios
and building units – is the ultimate crux of modern nanoscience. Various
liquid, gasous, solid, colloidal systems (and their combinations) and fab-
rication methods have to date been successfully used for the fabrication
of a myriad of nanoscale assemblies. The choice of any particular pre-
cursor, synthesis method and process environment ultimately depends
on the desired nano-scaled object or assembly.

The first step in this direction is to generate the required building units
with the desired size, shape, morphology and in the correct energetic,
chemical and bonding states. It is also important to work out which spe-
cific working units are needed, for example, to prepare the surface to ac-
commodate the BUs when they arrive. Depending on the actual process,
either BUs or WUs may not even be necessary. For example, top-down
nanofabrication based on sculpting of an already small object does not
rely on any building units and only requires appropriate working units.
Suitable working units can be in the form of plasma-generated reactive
and/or energetic species which can effectively interact with the surface.

Some specific working units may be needed when BUs are not readily
accepted by a host surface, which usually happens because of insufficient
reactivity or very short lifetime to form chemical bonds with the atoms of
the surface material. In some cases, working units are needed to suitably
heat the surface to prepare it for the landing of building units. This struc-
turing is required, for example, for the synthesis of carbon nanotubes on
nickel-catalyzed silicon surfaces. In this case it is commonly accepted
that the size of nickel islands determines the nanotube diameter. Also,
these nickel nanoparticles need to be hot enough to support the extru-
sion of carbon material needed to build the nanotube walls. The required
level of heating can be achieved using bombardment by the plasma ions,
and in some cases even without external substrate heating.

On the other hand, if a surface can accommodate building units with-
out any specific pre-treatment or, alternatively, when freestanding (non-
surface-bound) nanoassemblies are created, then additional working
units may not be required. In some situations, building units are reactive
enough to interact with the surface and to create to dangling bonds with



2.1 Basic Ideas and Major Issues 51

which to attach. Moreover, if the energy of the BUs is high enough for
their subplantation into the bulk of the surface material, then additional
working units are not needed.

The next step is to choose the most appropriate process parameters for
the gas-phase generation of the desired building units and their transport
to the deposition surface. Subsequently, special attention should be paid
to finding the optimal process conditions for stacking the BUs into the
assembly (which in general can be airborne, floating, freestanding, or
solid substrate-bound) via direct or WU-assisted incorporation into the
nanoassembly or via nucleation or condensation into a new nanoscale
object. Whenever a nano-feature on a solid surface needs to be processed
(e.g., etched, activated/passivated or sputtered), the optimal conditions
for the creation and manipulation of suitable working units also need to
be calculated.

Here we stress that the control of the generation and assembly of
the building units into the nanofilms and nanostructures, alongside the
generation of the desired reactive species (WUs) that can process nano-
features with ultra-high precision, remains a vital condition for the de-
velopment of advanced nanofabrication processes. However, the ques-
tion of how exactly one chooses the most appropriate plasma species
remains essentially open. The answer to this question is essentially
process-, assembly- and feature-specific: different nanoassemblies may
require quite different building units even if they are made of the same
material. Moreover, exactly the same nanoassembly may be built using
quite different combinations of building and working units in different
nanofabrication processes. This is why worldwide a large number of in-
ternational teams are conducting research into finding the most suitable
and effective precursors in various nanofabrication processes. Using the
terminology of this chapter, these efforts are centered around unwinding
a very complex chain of interlinked processes involved in the BU creation
→ transport → deposition → nanoassembly sequence.

The examples considered in this monograph highlight the unique abil-
ity of low-temperature plasmas to generate the desired building and
working units (encompassing the entire range of species from atoms and
molecules to nano-sized clusters, particulates and agglomerates) through
numerous reactions in the gas phase which include, but are not limited
to, ionization/dissociation and polymerization processes. These pro-
cesses commonly occur during plasma enhanced chemical vapor deposi-
tion (PECVD), which is perhaps one of the most widespread processes in
plasma processing and synthesis of solid materials. In specific case stud-
ies we consider basic physical phenomena in plasma-based nanofabrica-
tion facilities, and try to elucidate the most important competitive advan-
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tages and benefits of using the plasma-assisted processes as compared to
most commonly used neutral gas routes.

One such case study is related to the PECVD of carbon nanotubes
(CNTs) on Ni-catalyzed Si surfaces, arguably the most commonly known
nanostructures. Apparently, CNTs require carbon-bearing building units,
which can be carbon atoms, hydrocarbon radicals, small carbon clusters
or graphitic nanofragments. Most of the required species can be gen-
erated by either thermal or plasma-assisted dissociation of hydrocarbon
precursor gases such as methane, acetylene, and so on mixed with other
inert or reactive gases.

In thermal chemical vapor deposition, hydrocarbon precursors can
only dissociate upon landing on sufficiently hot solid surfaces. Substrate
temperatures required for thermal dissociation of precursor species are
usually very high (typically ranging form ca. 800–1200 ◦C and even
higher), which is far above the present-day demands of semiconduc-
tor micromanufacturing. Indeed, metal interconnect layers in the exist-
ing 65 nm ULSI technology node already reach 1 nm in thickness. Such
ultra-thin layers can easily melt if heated to 500–600 ◦C. Therefore, the
integration of carbon nanotube-based elements into ultra-large scale in-
tegrated circuits becomes a major issue of thermal compatibility of CNT
synthesis processes with the established silicon-based microelectronic
technology.

On the other hand, in plasma-based processes, substantial dissociation
of hydrocarbon precursors into ionic and radical species can be achieved
in the ionized gas phase. Moreover, ion bombardment can significantly
reduce thresholds for a number of surface processes, which may, for ex-
ample, enhance surface mobility of adsorbed species. As a result, process
temperatures (of both working gases and substrate surfaces) can be sig-
nificantly reduced, whereas deposition rates can become much higher.

However, one should be extremely cautious not to overdo species gen-
eration. Indeed, the number of generated precursor species can be very
high and reach several hundred in reactive plasmas. Moreover, concen-
trations of dissociated species, and hence, their deposition rates can be
undesirably high.

In most applications high rates of film deposition is a definite advan-
tage. However, in nanoassembly of delicate nanoscale objects such as
single-walled carbon nanotubes, arrays of quantum dots or ultra-thin
quantum wires only a limited amount of building units are actually re-
quired. Uncontrolled overproduction of BUs can lead to large accumula-
tions of unconsumed species, or, alternatively, growth of other structures
or features on the surface. It goes without saying that large amounts of
other species that do not participate in the synthesis process can easily
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compromise the whole effort. Because of the high complexity and very
large number of elementary processes in the gas phase, it is generally be-
lieved that plasmas are a lot more difficult to control than neutral gases.

In part due to the substantial lack of appropriate control tools, ap-
proaches and techniques, a lot of time and effort was required before
it was possible to synthesize surface-bound single-walled carbon nan-
otubes in low-temperature plasmas; SWCNTs had earlier been assem-
bled using thermal CVD methods. Until the early 2000s, there existed a
common disbelief that plasmas could even be used to fabricate single-
walled nanotubes. However, with substantial advances in the control ca-
pabilities of plasma nanotools and techniques it is nowadays very com-
mon to perform nanofabrication processes ranging from “traditional”
high-precision etching of sub-100 nm features in silicon and deposition of
ultra-thin and highly-conformal nanofilms to nanoassembly of ordered
arrays of tiny quantum dots, single-walled carbon nanotubes and even
subplantation of extra-small amounts of phosphorus ions for quantum
computing applications.

Therefore, it looks like there are almost no nanoscale objects for which
plasmas are not suitable. Nonetheless, most of the achivements still
rely heavily on “trial and error” and certainly, good luck. This is why
the quest for deterministic nanofabrication should be continued towards
complete elimination of trial and error practices and introducing the ap-
propriate level of certainty in the plasma-based processes.

As mentioned above, the choice of a particular precursor medium and
assembly method is dependent on the desired nanoscaled object or as-
sembly. Nonetheless, according to the commonsense “bricklayer’s ap-
proach”, most of the building processes (including nanoassembly) pro-
ceed in the following sequence [4]:

1. choice and preparation of appropriate building units;

2. preparation of the surface where the BUs will be deposited;

3. transport of the building units to the assembly;

4. appropriate stacking of the BUs into the assembly.

Philosophically, no matter what the assembly is (a conventional brick
wall or an exotic nanostructure), it commonly requires a sequence of ap-
propriate manipulations of the building units, which appear to be the
most essential parts of the assembly.

Following the arguments of the original article [4], let us consider what
this means in the context of the plasma-assisted nanofabrication. Thus,
our focus here is on the plasma-assisted generation of the building units
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and their deposition onto the surface and subsequent stacking into the
desired nanoassemblies on solid surfaces. However, this approach is
also applicable for freestanding nano-scale objects that do not require
any substrate support.

In this chapter, by following the above approach for deterministic
nanoassembly, we will focus on some of the most typical plasma-based
systems and discuss the unique features of such systems that make them
particularly attractive for advanced nano-scale applications. We will also
attempt to systematically address, among others, the following issues:

• When exactly should plasma-based processes be used and when
has PECVD a competitive advantage over thermal CVD?

• How can we develop effective nanofabrication processes to syn-
thesize the desired nano-films, nanostructures, nanoarrays and el-
ements of nanodevices?

• In which situations should one avoid using plasma-based pro-
cesses?

• What is the actual role of the ionized gas environment in plasma-
assisted assembly of nanofilms and nanostructures and ultrahigh-
precision reactive anisotropic etching of nano-features on nanos-
tructured substrates?

• What is the specific (and, hopefully, positive) role of the plasma
sheaths, precursor dissociation and plasma polymerization in the
nanoassembly processes being considered?

• How can we predict which mechanisms for creating building units
(e.g., in the gas phase or on the surface) prevail?

• How can we transport the plasma-grown BUs to the solid surface
and stack into the required nanoassembly?

• How can we selectively manipulate the rates of building unit deliv-
ery via two different channels: directly from the ionized gas phase
and via migration about nanostructured surfaces?

• How can we control the fluxes and energy of reactive species in
a broad range of plasma-aided processes, including nanoparticle
synthesis, nanopattern and nanofeature development, and so on?

• How can we develop suitable plasma nanofabrication facilities?

• How can we optimize the plasma parameters in view of the tar-
geted process outcomes?
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• How can we tailor the plasma composition and other parameters to
control nucleation and growth of nanoassemblies with the required
characteristics?

Referring to any particular examples of plasma applications for nano-
materials synthesis or processing, we will try to compare the basic phys-
ical processes involved and compare the nanotool performance with
other common approaches to nanoscale processing, such as thermal
CVD. The applicability of the “cause and effect” approach will also be
illustrated using some examples of the most common nanofilms and
nanostructures. The ultimate aim of this discussion is to define the most
striking features, benefits and challenges of using the plasma-based sys-
tems in several typical examples of nanofabrication.

The cutting-edge nanoscale applications we use as examples include,
but are not limited to, ordered patterns of single- and multiwalled car-
bon nanotubes and related structures such as carbon nanorods and nan-
otips; nanostructured Si and SiC-based films and heterostructures; low-
dimensional semiconductor quantum confinement structures, such as
self-assembled quantum dot arrays; and ultra-high-aspect-ratio quan-
tum wires. Furthermore, we also consider nanostructured bioceramic
films such as hydroxyapatite- and titania-based biocompatible films,
ultra-fine highly-anisotropic reactive ion etching of submicrometer fea-
tures on semiconductor wafers, synthesis and processing of micro- and
nanoporous materials, as well as new and high-precision means of
nanopattern transfer to solid surfaces. Special attention will be paid to
the identification and control strategies of the main building units both
in the ionized gas phase and on plasma-exposed solid surfaces. Possible
roles of related working units will also be identified.

2.2
Plasma Nanofabrication Concept

Following the original publication [4], we will now discuss the building
unit-based “cause and effect” approach in more detail. First and fore-
most, one should create (in the plasma environment) the required build-
ing units with appropriate attributes. These attributes include, but are
not limited to, chemical structure/organization, elemental composition,
size, shape, surface morphology, electric charge, energetic (e.g., excited
atomic/molecular states) state and availability of dangling bonds. It is
amazing that low-temperature plasmas are uniquely able to generate the
entire range of building units (Figure 2.1), from atoms, molecules, ions
and radicals through macromolecules, nanosized clusters, nucleates, par-
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Figure 2.1 Basic building units of plasma nanoscience.

ticulates to complex aggregates, agglomerates and even basic nanostruc-
tures.

These BUs can range in size from fractions of a nanometer to a few mi-
crons and are usually created through numerous gas-phase ionization,
dissociation, polymerization, clustering, nucleation and other processes
that occur in the ionized gas phase. It should be emphasized that fol-
lowing the basic definitions in Chapter 1, we will be primarily interested
in subnanometer-sized building units which can participate in the most
elementary stage of nanoassembly processes. Nonetheless, in some cases
we will also consider uses of plasma-grown nanoclusters and nanocrys-
tallites, for example to create specific nanostructured films such as amor-
phous films with nanocrystalline inclusions.

Taken that larger building units are made of smaller and more el-
emetary species, one would be tempted to introduce two separate no-
tions of primary and secondary BUs, primary for those that can be used
in the most elementary nanoassembly (when an object with the size ex-
ceeding 1 nm is created) and secondary for those which cannot. On the
other hand, no matter how big any particular BUs is, it is always made
of atoms. Therefore, it would be to consider atoms as primary building
units and all larger atomic assemblies as secondary BUs. However, this
emphasis is trivial since even common bricks are made of atoms at the
most elementary structural level! Interestingly, no one has ever raised
the question what the main building units of a common wall of a build-
ing are: a clay brick or a silicon atom? In this case, the answer would be
a brick rather than an atom since building a common macroscopic house
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atom by atom would be extremely inefficient. This is why we do not
separate the primary and secondary BUs and instead use BU for any rea-
sonably small microscopic object created in a plasma that can be readily,
most effectively and most efficiently used in a nanoassembly process.

For example, in the sythesis of a carbon cluster with a small number of
atoms (e.g., C15), the most likely building units are simple carbon atoms.
Nucleation of 15 carbon atoms into this small cluster is perhaps the most
energetically favorable process. Therefore, in this process one should
use carbon atoms as building units. However, depending on the specific
process conditions, one could also use carbon dimers C2 or trimers C3 or
fuse two smaller clusters C7 and C8 to create C15. Hydrocarbons CxHy,
especially those with a large number of hydrogen atoms y are much less
likely to be effective BUs for the desired carbon nanocluster. And cer-
tainly, no one would use a micron-sized diamond crystal to create such
a small nanocluster! There is a theoretical possibility to use a top-down
approach (e.g., sputtering) to carve the micron-sized crystal down to a
15-atom cluster, but such an exercise would just be a waste of time, effort
and material!

Let us consider another example, the growth of amorphous silicon
films with nanocrystalline inclusions in reactive (also commonly ref-
ferred to as chemically active) plasmas. Such films feature small silicon
nanocrystals embedded in an amorphous silicon matrix. One of the most
effective approaches would be to use ultra-small nanocrystals, which can
be readily prepared (e.g., via plasma polymerization and nucleation) in
the gas phase, and transport them to the surface where these BUs will be
covered with amorphous silicon.

It is commonly known that the most effective growth conditions for
hydrogenated amorphous silicon (a−Si:H) requires hydrosilicon radi-
cals SixHywith a single silicon atom and a small number (typically 1–3)
of hydrogen atoms. In this case using pre-prepared and readily avail-
able nanocrystals as building units is worthwhile. Indeed, one can cover
such nanocrystals with a layer of amorphous material as they land on the
growth surface. The grain inclusions are then already in the crystalline
form as they are deposited – thus making it possible to dramatically in-
crease the film growth rates.

Alternatively, one could avoid using plasma-grown Si nanocrystallites
and try to deposit such a material on a layer-by-layer basis: first deposit
radical/atomic building units on the surface, then wait until they self-
assemble into Si nanocrystals, cover the layer of Si nanocrystals with
amorphous silicon, and finally repeat the whole cycle as required de-
pending on the required film thickness.
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It turns out that the first approach is more efficient and that using
plasma-grown silicon nanocrystals (as well as higher hydrosilanes with
a larger number of silicon and hydrogen atoms) enables much higher
deposition rates than achievable otherwise. Therefore, in this particular
process we can use silicon nanocrystalline “bricks” as effective building
units of amorphous silicon films with nanocrystalline inclusions along-
side hydrosilicon radicals SiHy with y = 1 − 3. We recall that in the
first process, the nanoassembly of C15 clusters, the best choice of suitable
building units would be simple carbon atoms.

It is now clear how to approach the problem of the choice of the most
appropriate building units. However, similar to many processes in our
everyday lives, the choice depends on the availability – and the avail-
ability depends on the “manufacturer”, which in our case is the sort of a
plasma one uses. Depending on the sort of plasmas, there could be dif-
ferent possibilities to create the same building unit. For example, metal
atoms can be obtained through dissociation of metalorganic gaseous pre-
cursors in reactive (chemically active) plasmas, from metal plasmas of
cathodic vacuum arcs, using plasmas of laser plumes in laser ablation, or
simply sputter a high-purity metal target in a discharge in an inert gas
such as argon.

Reactive (chemically active) plasmas are probably most effective in
terms of producing large varieties of building units. However, such plas-
mas also bring more complexity into the process. To better understand
the issues involved it would be very reasonable to pose the question:
How does one differentiate between the chemically active and “usual”
plasmas? Without trying to offer a comprehensive definition, it is usu-
ally quite accurate to state that reactive (chemically active) plasmas are
usually composed of multiple reactive species that continuously trans-
form into each other, and also generate new species as a result of nu-
merous chemical reactions in the ionized gas phase [4, 57]. To this end,
mutual transformations and chemical reactivity of the species is what
makes such plasmas very different from conventional multi-component
plasmas. We recall that chemical reactivity of the species is often associ-
ated with dangling (activated, or available for bonding) chemical bonds.
Thus, one can conclude that such reactive plasmas can be useful for vari-
ous assemblies (including nanostructures) because of their intrinsic abil-
ity to generate species with sufficient reactivity and ability to stack into
the assembly being created.

However, the species should be reactive at the very moment they ap-
proach and stack into the nanoscale object being grown. If an individual
building unit was created with a dangling bond in the plasma bulk, it
does not necessarily mean it will reach the assembly site in the same re-
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active state. Indeed, the only dangling bond of a CH3 radical can easily
be terminated by a hydrogen atom while the radical moves and experi-
ences numerous collisions with other plasma species. The resulting CH4
molecule is not readily available for bonding. However, it can loose one
hydrogen atom as a result of interaction with the surface or other parti-
cles (such as the plasma ions) and then stack using the just-formed dan-
gling bond.

Therefore, creation of building units in the ionized gas phase and on
surfaces is an extremely complex process. In fact, it goes through a very
large number of elementary reactions both in the plasma and solid sur-
faces. For example, lower atomic mass units (e.g., atoms, molecules, rad-
icals and ions) are usually generated through gas-phase electron-impact
or heavy particle collisional ionization or dissociation of feedstock gases.
Alternatively, they can be released from solid surfaces exposed to plas-
mas (or intense laser or particle beams) as a result of physical sputtering,
chemical etching, ablation and evaporation processes. Another possi-
bility is that building units can be generated on the deposition surface
as a result of the breakup of larger objects into nanofragments, clus-
ters, smaller grains and/or atoms/radicals. Furthermore, the already
deposited building material can be re-released back into the plasma bulk
as a result of desorption or re-evaporation.

Larger building units are usually created via quite different mecha-
nisms, such as assembly of smaller BUs. We recall that if the size of the
larger BUs is above 1 nm and they are usually created via assembly of
atomic/radical units, this process is nothing else but a nanoassembly as
discussed in Chapter 1. More specifically, such building units can be syn-
thesized as a result of complex polymerization or clustering processes in
the gas phase, or, alternatively, the release of various nanofragmets from
the solid surfaces [4]. Polymerization processes in a plasma are usually
triggered by certain reactive precursor species (e.g., anion SiH –

3 in silane-
based plasmas) and proceeds, through a chain of polymerization reac-
tions, to macromolecules (which can be either neutral or charged) and
critical clusters, large enough to trigger the nucleation process [58,59].

It is important to note that critical clusters (also frequently termed seed
nuclei in this monograph) can also be formed in the gas phase from
species released from the surface or directly on the deposition surface.
The latter is the case of quantum dot formation on plasma-exposed sur-
faces considered in Chapter 6. When the number density of such clusters
reaches a critical threshold, nucleation becomes more pronounced. In
most cases the sizes of critical clusters depend on specific plasma param-
eters and surface conditions (if applicable) and are typically less than a
few nanometers.
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As suggested in the original publication [4], generation of gas-phase-
borne building units can be managed by adjusting the rates of major
elementary reactions in the plasma, which in turn can be achieved by
simply altering the discharge control parameters. The simplest way is to
adopt a “trial and error” approach and achieve the required composition
and other properties of these larger building units through an endless
number of trial experiments. On the other hand, a fully self-consistent
and systematic approach to this problem would require a comprehen-
sive knowledge of all reactive species and chemical reactions (very often
exceeding several hundred and even more) involved in the generation of
the building units. Alternatively, one can use a somewhat simpler, “cause
and effect” approach, which requires adequate knowledge of the main
precursors and other conditions appropriate for creation of the desired
building units. With both these methods, one can optimize the process
parameters to obtain the required number of suitable BUs.

Once the building units have been created, they need to be transported
to where they will either self-assemble or stack into a nanoassembly be-
ing created. The surface of a substrate or the nanoassembly in question
needs to be suitably prepared to accommodate the incoming building
units. Here we recall that the BUs can arrive at the nanoassembly site
either directly from the plasma or via the surface as sketched in Fig-
ure 1.2. Regardless the arrival route, the deposition surface must be suit-
ably prepared before the building units can land on it. Again, the re-
quirements for surface preparation are process-specific [4]. For example,
if a nanoassembly requires certain reactive radicals with a single dan-
gling bond (such as SiH3), the adequate number of compatible dangling
bonds should be available at the required surface sites (e.g., where the
nanoscale object is being assembled). On the other hand, in the growth of
epitaxial quantum dots or other low-dimensional semiconductor nanos-
tructures, surface temperatures should be high enough to enable effi-
cient migration of adatoms about the surface and their stacking into the
nanoassemblies being grown. In this case surface preparation can also
include adjusting surface conditioning by using, for example, ions of an
inert gas such as argon.

As another example, deposition of gas-phase nucleated nanocrystals
or nanoparticles (NPs) would require a suitable (e.g., amorphous) ma-
trix, or otherwise prepared surface with the required adhesive proper-
ties to secure embedding into or attachment of these building units to
the surface. Some nanoassemblies often require specific (e.g., thermal)
activation of catalyst layers. For example, growth of commonly known
carbon nanotubes (CNTs) is usually preceeded by thermal fragmentation
of thin (a few to a few tens of nanometers) Ni/Fe/Co catalyst layers into
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nanosized particles forming a wetting contact with the substrate (e.g.,
silicon or glass) surface [3, 60]. This fragmentation can be achieved via
external heating of the substrate or using plasma-related effects such as
ion bombardment or reactive chemical etching.

Low-temperature plasmas offer a great range of options for the re-
quired surface preparation. The possibilities include for example, surface
heating, activation and physical sputtering by intense ion fluxes acceler-
ated in the plasma sheath to plasma-enhanced chemical vapor deposi-
tion (PECVD) of passivating, adhesive, conformal, functional and so on
nanolayers, and microstructuring of growth surfaces via selective and
highly anisotropic reactive chemical etching. It is relevant to mention
that some of the above processes affect the nanostructures being grown.
For example, reactive chemical etching plays a major role in reshaping
(e.g., sharpening) of various carbon nanostructures grown in a plasma.
More specific details will be considered in the following sections of this
monograph.

As mentioned above, plasma-grown building units need to be appro-
priately transported to the nanoassembly site. In this regard, one has to
keep in mind several basic possibilities and challenges. First and fore-
most, one can transport ionic, atomic and radical species onto the sub-
strate surface and then rely on their surface migration from the deposi-
tion point to the nanoassembly site. Another basic possibility is to trans-
port the building units directly to the nanoassembly being grown. In this
case one should appropriately stack them directly from the gas phase,
without the need of intermediate landing on open surface areas followed
by migration. As will be discussed below, the importance of the second
channel of building unit transport is greater in low-temperature plasmas
compared with non-plasma-based routes. One of the reasons is that in-
tense fluxes of positive ions are accelerated within the plasma sheath and
converge towards sharper tips of some high-aspect-ratio nanostructures,
such as nanoneedles, nanotips, nanotubes, nanorods and nanowires.

In the above, we have mentioned that the building units should par-
ticipate in the nanoassembly process in the most suitable structural and
energetic state. Put in simple words, if a BU is created in a plasma bulk
exactly in the same form as required for its insertion/self-assembly on
the surface, this form should not be in any way altered while the build-
ing unit is being transported towards the nanoassembly site. Indeed,
a radical should remain the same radical and keep the same number
of dangling bonds; a nanocluster should retain the same number of the
same atoms; a small nanocrystal should not break into smaller nano- and
subnanofragments. This issue is not only about preserving structural in-
tegrity but also about avoiding any unwanted alteration of the structure.
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For example, if one wants to deposit a pure silicon nanocrystal grown
in a plasma, intense incorporation of hydrogen while the crystal moves
towards the surface will lead to a hydrogenated nanocrystal instead of a
pure one and so should be avoided at all costs.

Let us briefly consider how to transport relatively large (e.g., crys-
talline grains) building units to suitably prepared surfaces without them
breaking apart into smaller fragments. In low-temperature plasmas this
process can be controlled by manipulation of the fluxes of the plasma
species impinging onto them as well as the driving forces (e.g., electro-
static and ion/neutral drag forces) in the near-substrate areas. Appropri-
ate manipulation of these forces makes it possible to deposit nanoparti-
cles on pre-selected areas of microstructured surfaces, and, more impor-
tantly, in a highly-controlled fashion.

In some situations it is beneficial to conduct deposition of plasma-
grown nanoparticles in afterglow, that is, swich a plasma discharge off
and let the particles reach the substrate under plasma-off conditions. In
this case one can separate the growth and transport stages and so avoid
any electrostatic effects during the transport and deposition. Such ef-
fects include strong repulsion of negatively charged particles by the like
charges on solid substrates as well as various effects associated with
charge transfer upon close approach to and contact with the surface.

The last step of the building unit-based “cause and effect” approach
is to ensure that the BUs are appropriately stacked or self-assembled
into the required nanoassembly pattern [4]. As we have mentioned ear-
lier, once the building units have reached the nanoassembly site, their
further integration is controlled by the self-assembly (self-organization)
processes at nanoscales [6,61].

It is a quite common opinion that at this stage the building units grown
and transported in a plasma can no longer be controlled by the plasma
conditions, and indeed, many surface conditions and features do come
into play. These include surface morphology, activation energies of vari-
ous processes such as diffusion, evaporation, bond formation and so on,
defects, dislocations, surface instabilities, deformations, surface temper-
ature, phase conditions of the surface material and several others. Gener-
ally speaking, these features and conditions always exist in any nanofab-
rication environment such as a neutral gas in thermal CVD.

However, a plasma can significantly alter almost any surface feature
and condition. The ability of the plasma to control these comes about
through surface charges and currents that originate in the plasma and
may flow through the substrate. A cautious “may” was added in the
above sentence deliberately to reflect the two basic possibilities depend-
ing on substrate conductivity. If the substrate is conducting, the current
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can flow through it and cause its Ohmic heating as is common to conven-
tional conductors. Alternatively, dielectric surfaces can stop the ion cur-
rent, in this case positive charge can build up on such surfaces. There is
another fundamental possibility where the substrate is electrically float-
ing, that is, disconnected from an external circuit. In both cases, intense
ion fluxes carry significant energy which is converted into heat and even-
tually results in higher surface temperatures.

Therefore, it becomes obvious that low-temperature plasma environ-
ments can provide important background conditions for nanoscale as-
sembly [4]. For example, if the discharge is run continuously, intense
fluxes of ions and neutrals dynamically maintain the equilibrium sub-
strate temperature, which is the key control factor at this stage. It is
important to mention that substrate heating due to ion bombardment
is often sufficient to grow a number of nanostructures even without any
additional surface heating. Moreover, if the plasma discharge is stable
(which unfortunately is not always the case), the surface temperature
quickly reaches its equilibrium value and remains unchanged during the
nanoassembly process. Therefore, ion bombardment is often what makes
external substrate temperature control superfluous [1].

As we have mentioned above, the plasma environment can signifi-
cantly affect the features and state of the solid surface. In fact, depend-
ing on the surface activation performed using specific working units, the
development of nanostructured films or nanoassemblies can proceed ei-
ther through the nano-island (Volmer–Weber) or layer-by-layer (Frank–
Van-der-Merwe) growth scenarios [62]. The latter mechanism usually
requires a greater precision in homogeneous activation of surface dan-
gling bonds over large areas. Under certain conditions a mixed growth
mode (Stranski–Krastanov) is also possible. These conditions will be dis-
cussed in more detail elsewhere in this monograph. Here it is sufficient
to mention that plasma-related process conditions can significantly affect
the surface conditions and as a result, the actual nanoassembly growth
mode.

In the following sections of this monograph we will consider how
to implement the aforementioned nanofabrication process by capitaliz-
ing on unique properties of low-temperature non-equilibrium plasmas.
We will highlight the unique ability of such plasmas to generate the de-
sired building units (encompassing the entire range of the species from
atoms and molecules to nanosized clusters, small grains and agglomer-
ates) through numerous gas-phase ionization/dissociation and polymer-
ization processes in the plasma-assisted deposition of selected most com-
mon nanoassemblies. We will also discuss the most important physical
phenomena involved in plasma-based processes. Furthermore, by com-



64 2 What Makes Low-Temperature Plasmas a Versatile Nanotool?

paring common plasma- and neutral gas-based nanofabrication routes
we will be in a very good position to comment on competitive advan-
tages and benefits of using plasma-assisted techniques.

For example, carbon nanotubes are commonly synthesized by ei-
ther thermal or plasma-assisted chemical vapor deposition (CVD) using
carbon-bearing precursors such as methane, acetylene and so on, mixed
with other inert or reactive gases [3, 63]. Thermal CVD usually requires
very high gas temperatures (and also quite often high pressures) to de-
compose the feedstock gas, which adversely affects the suitability of this
process for temperature-sensitive technologies such as micromanufac-
turing of metal interconnects and vias in semiconductor integrated cir-
cuits. It is already commonly accepted [4] that by using low-temperature
non-equilibrium plasmas, one can achieve substantial precursor dissoci-
ation into a large number of ionic and radical species. In this case, one
can noticeably lower the process temperatures and also achieve much
higher deposition rates. However, this is not straightforward and sub-
stantial care should be taken to achieve this. This is particularly the
case in the nanoassembly of delicate nanostructures such as ultra-small
quantum dots and ultra-thin single-walled carbon nanotubes. It is in-
deed interesting that single-walled carbon nanotubes easily assembled
by thermal CVD methods had not been synthesized via plasma routes
until 2003–2004 [21].

Throughout the monograph, we focus on typical low-temperature
plasma-based systems and figure out the unique features of such sys-
tems that make them particularly attractive for numerous nanoscale ap-
plications. In particular, we endeavor to clarify some of the following
issues [5]:

• the salient features of plasma-based environments that make them
versatile nanofabrication tools;

• the competitive advantages of the plasma route(s), with examples
of superior performance of plasma-based processes compared to
neutral gas-based (e.g., chemical vapour deposition (CVD), molec-
ular beam epitaxy (MBE), cluster beam deposition, etc.) and other
(e.g., wet chemical, electron beam, microlithography, flame) fabri-
cation routes; and

• the optimum parameters for, and the physical mechanisms govern-
ing, deterministic (highly controlled and predictable) plasma-aided
nanoassembly.
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Furthermore, we also attempt to shed light on the following prob-
lems, more specifically related to ionized gas-assisted processes and ap-
proaches [5]:

• the importance of thermal equilibrium (e.g., thermal versus non-
equilibrium plasmas);

• the effect of the degree of ionization and pressure range of opera-
tion;

• the role of the specific precursor (the building units of nanostruc-
tures) and other functional (e.g., surface preparation) species;

• the interaction of ions and reactive species with nanostructured
surfaces and nanoscale features (e.g., pores and trenches);

• the various effects of low-temperature plasma environments on nu-
cleation/clustering in the ionized gas phase and on solid surfaces;

• the control of surface temperature by intense ion fluxes; and

• the use of plasma environments to control the self-assembly of
nanopatterns on solid surfaces (plasma-directed/guided self-as-
sembly),

as well as other related problems [4], such as:

• when exactly should one use either thermal CVD or the PECVD?

• in which cases one should definitely use plasma-based tools and
techniques and in which cases one should avoid using plasmas at
all?

• how to develop process specifications to fabricate the desired
nanofilms and nanoassemblies deterministically?

• what is the actual and specific role of the plasma in PECVD of
nanofilms and nanostructures?

• what is the role of specific plasma features such as plasma sheaths,
multiple species and plasma polymerization in the envisaged
nanoassembly process?

• how to control creation, transport and structural incorporation of
plasma-generated building units? In other words, how should one
implement the BU-based “cause and effect” approach in practice?
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Having addressed these issues, it will be possible to critically compare
the underlying physics of most common thermal and plasma enhanced
CVD systems. In doing so, we will attempt to highlight the most strik-
ing features, benefits and challenges of using low-temperature plasma-
based systems in nanoassembly of ordered carbon nanotips and nan-
otubes, nanostructured silicon-based films for photovoltiac applications,
low-dimensional quantum confinement structures such as quantum dots
and nanowires, as well as a range of nanostructured films with biocom-
patible properties. Wherever possible, special attention will be paid to
the identification and control strategies of the main plasma-generated
precursor species-building units of the nanoassemblies being targeted.

2.3
Useful Plasma Features for Nanoscale Fabrication

In this section we will identify and discuss some of the most important
features of low-temperature plasmas which can be gainfully used in the
plasma-assisted assembly of a broad range of nanoscale objects. In doing
so, we will follow the same sequence of nanofabrication steps and other
important considerations outlined in the previous section, as well as at-
tempt to compare the performance of the plasma- and neutral gas-based
approaches.

As already mentioned above, nanoscale objects are usually deposited
on a solid substrate as a result of the plasma-surface interactions in the
gas-solid environment shown schematically in Figure 1.10. The entire
near-surface area can be separated into three distinctive regions; namely,
the plasma bulk, plasma sheath and solid substrate with the outer layer
(growth surface) facing the plasma. As has already been discussed in
Chapter 1, the sizes of each of these areas and the processes involved
are very different. For example, spatial scales of adatom migration over
facets of crystalline quantum dots and ambipolar diffusion in a plasma
can differ by up to 9 orders of magnitude! More importantly, every area,
be it a plasma bulk with typical sizes of ca. 50 cm, near-surface plasma
sheath with the width λs ca. 10 µm–10 mm, or the surface itself with a
typical root-mean-square roughness of ca. 3 nm, plays its unique role in
nanofabrication processes of interest here.

As a point of reference, we recall that in the common thermal chemical
vapor deposition process a hot reactive gas interacts with suitably pre-
processed and additionally heated deposition substrates. In most cases,
the temperatures in the gas phase and on the surface are quite differ-
ent. Moreover, the commonly used temperatures of the neutral gas are
substantially lower than the ionization threshold. Thus, gas feedstock
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usually remains neutral in the reactor chamber. For example, thermal
dissociation of a CH4 ∼ gas commonly used in the synthesis of various
carbon-based nanostructures, is negligible even at gas temperatures of
ca. 900 ◦C [64]. However, depostion substrates heated externally open
an additional channel for the generation of ionized species; this happens
through Saha–Langmuir ionization [57].

One of the main concerns in thermal chemical vapor deposition is that
very often deposition rates are unacceptably low. This is usually at-
tributed to the low number densities of suitable building units and their
low reactivity and hence, inadequate interaction with the solid surface.
Indeed, due to low rates of gas-phase precursor dissociation, generation
of reactive radicals turns out to be rather inefficient. This can be im-
proved in one of two ways: (i) either increased dissociation rates; or (ii)
create other, larger, building units which are still suitable for the film
growth. Nanoclusters are ideal candidates to fulfil this role. However, as
was suggested by Hwang and colleagues [65], using electrically charged
nanoclusters can bring in many exciting and effective opportunities for
the formation of a variety of nanostructured films non-existing or inef-
fective otherwise.

More specifically, if a working pressure in a CVD reactor chamber ex-
ceeds a certain threshold, typically of the order of 13.33 Pa (100 mTorr),
gas-phase clustering processes can lead to the generation of nanosized
clusters [66]. These clusters most likely originate as a result of homoge-
neous condensation and nucleation of atomic species in the (essentially
neutral) gas phase. These clusters are in most cases neutral; hovever, they
can become ionized upon landing on a hot solid surface. Another more
effective possibility for the generation of charged nanoclusters is through
nucleation induced by positive ions that can be released from the surface.
Interestingly, the size of charged carbon-based nanoclusters generated in
a thermal CVD system can be effectively controlled by process param-
eters such as concentration of carbon-bearing gas feedstock. Figure 2.2
shows a representative size/mass distribution of carbon-based nanoclus-
ter building units in a hot filament-assisted chemical vapor deposition of
diamondlike and other carbon films from a CH4 + H2 gas mixture [67].
The nanoclusters are negatively charged and their size and mass intrin-
sically depend on the concentration of carbon precursor gas in the gas
mixture. When the CH4 content is lower (ca. 1 %), the maximum of the
size distribution is within the range between 200 and 300 atoms; when
the concentration of CH4 is increased to 5 %, significantly larger clusters
of typically ca. 1000–1500 atoms dominate the mass spectrum as can be
seen in Figure 2.2.
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Figure 2.2 Mass distribution of negatively charged carbon clus-
ters in hot filament CVD of diamond in CH4 + H2 gas mixtures.
After Reference [67]

Thus, chemical vapor deposition systems usually feature a limited
number of building units; in this case the most likely BUs are thermally
activated atoms and molecules and, alternatively, neutral or charged
nanoclusters. As suggested by the charged cluster theory [65], in many
cases only nanoclusters stand a chance to be the main building units of
various nanofilms and nanostructures, since (charge neutral) atomic and
molecular species usually deposit with very low deposition rates. It is
important to note that smaller and charged nanoclusters are more favor-
able for epitaxial recrystallization upon landing on the surface, whereas
larger and neutral clusters usually coagulate to form cauliflower and
porous skeletal structures [4,65].

On the other hand, in the PECVD, the gas phase is a two-component
system and comprises the neutral and ionized gas (plasma) components
as shown in Figure 2.3. In weakly-ionized plasmas the relative popula-
tion of the ionized component Σjn

j
i/ΣkNk

n is low, where nj
i and Nk

n are
the number densities of j-th ionic and k-th neutral species, respectively.
Thus, the presence of the neutral component makes the PECVD quite
similar to most of the commonly used thermal chemical vapor deposition
systems. However, the presence of the additional ionized phase makes
a remarkable difference at all four stages of the nanofabrication process.
Let us recall that finding the difference the plasma can make is exactly
what plasma nanoscience research is after.

The striking difference between the plasma and the neutral gas-based
nanofabrication environment is in the presence of the plasma sheath,
which is a non-neutral layer of space charge separating the plasma bulk
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Figure 2.3 Components of a typical PECVD system and their
roles. Because of significant precursor dissociation/ionization and
nanocluster creation in the gas phase, surface ionization is less
likely than in thermal CVD.

and the solid substrate. Because of the much higher mobility of electrons,
the surface potential is negative with respect to the plasma bulk [68]. The
resulting potential distribution sustains intense positive ion fluxes onto
the surface and impedes the fluxes of negatively charged species such
as anions, negatively charged nanoclusters and nanoparticles, and also
leads to the commonly known Boltzmann’s density distribution for elec-
trons. In most situations, the plasma bulk acts as an efficient ionizer of
neutral gas precursors, where a large spectrum of positively and nega-
tively charged species is generated. As a result of numerous electron-
impact and heavy particle collisions, neutral molecules are dissociated
into reactive radical fragments.

It is also relevant to note that some of common reactive plasmas (e.g.,
SiH4, C4F8, SF6, O2, Cl2, and so on) feature quite large populations of an-
ions (negative ions). The latter species can trigger polymerization and
clustering processes, which eventually result in the creation of large nan-
oclusters and macromolecules [57–59]. It is important to note that the
negative surface potential repels such particles from the surface; there-
fore, anions and negatively charged clusters, macromolecules and small
nanoparticles can be held by the resulting potential and hence, reside
somewhere in the plasma pre-sheath (a relatively large transition area be-
tween the plasma bulk and the near-substrate sheath [68]) longer than if
they had no electric charge at all or were charged positively. The negative
species confinement effect is one of the salient features of plasma-based
nanoassembly environments which makes them very different from neu-
tral gas-based thermal chemical vapor deposition. We emphasize that
this happens even if there is no external bias applied to the solid surface.
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As mentioned in the original publication [4], the plasma sheath pro-
tects the deposition surface against the uncontrollable fallout of nega-
tively charged species such as anions, clusters, or nanoparticles [28]. It
is amazing that this is the case even when a positive bias is applied to
the substrate, as the potential distribution in the plasma is uniquely re-
arranged to maintain lower surface potentials with respect to the plasma
bulk [68].

Reasonably long residence times of reactive plasma species favor
assembly of primary macromolecules, nanoclusters and some other
nanofragments (e.g., two-dimensional graphene sheets) into amorphous
or (under certain conditions) crystalline nanoparticles. It needs to be
stressed that this can happen even at very low pressures of gas feedstock
when homogeneous nucleation, arguably one of the main mechanisms
in thermal CVD systems, is inefficient.

This possibility serves as a further example that in low-temperature
plasma-based processes, nanofilms can be synthesized using a larger va-
riety of building units than in neutral gas-based approaches. Moreover,
intense processes in the ionized gas phase significantly reduce the impor-
tance of thermal dissociation and ionization of precursor gases on depo-
sition surface – a primary source of building units in thermal chemical
vapor deposition. Even though charged nanoclusters can still be formed
in a quite similar way as in thermal CVD, the relative importance of such
a process is significantly reduced. As a rule of thumb, the more reactive
the plasma is, the less important is the formation of larger building units
on the surface. Strictly speaking, this conclusion is reasonable when the
rates of clustering and polymerization in the plasma bulk are reasonably
high and the effects of surface etching (which can also lead to the release
of reactive radical precursors) are weak.

On the other hand, if the feedstock gas is non-reactive, then the impor-
tance of the release of building units from solid surfaces becomes very
high. For example, in the case of a discharge operation in a low-reactive
(e.g., inert) gas, building units need to be created via the plasma-surface
interactions or injected otherwise. Ion sputtering of a solid target sur-
face in DC/RF sputtering systems, evaporation of a wire material in hot
filament systems, ablation of surface material in pulsed laser deposition
systems, or erosion and evaporation of cathode material in vacuum arc
plasmas are just a few posiblities to this effect.

Examples of external injection of building units into a plasma are
also numerous. Plasma spray deposition is a good example when ex-
ternally synthesized fine solid grains are dispersed downstream into
an atmospheric-pressure plasma torch. Another example is related to
plasma-assisted atomic or molecular beam epitaxy (ABE/MBE) systems,
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Figure 2.4 Schematics of a typical remote plasma system
primarily aimed for effective and controlled dissociation of neutral
gas feedstock and avoiding ion bombardment and surface charge-
related effects unavoidable in the example shown in Figure 1.10.

where an externally formed atomic/molecular beam is subjected to a lo-
calized plasma discharge; the latter is usually sustained in an inert gas. In
many related cases, the plasma is solely used for the purpose of creation
of building units. Whenever it is required to generate reactive radicals
but direct effects of the plasma on the surface should be avoided (e.g., in-
tense ion bombardment or surface charging are undesired), one can use
remote plasma systems, that is, move the plasma discharge away from
the surface as sketched in Figure 2.4.

Density of neutral and ionized components of the plasma is also an im-
portant factor that determines the relative rates of building unit creation
on the surface and within the plasma bulk. Indeed, the likelihood of col-
lisions in denser plasmas is obviously higher; moreover, this usually re-
sults in higher nucleation and clustering rates. Higher process pressures
can lead to larger supersaturation of condensing gas. Moreover, above a
certain pressure, gas-phase nanoparticle growth can proceed largely via
the homogeneous nucleation channel, similar to neutral gas-based CVD.
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In the following section we will consider the issues of appropriate
choice and effective generation of suitable building and working units
in more detail. This will significantly facilitate our consideration of spe-
cific features of plasma-aided nanoassembly due to the presence of the
plasma sheath (Section 2.5).

2.4
Choice and Generation of Building and Working Units

The main concern of this section is to try to better understand how to
choose and generate the most appropriate building and working units.
As has become clear from the previous consideration, low-temperature
plasmas can generate the entire range of species in atomic, molecular,
cluster and other forms. To this end, it is imperative to be able to work
out which specific units to generate and which specific control strategies,
suitable for each specific sort of plasmas, are the best to use in synthe-
sizing any desired nanoassembly. As was stressed in the original arti-
cle [4], this question has no general answer, with the number of possi-
ble solutions exceeding the number of nanoassemblies ever fabricated
by plasma-based methods. Therefore, the problem of choice of the ap-
propriate building units (to be generated by the plasma in any particular
experiment) can be based on the “cause and effect” logic sequence [4]:
precursor → BU(s) → nanoassembly shown in Figure 2.5.

The chosen sequence should rely on the existing knowledge from other
areas of nanoscience, structural chemistry, surface science, materials sci-
ence, and so on. It also has feedback and optimization links, which en-
able one to adjust the choice of precursor gases, appropriate building
units and methods of their manipulation and incorporation. This is par-
ticularly important for reactive plasmas where a very large number of
abundant reactive species and polymerization/clustering scenarios can

Figure 2.5 A concept map of the low-temperature plasma-based
“cause and effect” approach to deterministic nanoassembly
(after [4]).
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easily result in an inappropriately large and virtually infinite number of
“trial and error” sequences.

This is the reason why in this chapter our considerations will mostly
be based on specific assumptions concerning the building units needed
for certain nanostructures or any other BU-assembled nanoassemblies
such as nanostructured materials. Without trying to provide exhaustive
recipes for the appropriate choice of building units, (which deserves to
appear in the near future as the Encyclopedia of nano-assemblies and
their building units), it is very clear that the relevant choice should be
primarily based on structural considerations of the nanoassemblies being
created. At this stage, using established theories of nanoscale synthesis
and growth kinetics at nanoscales is very helpful [4,6,61,62].

We now discuss a few simple examples of when specific assumptions
of some particular species as a building unit can be used to explain
growth kinetics or some important features of common nanostructures.
Considering the synthesis of carbon nanotubes, we note that it is widely
accepted that carbon atoms are the simplest and the most effective build-
ing units. Indeed, any carbon nanotube is made of carbon atoms ar-
ranged in hexagonal lattices of wrapped graphene sheets! This is very
obvious but this argument only confirms the final structural state of the
nanoassembly of interest. Which building units were actually used to
create this ordered stack of carbon atoms? This question, in fact, is very
far from trivial.

Let us consider a carbon nanotube with a nickel catalyst particle either
on the top or at the base. Such nanotubes are grown by the insertion
of carbon atoms into graphene sheets. However, the carbon atoms can
stack into the nanotube walls only through the bulk or the surface of the
catalyst particle. This process is commonly known as carbon extrusion,
wherein carbon atoms are pushed through a metal nanoparticle, which
can be in a solid or a liquid state. Therefore, a building unit that lands
on the surface of the catalyst nanoparticle (in the top growth scenario) or
gets into it (base growth mode) may undergo significant changes on the
surface or in the bulk of the catalyst particle. For example, hydrocarbon
radical CH2 or methyl cation CH +

3 may be stripped of hydrogen atoms; a
carbon trimer C3 or a carbon cluster C15 may be broken into separate car-
bon atoms, and so on. Assuming that only carbon atoms can insert into
the growing nanotube walls, which of the CH2, CH +

3 , C3, or C15 species
would be the most effective building unit of the nanotube in question?

In fact, we have just arrived at one of the most difficult problems
plasma nanoscience deals with! In a general form it can be formulated as



74 2 What Makes Low-Temperature Plasmas a Versatile Nanotool?

which specie(s) should one create in the plasma bulk so that they could
appropriately insert into the desired nanoassembly, in the most suitable form,

which may even be quite different from the original specie(s)?

As we have mentioned earlier in this monograph, there is no general so-
lution for this very complicated problem. The choice certainly depends
on specific types and arrangements of the nanotubes as well as on the
process details. However, within the framework of the “cause and effect”
approach advocated here, we can reformulate the above question from
the “effect” end and apply it to the nanotubes grown through the cata-
lyst particle on top: which species created in the plasma bulk is most efficient
in terms of their arrival at the catalyst nanoparticle and most effective in terms
of creating carbon atoms (on the surface or bulk of the catalyst) that can incor-
porate into the growing graphene sheets in the fastest and most effective way?
In simple terms, which species should we deliver so that after a chain
of transformations on the surface or in the bulk of the catalyst nanopar-
ticle, the resultant carbon atoms will stack into the growing CNT walls
in the required order (e.g., number and density of walls for multi-walled
carbon nanotubes and chirality for single-walled nanotubes) and ensure
the highest possible growth rates of the nanostructures? It is prudent
to note that this statement also contains some deterministic flavor, espe-
cially concerning the desired order and the maximizing of the growth
rates.

In this example, if any of the above species can satisfy the above re-
quirements better than others, then one can arguably call this particular
species the best/most appropriate BU in the nanoassembly process con-
cerned. If, for example, the effective rates of the process that include
the delivery of carbon radicals CH2, their conversion into carbon atoms,
diffusion over the surface and/or through the bulk of the Ni catalyst
nanoparticle turn out to be larger (even better if much larger!) than for
other carbon-bearing species, then one should focus their attention on
this specific radical species and try to create it in larger amounts and
suppress generation of other species.

However, in several cases reactive dimers C2 should be used for the as-
sembly of carbon nanotubes [63]. We note that the chemical structure and
reactivity (usually characterized by the availability of dangling bonds
and energy barriers for specific interactions such as structural incorpo-
ration into a graphite sheet) of the C2 molecule are also quite suitable
for its insertion into graphite hexagonal lattice patterns which build the
nanotube walls [62]. This building unit may be particularly important for
the growth of open-ended (uncapped) nanotubes, which grow by attach-
ment of incoming species to the open end of a nanotube where dangling
bonds are available.
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Figure 2.6 Schematics of insertion of carbon molecules C2
into dimer rows on reconstructed surfaces of ultrananocrystalline
diamond (after [37]).

It is also relevant to stress that the carbon dimer also plays a promi-
nent role in the plasma-assisted synthesis of ultrananocrystalline dia-
mond [37]. Physically, C2 is an energetic and chemically active molecule
which can insert directly into carbon-carbon and carbon-hydrogen
bonds, often without any intermediaries, such as the reactive hydrogen
atoms frequently used for activation of dangling bonds on hydrocarbon-
based surfaces. For example, this mechanism is responsible for the self-
assembly of dimer rows of the reconstructured surfaces of ultrananocrys-
talline diamond shown in Figure 2.6 [37]. Presumably, the rates of incor-
poration of carbon dimers appear to be higher than those of atomic car-
bon [37]. Therefore, one can conclude that in this particular example car-
bon dimer C2 is the most effective building unit of ultrananocrystalline
diamond. Apparently, C2 represents a subclass of subnanometer-sized
molecular building units.

We now turn our attention to the next group of plasma-generated
building units (Figure 2.1); for convenience they will be termed “nano-
clusters” below. This group includes nanosized clusters, macromolecules
and nanofragments, which typically range in size from fractions of to
a few nanometers. We note that building units of this category usu-
ally participate in nanoassembly processes concurrently with other
species and often appear as a result of condensation and clustering of
atomic/molecular species or, alternatively, complex chains of polymer-
ization reactions in the ionized gas phase [58,69].

Interestingly, the size of nanocluster BUs strongly affects the structure
and properties of nanocluster-assembled solid films and nanoscale ob-
jects. For example, if carbon clusters are relatively small (d ca. 2–3 nm)
and contain only a few hundred C atoms, they appear to be ideal build-
ing units for epitaxial growth of crystalline carbon-based films. More-
over, if such clusters are negatively charged, one can synthesize dense
and smooth single-crystalline diamond [70,71].
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Electric charge on such nanoclusters enables them to recrystallize epi-
taxially on hot growth surfaces. Moreover, because of strong electro-
static repulsion, carbon nanoclusters do not agglomerate/coalesce while
landing and experience contact epitaxy upon landing individually, with-
out being greatly affected by other clusters. Another important reason
for the successful transformation of such small carbon nanoclusters into
nanocrystalline diamond is that small nano-sized objects melt at surface
temperatures significantly lower than the melting points of the corre-
sponding bulk materials. If the processes of full contact epitaxy upon
landing and rearrangement into sp3 networks could proceed instanta-
neously and with complete consumption of nanocluster BUs, one could
potentially grow very large single-crystalline diamonds.

On the other hand, if one targets amorphous graphite-like carbon films
with nanocluster/nanocrystalline inclusions, one should use relatively
large (typically containing more than 1000 atoms and featuring sizes in
the ca. 10 nm domain) carbon clusters [70,71]. Such clusters can be posi-
tively charged, which also makes it possible to avoid their agglomeration
before reaching the surface or in the process of nanofilm growth. When
larger nanoclusters are involved their contact epitaxy may be incomplete.

For example, if the surface temperature is not high enough to melt the
landing cluster completely, atoms from molten outer shells of the clus-
ter may epitaxially recrystallize on the growing surface, while the inner
core will be left intact. In this way, a nanofragment inclusion can be
formed within the growing matrix of the main film. Generally speaking,
deposition of relatively large clusters may result in the development of
the disordered structure in the films. In some cases, such disordered in-
clusions can actually be beneficial. For example, third-generation pho-
tovoltaic solar cells are based on amorphous silicon films with ultra-
small nanocrystalline/nanocluster inclusions. Some of these conclusions
have been confirmed by measurements of charged nanocluster mass and
size distributions in hot filament CVD reactors and hydrocarbon-oxygen
flames and computations within the framework of the charged cluster
theory (CCT) [72,73].

One would possibly ask what could happen if nanocluster building
units agglomerate before they land on the surface. This can happen, for
example, when the clusters are not electrically charged and gas pressures
are reasonably high and so allowing for strong collisions. If the surface
temperature is very high, one could expect relatively fast agglomerate
melting and recrystallization on the surface despite a large number of
small nanoclusters that compose it. In the range of moderate tempera-
tures, it is most likely that films with quite strong structural disorder will
be formed from partially molten nanocluster agglomerates. Finally, at
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low temperatures the films will feature an even higher degree of disor-
der and also a porous structure with relatively large voids.

These conclusions have been made assuming that the energy of the
nanoclusters upon landing is not sufficient for their structural disintegra-
tion into smaller fragments. This situation is quite common for neutral
gas-based approaches and implicitly assumes soft nanocluster deposi-
tion on the surface. As we will see from the following discussion, the
presence of electric charges on nanoclusters can make it easier to con-
trol their energy in a plasma. Even if nanoclusters are not electrically
charged, their polarization ability (polarizability) can make them ideal
building units that are capable of selectively attaching to elongated sil-
icon nanostructures such as silicon nanowires, carbon nanoneedles and
some others [49,50,74].

The arrangement of building units into nanoassemblies can pro-
ceed quite differently depending on the energetic preferences of the
nanoassemblies being created. For example, the same carbon atoms
can arrange themselves into a large number of structural networks at-
tributed to different allotropes. In bulk graphite, the sheets of hexagonal
patterns are flat, whereas in carbon nanotubes they are rolled, twisted
or bent. This makes structural and other properties of carbon nanotubes
very different from those of bulk graphite.

A striking example of how a specific arrangement of building units
can result in an exotic nanostructured organization of the matter, is a re-
cently discovered allotrope of carbon, the “carbon nanofoam” [75] with
unique ferromagnetic properties uncommon to carbon in general. The
carbon nanofoam, with its very unusual properties, is made of a web of
randomly interconnected carbon-atom clusters, with an average diam-
eter of 6–9 nanometers as shown in Figure 3 of Reference [4]. The new
material also features pronounced semiconducting properties. The unex-
pected magnetic properties can be attributed to the unusual nanostruc-
tural organization of carbon atoms in the clusters. Indeed, carbon atoms
in carbon nanofoam form heptagonal structures with an unpaired (and
thus not involved in chemical bonding) electron. This unpaired electron
has a magnetic moment which, in turn, may lead to the magnetism. It is
remarkable that this form of nanostructured carbon can only be formed
using carbon atoms as building units.

Let us now turn our attention to larger molecular building units which
may contain quite a large number of atoms. Higher silanes (macro-
molecules) and hydrogenated silicon clusters also can create a certain
degree of structural disorder in hydrogenated amorphous silicon films
and as such play a pivotal role in the plasma-assisted deposition of
nanostructured amorphous films for solar-cell applications [4]. Interest-
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ingly, concentration of higher silanes in silane-based discharges used for
PECVD of a-Si films determines the film deposition rates and directly
correlates with the microstructure and performance of the solar-cell ele-
ments [76]. Moreover, the amount of small (less than a few nm in size)
hydrogenated silicon clusters Six : Hy in silane-based plasmas is directly
related to the microstructure parameter, which is one of the indicators of
the device quality of hydrogenated amorphous silicon films [77].

We emphasize here that one of the major advantages of using larger
than atomic/molecular building units is the possibility to significantly
increase the film deposition rates. Indeed, such BUs carry a much larger
amount of matter than atoms. This is why cluster beam deposition has
recently been so popular in nanofabrication, materials synthesis and sur-
face modification [78]. In particular, using supersonic cluster beam de-
position [79], one can achieve quite high rates of deposition of nanostruc-
tured carbon films. However, one should always be careful not to exceed
a certain threshold for the nanocluster flux. This threshold can be calcu-
lated using the recrystallization upon landing arguments we used above
in the discussion of charged cluster deposition. If the incoming flux of
nanoclusters is too high, it is very easy to compromise some of the film
performance/structure specifications, critical in industrial applications.

As can be seen in Figure 2.1, larger clusters, nanocrystallites and com-
plex aggregates (which for the sake of simplicity are collectively termed
nanoparticles in this section) can be regarded as the third distinctive
group of building units that can be generated in a plasma. In many
applications, such nanoparticles can be intentionally grown in the ion-
ized gas phase and then incorporated in the growing film. For example,
silicon films grown with a significant contribution of nanoparticles com-
ing from the plasma have been found to exhibit improved transport and
stability properties, as well as a wider optical bandgap as compared to
nanoparticle-free a-Si:H [4]. A larger bandgap primarily arises as a result
of electron quantum confinemet effects in small nanocrystals (quantum
dots) embedded in amorphous matrix of hydrogenated silicon or related
materials such as SiC.

Structural incorporation of the plasma-grown nanoparticles (usually
a few nm in size) makes it possible to synthesize polymorphous silicon
(pm−Si:H) films, an unique form of nanostructured matter composed of
a relatively uniform amorphous matrix with ultrasmall nanocrystalline
inclusions [80]. It is noteworthy that recent results show that the perfor-
mance of PIN (p-type semiconductor – insulator – n-type semiconductor)
solar cells can be significantly improved through nanocrystalline (usu-
ally 1–2 nm) inclusions deposited with high rates using plasma enhanced
chemical vapor deposition in silane-based reactive gas mixtures [81–83].
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Figure 2.7 Changes in color of gold nanoparticles when their size
decreases (after [86]).

It is also interesting to note that charged clusters can be generated
in the gas phase of non-equilibrium low-temperature plasmas at much
lower pressures than are typically required in thermal non-plasma-based
processes. For example, in the chemical vapor deposition of diamond
and diamond-like films (DLC), gas-phase generation of charged clusters
requires supersaturated reactive gas feedstock, and, hence, higher work-
ing pressures, typically exceeding ca. 13 Pa (100 mTorr) [66]. In compar-
ison, numerous reports suggest that polymerization and clustering pro-
cesses can be quite efficient in plasma discharges at working gas pres-
sures as low as a few Pa [58,59].

Furthermore, single-crystalline nanoparticles in the gas phase of reac-
tive plasmas have been favorably considered as effective building units
in the fabrication of quantum information, molecular electronics, data
storage and light emitting devices [49, 50, 84, 85]. Some elements of
these devices, such as field emitting arrays of vertically aligned single-
crystalline carbon nanotips/nanoneedles, ordered AlxIn1-xN, Si1-xCxN
quantum dot structures, silicon-based nanowires, as well as a number
of other nanostructures can also be fabricated in such plasmas by using
smaller atomic/radical and nanocluster units [49,50].

In recent years there appeared a new class of unique materials with
very unusual properties, quite different from those of bulk materials
made of the same chemical element(s) or compounds. These materi-
als are built using nanoparticles and nanoclusters as primary building
units and exhibit a prominent dependence of their electronic, thermal,
mechanical, chemical and other properties on sizes and size distribu-
tions of the BUs. Indeed, it is commonly known that quantum size ef-
fects can strongly affect the arrangement of crystal lattices and electronic
spectra of building units with sizes in the 1–10 nm range. One of the
most remarkable manifestations of this effect is the changes in color gold
nanoparticles experience when their size decreases. These changes are
illustrated in Figure 2.7.
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As can be seen in Figure 2.7, gold particles change their color from the
yellowish color of conventional bulk gold to blue, purple and reddish
blue when their size is reduced to 30–500 nm [86]. With a further de-
crease in size down to 3 nm, the reddish blue color of gold nanoparticles
changes to orange and even red. Gold nanoparticles in this size range
are metallic. However, in the sub-1 nm range, gold nanoclusters are non-
metallic; their color is more likely to be light orange than dark orange
or red. The color fades as the size is further reduced. Indeed, atoms are
commonly treated as colorless.

It is relevant to mention here that small nanoparticles (e.g., nanoclus-
ters or nanocrystallites) feature quite different (strained) chemical struc-
tures compared to bulk materials, which has numerous implications
for nanocomposites and nanoelectronic systems assembled using such
nanoparticles as building units [87].

To end this section, we note that complex aggregates (Figure 2.1), usu-
ally appear as a result of agglomeration of smaller building units and
are very rarely used in plasma-aided nanofabrication. Moreover, for the
past couple of decades they have been widely considered as unwelcome
side-products. However, unique properties of low-temperature plasmas
enable one to charge (usually negatively) gas phase-borne nanoparti-
cles, confine them in electrostatic potential wells above the substrate and
use this unique opportunity to deposit conformal coatings or functional
monolayers on nanoparticle surfaces. Moreover, other means of post-
processing, such as etching or plasma-mediated annealing also become
very effective because of the longer residence times of the nanoparticles
in the plasma. For example [4], decomposition of reactive precursor ATI
(Al(i − OC3H7)3) in Ar-based RF plasmas has been used to deposit thin
alumina films on fine particles of barium magnesium aluminate used as
high-brightness phosphors in tri-color fluorescent lamps [88].

Having discussed the major basic possibilities in terms of possible
building units that can be generated in the plasma, we now turn our
attention to examining what effects one could expect from the plasma
sheath – a unique near-surface area of uncompensated space charge oth-
erwise non-existent in any neutral gas-based process. Moreover, we will
try to elucidate how exactly the plasma sheath can affect transport of
building units generated in the plasma bulk and their interaction with
nanostructured surfaces.



2.5 Effect of the Plasma Sheath 81

2.5
Effect of the Plasma Sheath

As mentioned in the original publication [4], the plasma sheath plays
an important role during the surface activation and building unit trans-
port stages. Let us now clarify this statement and discuss possible effects
of the plasma sheath on building units, their motion in the near-surface
area and eventually deposition on the solid surface where nanostructures
are assembled. The most basic effect comes about owing to the pres-
ence of uncompensated space charge (in the plasma sheath the number
density of ions is higher than that of the electrons) and associated elec-
tric fields. The surface potential is lower than in the plasma bulk; the
resulting electric field accelerates positively charged species (e.g., posi-
tive ions/cations) towards the solid surface and slows down the motion
of negatively charged species (e.g., electrons and negative ions/anions).
First of all, such a polarity of the near-substrate electric field strongly
enhances surface fluxes of positively charged building units, otherwise
quite weak in thermal CVD systems. Meanwhile, negatively charged
species can be suspended by the sheath potentials and reside in the
plasma discharge longer than neutral and positively charged species.
This creates a unique opportunity for extended interaction with other
plasma species and electromagnetic fields. For example, some of the
long-term resident species can trigger and effectively mediate cluster-
ing, nucleation and polymerization processes in a plasma [57,69]. Under
certain conditions this results in a pronounced generation of dust partic-
ulates.

It is very important to stress that in a plasma, almost any building or
working units move quite differently from a neutral gas environment
under similar conditions such as gas composition and working pressure.
First of all, the presence of an ionized gas component brings about a very
different collisional environment for all species, ranging from neutral
atoms to relatively large nanocrystals. In the simplest example, let us
consider a gas with only one neutral species. It is very common that un-
der plasma conditions the rates of collisions of neutral atoms/molecules
of such a gas with each other (the dominant collision process in a neutral
gas) can be much less than the rates of electron-neutral and ion-neutral
collisions.

Energetic electrons and ions can affect the momentum of neutral
species. In this case even the interaction of the neutral species with the
surface will be quite different. Electron-neutral and ion-neutral collisions
also affect energetic states of the atoms/molecules and can lead to their
ionization and/or dissociation. For example, if we need any particular
radical (say, CH3) to be transported to the deposition surface, in a plasma
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it will: (i) experience quite different collisions due to the presence of the
ionized gas component; and (ii) may become ionized and, therefore, will
be transported to the surface much faster because of the action of the
electric force in the near-surface area.

In the simplest terms of newtonian mechanics, we can say that the
forces acting on building units in a plasma are quite different from the
neutral gas case. This difference depends on the nature, size and charge
of the BU concerned and can be even more pronounced for larger (meso-
scopic) species. For example, directed ion fluxes can drag nanoparticles
towards the surface; this (frictional by virtue) force is very common in
the physics of complex (dusty) plasma as an ion drag force.

Whichever forces come into play and dominate, depends on the size
of building units and the prevailing experimental conditions. As we
have discussed above, motion of BUs in the sub-nanometer range (atoms,
molecules, radicals), can be substantially impeded as a result of collisions
with other (usually mostly neutral in weakly ionized plasmas) species in
the plasma sheath. The impulse associated with such collisions can di-
vert the species from their straight paths towards the deposition surface
leading to chaotic and oblique deposition, after a number of collisions.
This effect is particularly important for collisional sheaths, when

λs > λmfp,

where λs and λmfp are the sheath width and mean free path of the BUs
concerned in collisions with other plasma species, respectively. In other
words, the above condition means that once a particle enters the plasma
sheath, it is most likely that it will experience a collision and its deposi-
tion on the surface will be strongly affected by the collision(s).

It is imperative to stress that for charged species the rates of collisions
as they cross the sheath area can be quite different than for the neutral
particles. For positive ions this may mean that because of their electric
field-controlled directional velocity (which is in most cases larger than
their thermal velocity) towards the substrate, the rates of their collisions
with background neutral gas can be even lower. Therefore, collisions
within the sheath can be very important for neutrals yet insignificant for
ions. In this case we have λn

s > λn
mfp for the neutrals and λi

s < λi
mfp for

the ions.
Therefore, in collisionless sheaths (λs � λmfp), the BUs are unaffected

by collisions and move (more or less) in the same way as they entered
the sheath. For example, if a neutral radical entered the sheath at an
angle of 45◦, it will continue its motion until it hits the surface with the
same angle of incidence. On the other hand, a cation (positively charged
BU) normally incident on the plasma sheath, will accelerate and move
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smoothly along the electric field lines directed normally to the surface.
The latter case is most common in low-pressure PECVD reactors used
for plasma-assisted nanofabrication.

This electric field-controlled motion of ions (certainly together with
charge-related effects on the surface) appears to be a factor in the growth
of nanotubes and related high-aspect-ratio nanostructures. Indeed, such
nanostructures are aligned along the direction of the near-substrate elec-
tric field. Therefore, in plasma-assisted processes, the alignment is per-
fectly normal to the substrate [89, 90] since the electric field associated
with the plasma sheath is usually perpendicular to the surface. We will
discuss these issues in the section related to ion-focusing nanostructures
in Chapter 7.

However, the effect of the degree of collisionality of the plasma sheath
on the properties of the plasma-grown nanostructures and nanoassem-
blies still needs further study [4]. From practical considerations, colli-
sionless sheaths remain most attractive from the point of view of trans-
porting BUs from the plasma bulk to the surface. This is because neutral
BUs (e.g., carbon dimer C2), which are unaffected by the sheath electric
field, can be transported through such a sheath without any significant
change in their energetic state, the energetic state which was acquired in
the plasma bulk through intense collisions with other neutral and ion-
ized species. Indeed, the electron-depleted plasma sheaths effecively ex-
clude electrons from electron-impact excitation and ionization of neu-
tral building units. Furthermore, collisions which involve heavy parti-
cles (atoms, ions, molecules) are rather inefficient in collisionless sheaths
when λs � λmfp.

Therefore, the energetic state, and hence, reactivity of neutrals can in-
deed be controlled by adjusting the rates of collisions in the plasma bulk;
these are not expected to change within the collisionless plasma sheath.
Here we reiterate that sufficient reactivity of the building units is essen-
tial for their insertion into nanoassemblies or reconstructed surfaces of
bulk materials. From the practical perspective, the easiest way to control
collision rates is to vary the pressure and composition of the working gas
mixture.

In addition to the electric force, larger (>1 nm) building units are sub-
ject to some other forces, such as the ion and neutral drag forces, ther-
mophoretic force and gravity [28]. Some of these forces (e.g., neutral
drag and gravity) exist even without a plasma, while the ion drag force
cannot exist without a plasma environment. The thermophoretic force is
determined by temperature gradients, which appear to be quite different
in a plasma because of intense ion bombardment of the surface.
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What is even more important is that the above forces that act on meso-
scopic BUs vary in scale according to the particle size. Physically, this
creates a unique possibility of manipulating such building units by ad-
justing the force balance on them. This possibility will be considered
in more detail in Chapter 5. It is noteworthy that the force of gravity
is usually weak for those nanometer-sized particles that are suitable for
meaningful nanofabrication purposes.

Electric charges on such particles open yet another possibility of ma-
nipulating them in the vicinity of deposition surfaces. On the other hand,
this introduces another level of complexity associated with the charge
and electrostatic potential of the surface itself. These features are pri-
marily determined by several factors such as conductivity of the sur-
face material, surface morphology, as well as whether the electric cur-
rent flows through the surface or not. For example, if the surface ma-
terial is conducting but the substrate is floating (disconnected from the
external circuit), the charge on the surface will in most cases be negative.
This is because of a much higher mobility of the plasma electrons which
quickly deposit on the surface and set up a negative potential which in
turn repels and slows down the electrons and attracts and accelerates
positive ions so that the total current through the floating substrate is
zero. Therefore, negatively charged building units (such as reasonably
large nanoparticles in low-temperature plasma discharges) will be re-
pelled by the negative substrate potentials. However, under certain con-
ditions (when the electrostatic force cannot stop the particles with a large
momentum) they can overcome repulsive potential barriers and still de-
posit on the solid surface.

After the nanoparticle BU lands on the surface then the whole range
of other physical phenomena comes into play. There are many differ-
ent possibilities of their interaction with the surface. For example, de-
pending on the energy of the particles upon landing, they can either de-
posit without any significant structural transformation (soft landing with
a very small or no shape change) or change their properties and structure
after the interaction with the surface. In the extreme case of a nanoparti-
cle deposition with high energy, a complete structural disintegration can
take place. There is also a further plethora of different possibilities de-
pending on types of interacting materials, their physical state, the pres-
ence of electric charges on the surfaces of the substrate and nanoparticles
being deposited and several other important factors. These and several
other possibilities are considered in more details in Sections 5.2 and 5.3
of this monograph.

Therefore, electric fields within the plasma sheath and especially in
the vicinity of any microscopic textures on the deposition surface can be
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used to control the fluxes and energies of the charged BUs impinging on
the surface. In some applications it is necessary to deliver large building
units such as nanoclusters of a relatively large number of atoms or small
nanocrystals intact, without any significant disintegration into smaller
nano- and sub-nanofragments. This requirement can also be crucial in
processes where some radicals or functional groups need to be attached,
or, at least delivered, to the surface “as is”. If the charge of such nan-
ocluster/nanocrystal or radical/functional group BUs is different (e.g.,
positive) from the surface charge, the electric field can significantly en-
hance their fluxes onto the deposition surface and, therefore, increase the
deposition rates.

However, the electric field should not be too strong so as to avoid un-
desired effects such as the above mentioned structural damage/disinte-
gration of the BUs as well as any changes that might affect the ability
of the surface to host the incoming building units. For example, surface
sites suitably prepared to host the incoming particles should not be dam-
aged. These factors include available dangling bonds, chemical potential
of the surface, distribution of stress, strained sites, defects, dislocations
and several others.

Let us now consider this issue in a bit more detail using an example of
cluster beam deposition, a versatile tool for nanoscale science and tech-
nology, which is currently widely used for a variety of purposes [78,79].
These, and related deposition techniques are extremely sensitive to the
landing energy and orientation of the clusters [65,91].

In the example considered by Frantz and Nordlund [91], if a cluster is
small enough (e.g., has a size of a few nanometers), the substrate surface
is hot enough (e.g., 600–1000 ◦C), lattice mismatch between the cluster
and the substrate is small and the cluster is incident normally to the sur-
face with a low energy (e.g., fractions of eV to a few eV), epitaxial recrys-
tallization of the cluster atoms in the substrate lattice is likely, with the
initial stage shown in Figure 2.8(a). In this case the lattice of the cluster
can ideally fit into the substrate lattice and rearrange through vacancy
migration along the cluster-substrate interface [91].

However, clusters with larger size, higher energy and oblique inci-
dence, have less chance for epitaxial recrystallization and usually only
partially burrow into the substrate. As a result, distinct grain boundaries
within the substrate material and island-like structures on the surface are
formed. This situation is sketched in Figure 2.8(b). In this case, the re-
arrangement proceeds through disordered motions of atoms along the
cluster-substrate interface [91]. Furthermore, very small clusters (1–2 nm
in size), with no fixed crystalline orientation and featuring lower melting
points, compared to bulk materials, are able to adopt the crystal struc-
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Figure 2.8 Schematics of initial stages of epitaxial recrystalliza-
tion (a) and burrowing (b) of a nanocluster deposited on a solid
surface. The latter case is usually accompanied by formation
of well-resolved grain boundaries.

ture of the substrate or film already deposited. Hence, perfectly crys-
talline films can be grown by a relatively rapid epitaxial recrystalliza-
tion of small nanoclusters [65]. On the other hand, larger clusters and
nanocrystallites tend to retain their ordered structure upon deposition;
this eventually leads to the formation of nanostructured films with well-
defined grain boundaries [4].

Therefore, the electric field in the plasma sheath turns out to be an ad-
ditional powerful tool in helping control the energy and incidence angle
of various building and working units. These landing parameters are
extremely important in the process of interaction of a range of plasma-
generated BUs with arrays of various nanostructures considered else-
where in this monograph. For example, normal incidence is certainly
the best option for plasma immersion treatment of nanostructured sur-
faces, for example, via ion implantation/subplantation. As we have seen
above, landing normally to the surface also improves the chance of di-
rect contact epitaxy of plasma-generated nanoclusters. However, there
are situations when a glancing angle incidence is preferred. For exam-
ple, if an as-deposited adatom needs to move quite a significant distance
along the surface (e.g., of a high aspect ratio nanotube) before incorporat-
ing into the nanostructure being assembled, an additional momentum in
the required direction of motion (e.g., towards the catalyst particle) can
be an advantage. A parallel component of the BU’s velocity conserved in
the process of oblique incidence provides this momentum.

We should stress, however, that when selecting the process parameters
one should be very careful in choosing the appropriate potential drop
across the plasma sheath (this can be done by varying the bias voltage or
plasma parameters such as the plasma density or the electron tempera-
ture). Indeed, excessive voltage drops across the plasma sheath can be
detrimental to the integrity of charged nanocluster building units. For
example, nitrogen clusters break up upon landing on graphite surfaces
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Figure 2.9 Structural disintegration of a nanocluster upon land-
ing with an excessive energy. Newly formed nano- and sub-
nanometer fragments can be used as secondary building units
which under certain conditions re-deposit onto the surface and
form nanofilms or nanostructures.

if the potential difference between the surface and the plasma bulk is of
the order of 25 V, which is the estimated nanocluster cohesive energy
E cohes

nc [92]. If the energy of the nanocluster Enc upon landing is slightly
higher than E cohes

nc , smaller fragments released as a result of this collision
will spread about the surface and eventually form unwanted amorphous
deposits. On the other hand, if Enc is well above the cluster breakdown
threshold, most of the deposition material carried by the clusters will go
back to the gas phase, with a small fraction embedded as defects in the
crystalline structure of the substrate. This situation is sketched in Fig-
ure 2.9.

Thus, in nanofabrication processes which rely heavily on charged nan-
oclusters, one should very carefully adjust the potential distribution
across the sheath (and hence, the sheath width) to avoid any undesired
nanocluster disintegration and surface damage. On the other hand, the
sheath width can be related to the specific parameters of the plasma and
the bias. For example, if τb � τi, where τb is the duration of the applied
bias pulse and τi is the ion motion timescale, the sheath width

λs = (
√

2/3)λD(2eV0/Te)3/4 (2.1)

and potential profiles φ(x) near the substrate (located at x = −λs)

φ(x) = −
(

3
2

)4/3 (
J0

ε0

)2/3 (
2e
mi

)−1/3

x4/3 (2.2)
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can be adjusted to achieve the required energy and flux of the building
units upon deposition on the surface [68]. Here

λD =

√
ε0kBTe

nee2

is the Debye length, V0 is the bias potential, Te is the electron tempera-
ture, mi is the ion mass, ε0 is the permittivity of free space, kB is Boltz-
mann’s constant and

J0 = eniSVB

is the ion current entering the sheath, where niS and VB = (Te/mi)1/2

(Bohm velocity) are the ion number density and velocity at the sheath
edge, respectively. Equations (2.1) and (2.2) are, strictly speaking, ap-
plicable to the case when the bias applied to the deposition surface is
not very large. In other cases, specific expressions for the sheath width
and potential distribution can be quite different. For a variety of options
the reader should refer to the reference materials on principles of plasma
discharges and materials processing [68] and plasma immersion ion im-
plantation and deposition [12]. It is also important to emphasize that no
matter what the specific case is, the electric potential of the plasma bulk
is always higher than that of the plasma-exposed surface.

Evaluating possible effects of the plasma environment on nanoassem-
bly processes, one should always keep in mind that (sometimes quite
significant) potential differences across the plasma sheath lead to intense
fluxes of energetic ions onto the substrates. Physically, the most impor-
tant ion-related effects are the major contribution ion fluxes make to:

• deposition of the required material onto the surface;

• physical sputtering of the surface material via direct ion bombard-
ment;

• ion-assisted reactive chemical etching of the surfaces being pro-
cessed;

• activation and passivation of surface bonds;

• surface modification as a result of the penetration of energetic ions
through several atomic layers of the surface material, which is com-
monly referred to as ion implantation;

• additional surface heating as a result of direct and localized transfer
of ion energy upon impact;
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• extra heating of the feedstock gas via intense ion-neutral collisions;

• creation of radical, molecular and atomic species directly on depo-
sition surfaces;

• charge transfer to the surface and neutralization of any existing
negative charge;

• various polarization-related effects.

In fact, these interactions can make a drastic difference in the nanoas-
sembly process. For example, direct heating of deposition substrates by
ion fluxes and hot gas in the reactor can be used to maintain the required
surface temperature, which can even make external substrate heating un-
necessary. In the case of PECVD of the nanocone-like carbon nanostruc-
tures, temperatures of nickel-catalyzed silicon surfaces strongly depend
on the power that sustains the plasma discharge and under certain con-
ditions can reach 300–350 ◦C and even higher [55, 93–95]. Under such
conditions, a range of carbon-based nanostructures has been grown un-
der no-external heating conditions.

Plasma-related temperature effects can be even more delicate and
amazing. For example, low-temperature plasmas can be used to disso-
ciate molecular oxygen into oxygen atoms, which in turn combine with
metal atoms to form oxide pyramidal and nanowire-like structures [96].
However, the most amazing aspect in this process is that the plasma
conditions can control the surface temperature so delicately to be able
to catch the moment of localized melting of metal foils, when intricate
nanostructures can develop via one of the variants of the vapor-liquid-
solid growth scenario. More details will be discussed in Section 8.3 of
this monograph.

Among the list of possible contributions of ion fluxes to the nanoas-
sembly there is one which is seemingly not directly related to surface
processes, namely the extra heating of feedstock gas. This was included
intentionally, to spark the reader’s curiosity and also illustrate the not-
so-obvious link between the processes in the ionized gas phase and on
solid surfaces. Let us now consider one of the processes which benefits
from a reasonably hot gas environment of plasma-based processes.

Plasma-grown nanoparticles often require significant post-processing
before they can be used as viable building blocks in nanoscale applica-
tions. A common experimental observation is that such nanoparticles are
amorphous and do not posses regular shape. In this case, plasma-related
effects can be used to simultaneously confine and anneal such particles.
More specifically, negative electric charges which these particles usually
acquire in low-temperature plasmas, prevent them from falling out onto



90 2 What Makes Low-Temperature Plasmas a Versatile Nanotool?

the surface, which is also in many cases charged negatively. Once con-
fined (levitated) in near-substrate areas of low-temperature plasmas, the
nanoparticles can be subjected to in situ “annealing” by hot ambient gas
and ion fluxes. If the energy transfer in the interactions of the nanopar-
ticles with the neutral and ionic species is effective enough, nanoparticle
sintering and eventual spheroidization can take place. This effect is most
pronounced in thermal plasmas where gas feedstock temperatures can
reach a few thousand degrees and higher [5].

The fundamental mechanism involved in this nanoparticle transfor-
mation may be related to the plasma-enhanced surface self-diffusion of
atoms [58]. In this way, originally unsuitable for nanodevice integration
or nanofilm incorporation, individual nanoparticles can be refined and
otherwise post-processed via temperature-related effects, physical sput-
tering, chemical etching and so on, to become viable building blocks in
targeted nanoscale applications [97].

Another interesting plasma-related effect is due to the presence of the
electric field in the vicinity of nanostructured surfaces. This electric field
can substantially change the growth of nanostructures made of polariz-
able materials. Thus, if the building units being deposited have a dipole
moment, their behavior in a neutral and ionized gas can be completely
different. To mentally visualize this difference, let us imagine dipole BUs
as “dumbells” made of two oppositely charged atoms linked together;
the direction of the dipole moment of this molecule is from the nega-
tive to the positive charge. If the deposition is carried out in a neutral
gas, the orientation of the dipole moments of different dipoles is ran-
dom; thus, the building units stack into the growing structure also quite
randomly. On the other hand, the dipoles tend to turn to line themselves
up along the direction of the electric field E of the plasma sheath, which
is perpendicular to the solid surface. Therefore, dipole building units
tend to align their dipole moments in a direction normal to the substrate.
Furthermore, since the electric field in the plasma sheath always points
to the substrate, the positively charged atom will face the surface and
encounter the interaction faster than its negatively charged counterpart.
This perfectly aligned insertion of dipole building units will eventually
create a unique atomic architecture of the reconstructed surface exposed
to a plasma. Thus, the insertion of radical and molecular building units
with dipole moments into nanoassemblies can indeed be quite different
in plasma-aided processes.

The next example is related to the role of the plasma in the preparation
of solid surfaces for the deposition of building units with different polar-
izability and ability to interact with the surface. Using the example given
in the original report [98] and referring to Figure 2.10, let us consider
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Figure 2.10 Reaction kinetics of SiH3 (pyramidal structure, top
panel) and CH3 (planar structure, bottom panel) radicals with
a-Si:H and a-C:H surfaces, respectively. SiH3 is strongly ph-
ysisorbed by the dipole interaction, whereas chemisorption of
CH3 is controlled by the creation of dangling bonds on the surface
by either reactive hydrogen atoms or by ion bombardment [98].

the surface reaction kinetics of SiH3 and CH3 building units in the low-
temperature plasma-assisted deposition of hydrogenated amorphous sil-
icon (a-Si:H) and carbon (a-C:H) films. As was mentioned earlier [4],
the difference in the specific atomic arrangement (which in turn causes
quite different polarization response) turns out to be the main cause of re-
markably different surface interactions of SiH3 and CH3 radicals with the
growth surfaces. From Figure 2.10 one can see that a SiH3 molecule has
a pyramidal structure and a permanent dipole moment, whereas CH3 is
planar and has no dipole moment. In a sense, the dipole moment is a
factor which substantially adds to the reactivity of SiH3 radicals in their
interaction with the amorphous silicon surface. In fact, the dipole inter-
action facilitates hydrogen abstraction from the growing a-Si:H surface.
As a result, dangling bonds on the growth surface can be activated as
shown in the upper panel in Figure 2.10. Therefore, the as-vacated dan-
gling bond can be instantly occupied by another incoming SiH3 radical.
In this case, the film growth is supported by a vacancy migration along
the plasma-silicon interface and is quite similar to the one involved in
epitaxial recrystallization of small nanoclusters discussed above.

The mechanism of interaction of CH3 radicals with the surface turns
out to be quite different, as sketched in the bottom panel in Figure 2.10.
To explain this very different radical-surface interaction, we note that
methyl radicals exibit a planar structure (all four atoms lie in the same
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plane) and also do not have any dipole moment. Therefore, their inter-
action with a-C:H surfaces cannot be effective if not facilitated by other
species, which we term working units in this monograph. In this case the
required dangling bonds can be created via direct ion bombardment or
chemical interaction of reactive hydrogen atoms generated in the plasma
bulk (Figure 2.10 (top panel)). To facilitate this process, a heavy dilution
of hydrocarbon gas feedstock in argon and/or hydrogen is commonly
used.

In this case, it is worth selecting the plasma discharge parameters
when the efficiency of atomic hydrogen production and ion bombard-
ment (e.g., by atoms of an inert gas) are at their highest. In this case the
ion bombardment should be mild; the energy of impinging ions should
exceed (but not to be much larger than) the hydrogen abstraction energy,
which is approximately 0.34–0.4 eV for hydrogenated amorphous carbon
and silicon materials [99]. Indeed, if the ion energy is too high, ion bom-
bardment can cause significant damage to the growth surface, including
its nanostructured textures. In this example, we can see that the ability
to activate the deposition surface using a variety of working units (e.g.,
atomic hydrogen or ions of an inert gas) is one of the unique features of
low-temperature plasmas and is not common to thermal chemical vapor
deposition and other synthesis routes. Other examples of possible roles
of the plasma environment and specific species (working units) in the
preparation of solids for nanoscale synthesis are highlighted throughout
this monograph.

As we have seen from the above discussion, low-temperature plasmas
and, in particular, near-substrate sheath areas allow numerous unique
and fascinating features in the fabrication of nanofilms and nanostruc-
tures not available in neutral gas processes. We now discuss yet another
interesting feature of low-temperature plasmas related to the possibil-
ity of direct stacking of building units into nanoassemblies being grown
without the requirement for intermediate deposition on the solid surface.
Here it needs to be emphasized that most of basic concepts for fabricat-
ing various nanostructures and thin films require the building units to
stack into the film or the structure only at the required sites (e.g., attach
to an activated dangling bond or adsorb to a specified facet of a crys-
tal). Moreover, if the BUs attach inappropriately, they have to be able to
migrate into place, and if possible, along the optimum path.

One immediately notices that the above two requirements pose strict
constraints on the process, simultaneously demanding strong and weak
binding between the precursor species and the growth surface. Amaz-
ingly, by transporting the required building units through the plasma
directly to the nanoassembly, one can substantially diminish the impor-
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Figure 2.11 Representative distribution of ion current density
over a nanostructured surface in the Ar + H2 + CH4 plasma-
assisted nanofabrication of ordered carbon nanotip microemitter
arrays [4,51,52,100].

tance of the “move into place” (over the surface) factor. This is particu-
larly important for charged nanocluster and radical building units which
can be driven and focused towards the target sites by the sheath electric
fields.

For example, in the deposition of high-aspect-ratio nano-objects such
as nanoneedles, nanotips, nanopyramids, or vertically aligned carbon
nanotubes, the electric field lines converge towards the sharp ends of
these nanoassemblies. Moreover, microscopic ion fluxes focused by elec-
tric fields of sharp high-aspect-ratio nanostructures facilitate deposition
and stacking of the building units in selected areas on their lateral sur-
faces. Moreover, by varying the plasma process conditions, one can ef-
fectively steer microscopic ion fluxes over the nanostructure surfaces and
even concentrate them wherever more building units are needed, for ex-
ample, near the nanostructure tips or bases. A variety of examples will
be considered in detail in Chapters 5 and 7. A representative example
of the distribution of the ion current density over the nanostructured
surface in the PECVD of ordered arrays of carbon nanotip structures
in Ar + H2 + CH4 plasmas, computed via a hybrid fluid/Monte Carlo
simulation is shown in Figure 2.11, which is representative to numerical
simulations by Levchenko et al. [4,51,52,100].

Thus, in plasma-based systems one can effectively remove the re-
quirement of weak binding to the substrate and focus on the enhance-
ment of binding of the BUs to the nanoassembly upon landing [4]. One
notices that various weakly adhesive buffer layers are frequently used
in nanoscale synthesis processes to speed up the surface diffusion and
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therefore enhance coalescence of adatoms into three-dimensional nan-
oclusters [6, 62]. As was mentioned elsewhere [4], the plasma also
acts as a buffer layer, where nanocluster building units can coalesce,
be electrostatically charged and, moreover, be transported directly to
the nanoassembly site in a weakly collisional environment. In this re-
gard, electrostatic charge prevents the plasma-grown nanocluster build-
ing units from further coalescence in the gas phase or on the surface,
which is ideal for fabrication of high-quality dense films and nanostruc-
tures [65].

A further interesting point is that maintaining building units charged
in nanocluster-based deposition processes usually prevents their unde-
sired coagulation/agglomeration in the gas phase. This is particularly
important for the synthesis of perfectly crystalline films by using nano-
sized building units [4]. In this case, in addition to “intrinsic” charges
owing to specific chemical and electronic structures of the nanoclus-
ters/nanocrystals [101], continuous microscopic currents of the plasma
electrons and ions (which are usually negligible in thermal chemical va-
por deposition) also contribute to the charging process [28]. More specif-
ically, surfaces of large enough nanoclusters/nanoparticles acquire the
electric charge, which is just sufficient to balance microscopic electron
and ion current so that the net current on such particles is zero. This
negative charge slows down the electrons and accelerates the ions giving
rise to the floating surface potential in a way similar to any mesoscopic
bodies immersed in a plasma and not connected to any external circuit
(e.g., not grounded).

When the clusters approach very close to the surface (distances of the
order of ac, where ac is the nanocluster size), the further deposition pro-
cess depends on the charging state of the surface and, moreover, relative
conductivity of the gas phase and the surface [4]. Different (but certainly
not all) possibilities of interaction of charged nanoclusters with solid sur-
faces in neutral and ionized gas-based chemical vapor deposition are
summarized in Figure 2.12.

As mentioned by Hwang et al. [65], in thermal CVD systems, charged
nanoclusters deposit differently on conducting and insulating substrates.
This often leads to selective deposition of the nanoclusters, especially
when the gas phase is not conducting. This different behavior can be
explained by quite different charge transfer rates (CTRs) of insulating
and conducting surfaces. If a cluster approaches a conducting surface,
the cluster’s charge is easily dissipated during the deposition and the
surface remains charge neutral. On the other hand, dielectric surfaces
poorly dissipate the charge and remain charged. In this case, nanoclus-
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Figure 2.12 Various options to control interaction of charged
nanoclusters with deposition surfaces in thermal and plasma-
enhanced CVD.

ters charged similarly (same sign of the charge) to the solid surface may
experience substantial difficulties during the deposition.

However, if the clusters are large enough, strong (short-range) polar-
ization effects can diminish the (long-range) Coulomb repulsion and en-
able the deposition. Thus, smaller nanoclusters experience more difficul-
ties in landing on insulating surfaces and are ideal to increase the selec-
tivity of deposition. Interestingly, in neutral gas-based fabrication using
substrates with high charge transfer rates, one can expect porous, skele-
tal, cauliflower and so on, structures. These voided structures usually
develop as a result of coalescence of neutral clusters on the surface. On
the other hand, in cases when the CTRs are low and small nanocluster
BUs are used, perfect and highly compact three-dimensional assemblies,
and eventually, dense nanofilms, can be synthesized.

On the other hand, in the plasma-enhanced CVD, the ionized gas
phase is highly conductive and is favorable for efficient cluster charge
dissipation upon contacting either insulating or conducting surfaces [4].
Moreover, as has been mentioned above, the substrates are usually
charged negatively at the initial stage of deposition and remain nega-
tively charged if the charge dissipation (e.g., in conducting substrates)
is efficient. This favors the deposition of positively charged nanoclus-
ters and small nanocrystallites. However, when an insulating material is
deposited via PECVD, the charge is predominantly dissipated through
the ionized gas phase. Therefore, low-temperature plasmas appear to be
equally suitable for deposition on insulating and conducting substrates.
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However, it is generally believed that is it quite challenging, if at all
possible, to realize selective nanocluster deposition on insulating and
conducting substrates in a plasma environment [102].

Nonetheless, as discussed above, plasma has additional effective con-
trols that may enable selective deposition of various building units onto
specific substrate areas. Indeed, surface areas with different surface
morphology may feature quite different topology of microscopic elec-
tric fields [51, 52]. These electric fields are very non-uniform over spa-
tial scales comparable with the sizes of individual nanostructures, which
makes precise and selective deposition of a variety of building units pos-
sible. The non-uniformities exist even in the absence of any external sub-
strate bias. Apparently, this electric field-related feature is not available
in thermal CVD systems without any external substrate bias.

It is interesting to note that in some cases one can synthesize high-
quality closely packed assemblies in the plasma, despite very high
charge transfer rates in the ionized gas phase and without relying much
on the effect of microscopic electric fields mentioned above. Let us con-
sider two important factors that can shed some light on the issue [4].
First, the importance of reactive radical species in the plasma is much
higher than in thermal CVD. Second, if the nanocluster deposition is the
main process leading to nanoassembly, it is likely that while “burrow-
ing” into the substrate material exposed to the plasma, the nanoluster
BUs dissipate their original charge acquired in the gas phase and adopt
the (usually negative) equilibrium charge of the local area at the sub-
strate. Thus, such clusters remain charged when coming into contact
with the substrate, which prevents them from coalescing on the surface,
which would happen in thermal CVD systems which use substrates with
high charge transfer rates.

Therefore, it may be quite advantageous to use PECVD to synthe-
size high-quality films on conducting substrates. Furthermore, it was
stressed [4] that the benefits of selective deposition in thermal CVD sys-
tems are not so obvious because of larger (compared to plasma-based
systems) numbers of neutral clusters which tend to agglomerate in the
gas phase; the latter process eventually leads to various voided struc-
tures including porous skeletal or cauliflower morphologies.

It would be a remiss not to mention the highly unusual ability of low-
temperature plasmas to support ordered assemblies of certain build-
ing units in the gas phase via long-range electrostatic interactions. For
example, plasma-grown or externally dispensed negatively charged
grains (typically in the sub-µm and µm size range) suspended in the
near-sheath areas, frequently form ordered lattices commonly termed
Coulomb (or dust) crystals [103,104].
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Such stable arrangements of the BUs can, in principle, be used for fab-
rication of ordered arrays of fine particles on the surface or epitaxial re-
crystallization on pre-patterned substrates. However, in the latter case
the pattern size should match the lattice constant of the Coulomb crystal
being deposited.

The idea of depositing, for example, a two-dimensional Coulomb crys-
tal onto the surface and preserving the original gas-phase order sounds
fascinating and can lead to this highly-unusual method of creating or-
dered arrays of nanoparticles on solid surfaces. However, it is extremely
difficult to deposit such ordered structures during the discharge run be-
cause of strong electrostatic repulsion from the similarly charged surface.
In some cases, individual nanoparticles can overcome this barrier and
land on the surface. However, a number of conditions have to be met
before such deposition can occur [105]. These conditions are extremely
difficult to meet for all solid grains that make the Coulomb crystal.

An alternative, deposition of such ordered structures in a discharge
afterglow, also turns out to be quite difficult. The reason is that the main
causes of the existence of this ordered structure in the plasma are related
to the electric fields, charges and ion fluxes, which all disappear quite
rapidly when the plasma discharge is turned off. It was experimentally
observed that ordered two-dimensional structures disperse quite rapidly
in the discharge afterglow [106]. Therefore, these fascinating theoretical
options still await their experimental realization.

To conclude this section, we reiterate that one can achieve reasonably
high deposition rates (of the order of a few nm/s) in PECVD of various
nanoassemblies. Moreover, the deposition rates can be further enhanced
by controlling near-substrate electric fields and using positively charged
radical, nanocluster, or small nanoparticle BUs. Interestingly, in typi-
cal neutral gas-based CVD systems reasonably high growth rates can-
not usually be achieved using atomic/molecular species. The required
film growth rates can nevertheless be achieved using charged nanoclus-
ters [65].

2.6
How Plasmas Affect Elementary Surface Processes

As we have seen from the arguments laid out in the previous sections,
a low-temperature plasma can indeed be considered as a very relevant
and powerful tool for the synthesis and processing of various materi-
als at nanoscales. Indeed, this nanofabrication environment features all
the required attributes: suitable building units can be created, processed,
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transported and stacked into the nanostructures and nanofilms being cre-
ated.

However, so far we have not attempted to address one of the major is-
sues raised in the introductory section of this monograph, namely, deter-
ministic synthesis of nanoassemblies with the required size, structure and
other essential properties. Indeed, in the above, we have considered sev-
eral critical issues related to creation, processing and delivery of building
units to the solid surface where the remaining part of the nanoassembly
process is expected to happen. We have also discussed different scenar-
ios for the initial interactions of those building units depositing from the
plasma. In the case of small (atomic, molecular and radical) BUs, these
scenarios include stacking into appropriate surface sites by terminating
available dangling bonds, adsorption and subplantation. Here we inten-
tionally do not highlight other interactions (e.g., elastic scattering from
the surface), which do not directly lead to the creation of new nanoscale
assemblies or which assist but do not directly participate in the assem-
bly processes (e.g., surface bombardment by ions of an inert gas). Thus,
let us now concentrate on those interactions which lead to the success-
ful arrival of suitable species at the nanoassembly sites – be it one of the
surfaces (e.g., a facet) of the nanostructure being created or open surface
areas between the developing nano-scale objects (see, e.g., a sketch in
Figure 1.2). At this juncture it seems appropriate to pose the following
questions:

1. What happens to those building units next?

2. How can we assemble them into the nanoassemblies we actually
want?

3. What role does the plasma environment possibly play in this pro-
cess?

Once again the number of possibilities in this regard is virtually infinite
and depends on the specifics of nanoscale objects being created.

Therefore, we will need to move from the three-dimensional ion-
ized gas environment and enter the totally different and unique two-
dimensional world of solid surfaces exposed to the plasma. Generally speak-
ing, these processes are studied in surface science and other relevant
areas of materials science and chemical kinetics. We intentionally em-
phasized that the solid surfaces in which we are interested are unusual,
in the sense that they are exposed to whatever the ionized gas envi-
ronment brings forth, namely, electric fields, ionized species, surface
charges, currents that flow on and through the surface, polarization and
some others. Therefore, we must first attempt to develop the “surface
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science of plasma exposed surfaces”, which is an extremely unexplored
research area, and as such we most effectively start from scratch. Several
attempts at developing suitable models for the most essential surface
processes on plasma-facing surfaces will be presented in other chap-
ters in this monograph. We emphasize that these attempts to bridge
the gap between the plasma physics and surface science are still in their
infancy, and in particular, in the understanding of basic physical and
chemical processes in the process of nucleation and growth of the de-
sired nanoassemblies under very unusual, non-equilibrium conditions
imposed by the plasma environment.

Here we note that the foundations of surface science were laid decades
ago and it is generally well understood what happens with certain
species (e.g., carbon adatom) on some (e.g., Si(100)) solid surfaces. How-
ever, it should be stressed that the number of the “well understood”
species and solid surfaces is quite limited even without immersion in the
plasma environment!

One of the basic reasons for this effect is that the exact values of the
energies and rate coefficients which are used to describe and quantify
the overwhelming variety of all possible processes (just to mention sur-
face diffusion, hopping from one facet to another, insertion into a specific
atomic stack, evaporation from the surface, evaporation from nano-scale
object, and so on) are not known and in most cases are calculated using
sophisticated quantum mechanical tools such as ab initio density func-
tional theory (DFT) [107–109] and associated packages of computational
materials science such as DMol3, SIESTA, and so on [110, 111]. These
tools, while very accurate computationally, use a range of different as-
sumptions which spark a general debate about possible optimum com-
binations of the physical models and computational tools, for example
molecular dynamics (MD), DFT, Kinetic Monte Carlo (KMC), as well as
various physical models based on specific nanostructure growth equa-
tions complemented by the species balance equations.

From the plasma nanoscience perspective, this already sophisticated
toolbox needs to be redesigned and upgraded to accommodate at least
the most likely effects of the plasma environment on the elementary pro-
cesses on solid surfaces. This action will require more precise data on
the characteristic energies which will account for the plasma-related ef-
fects. Thus, the quantum mechanics approaches used to calculate the
specific energies of interactions of specific species with specific surfaces
need to be modified to include at least some of the most essential ion-
and plasma-related effects. No easy task, and one where no quick solu-
tion can currently be guaranteed.
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The reader’s disappointment will probably grow even further once
they learn that experimental studies of such intricate surface phenom-
ena in a plasma environment will prove to be an even greater challenge,
even though quite similar phenomena on charge-free surfaces are rou-
tinely investigated using sophisticated surface science tools such as low
energy electron diffraction (LEED), high-resolution transmission electron
microscopy (TEM), or scanning tunnelling microscopy (STM). For exam-
ple, high-resolution STM technique presently allows one to depict posi-
tions of individual atoms with temporal resolution of a few tens of snap-
shots per second. Using the frame-by-frame analysis of these snapshots,
one can reconstruct the displacements of individual adatoms over se-
lected surface areas. However, adapting this technique to harsh plasma-
based environments is another challenge. One of the main reasons is that
the pressure ranges suitable for the operation of plasma-based deposition
tools and for the high-precision analytical tools of surface science differ
by several orders of magnitude. Therefore, in situ STM monitoring of
how adatoms move on plasma-exposed surfaces is presently out of the
question.

On a more positive note, if plasma-based environments can indeed be
used to create better-quality nanoassemblies then ex situ characterization
using HRTEM, SEM, XRD, XPS, Raman spectroscopy and other tools is
relatively straightforward. However, each of the techniques has its own
set of technical recipes and “tricks” which are specific to different types
of materials, nanostructures, and so on. For example, those who have
worked with TEM know how time consuming it is just to prepare spec-
imens for characterization. For more details on materials characteriza-
tion tools, approaches and material-specific recipes and suggestions the
reader is referred to suitable reference materials [112].

Therefore, we arrive at the amazing conclusion that plasma nanosci-
ence demands us to “deterministically” create better (compared to neu-
tral gas processes) nanoassemblies via proper understanding of how ele-
mentary atomic processes and assemblies work on plasma-exposed sur-
faces. However, as we have just inferred using quite simple arguments,
these things presently cannot be either properly modelled or experimen-
tally measured!

Therefore, development of adequate methods for theoretical modeling
and experimental diagnostics/characterization of elementary processes
on plasma-exposed surfaces is one of the major challenges for the coming
years. Nevertheless, in this monograph we will present several advanced
models developed by the Plasma Nanoscience team of the University
of Sydney, Australia, complemented by the experimental results of our
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collaborators from the International Research Network for Deterministic
Plasma-Aided Nanofabrication and other researchers.

However, some readers would argue that what we have discussed
above is merely related to the major difficulties and challenges fac-
ing the surface science of plasma-exposed surfaces and that we have
not even attempted to answer the question posed in this section’s ti-
tle, namely “How can plasmas affect elementary surface processes?” In
other words, even if whatever is happening on such surfaces cannot be
adequately described theoretically and characterized experimentally (at
least at present) what can we actually expect? Some of the supporters of
the idea of approaching everything deterministically (in fact, we have in-
troduced this approach in Chapter 1) may even expect to be told upfront
about any potential benefits of using plasma environments to control
the “uncontrollable” elementary processes of self-organization on solid
surfaces. This approach does make perfect sense since if there are no
clearly foreseeable comparative advantages of using nanofabrication en-
vironments of a higher complexity such as a plasma, then one might not
need to go any further beyond an exploratory stage with a relatively low
consumption of time, efforts and resources.

Let us now use our commonsense and basic knowledge of physics
and chemistry and try to elucidate how plasmas can affect adatom
motion and self-organization into intricate nanoassemblies, one of the
main goals of plasma nanoscience, which was highlighted in Chapter 1.
Among the questions we need to ask are: how exactly shall we barge
into the self-organized nanoworld on plasma exposed surfaces? How to
use the plasma to help in achieving this as yet elusive goal?

Let us consider an example of quantum dots on a solid surface exposed
to a plasma, sketched in Figure 2.13. To deternimistically create them and
ensure that they indeed have a number of essential attributes (e.g., size,
shape, crystalline structure, and so on) one should first of all deliver the
appropriate amount of suitable building units. For example, our task
is to create an array (ca. 1010 nanostructures per square centimeter) of
silicon nanodots, each with 28 atoms (this would correspond to a size of
approximately 1 cubic nanometer), within 1 second. First of all, we need
to create and then deliver the appropriate amount of silicon atoms from
the gas phase, in our case is 2.8 × 1011 atoms / (cm2 · s). However, due
to various losses of building units associated with detachment from the
surface, inappropriate sticking/attachment to the surface, evaporation
and collisional losses on the way to the substrate, the actual amount of
silicon atoms needs to be larger, for example 3.5 × 1011 atoms / (cm2 · s).
Therefore, approximately 3.5× 1011 silicon atoms should arrive at each
square centimeter of the substrate within the one-second interval when



102 2 What Makes Low-Temperature Plasmas a Versatile Nanotool?

Figure 2.13 An illustration of a possible effect of a plasma environ-
ment on quantum dot (QD) self-assembly from adatoms. Panels
(a) and (b) show the configurations of the electric field in the
QD/surface system: (a) conductive substrate, conductive quantum
dots, negative potential on the substrate; (b) conductive substrate,
non-conductive quantum dots, negative potential on the substrate;
positive charge on quantum dots.

the growth process is going to happen. Needless to say, before and after
the growth interval no building units should arrive.

Now, it is very important to work out how to deliver this amount of
atoms; simultaneously (e.g., before the growth process starts), in discrete
batches or continuously during the growth process. It is noteworthy that
this ability is extremely limited in thermal chemical vapor deposition,
where the flux of neutral species (ca. (1/4)VTnNn, where VTn and Nn are
the thermal velocity and density of neutral species, respectively, and the
coefficient 1/4 appears due to four equally probable directions of mo-
tion) can only be controlled by the neutral gas temperature. In plasma,
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one can create silicon ions (e.g., using a hot filament along the way of the
silicon atom beam; this beam can be created in any way, such as plasma-
assisted magnetron sputtering and so on) and deliver them faster using
the appropriate substrate bias. The associated potential difference can
be tailored to draw the ions onto the growth surface in any desired way.
For example, a pulsed bias can be used to deliver the whole amount of
ions at the beginning of the growth process, split the ion flux into a few
batches or gradually increase or decrease the ion influx depending on the
specific requirements of the nanoassembly process.

Now, once the building units have been delivered to the clean deposi-
tion surface they need to move in place. In the case considered, we as-
sume that silicon atoms adsorb to the surface at the point of landing and
temporarily lose the ability to move until they are given some extra en-
ergy to overcome the potential barrier which holds them to the surface.
In surface science, this energy is called the surface diffusion activation
energy, εa. Its numerical value is mostly determined by the ability of the
pair of materials to interact via adsorbtion of species and varies in a rel-
atively broad range. For most materials considered in this monograph,
εa = 0.480 × 10−19 J (0.3 eV)–1.440 × 10−19 J (0.9 eV).

To enable the adsorbed atoms (adatoms) to move, an additional energy
supply to the growth surface is required. The simplest way to achieve
this is to heat the substrate using an external heat source coupled with a
temperature monitor and controller. Thus, the higher the surface temper-
ature, the faster the adatoms will be able to reach the self-assembly sites
(seed nuclei of quantum dots (QDs) in our case) and stack into place in a
QD. However, to make this process effective, the surface temperatures
should be increased quite substantially, for example to ca. 800–900 K,
which is very undesirable for a broad range of applications which require
substrates with much lower melting temperatures such as polymers for
biodevices and ultra-thin (a few nm thick) interlayers in microelectron-
ics.

Therefore, one should find methods to transfer the required energy
locally within a very thin surface layer without heating the whole sub-
strate. Interaction of the top surface with ionic and neutral species in a
plasma can be used for this purpose. First of all, ions can transfer their
energy and electric charge to the surface in the vicinity of the landing
point, and yet still have sufficient energy to overcome the potential bar-
rier (which can be higher for ions due to possible partial burrowing into
the surface layer) and so start moving instantly on an already hotter sur-
face! Thus, if adatoms arrive as ions, they may have a better chance of
reaching the nanoassembly site (e.g., an appropriate facet) faster and,



104 2 What Makes Low-Temperature Plasmas a Versatile Nanotool?

more importantly, of finding the most appropriate place in the growing
crystalline lattice of the quantum dot.

Thus, the fact that adatoms can move and self-assemble faster on a
thin surface layer locally heated by ion/neutral fluxes is a definite advan-
tage of plasma nanotools in creating perfectly crystalline quantum dots.
However, the adatoms can move faster not only because of the additional
heating but also due to a reduced diffusion activation barrier. Thus, if a
“normal” diffusion activation energy was 0.7 eV, then in a plasma it can
become, for example 0.6 eV or even lower. Taken that the characteristic
diffusion times

τD = τD0 exp
(

eεa

kBTs

)

depend exponentially on εa, the actual diffusion rates can indeed be in-
creased quite substantially. Here, τD0 is the pre-exponential coefficient
with the numerical value equal to the characteristic time scale of barrier-
free (εa = 0) diffusion, kB is Boltzmann’s constant and Ts is the surface
temperature.

The mechanism behind this reduction of the surface diffusion activa-
tion energy is quite complicated; in simple terms it is related to polariza-
tion effects in complex microscopic electric fields between the growing
nanostructures sketched in Figure 2.13. In this figure, the microscopic
electric field features a complex dipole topology which originates due to
superposition of two electric fields, a “macroscopic” field of the plasma
sheath Eλ and a truly microscopic field ES due to nanoscale surface mor-
phology. In the case depicted in Figure 2.13(b) the charge on the quantum
dots is assumed positive. Generally speaking, the actual electric charge
on a quantum dot depends on the rates of charge accummulation and
removal/leakage. In the case sketched in Figure 2.13(b) it was assumed
that the rates of positive charge leakage from QDs are small compared
with the rates of ion deposition.

If adatoms/admolecules are polarizable, or, alternatively if not all of
them lose their electric charge upon landing on the plasma-exposed sur-
face, the above microscopic electric fields can facilitate the motion of the
building units. In some cases, ions preserve their charge upon adsorption
and can follow the electric field; in this case they are commonly referred
to as adions. It is worth emphasizing that in the case depicted in Fig-
ure 2.13(a), there is a relatively small component of the field ES which is
parallel to the surface. This field faces the nanodot and can pull a (still
positively charged) adion towards the growth site. On the other hand, a
positive end of a dipole admolecule can also be driven towards the QD,
apparently, at a rate higher than would otherwise be possible without
the plasma exposure.
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Furthermore, ions of an inert gas (e.g., argon) and hydrogen atoms
(which appear as a result of dissociation of H2 molecules in a plasma)
can further improve the quantum dot crystallization process via a num-
ber of effects. These effects include, but are not limited to, localized
energy transfer; compactification upon impact; appropriate balance of
available dangling bonds via competition of bond activation by Ar+ ions
and passivation by hydrogen atoms; insertion of H atoms into strained
Si–Si bonds followed by their structural relaxation.

Other plasma-related effects on the self-organized growth of ordered
arrays of quantum dots include ion-assisted control of surface stress dis-
tribution, which eventually results in new preferential growth sites of
quantum dots; delivery of appropriate amounts of plasma-grown seed
nuclei to (deterministically!) obtain the required density of quantum dots
on the surface; control of two-dimensional microscopic adatom fluxes
on a “playground” surface; size uniformity; and on top of all that, even
plasma-controlled self-ordering of QDs. Some of these examples will be
considered in Chapter 6 of this monograph.

2.7
Concluding Remarks

To conclude this chapter, we stress that a low-temperature plasma can
indeed be regarded as a versatile nanofabrication tool which can be used
to:

• create appropriate amounts of suitable building units;

• deliver them to the deposition surface;

• suitably prepare this surface for BU landing (which is done by
using appropriate working units);

• control surface processes including intricate self-assembly.

These processes lead eventually to the appropriate stacking of the BUs in
the nanoassemblies being grown.

There are numerous challenges in this direction and a lot of combined
and well-coordinated experimental and theoretical efforts are needed to
fully realize the outstanding potential of plasma nanotools in nanofab-
rication. The ultimate aim of these research endeavours is determin-
istic control of self-assembly of ultra-small nanoscale and even sub-
nanoscaled objects into functional arrays and eventually nanodevices.
Even though the “cause and effect” approach based on self-assembly of
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plasma-generated building units is in its infacy, realization of its full po-
tential will make it possible to eliminate the prevailing “trial and error”
experimental practices, which will eventually lead to better, faster and
cheaper ways of fabricating nanotechnology-enhanced products.

In this chapter we have discussed the basics of various physical pro-
cesses in the plasma bulk and on nanostructured solid surfaces that
need to be properly considered when applying the advocated “plasma-
building unit” approach in practice. Some of these processes have nei-
ther a detailed and reliable theoretical description nor proper methods
of in situ monitoring experimentally. This creates a range of exciting op-
portunities to expand these studies into the as yet unknown realm of
plasma-exposed nanostructured solid surfaces. In the following chap-
ters of this monograph we will continue this slow, step-by-step process
of scientific enquiry and will try to reveal the optimum methods of their
perception, quantification, and application.

In the following chapter, we will show some typical examples of the
application of the generic plasma-based nanofabrication approach elab-
orated in this chapter. We will also introduce a theoretical approach and
an associated computational framework of bridging the “unbridgeable”
processes with characteristic spatial scales different by up to nine orders
of magnitude.
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3
Specific Examples and Practical Framework

We now turn our attention to a discussion of some of the most com-
mon nanoassemblies and nanofilms from the viewpoint of the build-
ing unit-based “cause and effect” approach introduced in the previ-
ous chapter. Wherever possible we will try to follow and comment
on the most important issues related to the four main milestones of
the above approach; namely, generation and transport of appropriate
building units, suitable surface preparation, and incorporation into the
nanofilms/nanostructures being grown.

In Section 3.1 several examples of using this approach in the synthesis
of various (but primarily silicon-based) semiconducting nanofilms and
nanostructures will be discussed. Section 3.2 focuses on the most com-
mon carbon-based nanofilms and nanostructures. Section 3.3 introduces
a practical framework for using hybrid multi-scale numerical simula-
tions to describe a range of elementary processes in the plasma bulk and
on the solid surfaces, which are characterized by spatial scales that differ
by up to nine orders of magnitude. Some of the most important points
of this chapter are summarized and briefly discussed in the concluding
Section 3.4.

3.1
Semiconducting Nanofilms and Nanostructures

In this section, following the pattern of the review article [4], we will con-
centrate on nanostructured silicon-based films which have an enormous
potential for solar cell and several other applications and which are com-
monly fabricated using plasma discharges in reactive silane-based gas
mixtures. The range of suitable materials for thin film-based solar cells
is currently dominated by hydrogenated amorphous silicon a-Si:H, with
a continuously increasing role of microcrystalline silicon. Unfortunately,
even though silicon thin film technologies offer great potential for eco-
nomically viable solutions in mass production, the share of thin films
in the photovoltaic market still remains quite low. There are several
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reasons for this, for example, the quite low deposition rates, which re-
sults in prohibitively high production costs and inadequate photostabil-
ity and power generation efficiency. Furthermore, the efficiency of solar
energy absorption is substantially reduced with decreasing film thick-
ness, hence, the relatively thick films that need to be used in solar cell
devices.

Recently, it has been demonstrated that inclusion of nanometer-sized
Si or hydrogenated silicon (Si:H) crystallites greatly improves perfor-
mance of a-Si:H films in solar cell applications. Straightaway one can
interpret that new building units, plasma-grown silicon nanocrystallites,
can be considered as the cause of the observed improvement of the so-
lar cell function (“effect”). Therefore, this is an excellent illustration of
how the building unit-based “cause and effect” approach of the previous
chapter works. The new sort of silicon-based films is thus a mixture of
amorphous silicon and small Si crystallites and is termed polymorphous
silicon. More precisely, since this material contains a significant frac-
tion of hydrogen, it is called hydrogenated polymorphous silicon (pm-
Si:H), see Figure 3.1. It is worth emphasizing that solar cell-grade pm-
Si:H films feature substantially improved transport properties, reduced
photo-induced degradation, smaller film thickness and can be deposited
at very high growth rates (up to a few nanometers per second and even
higher) [76, 80, 92]. Even more importantly from the nanoscience per-
spective, it appears that by varying the sizes of plasma-grown silicon
nanocrystallites, one can effectively control the energy bandgap within
the most important part of solar spectrum.

Numerous experiments suggest that plasma-nucleated nanocrystalline
building units do indeed cause the remarkable improvement in solar-cell
attributes and performance of a-Si:H films. To this end, it is imperative to
figure out how to generate such BUs and then to incorporate them into
the amorphous silicon matrix, following the four-milestone nanofabrica-
tion scenario introduced in Chapter 2.

It is remarkable that silane-based reactive plasmas have shown such
a remarkable ability to generate a large number of reactive radicals and
support gas-phase polymerization of macromolecules and generation of
critical clusters [58, 59]. A cluster formation pathway is dominated by
anion-neutral reactions, commonly referred to as the Winchester mecha-
nism of ion-molecular cluster growth [57,113]. The essence of this mech-
anism is the thermodynamic advantage of the anion-induced clustering.
A typical anion-supported clustering process

SinH−
2n+1 + SiH4 → Sin+1H−

2n+3 + H2
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Figure 3.1 Polymorphous hydrogenated silicon films
(pm-Si:H) [80], which contain a mixture of nanocrystalline and
amorphous phases of silicon: (a) bright field TEM; (b) dark field
TEM. HRTEM micrograph in panel (c) shows a clear, smooth,
and defect-free interface between amorphous silicon and
crystalline Si substrate.

involves the following sequence

SiH−
3 → Si2H−

5 → Si3H−
7 → · · · → Sin+1H−

2n+3

of silyl anions, with electron affinities En
a increasing with the number of

silicon atoms in the cluster and reaching the work function of bulk hy-
drogenated silicon [4]. As was mentioned by Fridman and Kennedy [57],
each reaction step is exothermic. More importantly, exothermic anion-
molecular reactions usually have a very low activation barrier and fea-
ture very high reaction rates. This fundamental conclusion explains the
dominance of anion-induced clustering of hydrogenated silicon and has
recently been confirmed by numerical simulations of particle generation
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mechanisms in silane-based discharges [114,115]. In fact, over 90 % of the
critical cluster formation in silane plasmas is likely to proceed through
the silyl anion pathway triggered by the SiH –

3 anion, whereas only about
10 % proceeds through the siluene anion (SinH –

2n) pathway, initiated by
SiH –

2 [115].
One can thus immediately conclude [4] that the best strategy for gener-

ating the required building units is to optimize the nanoparticle-loaded
discharge [116, 117] operation and so enhance the gas-phase reactions
leading to generation of SiH –

3 and SiH –
2 nanocluster precursors. One of

the most effective ways to achieve this is to specifically tailor the electron
energy distribution function (EEDF). In fact, the EEDF determines the
rates of most of the electron-impact reactions that occur in the ionized gas
phase; this significantly affects the balance, and hence, the abundance of
reactive species in the discharge [118].

However, it appears quite challenging to ensure that critical clusters
nucleate into the nanosized crystalline particles that are actually required
for the PECVD of device-grade silicon films. A potential danger arises
when the number densities of the primary nucleates exceed a certain
threshold and trigger an (in most cases uncontrollable) agglomeration
process. This condition is usually referred to as the nanopowder gen-
eration onset [119]. The powder particles usually have complex fractal,
cauliflower, porous skeletal, as well as some other shapes and are usually
larger than 40–50 nm [58,59]. These agglomerated particles, although vi-
able for some other applications, should be avoided in this particular
case of solar cell-grade polymorphous silicon films.

We have thus arrived at the important conclusion that since perfectly
nanocrystalline building units are preferred for solar cell applications
over the above mentioned nanoparticle agglomerates, then the plasma
discharge should be operated away from nanopowder generation con-
ditions. An example of such conditions is shown in Figure 3.2: RF plas-
mas of highly-diluted SiH4(2 % ) + H2(98 % ) , gas deposition tempera-
tures of approximately 200 ◦C, relatively high deposition pressures (p0
ca. 1.6 hPa (1.23 Torr)), and RF input powers (ca. 0.11 W/cm3) [120]. Un-
der such conditions, heavy dilution of silane in hydrogen is beneficial for
the growth of the amorphous hydrogenated silicon matrix by SiH3 rad-
ical building units via the hydrogen-mediated surface activation mech-
anism discussed in Section 2.5. We emphasize that the PECVD regime
of interest here is based on selective deposition of the first population of
small (1–2 nm) particles which appear in the ionized gas phase well be-
fore the agglomeration onset [80]. As has already been discussed, trans-
port of such building units to the substrate critically depends on their
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Figure 3.2 Summary of process conditions for deterministic
plasma-assisted fabrication of polymorphous hydrogenated
silicon films.

charge, on the distribution of gas temperature in the near-substrate areas
and on other conditions.

Several experiments have been conducted to relate the nature and
charge of specific building units to the surface roughness, microstructure
and phase composition of the Si:H films, as well as to whether or not
deposition of such particles causes any damage to the surface [4]. For
example, surface roughness progressively increases with the size of the
BUs, being ca. 2 nm when atomic/molecular units build microcrystalline
silicon films, ca. 4–5 nm when the contribution of the plasma-grown
nanocrystals is significant and ca. 10 nm under powder-generating con-
ditions [92, 121, 122]. To study the transport to and the contribution of
nanocrystalline building units to the properties of pm-Si:H, an indepen-
dently biased “triode” mesh was placed in front of liquid nitrogen chilled
(Ts ca. 80 K) substrates as shown schematically in Figure 3.3 [92,122]. As
was mentioned in the review paper [4], this arrangement substantially
reduces the contributions from surface migration of atomic/molecular
building units and allows one to control the impact energies of small
(1–2 nm) positively charged, plasma-grown nanocrystals.

We emphasize that the charge on these ionized gas phase-borne
nanocrystals is positive. In this series of experiments the potential in the
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Figure 3.3 Schematics of the experiment on reactive plasma-
based deposition of positively charged nanocrystals onto liquid
nitrogen cooled substrates [4,92,122]. When the building units
land with very low energy, there is no nanocluster disintegration
and the films are predominantly crystalline (a). On the other hand,
when the BUs are accelerated to higher energies, nanocrystals
break up into atomic/radical fragments and the films are mostly
amorphous (b).

plasma bulk was approximately 25 V higher than that of the substrate.
Thus, applying a positive potential of +25 V, one can substantially re-
duce the energy of the building units upon landing to almost zero (Fig-
ure 3.3(a)). Under such conditions, Raman spectroscopy reveals that
the films are purely crystalline, which implies that the nanocrystalline
building units deposit in a perfectly non-destructive fashion.

However, by reducing the mesh potential down to zero or negative
values, one effectively increases the impact energy, and hence, the dis-
integration probability of the BUs. In this case, the films feature a very
high content of the amorphous phase. From Chapter 2, we recall that the
amorphous phase predominantly grows from radical/molecular species.
Moreover, when the mesh bias is reduced to −50 V, the amorphous
phase content increases to almost 100 %. This is indicative of a complete
breakdown of nanocrystalline particles into atomic/radical fragments as
schematically shown in Figure 3.3(b) (see also Figure 2.9 where impact
disintegration of a small nanoscluster is shown). This behavior has also
been confirmed by the results of molecular dynamics simulations of the
landing of small nanoparticles on various substrates under similar depo-
sition conditions [92].
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Another possibility for controlling the deposition dynamics of small
nanoparticles is to use a gas temperature gradient-driven thermophoretic
force [4, 123, 124]. Physically, when the substrates are externally heated
from underneath, gas temperatures near the surface are usually higher
than in the plasma bulk. In this case, the temperature gradient results
in quite different rates of collisions between the gas species and the
nanoparticles in the areas with different gas temperatures. This gives
rise to a force directed opposite to the temperature gradient, which effec-
tively pushes the nanoparticles away to the plasma bulk and eventually
to the pump line. Thus, by using the thermophoretic manipulation of
larger (> 1 nm) building units, one can enhance the probability of the
film growth occurring predominantly by atomic/molecular units [4].

The next milestone of the plasma-aided nanofabrication approach
(Chapter 2) is structural incorporation of building units into the nanos-
tructured films. Under conditions of heavy dilution of silane in hydro-
gen, the amorphous silicon matrix grows at a rate comparable to the
growth rates of the nanocrystalline BUs that embed into it. This has
been confirmed by high-resolution transmission electron microscopy
(Figure 3.1) [80], which suggests that while the nanocrystalline building
units grow in the gas phase, the a-Si:H matrix forms the underlayer. Sub-
sequent layers contain 1–2 nm nanocrystalline inclusions, as suggested
by the presence of sharp and intense rings in Figure 3.1 superimposed on
diffuse rings in selected areas of electron diffraction patterns, indicating
the presence of ordered structures in an amorphous matrix.

As was noted by Ostrikov [4], there is a trade-off between the growth
rates of the pm-Si:H films and the crystallinity of small silicon nanoparti-
cles embedded in the amorphous matrix. Even though processes based
on pure silane plasmas yield very high nanoparticle growth rates, which
in some cases are up to ca. 100 times higher than in plasmas of heavily
diluted SiH4 gas mixtures, perfectly crystalline nanoparticles are very
rarely observed in pure silane plasmas [125]. As a remedy, one can
use an alternative approach based on initial growth of amorphous and
irregular-shaped particles and their subsequent annealing in hot work-
ing gas mixtures of silane and an inert gas [84]. This approach has been
successfully used by the University of Minnesota research group in the
plasma-aided synthesis of silicon and germanium nanocrystals of vari-
ous shapes, sizes and faceted structure [85,126]. However, efficient ther-
mal annealing of nanoparticles requires very high working gas temper-
atures, often exceeding 1000 ◦C. As was mentioned earlier in Chapter 2,
intense ion bombardment and/or special crystallization agents (reactive
atoms or radicals) can substantially help to achieve this goal. Another
important issue is to minimize the size of those crystalline building units
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Figure 3.4 Typical SEM (a) plane-view HRTEM; and (b) EDP
(inset) micrographs of nanoislanded nc-SiC films synthesized
using high-density inductively coupled plasma-assisted RF
magnetron sputtering of SiC with a surface temperature of
400 ◦C and ICP power of 1200 W [129]. SiC nanocrystallites are
encircled. Panel (c) shows a schematics of the film structure.

commonly generated by the ionized gas-phase growth technique (which
are typically in the 20–80 nm range) to at least 10 nm, which would allow
their applications in floating gate memory devices [4,127].

It is important to note that simultaneous integration of various build-
ing units in the same nanoassembly or nanostructured object can be very
attractive from the applications point of view. For example, by using
SiH4 + CH4 + H2 gas mixtures, one can grow polymorphous hydro-
genated silicon carbide (pm − Si1−xCx : H), ideal for applications as a p-
type nanolayer in PIN solar cells [92]. By varying the process parameters
to adjust the relative production of silicon- and carbon-bearing species,
one can control the value of x and also the crystallinity of the embedded
nanoparticles. Under certain conditions (e.g., very small size, excellent
crystallinity, and so on) these nanocrystals can act as buried quantum
dots, which substantially alter tunnelling and photoabsorbing properties
of functional layers in solar cells of the third generation [128].

An even more interesting sort of nanofilms reported recently is a
nanoislanded SiC with embedded SiC nanocrystallites, as shown in Fig-
ure 3.4 [129]. In a sense, this is a more intricate, nanoislanded variant
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of polymorphous SiC films with the microstructure sketched in Fig-
ure 3.4(c). These nanostructured films were synthesized using radio-
frequency magnetron sputtering of high-purity SiC targets in high-
density argon plasmas created externally using inductively coupled
plasmas sustained in the integrated plasma-aided nanofabrication fa-
cility [49]. By carefully manipulating the process parameters, it was
possible to synthesize highly-stoichiometric (with the [Si]/[C] elemental
ratio 0.96–0.98 close to a stoichiometric value of 1) and hydrogen-pure
SiC films, which simultaneously feature a nanoislanded surface mor-
phology and ultra-small (typical size of approximately 4–6 nm as shown
in Figure 3.4(b)) nanocrystallites embedded in dome-shaped structures
made of amorphous silicon carbide. We will revisit this issue later in
this monograph and comment on the best strategies for deterministic
plasma-aided synthesis of these and similar SiC nanoassemblies.

Sputtering of atomic and nanocluster building units from multiple
targets in low-temperature non-equilibrium plasmas of reactive gas
mixtures offers additional flexibility in controlling the growth of low-
dimensional semiconductor nanostructures with the desired properties.
In the example presented elsewhere [4], concurrent RF magnetron sput-
tering of Al and In targets in nitrogen plasma discharges at low pres-
sures (in the 0.667 Pa (5 mTorr)–2.000 Pa (15 mTorr) range) can be used
to synthesize AlxIn1-xN quantum dot structures which uniformly cover
large substrate areas (see Figure 3.5(a)) [49]. By varying the RF power
supplied to Al and In sputtering targets, one can control the release of
aluminum- and indium-containing building units into the ionized gas
phase, and eventually, the relative elemental composition x/(1 − x) of
Al and In in the films. In this way, one can control the size of the individ-
ual QDs and the energy bandgap of quantum dot structures in the range
from ca. 5.680 × 10−19 J (3.55 eV), which is typical for InN (small x), to
ca. 9.920 × 10−19 J (6.2 eV) (pure AlN, x ≈ 1). This conclusion has been
confirmed by the photoluminescence (PL) spectra of AlxIn1-xN nanopat-
terns shown in Figure 3.5(b). Indeed, one immediately notices a marked
blue shift of the PL maximum as the elemental presence of aluminium x
and the quantum dot size decrease [49].

Figure 3.6(a) shows silicon nanowires synthesized in low-pressure
(< 13.332 Pa (100 mTorr)) reactive plasmas of SiH4 + H2 gas mixtures in
the presence of a Ni catalyst [4, 49, 130]. These nanoassemblies have an
outstanding potential for the development of molecular nanoelectronic
devices and have also been previously synthesized by charged nanoclus-
ter building units in thermal chemical vapor deposition systems [74].
In the example discussed by Hwang et al. [74], the assembly of one-
dimensional (1D) silicon nanowires with a very high-aspect-ratio can be
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Figure 3.5 Synthesis and photoluminescence properties of
ternary semiconductor quantum dots [4,49]: (a) FESEM micro-
graph of AlxIn1-xN quantum dot structures synthesized by the
reactive plasma-assisted simultaneous RF sputtering of Al and
In targets; and (b) the dependence of the photoluminescence
intensity on QD size/composition. Quantum dot size decreases
for smaller values of x.

Figure 3.6 Silicon nanowire growth and interaction with charged
nanoclusters [4]: (a) FESEM micrograph of silicon nanowires
grown in low-pressure SiH4 + H2 reactive plasmas [49,130], and
(b) schematics of the charged nanocluster-nanowire interaction
(after [65]). Here, Fint denotes the force of the electrostatic inter-
action between the incoming positively charged nanocluster and
the nanowire.

explained by selective attraction of nanoclusters to the open end of 1D
structures, which are schematically represented by rods in Figure 3.6(b).
To be specific, it was assumed [74] that both the rod and the building
units are positively charged. Here we note that in a similar situation in-
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volving low-temperature plasmas, the nanowires and nanoclusters will
more likely be charged negatively.

Referring to Figure 3.6(b), if the nanocluster approaches the nanowire
from the side, positive charges in the rod are repelled. However, since
the diameter of silicon nanowires is very small (it does not exceed a few
tens of nm in Figure 3.6(a)), the nanorod-cluster interaction still remains
repulsive. However, when approaching the nanowire from its growth
end (Figure 3.6(b)), positive charges are repelled to the opposite side of
the rod, which results in an attractive electrostatic interaction between
the cluster and the nanowire, and, hence, one-dimensional nanowire
growth [65]. Interestingly, these arguments are also applicable to other
charged species such as ions and also to building units which can be po-
larized in the electric field of the plasma sheath. However, one should be
very cautious when using these arguments to explain ultra-high-rate cat-
alyzed growth of semiconductor nanowires when a catalyst nanoparticle
is anchored to the top of the one-dimensional structure. Thus, the low-
temperature plasma-assisted growth of silicon nanowires has an out-
standing potential to control the growth of high-aspect-ratio semicon-
ductor nanostructures. However, as was mentioned in the review arti-
cle [4], substantial efforts should be applied to enable deterministic con-
trol of crystallographic growth direction; this possibility has already been
reported for the metal-organic CVD technique [131].

3.2
Carbon-Based Nanofilms and Nanostructures

In this section we focus our attention on some common carbon nano-
structures which can be synthesized in low-temperature plasmas of mix-
tures of carbon-carrier gases (e.g., hydrocarbons CxHy, fluorocarbons
CxFy, fullerenes, and so on) with other functional feedstock (H2, NH3,
inert gases, and so on). We emphasize that in the “cause and effect”
framework introduced in Chapter 2, the choice of working gases and
process parameters should be driven by the required building/working
units, surface preparation and specific building unit transport and stack-
ing requirements [4].

Following the review article [4], let us now consider a few typical
examples of plasma-synthesized carbon nanostructures (CNSs), such
as carbon nanoparticles, nanotips, nanotubes, nanowalls and ultra-
nanocrystalline diamond. With regard to these CNSs, the most com-
monly invoked building units are carbon dimer C2 [37], graphitic
nanofragments [132], charged nanoclusters [65, 70, 71] and carbon
nanoparticles [133–135], in addition to carbon atoms already discussed
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in Chapter 2. Some other atomic and radical species have also been dis-
cussed extensively as mediators of clustering and film growth processes.

It is worth mentioning that in the nanofabrication of nanostructured
films in silane-based plasmas of Section 3.1, nanoparticles larger than
a few tens of a nm are usually only of limited interest for most com-
mon silicon-based nanoassemblies. However, some of common carbon
nanoassemblies, such as carbon nanostructures, can self-assemble us-
ing large planar graphitic sheets which wrap themselves while in a gas
phase. This is one particular example of carbon nanotube assembly
from graphitic nanofragments [132]. In reactive plasma environments,
graphitic nanofragments (which, generally speaking, are not merely lim-
ited to planar graphitic sheets) of various sizes can appear as a result
of decomposition of larger carbon nanoparticles in a gas discharge or
via sputtering of bulk graphite in a plasma. However, our existing
knowledge on the origin and specific roles of graphitic nanofragments
in low-temperature plasmas is very limited and needs further research
efforts [4].

Regarding the carbon dimer and carbon nanocluster building units as
well as other important species (e.g., growth precursors and mediators,
some working units that condition or activate/passivate the growth sur-
face), their abundance in various plasma systems can be predicted by
numerical modeling of species production and ion-induced clustering in
the ionized gas phase [53, 54, 136–138]. In particular, in RF plasmas of
C2H2 highly diluted in argon, number densities of the carbon dimer in
two excited states X1Σ+

g and a3Πu are higher at lower working gas pres-
sures and argon concentration [137]. Therefore, optical emission spec-
troscopy (OES) appears to be a very powerful tool in monitoring the dis-
charge species.

The strongest emission lines of carbon dimer C2 generated in
low-pressure (2.666 Pa (20 mTorr)–5.333 Pa (40 mTorr)) RF plasmas of
Ar (75 % ) + H2(10 % ) + C2H2(15 % ) gas mixture are shown in Fig-
ure 3.7. These peaks can be used to trace the appearance of carbon
dimers in various situations [4]. Amazingly, the strongest peak located
at ca. 516.5 nm is characteristic of the Swan band visible absorption spec-
tra of numerous protoplanetary nebulas, implying a possible important
role of the carbon dimer in the evolution of red star-protoplanetary sys-
tems [139]. An interesting way to maximize the production of carbon
dimer molecules is to dissociate purely carbon feedstock, such as gaseous
C60, a less stable (than diamond or graphite) carbon allotrope. In fact, by
using plasma-assisted techniques one can achieve unusually high rates
of conversion of the C60 feedstock into C2 molecules [4,37].
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Figure 3.7 Characteristic optical emission lines of the carbon
dimer in nanofabrication of carbon nanowall-like structures in
Ar + C2H2 + H2 RF plasmas [49].

Knowledge of the number densities of other (e.g., CxHy) neutral and
charged species is crucial for the improvement of process control strate-
gies. For example, as has already been discussed in Section 2.5, radical
species CH3 can be considered as a viable building unit in the growth of
amorphous hydrogenated carbon (a-C:H) films [4,98]. On the other hand,
atomic hydrogen serves to activate surface carbon bonds and simultane-
ously etch the amorphous carbon phase. Number densities of numerous
charged and neutral species in the PECVD of carbon-based nanostruc-
tures in reactive gas mixtures of methane (CH4) or acetylene (C2H2) with
hydrogen and argon gases can be found elsewhere [53,54,138].

Similar to the Si:H clusters considered in Section 3.1, carbon clusters
can also be formed in the gas phase, however, at significantly lower rates.
The main reason for this is a relatively lower reactivity of CxHy radicals
compared to SixHy reactive species. Moreover, this process is usually
believed to be faster in acetylene-based plasmas compared to gas dis-
charges in methane-based mixtures. Interestingly, the most likely mech-
anism of carbon clustering in C2H2-based plasmas is quite similar to the
Winchester mechanism of silicon hydride clustering and also involves
the following chain

CiH
−
j + CmHn → Ci+mH−

j+n−1 + H

of anion-neutral clustering which proceeds via extraction of hydrogen
and generation of higher anions [136]. Furthermore, carbon dimer C2,
featuring high electron affinity, can attach a plasma electron and so be-
come a negatively charged C –

2 anion. This highly reactive radical has
also been suggested as a possible trigger of anion-neutral clustering [65].
Relevant modeling results (that include charge neutralization, neutral
clustering, diffusion loss of the plasma species and other effects) suggest
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Figure 3.8 Surface morphology (top view) of (a) the catalyst layer
after the etching stage; and (b–d) carbon nanostructure growth
islands at Ts =500 ((a,b)), 350 (c), and 300 ◦C (d), respec-
tively [93].

that larger CmHn clusters with m > 10 are negatively charged at higher
gas temperatures and lower degrees of ionization and operating pres-
sures [136]. Otherwise, one would expect a pronounced generation of
neutral or positively charged nanoclusters. However, positively charged
carbon-based clusters were not included in the clustering model [136],
thus warranting their explicit consideration in the near future [4].

Having identified potential building units and important process me-
diators in hydrocarbon-based plasmas, we now discuss issues related
to surface preparation and activation. Many nanofabrication processes,
such as growth of carbon nanotubes and related nanostructures [21, 89,
140], require specifically activated thin catalyst (e.g., Ni, Fe, Co and their
alloys) layers (with the thickness ranging from a few to a few tens of
nm), which usually re-arrange into individual nanoparticles on the sub-
strate surface, as can be seen in Figure 3.8. Figure 3.9 shows examples
of most common vertically aligned carbon nanostructures, which rely on
various metal catalysts in their growth. These examples include, but are
not limited to, carbon nanotubes (Figure 3.9(a)) single-crystalline carbon
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Figure 3.9 Examples of carbon-based nanostructures which are
synthesized in hydrocarbon-based low-temperature plasmas on
catalyzed silicon substrates [4,49,55,93,94,140]: (a) vertically
aligned carbon nanotubes; (b) carbon nanotips; (c) pyramid-like
structures grown in Ar + CH4 + H2 plasmas without any external
substrate heating; (d) carbon nanowall-like structures grown in
Ar + C2H2 + H2 RF plasmas.

nanotips (Figure 3.9(b)), nanopyramids (Figure 3.9(c)), and nanowall-like
structures (Figure 3.9(d)).

Activation of the growth surface is usually achieved by externally
heating the substrate to temperatures (typically 500–600 ◦C and higher)
that exceed the melting point of the catalyst layer. It is notable that
when the film thickness is in the nanometer range, the melting points
are lower than those of the corresponding bulk materials [4]. To ensure
efficient bonding of the nanostructure to the substrate, one should en-
sure adequate wetting of the substrate by the catalyst nanoparticles. In
this case, one would expect the “base” growth scenario. However, suffi-
ciently intense ion bombardment (controlled by the substrate bias) con-
tributes to the loosening of the catalyst nanoparticles, thus leading to
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the “tip” growth pathway. In this case, plasma-assisted techniques often
produce individual, free-standing, vertically aligned multiwalled carbon
nanotubes (MWCNTs) [141,142]. This is one of the possible reasons why
plasma-synthesized MWCNTs are more common than single-walled car-
bon nanotubes (SWCNTs) [21].

Here we emphasize that SWCNTs in most cases grow through the
“base” growth mechanism. More importantly, the size of dome-shaped
catalyst nanoparticles turns out to be a decisive factor which controls
the nanotube’s chirality, or in basic terms, the angle at which a planar
graphene sheet is wrapped around its axis to form a nanotube [143–
148]. Since typical diameters of single-walled carbon nanotubes can be
as small as ca. 0.6–0.7 nm, the catalyst islands should be approximately
of the same size. Therefore, if one aims at synthesizing a nanopattern
with a large number of SWCNTs of the same chirality, then one has to
create a somewhat larger number (this is required since some of them
may turn catalytically inactive during the growth process) of metal cat-
alyst particles and all of them should have nearly the same size! Even a
minor difference in the catalyst island size can cause a significant vari-
ation of the resulting nanotube chiralities within the pattern. Moreover,
the tube diameters, and also with high probability, their lengths, can also
be affected by the catalyst nanoparticle size distribution. This eventually
can result in electronic properties of the SWCNT patterns quite different
from what was originally intended. This example is a clear illustration of
the importance of proper catalyst choice and arrangement in the synthe-
sis of delicate carbon-based nanoassemblies such as single-walled carbon
nanotubes.

It is interesting that catalyst islands on solid surfaces can experience
self-organized behavior and can restructure themselves over quite large
deposition areas to improve spatial ordering of vertically-aligned car-
bon nanostructures such as nanotips and nanocones [93–95]. Indeed, the
SEM analysis confirms that the sizes of the growth spots of the carbon
nanotips correlate with the sizes of the reorganized (after reactive chem-
ical etching using hydrogen) nickel-based catalyst islands (Figures 3.8(a)
and (b)) and become smaller when the substrate temperature decreases
to 300–350 ◦C (Figures 3.8(c) and (d)).

Amazingly, the actual growth process of carbon nanotip/nanocone-
like structures can commence from quite non-uniform distribution of
catalyst islands over the growth surface. Nevertheless, under plasma
conditions carbon nanocones still manage to grow in size- and position-
uniform nanoarrays [95]. This amazing phenomenon is attributed to the
plasma-related affects on species behavior on the surfaces of the catalyst,
silicon substrate and nanostructures themselves. Moreover, ion focusing
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Figure 3.10 Practical approach to synthesize high-quality carbon
nanostructures using low-temperature plasmas.

has a marked effect on the growth process [95]. This highly-unusual self-
organized growth of uniform carbon nanocone arrays from very non-
uniformly fragmented metal catalyst layers will be discussed in Chap-
ter 7 of this monograph.

Plasma environments offer a range of effective options to activate and
rearrange catalyst layers. For example, the Ni-based layer in Figure 3.8(a)
was activated in low-pressure (ca. 5 Pa (40 mTorr)) RF plasmas of Ar+ H2
gas mixtures by using intense fluxes of argon ions, reactive chemical
etching of metal surface by hydrogen atoms and heating by hot neutrals
(with temperatures in the range 270–400 ◦C) [93, 94]. It is important to
note that in some cases, such as plasma-enhanced chemical vapor depo-
sition of nanopyramid-like structures in Figure 3.9(c), it was not neces-
sary to additionally heat the substrates externally, a situation quite un-
common for thermal CVD systems [4].

While the catalyst nanoislands usually serve as the “base” for the
growth of carbon nanostructures (CNSs), other areas, uncovered by the
CNSs, are subject to deposition of amorphous carbon. Thus, the actual
film growth process involves concurrent growth of two phases, namely,
the nanostructured and the amorphous phases [4]. To synthesize bet-
ter quality nanostructures (e.g., crystalline), one should thus inhibit the
development of the amorphous phase and promote the growth of the
nanoassemblies.

Figure 3.10 summarizes the requirements and some appropriate ac-
tions for better-quality carbon nanostructures. Again, by invoking the
“cause and effect” approach of the previous chapter, we recall from
Section 2.5 that efficient growth of amorphous carbon films requires
plasma-mediated activation of dangling bonds, which is needed for the



124 3 Specific Examples and Practical Framework

stacking of CH3 radicals. On the other hand, preferential growth of
the nanoassembly requires elevated abundance of carbon atoms, highly-
reactive carbon dimers or suitable nanocluster BUs in the gas phase. To
this end, it would be beneficial to maximize production of carbon atoms,
C2 and/or nanoclusters and minimize the presence of CH3. Moreover,
during the growth stage reasonably high densities of hydrogen atoms
are desirable for preferential chemical etching of the amorphous phase.
However, the hydrogen content cannot be made very high without detri-
ment to the growth process. For example, large amounts of hydrogen
can re-gasify embryonic nuclei during the synthesis of nanocrystalline
diamond [37] and excessively activate carbon surface bonds, which are
essential for the growth of a-C [4].

The effect of the ion bombardment on the plasma-based nanoassembly
is one of the most controversial issues nowadays, as evidenced by strong
debates in the literature, conferences, seminars, and so on. The main
reason is that at present very little is understood about the actual effects
of the plasma ions on nanostructured matter even though similar effects
on bulk materials are much better understood. Some effects of the ion
fluxes on the developing nanostructures have already been discussed in
Chapter 2. As we emphasize in several places in this monograph, the an-
swer depends on the specific ion species and nanostructure/nanopattern
considered, structural/phase state of the nanoscale object, kinetic energy
of impinging ions and some other factors. For example, is any particu-
lar ionic species a building unit needed to build the nanostructure, or a
working unit used to facilitate the synthesis process?

Practical experience shows that the main difficulty in answering this
question is to be specific! Indeed, it is extremely easy to ask the question
whether ion bombardment causes severe damage to the nanoassemblies
but it is not so easy to clearly state the input parameters to make the
question more specific and direct! In some cases, it could be wise to
ask a counter-question “why bombardment in the first place”? Well, in
commonsense understanding it is sometimes similar to comparing the
effects of a heavy rock and a feather thrown from the same height onto a
range of different surfaces. Upon impact of a rock, some surfaces will be
cracked instantly, whereas others will not even show a scratch - every-
thing depends on the prevailing conditions. But who would seriously
put together the words “feather” and “bombardment”?

To be specific, we will consider the effect of relatively heavy argon ions
which definitely cannot be used as BUs. In this case we need to know ex-
actly how structurally strong our films/structures are with respect to the
impact of argon atoms. In most cases there will definitely be some sput-
tering of the building material off the surface. However, if the rates of
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deposition and structural incorporation of such materials are higher than
the rates of physical sputtering caused by the ions, this effect is of a very
little concern in practical experiments. A lot depends on the structural
stability of the objects we actually deal with.

For instance, carbon nanotubes are usually very stable, both struc-
turally and compositionally, against ion bombardment. Only high
doses ca. 1013– 1015 ions/cm2 of high-energy ions (e.g., tens of kV)
cause any noticeable structural modifications to multiwalled carbon nan-
otubes [149]. These harsh conditions can be used to selectively mod-
ify the structure of different layers throughout the MWCNTs; however,
these conditions are not so common in experiments on nanostructure
growth in low-temperature non-equilibrium plasmas. We should also
stress that single-walled nanotubes are easier to damage by ion fluxes
and extra care should be taken to avoid any undesirable effects.

Therefore, when using plasma-assisted nanofabrication methods one
should always keep in mind that the ion dose and energy should be just
sufficient for the desired effect, for example, surface activation or condi-
tioning. There are reports in the literature that extra strong ion bombard-
ment can cause irrecoverable defects to the nanostructures being grown
and also destroy some nanocluster BUs in the gas phase. For example,
if a nanostructure is made of amorphous material, then this effect is ob-
vious. If the nanostructure is crystalline or a mixed-phase (e.g., poly-
morphous), substantially larger ion doses and energies are required to
affect it. Furthermore, if the nanostructure is extra-stable, like the MWC-
NTs in the experiments discussed above [149], then there should be no
appreciable damage under the normal conditions used for plasma-aided
nanofabrication [5]. An example of how energetic ions impinging on the
growth surface can compromise the integrity and ordering of vertically
aligned nanostructures is presented by Hirata et al. [150], where addition-
ally it is proposed to use strong magnetic fields (ca. 2T) directed parallel
to the substrate to reduce this effect. Otherwise, one could reduce the po-
tential difference between the growth surface and the plasma bulk and
in this way control the ion density in the pre-sheath areas that separate
the plasma bulk and the sheath.

Again, our commonsense logic tells us that if some ions are indeed
undesired, then the best strategy would be not to create them in large
amounts and not to accelerate them to high energies, rather than using
complex means of confining them and preventing from landing on the
substrate by using complex magnetic fields just like in nuclear fusion de-
vices. Having said that, we nevertheless admit that magnetic enhance-
ment of nanotube synthesis may bring about several important advan-
tages. However, these advantages are not primarily related to the reduc-
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tion of ion bombardment of nanotubes. Indeed, magnetic fields can be
used for a variety of purposes ranging from the commonly known cre-
ation of higher-density plasmas (and therefore, building units!) to direct
nanotube manipulation (via magnetic agitation and guiding ferromag-
netic catalyst nanoparticles anchored to the tubes) in drug/gene delivery
into mammalian cells and even impalefection (destroying by spearing) of
cancerous cells [151].

It has been mentioned previously [4] that the transport of building
units in hydrocarbon plasma environments has not yet attracted due at-
tention when compared to similar research efforts on silane-based plas-
mas (see Section 3.1). However, the existing modeling results can be
used to estimate the surface fluxes of numerous charged and neutral
plasma species in the process of assembly of various carbon nanostruc-
tures [53,54,137,138,142]. Interestingly, larger building units (e.g., larger
nanoclusters or nucleates exceeding 10 nm) can be effectively manip-
ulated by using thermophoretic forces [105, 152, 153]. Indeed, when
Ni-catalyzed silicon substrates are not externally heated, fallout of gas-
phase nucleated carbon nanoparticles is frequently observed. However,
by externally heating the substrates under the same operation condi-
tions, one imposes an additional temperature gradient, and hence, the
thermophoretic force that can completely remove carbon nanoparticles
from the surface [4]. This approach makes it possible to implement
the “divert plasma-grown nanoparticles” (from the nanostructures be-
ing synthesized) milestone shown in the practical approach diagram in
Figure 3.10. The resulting nanoparticle-free assemblies resemble ordered
carbon nanotip patterns in Figure 3.9(b).

We now consider the stacking of plasma-grown building units into
carbon-based nanoassembly patterns [4]. The first example is the inser-
tion of the carbon dimer C2 into a dimer row of the reconstructed (100)
surface of diamond, as sketched in Figure 2.6 [37]. Detailed density func-
tional theory calculations show that the insertion of one of the carbon
atoms of a gas-phase borne molecule C2 into the dimer rows of the re-
constructed (100) surface, leaves the other carbon atom free to react with
incoming carbon dimers to form a new diamond crystallite, which grows
larger and eventually forms a grain boundary [38]. Other examples of in-
teractions of the carbon dimer with reconstructed (100) and (111) surfaces
of diamond can be found elsewhere [154].

It is interesting that, depending on surface hydrogenation and other
factors, the hybridization of carbon in the dimers on the reconstructed
surface may not necessarily reproduce the sp3 hybridization in the
bulk. Thus, control of spontaneous reconstruction of carbon “dimer”
surfaces is one of the current challenges of nanoscience. The specific
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Figure 3.11 Nanoparticles (a) attached to the top of carbon
nanotip structures; and (b) on a nickel-catalyzed silicon
surface [4,93,94].

chemical structure and high reactivity of the carbon dimer have been
argued as major factors in the reactive plasma-assisted fabrication of
two-dimensional carbon nanostructures such as carbon nanowalls and
nanowall-like structures (Figure 3.9(d)) [49, 50, 155, 156]. On the other
hand, insertion of carbon into amorphous carbon films can be investi-
gated by density-functional, tight-binding and empical simulation meth-
ods [157,158].

Larger building units stack into carbon-based nanoassemblies quite
differently [4]. For example, small nanoclusters can epitaxially recrys-
tallize in a manner similar to that depicted in Figure 2.8(a) and dis-
cussed in Section 2.5. However, larger nanoclusters and nanoparticles
can be driven by focused electric fields and eventually stick to the top
ends of high-aspect-ratio carbon nanotip structures as can be seen in Fig-
ure 3.11(a). In some other cases (e.g., unbiased substrates) such building
units can fall out onto the substrate, as can be seen in Figure 3.11(b).
Interestingly, in some cases the top surface of the carbon nanocones (ta-
pered or “truncated” carbon nanostructures) can be flat [93, 94], which
can create ideal deposition spots for the nanoparticle building units.

Thus, adopting the “cause and effect” approach [4] introduced in
Chapter 2, and following basic considerations during each of the nanofab-
rication steps, one can, in principle, grow and perfect the properties of
various carbon nanostructures (such as single crystallinity of carbon nan-
otips in Figure 3.9(b)).

However, many important questions still remain open. For example,
what is the cause of such pronounced vertical alignment of carbon nan-
otubes and carbon nanotips grown by the plasma-assisted techniques?
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In fact, this also applies to a variety of other one-dimensional nanostruc-
tures such as nanorods, nanowires, nanocones and nanoneedles made of
a variety of materials, including binary, ternary and even more complex
compounds.

We recall that the electric field E is non-uniform in the plasma sheath,
is focused on the growth spots from the initial stage of the growth is-
land formation [159] and drives charged building units thus facilitating
their stacking into the nanoassembly directly from the gas phase. Mean-
while, strong electric fields in the vicinity of nanotips can polarize neutral
(e.g., nanoclusters or molecules/radicals of a polarizable material such as
ZnO) building units and then align them to stack in the nanoscale object
being created. This also increases the probability that the BUs will in-
corporate into the nanostructure while approaching from the top. Thus,
one can conclude [4] that unidirectional precipitation of both charged
and neutral building units favors the assembly of nano-sized structures
aligned along the direction of E, on the unit-by-unit basis. However,
stacking of neutral species with poor polarization response does not nec-
essarily happen in the direction of E.

In particular, excellent alignment of carbon nanotubes and related
nanostructures along the direction of the electric field is not fully under-
stood. This is clearly the case in most plasma-based synthesis processes
wherein the nanotubes align normally with respect to the deposition sub-
strate (this can be seen, for example, in Figure 3.9(a)). This direction
apparently concurs with the direction of the electric field in the plasma
sheath. On the other hand, nanotubes and related structures in neutral
gas-based processes form random networks somewhat similar to the net-
work of interwoven nanowires shown in Figure 3.6. One would imme-
diately speculate (in fact, this is one of the main privileges of physicists!)
that this has something to do with the presence of ions and their focusing
by the electric fields converging towards the sharp tips of the nanotubes.
However, this needs to be complemented by the consideration of their
structure and case-specific growth mechanism [160]. Interestingly, nan-
otubes also align along the electric field even without the presence of the
plasma. For instance, the nanotubes can bend and form L-shaped struc-
tures if the direction of the electric field is changed during the growth
process [161].

It was proposed that when nanotubes are subjected to an electric field,
the electrostatic force creates stress non-uniformly distributed over the
interface between the catalyst nanoparticle and the carbon nanotube
structure grown through either the “tip” or “base” mechanisms. As a
result, the carbon material precipitation rates become different in the
areas with different stress, and vertical growth is dynamically main-
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tained [160]. However, how exactly the stress non-uniformity over the
catalyst nanoparticle-CNT interface translates into preferential stacking
of the BUs still requires an adequate explanation [4].

Another interesting question is related to the thermokinetic choice of
the growth mode, for example, whether to develop via the “tip” or the
“base” growth mechanism, as a single-walled or multiwalled nanotube,
or alternatively, as a nanofiber or a platelet-structured nanorod, and so
on. From the plasma nanoscience perspective, it is particularly impor-
tant to elucidate how exactly the plasma environment can affect this
process. The bad news first, the latter issue is far from being resolved,
even though there is plenty of experimental observations in specific cases
which cover a very large number of possibilities; however, it is not pos-
sible to cover all the observations in a single monograph.

Let us instead approach this issue deterministically and discuss the
structure and some properties of SWCNTs and MWCNTs in a bit more
detail. First of all, from the point of view of applications in future nano-
electronic devices, one should decide whether semiconducting or metal-
lic nanotubes are required. Multiwalled nanotubes are conducting in the
overwhelming majority of cases, except when they have a small number
of walls. Thus, by controlling the number of walls, one can tune the elec-
tric conductivity properties of MWSNTs. On the other hand, SWCNTs
can be either metallic (in approximately 1 out of 3 cases) or semiconduct-
ing (ca. 2/3 cases). This depends on the nanotube’s chirality, which is
determined by the chirality vector

C = nu1 + mu2, (3.1)

where n and m are integers and u1 and u2 are the unit vectors of the pla-
nar graphene sheet [63]. The two numbers, n and m, therefore, determine
the structure of the SWCNT. Moreover, if n − m = 3k, where k is also
an integer, the nanotubes are metallic; otherwise, they exhibit semicon-
ducting properties. If the SWCNTs are semiconducting, their electronic
bandgap is [162]

εg = γ(2a/d), (3.2)

where γ is the π matrix element between adjacent carbon atoms, a is the
length of the carbon–carbon bond in the relevant nanostructure, and d is
the diameter of the SWCNT concerned. In the case of carbon nanotubes
made of graphene sheets, which contain sp2-hybridized carbon, the es-
timated length of the C–C bond is approximately 0.135 nm. From Equa-
tion (3.2), one can see that the bandgap εg is inversely proportional to the
nanotube’s diameter d; thus, the bandgap increases as the nanotubes get
thinner.
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Figure 3.12 Different chiral configurations of SWCNTs: (a) (5,5)
“armchair” metallic CNT, with diameter of ca. 0.68 nm; (b) (10,0)
“zig-zag” semiconducting SWCNT, with d of ca. 0.78 nm; (c) (9,4)
semiconducting SWCNT, with diameter approx. 0.90 nm which
may be formed from Ni catalyst nanoislands grown on a Si(100)
substrate under the following conditions Ts = 800 ◦C and surface
diffusion activation energy εd = 0.47 eV [163].

Therefore, the size of catalyst particles anchored to the SWCNT base
appears to be of paramount importance and determines the structure,
and hence, electronic properties of SWCNTs. Figure 3.12 shows three
examples of numerical simulations of plasma-assisted growth of single-
walled carbon nanotubes on semi-spherical nickel catalyst islands of dif-
ferent size [163]. One can see that a (5,5) “armchair” nanotube develops
from a Ni catalyst island of diameter 0.68 nm. According to Definition
(3.1), it is metallic as apparently k = 0 in this case. Slightly larger (with
d = 0.78 nm) nickel islands give rise to the “zig-zag” nanotube depicted
in Figure 3.12(b). In this case n − m �= 3k; hence, this SWCNT is semi-
conducting. The last nanotube of (9,4) chirality shown in Figure 3.12(c)
is also semiconducting but features a slightly larger bandgap because of
its larger diameter (d = 0.9 nm).

The primary role of the plasma environment in this case is to control
the surface conditions (surface temperature and diffusion activation en-
ergy of nickel adatoms on Si(100) surface; the former was higher and the
latter was lower than in neutral gas-based processes). As a result, larger
densities or smaller and more size-uniform nickel islands can be grown.
This will eventually lead to a denser and more uniform nanopattern of
SWCNTs with a narrow distribution of chiralities and, hence, electronic
properties.



3.2 Carbon-Based Nanofilms and Nanostructures 131

Practical experience shows that plasma-assisted growth of single-
walled carbon nanotubes is an extremely delicate process. One of the
main reasons is that it requires precisely dosed amounts of carbon atoms
to insert into the single wall of the nanotube through the catalyst particle
at its base. Moreover, this process also routinely requires effective sup-
pression of higher hydrocarbons [164], conditions that are quite difficult
to meet in plasma-based processes [4].

Depending on the process conditions, multiwalled carbon nanotubes
can grow either with the catalyst particle on the top or at the base. The
most remarkable feature is that in plasma enhanced CVD the MWCNTs
predominantly develop in the tip growth mode [21], with an additional
possibility to evolve as carbon nanofiber structures [22]. In thermal CVD,
both options are possible [162]. These amazing possibilities are not com-
pletely understood, especially in plasma-based processes.

Recent results of atomic-scale in situ TEM imaging of carbon nanotube
and nanofiber growth shed some light on possible reasons for the forma-
tion of multiple walls and also demonstrate how exactly metal catalyst
particles can detach from the growth surfaces and move on top of the
nanostructures [144,165]. In particular, it has been suggested that multi-
ple graphene sheet-made nanofiber walls can be formed at mono-atomic
step edges at the C–Ni interface [165]. The above steps continuously de-
velop and disappear while an initially fairly spherical nickel catalyst par-
ticle periodically elongates, reshapes and eventually contracts to a spher-
ical shape. The growth terminates when the graphene sheets encapsulate
the Ni particle completely, indicating that metal-gas interaction is essen-
tial for the nanofiber growth.

If this process were conducted in a plasma environment, one should
expect that electrostatic interactions between the similarly (usually neg-
atively) charged catalyst nanoparticle and substrate surface can facili-
tate dynamic reshaping of the particle and its detachment from the sur-
face. This effect has previously been used for electrostatic shedding of
fine powder particles from solid surfaces in plasma discharges [166] and
can be invoked for the explanation of predominant tip-growth of multi-
walled carbon nanostructures in a plasma [4]. Atomic-scale, video-rate
TEM [144] also convincingly confirmed that single-walled carbon nan-
otubes grow by lift-off of a carbon cap, which initially tightly covers the
entire surface of the catalyst nanoislands. This mechanism had been pro-
posed earlier by Reich et al. using DFT numerical simulations [143].

We will now follow the review article [4] and conclude that plasma-
assisted techniques can be advantageous over thermal CVD when at
least one of the following is required:
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• control of densities and fluxes of the required building units in the
gas phase, which is difficult (if possible at all) to do on the surface of
catalyst nanoparticles (e.g., in the synthesis of carbon nanotubes);

• electric field-guided delivery of charged or polarizable building
units straight to the nanoassembly directly from the ionized gas
phase and without any intermediate landing on the substrate sur-
face;

• specific substrate activation by ion/heat fluxes from the gas phase;

• preferential growth and alignment direction, such as the direction
of the sheath electric field;

• nanostructures should be synthesized at low process temperatures
to avoid any damage of easy-to-melt substrates.

This list is incomplete and a few more areas of competitive advantages
of plasma-based approaches have been recently highlighted by Ostrikov
and Murphy [5].

Nonetheless, the actual role of the plasma in the growth of carbon nan-
otubes and related structures is still a subject of intense discussion within
the research community [4]. For example, it is commonly believed that
since dissociation of precursor gas on the surface of catalyst particles
is usually sufficient for carbon material precipitation, the ability of the
plasma to dissociate the gas feedstock into reactive radicals should not
be a factor in the growth of carbon nanotubes [21].

To this end, one should clearly understand the consequences of addi-
tional dissociation of the feedstock gas in the plasma. Extra radical build-
ing units produced in the gas phase reduce the need for their production
on the catalyzed surface. Moreover, carbon-bearing species required for
the nanotube/nanofiber growth can be produced by ion-assisted disso-
ciation of hydrocarbon radicals directly on the surfaces of the nanostruc-
tures being grown [167]. Apparently, these processes are energetically
favorable and could be one of the reasons for the lower substrate temper-
atures required to synthesize carbon nanostructures by plasma-assisted
methods [4]. These processes will be considered in more detail in Chap-
ter 7.

Another argument in favor of the importance of the gas-phase decom-
position of working gas is the possibility of plasma-assisted growth of
multiwalled carbon nanotubes without a catalyst [168,169]. It is thus in-
deed likely that carbon-carrying species can precipitate into nanoassem-
blies directly from the gas phase, provided that the appropriate insertion
conditions (e.g., dangling bond availability) are met.
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Another interesting point is that the CVD of CNTs usually requires
substrate temperatures of at least 550 ◦C, and the cold wafer scenario is
quite unlikely [21]. By using thermally non-equilibrium low-temperature
plasmas, growth temperatures of carbon nanotubes can be reduced to as
low as 120 ◦C [170]. Furthermore, various carbon nanostructures can be
grown in low-temperature plasmas without any external heating of the
substrate [93,94]. In this case, the neutral and ionized components of the
weakly ionized plasma environment can be responsible for the required
heating of the catalyst layer.

To conclude this section, we note that more efficient species generation
and plasma polymerization generally require higher chemical activity of
the gas feedstock. Thus, using highly-reactive (also frequently termed
chemically active) gases such as ethylene, acetylene, or propylene is con-
sidered beneficial to enhance the process yield. For example, nanopar-
ticle generation and nanostructure growth is more efficient in acetylene-
based than methane-based plasmas [4,49,133]. In the following section,
we will approach the problem of tailoring the plasma environments for
deterministic nanoscale assembly more closely and introduce the effec-
tive pratical theoretical/computational approach.

3.3
Practical Framework – Bridging Nine Orders of Magnitude

In Chapter 1, it was stressed that to achieve a fully deterministic synthe-
sis of nanoscale objects, one needs to be able to understand a variety of
processes that occur in the ionized gas phase and on the growth surfaces.
These processes can be separated in space by up to nine orders of mag-
nitude as sketched in Figures 1.2 and 1.10. A basic approach of how to
bridge this spatial gap is sketched in Figure 1.11. In this section we will
introduce the theoretical/computational approach, which is based on
multiscale hybrid numerical simulations that bridge the nine-order-of-
magnitude spatial gap between the macroscopic plasma nanotools and
microscopic surface processes on nanostructured solids. In line with the
original publication [171], we will also consider two specific examples of
carbon nanotip-like and semicondictor quantum dot nanopatterns. We
have chosen these two examples to align the consideration in this sec-
tion to what has already been discussed in Sections 3.1 (semiconducting
nanostructures) and 3.2 (carbon-based nanostructures). These simula-
tions are instrumental in developing the physical principles of nano-scale
assembly processes on solid surfaces exposed to low-temperature plas-
mas.
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Table 3.1 Numerical models and spatial scales in the multi-scale
hybrid simulations: M1 – generation of building units, M2 – building
unit delivery, M3 – surface conditions, M4 – pattern self-organization
and M5 – nanoassembly growth [171].

Module Area Scales Comments

M1 Plasma bulk λs < z < L Uses multi-fluid global plasma models
and provides densities and energies
of plasma species as functions of
operating parameters.

M2 Plasma sheath λs > z > hNA Uses Monte Carlo simulation to trace
ions in the sheath and their collisions
with the surface.

M3 Solid surface x, y ∼ lp Models of plasma-surface interactions
relate surface temperature, elastic stress
and charge distributions to plasma
process parameters.

M4 Solid surface lNA < x, y ∼ lp Models of adatom migration, island
nucleation, growth and coalescence
on plasma-exposed surfaces relate
nanopattern and plasma process
parameters.

M5 Solid surface da < z ∼ hNA BU self-assembly and nanostructure
growth models relate the parameters
of nanoassemblies and the plasma
process parameters.

da < x, y ∼ lNA

Let us again refer to Figure 1.2 which shows a typical plasma-aided
nanofabrication environment, with the spatial scales and numerical
models involved summarized in Table 3.1. From Figure 1.2 and Table 3.1
we can see that the modeling of building unit creation in the plasma
spans the spatial scales of ca. 0.5 m (typical sizes of plasma reactors),
whereas the scales involved in the modeling of surface self-organization
processes are 7–9 orders of magnitude smaller. The BU delivery through
the plasma sheath spans over ca. 10 µm–10 mm, which is a typical sheath
width in low-temperature processing plasmas. This was already men-
tioned in Chapter 1. In Table 3.1, the following notations are used (same
as in the original article [171]): L is a typical dimension of plasma reac-
tors, λs is the plasma sheath width, lp is the size of the simulation area on
the surface, hNA and lNA are the NA sizes in vertical (in the z direction)
and horizontal (in the x-y plane) directions.

To be more specific, here we focus on the description of various pro-
cesses involved in the plasma-assisted synthesis of the two main groups
of selected nanoassemblies (NAs) and their nanopatterns. For the con-
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Figure 3.13 Two representative simulation geometries:
(a) plasma ions interact with an ion-focusing nanotip-like pattern;
(b) ions from the plasma are deposited onto the substrate and
quantum dot surfaces; surface diffusion enables adatoms to
contribute to the quantum dot growth. (x,y) plane (substrate) is
perpendicular to the z direction.

venience of the reader, we also summarize the links to the original pa-
pers where more details can be found. Group I includes (mostly carbon-
based) high-aspect-ratio, nanotip-like structures of different dimension-
ality, such as nanotubes, nanoneedles and nanowires (1D), nanowall-like
structures (2D), nanocones and nanopillars (3D) [34,51,52,100,172,173].
The relevant simulation geometry is shown in Figure 3.13(a). Group II
includes semiconducting (e.g., SiC on Si/AlN, Si on Ge, AlN/AlInN on
Si, and so on) quantum dot (QD) structures [174–176,178].

The plasma-sheath environmet used in simulations is sketched in Fig-
ure 3.13(b). In most cases a detailed comparison of the results obtained
by using plasma and charge-neutral fabrication routes (with the same
main process parameters) can be made. Nanotip-like structures of Group
I usually have hNA ca. 100–900 nm and lNA ca. 10–80 nm, whereas the
sizes of nanodots of Group II is smaller (hNA ≈ lNA ≈ 5–40 nm). The
choice of simulation geometries and other parameters is dictated by the
relevant experimental results [1,4,49,50,55,93–95,129,130,140].

Positioning of individual nanoassemblies in nanopatterns reflects the
most commonly used fabrication methods and patterning techniques.
For example, nanotip-like structures are usually grown on catalyzed sub-
strates pre-patterned via pattern transfer by using ordered templates,
such as lithographic masks or porous materials. Hence, nanotip-like
structures should be seperated from each other by distances varying
from tens of nanometers to several micrometers. On the other hand,
tiny quantum dots are set in a pattern to reflect the commonly achiev-
able surface coverage by the nanodots and some factors that can align or
order them. Other process conditions, such as the surface temperature,
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DC substrate bias, working gas pressure, densities of plasma species,
temperatures of electrons, ions and neutrals, as well as other parame-
ters, are taken as typical values of recent experiments [1, 4, 49, 50, 55, 93–
95,129,130,140].

As stated in the original article [171], module M1 (building unit gen-
eration) uses multi-fluid global plasma models and provides densities
and energies of plasma species as functions of operating parameters [53,
54, 116, 138]. The module is adjusted to the modelling of Ar + H2 +
CH4/C2H2 plasmas, structures of Group I and Ar + H2(optional) + N2
(optional) plasma-assisted sputtering of Al, In, SiC, and Ge targets for the
nanostructures of Group II. This module generates fluxes of the plasma
species at the sheath edge (z = λs) to be used in the next module, M2.

Module M2 (building unit delivery) uses Monte Carlo simulation to
study the delivery of charged and neutral building units from the plasma
to the surface. It enables one to (i) compute the distribution of micro-
scopic ion fluxes in the vicinity of and on nanostructured surfaces, in-
cluding open surface areas (areas not covered by the nanostructures) and
lateral surfaces of individual nanoassemblies; (ii) relate the selective and
targeted (e.g., to open surface areas or lateral surfaces) delivery of build-
ing units to the plasma parameters such as the densities of the plasma
species, electron temperature, and so on; and (iii) obtain (e.g., argon) ion
fluxes required in M3 for computation of temperature and stress distri-
butions on the surface. In this model, the species are traced from the
plasma sheath edge to the nanopattern surface [34,51,52,100,172,173].

Module M3 (surface conditions) [171] contains the models of plasma-
surface interactions (heat, momentum and charge transfer) and speci-
fies the effects of the plasma environment on the temperature, elastic
stress and electric charge distribution on the growth surfaces. This mod-
ule makes it possible to (i) obtain the dependence of the surface tem-
perature as a function of the ion flux; (ii) compute surface charge and
charges on individual nanoassemblies, and relate them to the plasma
parameters. This module includes input from module M2, builds on
relevant processes in the plasma sheath and on solid surfaces [34, 51–
54,100,116,138,172,173] and provides the surface conditions required in
M2, M4 and M5.

Module M4 (pattern self-organization) [171] describes the origin,
development and self-organization of nanopatterns and contains two
sub-modules [174–178]. The first sub-module M4-1 is used to model the
nucleation of initial nuclei on surfaces subject to influx of species from
the plasma and surface conditions (temperature, stress distribution and
electric charge) imported from M3. The positions and surface density
of the initial growth islands strongly depend on the rates of collisions
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between adsorbed species, which are controlled by the BU influx from
the plasma, surface temperature and stress topography. The sub-module
M4-1 enables one to (i) elucidate initial growth patterns; (ii) relate the
size distribution and positioning of seed nuclei to the process parame-
ters. It includes input from M2 and M3. Moreover, the module M4-1
generates initial nucleation sites required in M4-2, M2 and M5.

Sub-module M4-2 uses the advanced fluid-on-fluid technique [179],
which is modified to describe migration of adsorbed adatoms and
nanoisland growth and coalescence on plasma-exposed surfaces [171].
This model of the nanopattern development in the plasma takes into ac-
count (i) incoming building units from the plasma; (ii) surface diffusion
of adatoms; (iii) evaporation from the substrate surface and island sur-
faces; (iv) adatom attachment to the island surfaces; (v) island growth,
displacement and coalescence [174–178]. This module enables one to (i)
describe density distributions of adsorbed species over nanostructured
surfaces; (ii) consider the evolution of developing nanopatterns subject
to intake of building units from over the surface and directly from the
plasma; (iii) take into account surface conditions (surface temperature
and surface charge) computed in M3; (iv) relate the characteristics of
nanoassemblies and nanopatterns to the plasma parameters. This sub-
module includes input from M2, M3 and M5 [171].

Module M5 (nanoassembly growth) [171] relates the growth kinetics of
individual NAs from the initial nuclei to selective delivery of BUs (from
over the surface and from the plasma) and surface conditions imported
from M3 [34,51,52,100,172,173]. It enables one to follow the dependence
of size and shape of individual nanostructures on the process conditions.
This module is based on growth equations that relate the volume and
shape of the structures to the incoming flux of building units; it includes
input from M2, M3 and M4.

We will now discuss in more detail how the multiscale hybrid numer-
ical simulation of this section works in modeling the growth of two se-
lected nanostructures from Groups I and II. For more details of the rel-
evant results please refer to Chapters 6 and 7 of this monograph and
original publications. In the first example, let us consider carbon nan-
otip microemitter structures (Figure 3.9(b)), which should ideally feature
high aspect ratios, vertical alignment and uniformity in sizes (both in the
x-y plane and the z direction) across the entire nanopattern [171]. As
the results of Levchenko et al. [51, 52, 173] suggest, deposition of ionic
building units onto lateral surfaces of carbon nanotips can be effectively
controlled by varying the plasma density, electron temperature and DC
bias of the substrate. For example, in low-density plasmas, ionic build-
ing units deposit either onto open surface areas or on nanotip surfaces
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Figure 3.14 Example of a carbon nanotip reshaped by a micro-
scopic ion flux [171]: a) ion flux distribution over a lateral surface;
b) original nanotip; c) reshaped nanotip.

closer to their bases. On the other hand, when the plasma is dense, the
ions tend to land on the upper sections of the nanotip structures [51].
Assuming that the ions can incorporate into the nanoassemblies be-
ing grown directly at the point of impact, the possibility of determin-
istic nanotip shape control (illustrated in Figure 3.14) has been demon-
strated [100, 173]. In the example given in the original article [171], the
plasma density is np ca. 5 × 1011 cm−3, electron temperature Te = 1.5 eV,
DC bias potential Vb = −30 V, initial nanotip height hNA = 300 nm and
diameter lNA = 50 nm.

We emphasize that the nanotip shape can also be controlled during
the growth process. Moreover, by using a plasma-based approach, one
can synthesize regular patterns of size-uniform high-aspect-ratio carbon
nanotips, which turn out to be superior to similar nanopatterns synthe-
sized by using a neutral gas with the same parameters. Specifically, the
plasma-grown nanotips are taller and sharper, and more uniform within
the entire simulation area, both in the surface plane and in vertical direc-
tion [52].

These results are also directly relevant for the post-processing of
one-dimensional nanostructures, such as nanotubes, nanowires and
nanoneedles. Indeed, relative positioning of such structures in a nanopat-
tern strongly affects the quality of their coating/functionalization by an
ion flux from the plasma. The best results are achieved when the ion flux
is deposited uniformly over the lateral surfaces and is not lost to open
surface areas. This can be done at intermediate plasma densities and
bias voltages and when the nanostructures are sufficiently spaced (by
∆x) away from each other (∆x ∼ hNA) [34]. For more details concerning
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Figure 3.15 Experimentally synthesized (a) [49,50] and com-
puted (b) [177,178] surface morphology of SiC/Si(100) quantum
dots synthesized by plasma-assisted RF magnetron sputtering of
SiC in Ar + H2 plasmas [171].

the results of numerical simulations of carbon nanotip and other carbon
nanostructures please refer to Chapter 7.

The second example is related to Group II nanostructures, more specif-
ically, SiC/Si(100) quantum dots grown by plasma-assisted RF mag-
netron sputtering of SiC targets in Ar + H2 inductively coupled plas-
mas, sustained in the integrated plasma-aided nanofabrication facility
(IPANF) [49, 50]. Figure 3.15 shows the SEM micrograph of the ex-
perimentally synthesized (a) and numerically simulated quantum dot
growth pattern (b). This simulation is mostly based on modules M2–M4
and accounts for neutral and singly ionized Si, C, SiC building units and
involves two major stages [171]. During the first stage, by using module
M4-1, the distribution of initial seed nuclei (ISNs, made of < 25 atoms)
are computed depending on the incoming flux of building units from
the plasma (taken from the experiments [49,50,129]) at different surface
temperatures [174–176].

After optimization of size distributions, the initial seed nuclei are as-
signed random positions within the 1 µm×1 µm (or similar) pattern and
their further growth is studied by using module M4-2 [177, 178]. The
final simulation pattern with the surface coverage of ca. 0.4, which is
within reasonable accuracy, recovers the experimentally achieved sur-
face coverage [49,50,129], is shown in Figure 3.15(b). In numerical simu-
lations, more complex plasma chemistries, such as reactive nanocluster-
generating plasmas are also commonly used [53, 54, 116, 138]. The re-
sults of recent numerical simulation [176] of deposition of Ge/Si(100)
quantum dot seed sub-monolayers from ionized and neutral germane
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GeH4 gas show the advantages of the plasma route in controlled (ca. 1–
3×10−4 monolayers) growth of ultra-small (containing 3–25 Ge atoms)
seed nuclei suitable for the growth of uniform quantum dot patterns
with a high surface coverage. It is remarkable that the proposed tech-
nique challenges the conventional Stranski–Krastanov growth mode, is
applicable for a broader range of epitaxial systems and is promising for
deterministic synthesis of nanodevice-grade quantum dot arrays [171].
More details about plasma-assisted nanodot synthesis will be given in
Chapter 6 of this monograph.

In this way, a multi-scale, hybrid “macroscopic” model, which is able
to bridge the processes separated by spatial scales of up to nine orders of
magnitude (Figure 1.11), can be developed. Here we note that these pro-
cesses are normally considered by “three-dimensional” plasma physics
and “two-dimensional” surface science, two seemingly unbridgeable ar-
eas of study. The model builds on the established, commonly used, well
proven and justified principles and approaches of surface science to sur-
face diffusion phenomena, island nucleation and growth [179]. These
commonly used models have been advanced by individual treatment of
each nanoassembly (up to ca. 103 in the pattern with each nanostructure
containing up to ca. 1.5–2 million atoms or even more) arranged in or-
dered or randomly disordered arrays on plasma-exposed surfaces. Ow-
ing to limitations of the present-day atomic-level ab initio models (e.g.,
in the number of atoms they can handle), this “quasi-macroscopic” ap-
proach seems to be the most appropriate to describe nanopattern growth
on plasma-exposed surfaces. Finally, the results generated by using this
approach appear to be remarkably consistent with numerous experimen-
tal and computational results [4] and it has an outstanding potential to
bridge the “unbridgeable” gap between plasma physics and surface sci-
ence [171].

3.4
Concluding Remarks

In this chapter, we have focused on two main quections:

1. How can we use the building unit-based plasma-aided nanofab-
rication approach introduced in Chapter 2 in most common cases
of semiconducting and carbon-based nanostructures and their pat-
terns/arrays; and

2. How can we approach the problem of bridging the huge spatial
gap between the scales of macroscopic processes in the plasma
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bulk of plasma reactors and of elementary processes of atomic self-
assembly on solid surfaces?

These issues are intimately related to the whole idea of the deterministic
approach in plasma-aided nanofabrication.

We will now try to highlight some of the most important points dis-
cussed in this chapter:

• It is extremely important to be able to establish the logical link be-
tween the “cause” and the “effect”. In the example considered in
Section 3.1, ultra-small silicon nanocrystallites cause a remarkable
improvement in the various functional properties of amorphous
hydrogenated silicon films.

• This unique combination of plasma-grown silicon nanocrystallites
and an amorphous matrix gives rise to a new class of materials
commonly termed polymorphous materials.

• Figure 3.2 summarizes the main process requirements for the de-
terministic synthesis of polymorphous hydrogenated silicon films.

• The plasma-based approach is very effective in deterministic syn-
thesis of nanoislanded nanocrystalline silicon carbide, a novel class
of nanostructured materials in which nanocrystallites are embed-
ded in dome-shaped nanoislands.

• The resulting nanostructure ultimately depends on the details of
the interaction of plasma-generated building units and the surface.
The examples shown in Figure 3.3 emphasize the importance of
depositing nanocrystalline building units with appropriate energy
to avoid their fragmentation upon impact on the substrate.

• Plasma-based environments can handle a variety of precursors in
the gaseous, liquid and solid form. By using the appropriate com-
bination of building units, one can synthesize a virtually unlimited
number of binary, ternary, quarternary, and so on low-dimensional
semiconductor nanostructures such as quantum dots and wires.

• In the synthesis of carbon-based nanostructures, the appropriate
choice of suitable building units is one of the greatest and as yet
unresolved challenges, mostly because of a very large number of
possible options. Nevertheless, in most important cases (e.g., car-
bon nanotubes, nanocrystalline films, single-crystalline nanostruc-
tures), carbon atoms, carbon dimers and some other radicals can be
effectively used to fabricate the desired carbon-based nanoassem-
blies deterministically.
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• In a very large number of cases, carbon-based nanostructures can
only grow if the process is catalyzed by metal nanoparticles such
as Fe, Co, Ni, and various alloys.

• Size, shape and chemical activity of the catalyst are among the most
essential factors that determine the parameters of the nanostruc-
tures and their arrays.

• Plasma plays a very important role at all stages of the synthesis of
various carbon-based nanostructures, as discussed in Section 3.2.

• Plasma-based processes have been used to synthesize a large vari-
ety of carbon-based nanostructures, with some examples shown in
Figure 3.9.

• By using relevant knowledge on precursor species of amorphous
carbon films, one can tailor the nanofabrication process to enhance
the development of the nanostructured phase and suppress the
growth of the amorphous phase; this practical approach is sum-
marized in Figure 3.10.

• Ion bombardment has always been, and still remains, one of the
most controversial issues in plasma-assisted nanofabrication; de-
pending on specific requirements and process conditions, it can be
either a friend or a foe. A better understanding of the interaction of
ion fluxes with various nanostructured films and nanoassemblies
is therefore required.

• A range of high-aspect-ratio nanostructures grown in a plasma
show pronounced alignment along the direction of the electric field
within the plasma sheath. Even though the nature of this phe-
nomenon is not fully understood, it is considered as one of the ma-
jor competitive advantages of plasma-based processes over neutral
gas-based routes.

• A properly balanced approach can enable the growth of very del-
icate nanostructures such as single-walled carbon nanotubes; one
such example is shown in Figure 3.12.

• Typical situations when the growth of carbon-based (and in fact,
many other) nanostructures can benefit from the involvement of
low-temperature plasma environments are summarized at the end
of Section 3.2.

• A practical approach, which bridges processes different by spatial
scales by nine orders of magnitude, is based on multi-scale hybrid
numerical simulations and is introduced in Section 3.3.
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• This computational approach has been used to desribe plasma-
based synthesis of a range of two major classes of nanoassemblies
considered in Sections 3.1 and 3.2. The results are in most cases in
remarkable agreement with the available experimental results.

We will now discuss the appropriateness of using the numerical ap-
proach of Section 3.3 to describe assembly of nanostructures, which takes
place at ultra-small (atomic) scales over very short periods of time and
therefore should involve quantum mechanical treatment heavily. Here
we recall that the hybrid multiscale simulation that bridges the plasma
and surface processes occurring at length scales different by several or-
ders of magnitude involves a huge number of atoms and ions, which
none of the presently available ab initio atomic-level techniques is able
to simulate! In fact, the most advanced existing MD simulations (that
require enormous computational resources) can typically handle just a
few hundred to a few thousand atoms and, on the other hand, are not
entirely reliable due to currently non-resolvable problems with choosing
appropriate inter-atomic interaction potentials appropriate for chemical
reactions and growth processes. On the other hand, relatively precise ab
initio DFT models are also limited to a few hundred atoms but only are
applicable to steady-state nanostructures and cannot be used to describe
growth processes.

As we have mentioned in Section 3.2, and will be considered in more
detail in Chapters 5–7, the microscopic topology of ion fluxes in the
vicinity of selected functional nanostructures and the arrangement of ad-
sorbed species into nanopatterns on solid surfaces are intimately related
to the parameters of the plasma sheath separating the plasma bulk and
the nanostructure growth substrate. More importantly, owing to selec-
tive delivery of ionic and neutral building blocks directly from the ion-
ized gas phase and via surface migration, plasma environments can offer
more options for deterministic synthesis of ordered nanoassemblies com-
pared to neutral gas routes, such as thermal chemical vapor deposition
(CVD), Molecular Beam Epitaxy, and so on. For example, the results of
hybrid Monte Carlo (gas phase) and adatom self-organization (surface)
simulation discussed in Chapter 7 of this monograph suggest that higher
aspect ratios and better size and pattern uniformity of carbon nanotip
microemitters can be achieved via the plasma route.

This is just a small piece of evidence that low-temperature plasmas
have become a member of an elite club of versatile fabrication tools of
the nano-age [4]. However, the level of understanding of how exactly
the plasma nanotools work in various nanoscale applications, still re-
mains far from perfect. One of the reasons is the enormous difference
between the spatial and temporal scales involved in the main processes
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in the plasma and on solid surfaces. In fact, advanced multi-scale hybrid
numerical simulations can be effectively used to bridge the gap between
the gas-phase and surface phenomena, optimize nano-scale processes
and eventually reach the so much needed deterministic level in nanofab-
rication, which will make the prevailing “trial and error” experimental
practices extinct. In the following chapters we will consider more spe-
cific technical details of the main processes involved in the the plasma-
assisted growth of various nanoassemblies.
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4
Generation of Building and Working Units

As stressed in Chapter 2, the nanoassembly synthesis process starts with
the creation of primary material, from which nanoscale objects can be
built. This material comes in a variety of forms as summarized in Fig-
ure 2.1. In fact, from the numerous examples discussed in Chapters 2
and 3, it becomes clear that the choice of any particular building unit is
dictated by the specific requirements of the “nano-building” process.

One might be tempted to suggest that since all nanoassemblies are ul-
timately made of atoms, one should create atomic species in the plasma
bulk and then let them assemble into nanostructures where they are re-
quired. However, we have already learned that in many cases other
atomic building units such as radicals, molecules, nanoclusters and
nanocrystallites can be not only useful but also more effective and effi-
cient in terms of better, faster synthesis of nanoscale objects. Furthermore
a range of other species, which we term working units here, are required
to suitably process the surfaces involved in the nanoscale synthesis.

Subsequently, as we have stressed several times above, the appropri-
ate choice of suitable building units is one of the most difficult issues
of plasma nanoscience. However, as our commonsense tells us, before
choosing any particular species or a group of species, one needs to know,
at least approximately, what the plasma environment can offer.

This particular question can be successfully solved using a range
of plasma diagnostic tools such as optical emission spectroscopy, mi-
crowave interferometry, Langmuir probe diagnostics, quadrupole mass
spectrometry and several others [180, 181]. These diagnostic techniques
should be complemented by the results of numerical modeling of plasma
discharges, which can provide valuable information concerning the
abundance and distribution of the plasma species in the active region
of the plasma reactor. Several important issues and practical approaches
to effective plasma diagnostics have been discussed in detail in a related
monograph [1]. Here we will mostly concentrate on modelling and nu-
merical aspects of this problem.
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In the following section we will show how discharge modeling com-
plemented by experimental results can help in identifying the abundant
plasma species and predicting possible effects of different sorts (e.g., neu-
tral and charged) of species on the nanoassembly process in question.
The discussion in Section 4.1 is based on the complementary modeling
and diagnostics of radiofrequency plasma discharges in Ar + H2 + CH4
gas mixtures. The results presented in Section 4.1 have been obtained
using a simplified, although very commonly used, spatially-averaged
(“global”) approach. This approach is particularly useful when it is nec-
essary to estimate the concentrations of the plasma species averaged over
the entire volume of the reactor chamber.

However, one should note that plasma is always non-uniform, with
the species, densities higher in the plasma bulk and lower near the cham-
ber walls or electrodes introduced into the chamber. If one wants to con-
trol the processing of a specimen immersed in the discharge glow, one
needs to know the densities and energies of the plasma species exactly
at the point where the specimen is located. And what if the surface area
or the size of the specimen is large? In that case, different areas of the
surfaces being processed may be subject to very different conditions, es-
pecially if the plasma is strongly non-uniform.

Therefore, a different approach which makes it possible to specify the
two-dimensional topography of the densities and fluxes of the discharge
species is required; such an approach based on the original work [54] is
presented in Section 4.2. The third section of this chapter (Section 4.3)
is devoted to an overview of the generation of larger (nanocluster,
nanocrystalline etc.) building units in a plasma. As usual, this chap-
ter concludes with concluding remarks (Section 4.4), which gives a brief
overview of the main points discussed in Chapter 4.

4.1
Plasma Species in High-Density Inductively Coupled Plasmas
for Low-Temperature Synthesis of Carbon Nanostructures

In this section, following the original report [53], we will discuss how nu-
merical simulations complemented with the experimental results from
optical emission spectroscopy (OES) and quadrupole mass spectrometry
(QMS) can be used to calculate the abundance and surface fluxes of a va-
riety of carbon-bearing species, which can potentially serve as building
units in the plasma-asssited synthesis of vertically-aligned carbon-based
nanostructures. The approach considered here is based on a spatially
averaged (global) discharge model of inductively coupled Ar/CH4/H2
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plasmas in the process of PECVD of vertically aligned carbon nanostruc-
tures (CNSs). This model makes it possible to estimate the densities and
fluxes of the radical neutrals and charged species, the effective electron
temperature and methane conversion factor under various growth con-
ditions. The results of the numerical modeling show a remarkable agree-
ment with the OES and QMS experimental results. The most interesting
conclusion which follows from this study is that the incoming fluxes of
cations (positively charged radicals) can exceed those of the radical neu-
trals, despite a low ionization degree of the plasma involved.

We now recall that plasma-enhanced chemical vapour deposition has
recently become one of the most popular growth techniques of a variety
of common carbon nanostructures, as can be seen from the large num-
ber of publications [1, 21, 90, 93, 94, 141, 182–184]. As has already been
mentioned in previous sections, low-temperature PECVD offers a great
deal of vertical alignment and positional ordering of carbon nanostruc-
tures, in particular, due to the presence of DC electric fields normal to
the growth surface [90]. In many cases, this constitutes a significant ad-
vantage of PECVD processes compared with conventional thermal CVD
techniques.

As we have learned from Chapter 2, the essential parameters for the
PECVD growth of ordered carbon nanostructures are partial pressures of
feed gases, input power, the nature and parameters of the catalyst used,
the substrate temperature Ts and DC bias Vs. We also recall that because
of the ever-decreasing surface temperatures acceptable in nanofabrica-
tion (film thicknesses shrink, which leads to substantially lower melting
points compared to relevant bulk materials), many experiments have
focused on the minimization of the synthesis temperatures of the car-
bon nanostructures [94, 185–187]. In recent years, a range of plasma
sources have been used to synthesize carbon nanostructures at relatively
low temperatures (ca. 300–500 ◦C). Relevant examples include capaci-
tively coupled [188], microwave [186] and inductively coupled plasmas
(ICPs) [21,93] of various hydrocarbon-based gas mixtures. However, ca-
pacitively coupled plasmas have not been widely used for this purpose
due to a somewhat limited ability to control the substrate potential.

On the other hand, microwave and inductively coupled plasmas
have recently been considered more attractive for this purpose. Some
of the most important reasons are stable operation at low pressures
(0.133 Pa (1 mTorr)–13.332 Pa (100 mTorr)), high electron and ion den-
sities (1011–1012 cm−3 and even higher) and controllable ion fluxes onto
the surfaces [189].

As has also been already mentioned, ion bombardment significantly
contributes to the fragmetation and activation of catalyst layers, both via
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direct physical impact and chemical reactions, as well as via additional
substrate heating. Therefore, it is widely recognized that (properly con-
trolled) ion fluxes play a key and a positive role in the PECVD growth
of carbon nanostructures at substrate temparatures substantially lower
than in thermal CVD processes with quite similar parameters [21, 187].
We now refer the reader to Figure 3.9 and the related monograph [1] and
review articles [4,21,22] which provide plenty of evidence that numerous
vertically aligned carbon nanostructures with high aspect ratios can be
grown on large-area substrates on silicon substrates catalyzed by transi-
tion metals in the low-temperature range using radiofrequency plasmas
of various mixtures that contain carbon-bearing precursor gases.

In order to control the deposition process and improve the emission
and other properties of carbon nanostructures, as well as to explore the
possibilities for the upscaling to larger growth areas, an insight into the
gas-phase plasma processes is crucial [53]. Numerical modeling of the
plasma discharges can reveal the underlying physics of the deposition
process and contribute to the development of the future industrial pro-
cess specifications.

In the last few decades, there have been a large number of reports
on extensive and in-depth theoretical studies of plasmas in various
hydrocarbon-based feedstocks used for plasma-enhanced CVD of dia-
mond-like, graphite-like and amorphous carbon films [190–194]. Even
though plasma-based techniques have been widely used to grow a
large number of carbon-based nanostructures, the modeling of low-
temperature plasmas in the carbon nanostructure growth has only re-
cently attaracted the attention it merits [142, 184, 195, 196]. Some of the
modeling works [142,184,195] are limited to high-pressure (≥ 4.000 hPa
(3 Torr)) regimes of carbon nanostructure growth in methane/acetylene
carbon-bearing gases diluted with NH3/H2. The original work of Deny-
senko et al. [53] which we discuss in this section, refers to the properties
of low-pressure (< 13.332 Pa (100 mTorr)) plasmas in the PECVD of the
ordered carbon nanostructures.

In this section we will follow the original article [53] and discuss the
results of the diagnostics and numerical modeling of the low-frequency
ICPs of Ar/CH4/H2 commonly used in the PECVD of ordered carbon
nanotip structures. It is interesting that the results of the numerical study
(using a spatially averaged (global) discharge model) of the effects of
variation of the discharge control parameters on the methane conversion
factor, electron energy distribution, densities of the neutral and charged
species and their fluxes onto a nanostructured surface are in remarkable
agreement with the results of the optical emission spectroscopy (OES)
and quadrupole mass spectrometry (QMS) measurements.
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4.1.1
Experimental Details

The experiments in the original work [53] were conducted using a source
of low-frequency inductively coupled plasmas sketched in Figure 4.1.
The results from the plasma and circuit diagnostics and the discharge op-
erating parameters have been used for the discharge modeling by means
of the spatially-averaged (global) model mentioned above. Below we
give the most essential description of the setup and refer the reader to the
recent monograph and other original experimental papers [1, 189, 197–
202]. In brief, a cylindrical stainless steel reactor chamber of the plasma
source has the inner diameter 2R = 32 cm and length 23 cm. The chamber
is cooled by a continuous water flow between the inner and outer walls
of the chamber. The top plate of the chamber is a fused silica disk, with a
diameter and thickness of 35 and 1.2 cm, respectively. The top surface of
the stainless steel substrate holder, of diameter 17.5 cm, is located 11 cm
below the bottom surface of the quartz window, as shown in Figure 4.1.

In the growth of a large number of carbon-based nanostructures, a
DC voltage in the range of 0–300 V is typically applied to the substrate
stage [93,94]. The plasma reactor sketched in Figure 4.1 is evacuated us-
ing a 450 L/s turbo-molecular pump backed by a two-stage rotary pump.
The flow rates of the working gases (Ar, H2, and CH4, or acetylene in the
growth of carbon nanowall-like structures) are regulated by MKS mass-
flow controllers. In particular, the gas flow rates of argon and methane
have been varied from 10 to 50 sccm and 3 to 7.5 sccm, respectively [53],

Figure 4.1 Schematics of the source of low-frequency inductively
coupled plasmas used for plasma enhanced chemical vapor
deposition of various carbon-based nanostructures [53,95].
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whereas the hydrogen flow rate is fixed at 12.4 sccm. As usual (see [1],
Chapter 2), the total gas pressure in the discharge chamber is measured
by a MKS Baratron capacitance manometer and is maintained in the
range 2.666 Pa (20 mTorr)–9.332 Pa (70 mTorr). The plasma discharges
were sustained by RF input power in the range from 1.8 to 3.0 kW. A
typical scanning electron micrograph of the PECVD-grown ordered ver-
tically aligned carbon nanotip structures is shown in Figures 3.9(a–c).

We note that argon, or another inert gas is commonly used to dilute
mixtures of reactive gases. In the case considered, argon was used pri-
marily for the purposes of surface conditioning and activation, as well
as to maintain a stable discharge operation during the nanostructure
growth at reasonably low input powers. The process begins with the
initial pre-treatment of the Ni-based catalyst layer using argon ion bom-
bardment, controlled by a DC substrate bias. As mentioned above, the
dilution of the working gases with argon facilitates the discharge mainte-
nance and operation due to the outstanding ionization/dissociation ca-
pacity of Ar in CH4/H2/Ar gas mixtures [53,203,204]. Also, addition of
an easily ionized inert gas can substantially improve the efficiency of the
inductive coupling as compared with undiluted hydrocarbon/hydrogen
mixtures.

For example, when the discharges are sustained in mixtures of hydro-
carbons and hydrogen, the RF coupling can in some cases be predom-
inantly capacitive [21]; in other words very high input powers may be
required to run the discharges in the high-density inductive (H) mode.
Moreover, the use of the pure hydrocarbon feedstock has previously been
disfavored due to the enhanced deposition of amorphous carbon [53].
On the other hand, reactive hydrogen or ammonia are frequently used to
enhance removal of the amorphous phase from nanostructured carbon-
based films. The choice of a diluent gas also depends on the pressure
range. For example, helium is more commonly used in the synthesis
of carbon nanostructures in dielectric barrier discharges at atmospheric
pressures [205].

The number densities of a range of neutral discharge species have been
measured by a Microvision Plus LP101009 quadrupole mass spectrom-
eter equipped with a Faraday cup detector. The operation and use of
the QMS diagnostics to identify various plasma species are discussed
in Chapter 2 of the related monograph [1]. A typical distribution [53]
of the radical and non-radical neutral species in the PECVD of the self-
assembled ordered carbon nanotip arrays is shown in Figure 4.2(a). The
optical emission from the ICP discharge was collected in the radial di-
rection using a collimated optical probe mounted 6 cm below the quartz
window in the diagnostic side-port of the chamber [53]. The collected op-
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Figure 4.2 Mass spectrum of the neutrals measured (a) by QMS;
and (b) OES of the excited species in the Ar/CH4/H2 plasma for
the following experimental conditions: input power Pin = 2 kW,
argon influx JAr = 35 sccm, hydrogen influx JH2 = 12.4 sccm,
methane influx JCH4 = 7.5 sccm, DC bias Vs =−300 V, and sub-
strate temperature Ts = 300 ◦C [53].

tical emission is transmitted via an optical fiber to a SpectroPro-750 spec-
trometer (Acton Research Corporation) with the spectral resolution of
0.023 nm. In this and similar experiments, the optical emission spectra
of the excited neutral and ionized species are commonly studied in the
wavelength range 350–850 nm. Further details of the optical emission
intensity (OEI) measurements can be found elsewhere [1,189,197,198].

Figure 4.2(b) shows typical optical emission spectra in the process of
PECVD of carbon nanostructures in methane-based gas mixtures. In the
wavelength range 750–840 nm one can clearly observe argon lines origi-
nating due to 4p → 4s transition. On the other hand, emission from the
hydrogen Balmer line Hα is seen at 656.2 nm; the Hβ 486.1 nm emission
common to gas discharges in hydrogen can also be identified. Further-
more, one observes the line at 420.5 nm attributed to optical emission
form molecular hydrogen. From Figure 4.2(b), one can also observe in-
tense emissions from the active hydrocarbon and carbon species, such as
the molecular bands corresponding to the B2Σ → X2Π and A2∆ → X2Π
transitions (at 387.1 nm and 431.4 nm, respectively) [53]. The line belong-
ing to the C2 Swan band system, corresponding to the d3Πg → a3Πu

transition with 
υ = 0 is located at 516.5 nm. It is interesting to note
that the role of carbon dimer C2 as a building unit of nanocrystalline di-
amond and some other nanostructures and nanostructured films has al-
ready been mentioned in Chapter 2 of this monograph. Wherever possi-
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ble, the experimental results showing how the external parameters (e.g.,
RF power and gas inlet) affect the internal discharge properties (densities
of neutral species and optical emission intensities (OEIs optical emission
intensities (OEIs) of the excited neutral species) will be presented below
together with the computation results to enable a direct comparison.

4.1.2
Basic Assumptions of the Model

A spatially averaged (global) model has been developed to calculate the
charged and neutral particle densities in the inductively coupled plas-
mas of Ar/CH4/H2 gas mixtures used in the PECVD of self-assembled
ordered carbon nanostructures [53]. The two basic sets of equations of
the model include the RF input power and species balance equations.
We will now briefly go through the main assumptions, which success-
fully lead to reasonable results, in accordance with the relevant experi-
mental results. The model of Denysenko et al. [53] includes the following
species:

• Non-radical neutral species: Ar, H2, CH4, C2H2, C2H4, C2H6 and
C3H8;

• Ions: Ar +, H +, H +
2 , H +

3 , CH +
3 , CH +

4 , CH +
5 , C2H +

2 , C2H +
4 and C2H +

5 ;

• Radical neutral species: H, CH, CH2, CH3, and C2H5.

The anions (negative ions) are not accounted for here due to commonly
recognized electropositive features of CH4 and H2 plasmas [206,207].

The results of modeling and diagnostics of plasma discharges strongly
depend on the prevailing electron energy distribution function (EEDF)
f (ε). In most cases, it is commonly assumed to be Maxwellian. However,
in low-pressure plasma discharges the energy distribution function is of-
ten Druyvesteyn-like, as was the case in the original work of Denysenko
et al. [53]. This assumption is supported by numerous experimental and
theoretical studies of argon and CH4-based RF plasmas [202,206].

Both Maxwellian and Druyvestein-like electron energy distribution
functions can be explicitly presented in a similar form

f (ε) = c1ε1/2exp(−c2εx) (4.1)

with different coefficients x [208, 209]. In this case x = 1 and x =
2 correspond to Maxwellian and Druyvesteyn EEDFs, respectively,
ε is the electron energy, c1 = (x/〈ε〉3/2)[Γ(ξ2)]3/2/[Γ(ξ1)]5/2, c2 =
〈ε〉−x[Γ(ξ2)/Γ(ξ1)]x, ξ1 = 3/2x and ξ2 = 5/2x.

It is also assumed that the plasma is charge neutral ∑i ni = ne,
where ne and ni are the number densities of the electrons and cation
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(positive ion) species i, respectively. To be specific, the temperatures
of the ions and neutrals have been fixed at 500 K, which is a typical
gas temperature in argon-based inductively coupled plasmas [210, 211]
under conditions similar to the PECVD growth of ordered carbon nanos-
tructures [53,93,94].

4.1.3
Particle and Power Balance in Plasma Discharge

According to Denysenko et al. [53], the set of basic equations that describe
the balance of radical and non-radical species in the discharge contains a
set of rate equations for methane and hydrogen source gases as well as
other radical and non-radical species

∂nCH4

∂t
= ICH4 − OCH4 − ∑

i
kinenCH4 + ∑

jkm
kjnknm − ∑

ls
klnsnCH4 (4.2)

∂nH2

∂t
= IH2 − OH2 − ∑

i
kinenH2 + ∑

jkm
kjnknm − ∑

ls
klnsnH2

+ 0.5KH
wallnH (4.3)

∂nr

∂t
= ∑

h
khnenh + ∑

jkm
kjnknm − ∑

ls
klnsnr − Kr

wallnr − Or (4.4)

respectively, where ICH4 and IH2 are the incoming flow, and OCH4, OH2
and Or are the outflows of the CH4, H2 and other radical and non-
radical neutral species r per unit time, respectively. A rate at which
species α =Ar, CH4, and H2 enter the reactor Iα [cm−3/s] ≈ 4.4 ×
1017 Jα[sccm]/V is proportional to the gas inlet flow rate Jα, where V
is the chamber volume in cm3. The rate at which the molecules leave
the discharge is Oα = υpumpnα/V, where υpump is the pumping rate
in cm3/s. The third terms in the right hand side of (4.2) and (4.3) ac-
count for the losses in the electron impact reactions, whereas the fourth
and fifth terms account for the gains and losses from the neutral/ion-
neutral reactions, respectively. The last term in Equation (4.3) reflects
the fact that the atomic hydrogen is usually converted into the molecu-
lar state as a result of the surface reactions. The first term in the right
hand side of Equation (4.4) describes the generation of species r as a re-
sult of the electron-impact reactions, while the second and third terms
account for the gain and losses of the same species in the neutral/ion-
neutral reactions, respectively. Here, Kr

wallnr is the number of radical
neutral species r lost on the discharge walls per unit time per unit vol-
ume, where Kr

wall = γrυthrSsurf/4V [53]. Furthermore, γr and υthr are the
model wall sticking coefficient and the average thermal velocity of rad-
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ical species r, respectively, and Ssurf is the chamber surface area. It can
be further assumed that the sticking coefficients for CH, CH2, ceCH3,
C2H5 and H species are 0.025, 0.025 [212], 0.01 [213, 214], 0.01 [215, 216]
and 0.001 [206], respectively. The sticking probabilities of all non-radical
neutral species have been assumed to be zero [53]. Since argon is in-
ert, its density nAr does not change during the discharge run. Moreover,
in weakly ionized plasmas the density of neutral argon atoms is much
higher than the combined ion density. In this case, it is reasonable to
assume that IAr = OAr = υpumpnAr/V [53].

The balance equation for the cation species i is [53,217]

Vneνiz,i = (hL AL + hR AR)niuB,i + V
Ns

∑
j=1

kcx,ijninj, (4.5)

where kcx,ij is the charge-exchange rate coefficient for asymmetric colli-
sions between the ion species i and neutral species j, Ns is the number
of neutrals that take part in the charge-exchange collisions with the ion
species i and νiz,i is the ionization frequency for the production of the
ion species i. Here, AL = 2πR2, AR = 2πRL, hL and hR are the ratios
of the densities of the cation species i on the outer surface of a cylindri-
cal plasma column in the axial (z = 0, L) and radial (r = R) directions
to the bulk averaged density ni, respectively. In the low to intermediate
pressure regime [(R, L) ≥ λi ≥ (Ti/Te)(R, L)] the above ratios are [218]
hL = 0.86{3 + L/2λi}−1/2, and hR = 0.8{4 + R/λi}−1/2, where λi is the
ion-neutral mean free path. For the EEDF (4.1), the velocity of ion species
i at the plasma – sheath edge entering (4.5) is

uB,i =
√

2〈ε〉/miΓ(ξ1)/
√

Γ(ξ2)Γ(ξ3),

where

〈ε〉 = 1.5Teff = c1

∞∫
0

ε3/2exp(−c2εx)dε,

ξ3 = 1/2x, and Teff is the effective electron temperature [53].
The balance equations of the discharge species need to be comple-

mented by the following power balance equation [53,217]

Pin = Pev + Pw, (4.6)

which completes the basic set of equations of this model. Here, Pin is the
total RF power deposited to the plasma (discharge operating parameter).
Furthermore, the energy lost in electron-neutral collisions is [53]

Pev = eneV
q

∑
i=1

νiz,iεL,i,
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where q is the number of cation species generated in the discharge, and

νiz,iεL,i = νiz,iεiz,i +
Nexc

∑
k=1

νexc,kεexc,k + 3νelasmeTeff/Mi.

Here, ν = 〈συ〉nn is the collision frequency, 〈συ〉 is the rate coefficient ob-
tained by the averaging of collision cross-section σ over the EEDF, nn is
the density of neutrals, Nexc is the number of excitation energy-loss chan-
nels, me and Mi are the electron mass and mass of i-th ion, respectively.
Furthermore, εiz,i is the threshold ionization energy for the production
of the cation species i, νexc,k and εexc,k are the excitation frequency and
threshold energy for the k-th level of a neutral εL,i is the total collisional
energy loss for the creation of the electron-ion (species i) pair. The sum
over k includes all inelastic electron-neutral collisional processes that do
not produce positive ions.

In addition, a number of rotational, vibrational/electronic excitation
and dissociation processes have been taken into account here (see Ap-
pendix A and Table 10.1. The second term in (4.6)

Pw =
g

∑
i=1

eniυB,i(hL AL + hR AR)(εeω + εiω)

stands for the loss of kinetic energy of charged species to the discharge
walls. The mean electron kinetic energy lost per electron lost to the walls
is [53,209]

εew = 〈ε〉Γ(ξ1)Γ(ξ5)/
(
Γ(ξ2)Γ(ξ4)

)
,

where ξ4 = 2/x and ξ5 = 3/x. The ion kinetic energy lost per ion lost
to the wall εiw is the sum of the ion energy at the sheath edge and the
energy gained by the ion as it traverses the sheath [53,209]

εi = 〈ε〉Γ(ξ1)2/
(
Γ(ξ2)Γ(ξ3)

)
+ Vs,

where Vs is the sheath voltage drop. For argon ions and Maxwellian
EEDF, Vs ≈ 4.68Teff; for Druyvesteyn distribution Vs ≈ 3.43Teff [209].
Descriptions of the numerical method for the solution of the global
model equations (4.2)–(4.6), the chemical reactions used in the compu-
tation and the rate coefficients for the reactions are presented in Ta-
bles 10.1–10.3 in Appendix A.

4.1.4
Densities of Neutral and Charged Species

The global model of the previous subsection is used here to show the
effect of the discharge operating conditions on the main plasma param-
eters, including the number densities of the neutrals, electrons and ions,
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as well as the electron temperature originally computed by Denysenko et
al. [53] for different powers Pin absorbed in the discharge, and the input
flow rates of argon and methane. Wherever appropriate, the computa-
tion results are also compared with the QMS experimental data and are
used to explain the variations of the OEI of selected CH (431.4 nm), C2
(516.5 nm), hydrogen (656.2 nm) and argon (839.8 nm) emission lines.

4.1.4.1 Effect of RF Power

Let us now consider the effect of the input power on the densities of
the major discharge species [53]. The methane, hydrogen and argon
input flow rates are fixed at 7.5, 12.4 and 35 sccm, respectively, which
corresponds to nCH4 = 1.37 × 1014 cm−3, nH2 = 2.27 × 1014 cm−3, and
nAr = 6.4 × 1014 cm−3 under the “plasma-off” conditions, respectively.
To study the effect of RF power on the plasma parameters, Pin is varied in
the numerics in the range from 50 W to 3 kW, which is broader than was
actually used in the PECVD of carbon nanostructures (1.8–3.0 kW) [93,
94].

Figure 4.3(a) shows the calculated densities of non-radical and radical
neutrals in the Ar/CH4/H2 discharge of interest here. The variations of
the electron and ion densities with Pin are shown in Figure 4.3(b). From
Figure 4.3(a) one can see that both nCH4 and nH2 decrease dramatically
with Pin. We note that in the power range suitable for the synthesis of
carbon nanostructures, methane and hydrogen densities in the plasma
are usually much smaller than in the absense of the discharge. Mean-
while, argon atoms appear to be the dominant neutral species in the dis-
charge [53]. In fact, the density of hydrogen atoms is approximately 25
times smaller than the argon density and slightly decreases with power.
As can be seen in Figure 4.3(a), the density of molecular hydrogen at
low input powers is comparable to that of atomic hydrogen, and also
decreases with Pin. The latter decrease can be attributed to the enhanced
dissociation of hydrogen molecules at higher input powers accompanied
by the rise in the electron number density (Figure 4.3(b)) [53]. Inter-
estingly, under the process conditions suitable for carbon nanostructure
growth, the hydrogen conversion factor [190] (degree of dissociation) can
approach 99%. The enhanced dissociation of hydrogen molecules is nat-
urally accompanied by the rise of the ratio of the densities of H and H2
species, which can exceed 10 at elevated powers. Similar high nH/nH2

ratios have been reported by Bera et al. [194].
Meanwhile, the densities of methane and CH3, C2H2, C2H4, C2H5,

C2H6 and C3H8 species also decrease with RF power, which can be due to
more intense electron-neutral collisions at higher electron densities [53].
On the other hand, CH and CH2 densities increase with Pin. The latter
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Figure 4.3 Computed (a) and measured by QMS (c) densities
of neutrals (normalized on nAr), computed ion densities (b), and
computed and measured by QMS CH4 conversion factor �CH4 (d)
as functions of the power input for the same gas feedstock as in
Figure 4.2 [53].

can be attributed to the smaller collisional cross-sections of CH and CH2
molecules compared to other hydrocarbon species. A similar tendency
has also been reported elsewhere [191]. Therefore, it is probable that the
above two molecules do not react with the plasma species as actively as
CH3, C2H2, C2H4, C2H5, C2H6 and C3H8 species do. Hence, higher hy-
drocarbons CxHy (x ≥ 2) are more likely to break up into smaller radical
fragments. This could be a reason why the densities of C2H6 and C3H8 in
Figure 4.3 are quite low. However, the relative importance of the above
two (as well as C2H5) species is higher at lower input powers, as can be
seen in Figure 4.3(a).

The results of the quadrupole mass spectrometry in Figure 4.3(c) con-
firm that the densities of H2, CH4, CH3, C2H2 and C2H4 species de-
crease with input power. Similarly, the CH4 conversion factor �CH4 =
1 − nCH4 /n0

CH4
, where n0

CH4
is the CH4 density under the “plasma-off”

conditions, appears to be very high at RF powers exceeding 1.8 kW [53].
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A comparison between the experimental and calculated values of
�CH4 at different RF powers in Figure 4.3(d) shows a consistent ten-
dency of �CH4 to increase with the discharge power. In fact, there is
a remarkable quantitative agreement between the computational and
the experimental results. In the power range suitable for the growth
of carbon nanostructures (1.8–3 kW), the conversion factor measured
by the QMS varies from 86% to 92%, whereas the numerical value of
�CH4 remains approximately 99% [53]. Similar high degrees of the
methane dissociation (ca. 95%) in CH4/H2 inductively coupled plas-
mas have been reported by other authors [195]. High conversion rates of
hydrogen-diluted reactive gas feedstocks is a common feature of many
reactive plasmas. For example, �SiH4 can be as high as 99% in SiH4/H2
gas mixtures [219]. Apparently large conversion factors are due to the
higher abundance of atomic hydrogen at elevated electron densities in
hydrogen-containing plasmas, which in turn results in more intense
chemical reactions between H and CH4 (or SiH4 in silane plasmas) [53].

The original global model of the plasma discharge also offers an expla-
nation of the experimental tendencies of the optical emission intensities
of neutral CH (431.4 nm), C2 (516.5 nm), hydrogen (656.2 nm) and argon
(839.8 nm) lines at different input RF power. The observation reported by
Denysenko et al. [53] is a consistent increase of the OEIs of the above lines
with RF power. This tendency can be explained by noting that the emis-
sion intensities of excited neutral species are proportional to the densities
of the plasma electrons, ne, and the corresponding neutral species, nα,
and also depend on the effective electron temperature [202, 220]. Since
the electron temperature does not change (≈3.5 eV) within the power
range of interest, the OEI is thus proportional to the product nenα. This
product calculated at different input powers shows a remarkably similar
tendency as the experimentally measured OEI [53].

4.1.4.2 Effect of Argon and Methane Dilution

The results of the original report [53] suggest that the densities of molec-
ular and atomic hydrogen decrease with Ar inlet JAr, whereas the den-
sities of hydrocarbon neutrals grow with JAr (RF input power is fixed).
The majority of hydrocarbon species, however, show a clear tendency to
increase with JAr. It was suggested that as the partial pressure of argon
increases, the electron temperature decreases, which in turn results in a
weaker methane conversion in collisional processes. As a result, the den-
sities of CH4 and other carbon-bearing (both neutral and ionic) species
increase. This tendency is observed from both experimental (QMS and
OES) and numerical results [53]. Thus, if a particular application requires
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an increased concentration of carbon-containing species, one could con-
sider an increase in the partial pressure of the argon feedstock gas.

The effect of methane inlet also appears to be quite straightforward
as the original report [53] suggests. A higher inflow of CH4 is naturally
accompanied by a rise in the densities of methane and most of the hydro-
carbon neutrals, which is confirmed by the QMS, OES measurements and
the results from the spatially-averaged model. An increase of the atomic
hydrogen density can be due to the enhancement of the electron-impact
dissociation of CH4 summarized in Table 10.1 in Appendix A. On the
other hand, more molecular hydrogen is released as a result of the inten-
sified heavy particle collisions, see Table 10.1 in Appendix A. An interest-
ing observation is that the electron density (and also that of argon ions)
slightly decreases. It was suggested that this can be attributed to higher
inelastic electron losses (e.g. for the vibrational, rotational, and electronic
excitations of hydrogen and hydrocarbon species) that inevitably accom-
pany a higher inlet of CH4 [53]. This decreased density of the plasma
electrons eventually leads to the lower intensity of optical emission from
most of the species involved.

4.1.5
Deposited Neutral and Ion Fluxes

In this subsection we consider the fluxes of the neutral and charged
species deposited onto the substrate under the growth conditions of car-
bon nanostructures [53]. To understand the role of each species in the
PECVD and to study the effect of the input plasma parameters on the
deposition process, one can compare the numbers of the radical neutrals
deposited per unit time per unit surface

Ψj
n = 0.25njγjυthj

with those of the plasma ions

Ψi = hLniυBi,

where the ion flux is calculated at the sheath edge rather than at the nano-
structured surface where it can be substantially higher. Here, and below,
the indices j and i denote radical and ion species, respectively. Here we
emphasize that only H, CH, CH2, CH3 and C2H5 radical neutrals with
sufficient reactivity (“sticky”) should be considered as being able to de-
posit on the film surface.

Figure 4.4(a) illustrates the effect of the input power on the deposited
fluxes of the radical neutrals. At low input powers (Pin < 0.25 kW),
atomic hydrogen and methyl are the main radical neutrals deposited
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Figure 4.4 Deposited flux density of radical neutrals (a) and
ions (b) as a function of Pin for the same conditions as in
Figure 4.2 [53].

on the processing surface [53]. When the input power increases to Pin
ca. 0.75 kW, the flux of CH increases. Furthermore, CH appears to be
the major contributor to the carbon material deposition at relatively high
input powers (≥ 0.5 kW). One of the most important observations from
Figure 4.4 is that the flux of atomic hydrogen is about 10 times higher
than those of the carbon-bearing neutrals. This finding supports the as-
sertion of the crucial role of the etching of catalyzed surfaces by atomic
hydrogen in the PECVD of carbon nanostructures [4,89].

The dependence of the deposited ion fluxes on Pin is shown in Fig-
ure 4.4(b). Under low input powers (ca. 0.05 kW), CH +

5 flux is domi-
nant. With an increase of the RF power the fluxes of Ar + and H + also
increase due to the rise of the corresponding ion densities. Furthermore,
at relatively high powers (≥ 0.4 kW) the fluxes of Ar + and H + cations
become dominant. In this case, the H + flux is approximately 10 times
smaller than that of Ar +. Meanwhile, the fluxes of CH +

4 and CH +
3 are the

strongest among the carbon-containing ions. However, the fluxes of CH +
4

and CH +
3 are in 2–3 orders of magnitude smaller than those of argon ions.

Under the typical nanostructure growth conditions (Pin ca. 2 kW), the de-
posited flux of hydrogen atoms is comparable with that of H + ions [53].

The total flux density of hydrocarbon radical neutrals Ψn strongly de-
pends on the input power. At Pin = 0.05 kW, Ψn ca. 1.63 × 1014 s−1cm−2

and further grows to 2.55 × 1014 s−1cm−2 at 0.5 kW. In the subse-
quent power range (0.5–3.0kW) the flux density declines with power.
For instance, Ψn = 2.42, 1.98, 1.62 s−1cm−2 at Pin =1, 2, and 3kW,
respectively [53]. The total flux density of hydrocarbon ions onto
the processing surface Ψi is slightly higher than Ψn and decreases



4.1 Species in Methane-Based Plasmas for Synthesis of Carbon Nanostructures 161

Figure 4.5 Same as in Figure 4.4 as a function of methane inflow
rate for the same conditions as in Figure 4.2 [53].

with Pin in the entire power range of interest. Specifically, Ψi =
3.66, 3.14, 3.02, 2.85, 2.75 × 1014 s−1cm−2 at Pin = 0.05, 0.5, 1, 2 and 3 kW,
respectively.

More importantly, under the prevailing carbon nanotip growth con-
ditions (Pin =2–3 kW) Ψi is ca. 1.5 times higher than Ψn, which is one
of the most important conclusions of Denysenko et al. [53]. One can see
that despite the low degree of ionization, the rates of delivery of ionic species
to the nanostructured surface can be higher than those of more abundant neu-
tral radical species. Moreover, as we have mentioned at the beginning of
this subsection, the actual ion flux onto the surface can be much larger
than the one calculated at the sheath boundary. Indeed, we recall that
the ions enter the plasma sheath with the Bohm’s velocity and are then
accelerated by the negative substrate potential. At typical biases used
in experiments on nanostructure synthesis, this difference can be a few
tens and sometimes even hundreds of electron volts. This confirms the
significance of nanostructure synthesis and processing using ion rather
than neutral fluxes; therefore, ion-based processes are given a high pri-
ority in this monograph. In particular, as will be shown in the following
chapters, ion fluxes play a pivotal role in the synthesis of a variety of
nanostructures and nanostructured materials.

Methane gas inlet also appears as an important control factor of the
densities of radical neutral/ion fluxes onto the surface. The dependences
of the radical neutral and ion flux densities on JCH4 are shown in Fig-
ures 4.5(a) and (b), respectively. One can conclude that the fluxes of
all hydrocarbon species grow with the methane input flow rate. This
can be attributed to the rise of the corresponding neutral and ion densi-
ties [53]. The total fluxes of ions and radical neutrals are almost the same
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at relatively low input flow rates of CH4. Specifically, Ψi and Ψn are 1.56
and 1.51 × 1014 s−1cm−2 at JCH4 = 4.5 sccm, respectively. With an in-
crease of JCH4 to 7.5 sccm, the total ion flux Ψi = 2.85 × 1014 s−1cm−2 be-
comes approximately 20% higher than that of the radical neutrals Ψn =
2.34 × 1014 s−1cm−2. This is yet another manifestation of the role of ion
fluxes in the synthesis of the carbon nanostructures in which we are in-
terested.

Variation of the argon input flow rate also affects the neutral and ion
fluxes onto the processing surface. However, this dependence turns out
to be quite similar to the variation of the number densities of the corre-
sponding species with JAr and thus is not discussed in detail here. For
further details the reader should refer to the original report [53]. Here we
only note that the combined hydrocarbon ion flux on the processing sur-
face diminishes with JAr as a result of the drop in the CH +

4 and CH +
3 ion

fluxes. In contrast, the total hydrocarbon neutral flux is slightly smaller
than Ψi and rises with JAr. Therefore, if the aim is to use ion fluxes for
nanostructure/nanofilm synthesis or processing, argon inlet should be
kept reasonably small. Indeed, as suggested by Denysenko et al. [53], at
higher argon inlet flow rates the difference between the absolute values
of the ion and neutral fluxes becomes very small.

4.1.6
Most Important Points and Summary

As we have seen from the previous subsections, the modeling and exper-
imental results appear to be in good agreement, especially the variation
trends of the number densities of the main neutral species H2, CH4, CH3,
C2H2, and C2H4 with the input power and methane/argon inlet flow
rates. The global model also explains how the input parameters affect
the OEIs of different emission lines in Ar/CH4/H2 discharges used for
the PECVD of carbon nanostructures.

An interesting result is that methane and hydrogen conversion rates
appear to be very high (ca. 99%); this conclusion follows from both ex-
perimental and numerical studies. This occurs because of the high elec-
tron number densities in low-frequency inductively coupled plasmas,
which enhances the dissociation of molecular hydrogen and generation
of large amounts of atomic hydrogen [53]. Hydrogen atoms, in turn,
further accelerate the methane dissociation. More importantly, densities
of neutral and radical species (with some of them being potential build-
ing units of targeted nanofilms and nanostructures) in the discharge can
be effectively controlled by the input power as well as the flow rates of
methane/argon gas feedstock.



4.1 Species in Methane-Based Plasmas for Synthesis of Carbon Nanostructures 163

Interestingly, the electron, Ar + and H + densities, as well as the
methane conversion factor increase with power. On the other hand,
the densities of most of hydrocarbon neutrals drop with Pin due to the
enhancement of their collisions with the plasma electrons and ions. An
increase of the input argon flow rate is accompanied by a rise of the den-
sities of electrons, Ar + and hydrocarbon neutrals and cations. In con-
trast, the effective electron temperature and the densities of the atomic
and molecular hydrogen neutrals and H + cations decline with JAr.

Higher inflow of the carbon source gas CH4 naturally enhances the
generation of CxHy cations and radical neutrals (here x = 1 − 2 and
y = 1 − 6, and 8). Thus, various inelastic collisional processes inten-
sify, which results in somewhat lower electron number densities. Fur-
thermore, the electron-impact reactions involving a larger number of
CxHy neutrals (see Table 10.1 in Appendix A) yield larger amounts of
atomic hydrogen, thus contributing to higher densities of H2 as a result
of CxHy + H reactions (see Table 10.2). In the model, some higher hydro-
carbons are included despite their relatively low abundance in the dis-
charge. The primary reason for this is that they play an important role in
the gas-phase polymerization of carbon-based nanoparticles [134,136].

The computed Teff, ion and radical neutral densities, can be used to
analyze the fluxes of different species (building and working units) onto
the catalyzed substrate in the PECVD of carbon nanostructures. The re-
sults of Denysenko et al. [53] reveal that total hydrocarbon neutral flux
Ψn can be approximately 1.5 times smaller than the ion flux Ψi in a
typical carbon nanotip growth process with Pin = 1.8–3.0 kW, JCH4 =
7.5 sccm, JH2 = 12.4 sccm, and JAr = 35 sccm. Therefore, by varying
the inflow rates of argon and methane, one can control the ratio Ψi/Ψn,
which characterizes the relative rates of arrival of positively charged and
neutral building units to the surfaces of the nanostructures/nanofilms
being grown. A reduced argon input flow rate can result in smaller Ψn

and increased Ψi.
The total fluxes of the ion and neutral hydrocarbon species also in-

crease with JCH4 . At low methane inlets Ψi ≈ Ψn, whereas at higher JCH4

the deposited flux of hydrocarbon cations can be only ca. 20% higher
than the neutral flux. Therefore, the ion fluxes onto the nanostructured
surface in the carbon nanostructure growth process can exceed those of
the neutral species and thus play a crucial role in the growth of nanonos-
tructured carbon-based films. Their specific roles, in particular, in the
growth and post-processing of high-aspect-ratio nanostructures, will be
discussed in the following chapters of this monograph.

As was mentioned by Denysenko et al. [53], the effects of the plasma
non-uniformity can play a significant role in the PECVD of carbon nanos-
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tructures and therefore a two-dimensional discharge model is required.
Indeed, if one aims at synthesizing large-area nanoarrays, plasma non-
uniformity can lead to very non-uniform growth of individual nanos-
tructures in different areas within the pattern. In some cases these effects
can be mediated and in some cases they significantly compromise the
overall quality of the nanoarray. For a comprehensive discussion of the
role of the plasma uniformity over large surface areas and processing vol-
umes please refer to Chapters 2 and 3 of the recent monograph [1]. An
example of a two-dimensional model of inductively coupled plasmas of
acetylene-based gas mixtures is presented in the following section.

4.2
Two-Dimensional Distribution of Nanoassembly Precursor Species
in Acetylene-Based Reactive Plasmas

In this section we follow the results of the original report [54] and discuss
how two-dimensional fluid simulation of number densities and fluxes
of the main building blocks and surface preparation species can help in
improving control and predictability of nanoassembly of carbon-based
nanopatterns in inductively coupled plamsas of Ar + H2 + C2H2 reac-
tive gas mixtures. These results suggest that the process parameters and
non-uniformity of surface fluxes of each particular species may affect the
quality of targeted nanoassemblies. In fact, the results of such predictive
modeling can be used to control various plasma-aided nanofabrication
processes and optimize the parameters of plasma nanotools.

It is important to note that despite a large number of experimental
reports on successful applications of plasma-based tools for nanoscale
applications and general-purpose plasma and discharge modeling re-
sults, the amount of currently available numerical results that specifi-
cally tackle the most important issues in applications of low-temperature
plasma discharges for nanoscale processing and fabrication (such as two-
dimensional fluxes of BUs and WUs on nanostructureed surfaces con-
sidered in this section) still remains limited. Moreover, existing relevant
numerical efforts are mostly limited to the quite separate modeling of
plasma discharges (similar to what was discussed in the previous sec-
tion), thermal balance leading to additional substrate heating, or, on the
other hand, ab initio simulations of atomistic configurations of relevant
nanoassemblies [1,4,28,50,115,221–224].

More importantly, most existing plasma discharge modelling reports
are based on “global” [53,68] (see also Section 4.1) or one-dimensional [117]
models that provide only spatially averaged (or one-dimensional) den-
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sities and temperatures of the neutral and charged plasma species. Since
laboratory and industrial low-temperature plasmas are intrinsically non-
uniform, these models fall short of accurately describing fluxes of build-
ing and working units over large surface processing areas. In fact, this
is a vital requirement of present-day micro- and nanoelectronic tech-
nologies. Another drawback of zero- and one-dimensional discharge
models is their generic nature and, thus, lack of relevance to intrinsically
process-specific nanoassembly processes. This is largely due to the over-
whelming complexity of reactive plasma chemistry, complex geometries
of plasma nanofabrication facilities [49] and a substantial lack of reli-
able knowledge on precursor species of most of the existing nanoassem-
blies [54].

In this section, we discuss the results of two-dimensional simula-
tion of low-temperature inductively coupled plasmas (ICPs) of complex
Ar + H2 + C2H2 mixtures in a plasma-aided nanofabrication facility suit-
able for large-area processing of nanostructured surfaces [54]. In this
simulation, the main focus is on number densities and surface fluxes
of the most important species (building and working units, for defini-
tion please refer to Chapter 2) involved in the plasma-assisted synthesis
of various carbon-based nanostructures. We will also relate the plasma
non-uniformity to the distribution of fluxes of the BUs and WUs over a
substrate with a large (ca. 300 cm2) surface area. This will make it pos-
sible to elucidate the effects of the plasma non-uniformity on nanoscale
processing and also of possible improvement pathways for the plasma-
based nanotools and processes. The original report [54] is related to two-
dimensional modelling of inductively coupled plamsas (ICPs) in com-
plex Ar + H2 + C2H2 mixtures in a realistic plasma reactor geometry,
and in process parameter ranges relevant for plasma-aided nanofabrica-
tion of carbon nanotube/nanotip-based microemitter arrays.

4.2.1
Formulation of the Problem

The plasma reactor considered in this section is a metal cylinder of radius
15 cm and height 16 cm. A conducting, yet electrically insulated from the
chamber walls, substrate stage of radius 10 cm is centered 8 cm below the
chamber top. A 4-turn spiral antenna (inductive coil) is located at the top
of the chamber and is connected to a 13.56 MHz generator. As is common
to inductively coupled plasma (ICP) discharge configurations with a flat
spiral coil, the RF power is coupled to the plasma in the reactor cham-
ber through a dielectric window at the top. We recall that this RF coil
configuration is typical for ICP plasma sources [1, 189] currently widely
adopted by the microelectronic industry as benchmark plasma reactors.
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The simulation area of the original report [54] is limited to the upper sec-
tion (z = 0–8 cm) of the plasma reactor, where the plane of origin z = 0
is at the upper surface of the substrate stage.

The two-dimensional fluid model of interest to us here considers
low-temperature plasmas of complex Ar + H2 + C2H2 gas mixtures in
high-pressure (1.333 hPa (1 Torr)–9.332 hPa (7 Torr)) and low-pressure
(13.332 Pa (100 mTorr)) ranges. The above pressure ranges are taken
from relevant experimental reports on successful synthesis of mul-
tiwalled carbon nanotubes, nanofibers, nanowalls, nanocones, nan-
otips/nanoneedles and pyramid-like structures [53,89,90,93,94,140,225–
228] The most essential details of the 2D fluid plasma model can be found
in Appendix A.

Radical and non-radical neutral and ionic (cationic) species include [54]

• 3 non-radical neutral species: Ar, H2, C2H2;

• 7 radical neutral species: H, C2H, CH, CH2, CH3, C2(X1Σ+
g ),

C2(a3Πu); and

• 11 ionic species: Ar +, ArH +, H +, H +
2 , H +

3 , C2H +, C2H +
2 , CH +,

CH +
2 , CH +

3 , C +.

Details of chemical reactions in the gas phase are also provided in Ap-
pendix A. These species and chemical reactions have been chosen to
include the most important and common building and working units
and to incorporate the most essential channels of creation and destruc-
tion/sink of such species within a reasonable computational cost. Higher
hydrocarbons, other complex radical species, as well as nanocluster
species were not considered.

In the original work [54], the attempt was made to elucidate the possi-
bility of controlling the number densities and fluxes of the most impor-
tant building units CH, CH3/CH +

3 , C2(X1Σ+
g ) of carbon-based nanos-

tructures and working units Ar + and H [4]. As mentioned above, the CH
radical plays a major role in the synthesis of sp3-hybridized carbon [229];
CH3/CH +

3 neutral/ionic radical species are ideal in creating hydrogen-
terminated carbon nanostructures such as single-crystalline carbon nan-
otips, nanocones, or pyramid-like structures [4,230]; C2(X1Σ+

g ) has been
suggested as the most likely BU for open-ended carbon nanotubes [168]
and ultrananocrystalline diamond [37]. We also recall that atomic hy-
drogen plays a vital role in termination of surface dangling bonds (sur-
face passivation) and reactive chemical etching of amorphous carbon [4].
Likewise, initially hydrogen-terminated surface bonds can be activated
as a result of the impact of energetic argon ions; this can enable attach-
ment of radical species which would normally have difficulty to create
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these attachment sites for themselves. This ion-assisted process has al-
ready been discussed in the previous chapters of this book. Further-
more, impinging ions also transfer their kinetic energy to the processing
surface, which can substantially elevate the surface temperature (under
typical carbon nanostructure growth conditions this additional temper-
ature increase can reach 100–150 degrees and even higher) [231]. This
justifies the choice of CH, CH3/CH +

3 and C2(X1Σ+
g ) building units and

Ar + as well as atomic hydrogen working units as a primary focus in the
simulations.

4.2.2
Number Densities of the Main Discharge Species

We will now focus on the main features of two-dimensional distribu-
tions of the electrostatic potential φ and electron temperature Te in two
different operating pressure ranges. Specifically, the high-pressure case
(p0 = 1.333 hPa (1 Torr)–9.332 hPa (7 Torr)) is relevant to the plasma-
assisted synthesis of multiwalled carbon nanotubes [89, 228]. On the
other hand, low-pressure (p0 = 13.332 Pa (100 mTorr)) ICP discharges
have been successfully used to synthesize carbon nanowall-like struc-
tures, pyramidal, conical and nanotip-like structures [4, 53, 93–95, 140,
258]

In the high-pressure case, the distribution of the electrostatic poten-
tial in the discharge bulk becomes more uniform when the pressure in-
creases to 9.332 hPa (7 Torr); however, this change does not noticeably
affect the potential profile in the vicinity of the (equipotential with a DC
bias of −50 V) substrate stage. On the other hand, an increased gas pres-
sure results in a lower electron temperature (from ca. 1.8–2.1 eV down to
ca. 1.2–1.3 eV) above the substrate. We stress that this decrease of elec-
tron temperature results in notable changes in species production and
destruction rates and the initial velocity with which the ionic species en-
ter the plasma sheath (Bohm velocity) [54]. However, it does not signif-
icantly affect the deposition energy of charged species, which is mainly
controlled by the negative DC bias applied to the substrate. In the low-
pressure case, the electron temperature can be effectively controlled by
varying the composition of the gas mixture. In fact, increasing the acety-
lene content from 5 to 60% results in a higher, and more uniform elec-
tron temperature, over the substrate surface. In this case the electron
temperature can be maintained within the range 3–3.3 eV over the entire
substrate stage.

The computed profiles of φ and Te make it possible to map the number
densities of the main BUs and WUs in the reactor chamber [54]. Changes
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Figure 4.6 2D density in [cm−3] profiles for: (a) Ar + at 1.333 hPa (1 Torr); (b) H at
1.333 hPa (1 Torr); (c) CH +

3 at 1.333 hPa (1 Torr); (d) C2(X1Σ+
g ) at 1.333 hPa (1 Torr);

(e) Ar + at 9.332 hPa (7 Torr); (f) H at 9.332 hPa (7 Torr); (g) CH +
3 at 9.332 hPa (7 Torr);

(h) C2(X1Σ+
g ) at 9.332 hPa (7 Torr). Other parameters: gas partial pressures 50% Ar,

10% H2, and 40% C2H2; RF input power Pin =100 W; substrate bias VS =-50 V; gas
temperature Tg = 300 K [54].

in densities of charged and neutral species were computed when the
gas feedstock pressure was increased from 1.333 hPa (1 Torr) to 9.332 hPa
(7 Torr); these changes are visualized via two-dimensional density maps
in Figure 4.6 and dependence of species densities on working pressure
and relative densities of the species in 4.7.
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Figure 4.7 Densities (computed at z = r = 0) versus pressure: (a) Number densities
of neutral species versus pressure: 1) 2 x [CH3], 2) [CH2], 3) 1.5 x [C2(a3Πu)], 4) [C2H],
5) [C], 6) [C2(X1Σ+

g )], 7) 10 x [H], 8) [CH]; (b) Relative densities of neutrals; (c) Number
densities of charged species: 1) 10 x [H +], 2) 2 x [Ar +], 3) [CH +

2 ], 4) [C2H +], 5) [H +
2 ],

6) 10 x [C +], 7) [ArH +], 8) 10 x [CH +
3 ], 9) 10 x [CH +], 10) [C2H +

2 ]; (d) Relative densities
of charged species. Other parameters are the same as in Figure 4.6 [54].

A general trend observed in Figure 4.7(a) was increased number den-
sities of all neutral species except for CH and H. Interestingly, no cor-
responding trend for charged species can be observed. This suggests
that when the pressure is increased, reactions involving the production
of neutral species (such as abstraction and recombination) occur at higher
rates than reactions (such as electron impact reactions) which favour the
creation of charged species. It is the higher pressure (in the 1.333 hPa
(1 Torr)–9.332 hPa (7 Torr) range) that makes neutral reactions particu-
larly important. However, in low-pressure plasma processing such re-
actions are of less importance [54].

Looking specifically at Ar +, CH +
3 , H and C2(X1Σ+

g ) species, Fig-
ures 4.7(a) and 4.7(c) illustrate the increased C2(X1Σ+

g ) and decreased
Ar +, CH +

3 and H number density. One can also observe similar trends in
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the 2D density plots in Figure 4.6. Changes in relative densities are more
subtle; the most striking feature, observed in Figure 4.7(b), is the de-
creasing relative density of CH with increasing pressure [54]. One sees
that the CH density is the most sensitive to changing pressure. Since
CH is one of the most important BUs of diamond-like carbon, which
is commonly synthesised in a similar pressure range, a proper choice
of the specific synthesis pressure is crucial for this process. In view of
using CH +

3 as a building unit, lower pressures would be favourable for
synthesis techniques which require higher number densities of this BU.
Similarly, if a carbon dimer C2(X1Σ+

g ) is the intended building unit, an
increased process pressure would be an advantage [54].

Indeed, if one requires a neutral BU species (other than CH and H)
then higher pressures would be favoured [shown in Figure 4.7(a)] since
the densities of all the neutrals increase with the working gas pressure.
The number density of atomic hydrogen, in contrast to the other neu-
trals, decreases with increasing pressure. Thus, for an optimized plasma-
based nanoassembly process a balance should be struck between the
higher pressures required for carbon bearing neutrals and the lower pres-
sure required for an adequate amount of hydrogen atoms [54]. We recall
that atomic hydrogen is the main species responsible for surface termi-
nation and etching of amorphous carbon. Hence, one can expect that at
lower pressures the surface termination should be better, in addition to
more effective etching of amorphous carbon. Moreover, lower pressures
also ensure a more efficient supply of carbon-bearing building units to
the growth surface. On the other hand, higher pressures are beneficial
for maintaining higher deposition rates.

A similar analysis of the densities of charged and neutral species was
conducted in the lower-pressure regime when the percentage influx of
C2H2 was varied between 0.1% and 60% [54]. This analysis generally
shows quite similar trends as in the high-pressure case. In particular,
the number densities of neutral species H and C2(X1Σ+

g ) increase, and
the densities of Ar + and CH +

3 cations decrease when the acetylene inlet
is increased. These results are consistent with the 2D density plots in
the low-pressure case, which can be found in Figure 6 of the original
report [54]. The most noteworthy feature is the significant decrease in
the relative density of Ar +.

It is possible that reduced amounts of Ar lead to reduced rates of the
ionization or charge exchange reactions which destroy Ar in order to cre-
ate Ar +. In addition, an increased influx of C2H2 results in higher rates
of the charge exchange reaction Ar + + C2H2→ C2H +

2 + Ar, which de-
stroys even more Ar +, creating larger amounts of C2H +

2 . Interestingly, a
decrease in the relative density of Ar + is accompanied by a notable in-
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crease in the relative density of C2H +
2 . This indicates that the aforemen-

tioned reaction is one of the most dominant mechanisms leading to a
decreasing Ar + concentration [54] . Similarly, higher densities of atomic
hydrogen may be attributed to the greater amount of acetylene which
leads to higher rates of generation of H species as a result of heavy par-
ticle collisions.

Looking again at building and working units, both C2(X1Σ+
g ) and

H number densities increase with a larger percentage of acetylene pre-
cursor. Therefore, to maximize the amount of C2(X1Σ+

g ) BUs and the
amount of H available for surface passivation, the partial pressure of
C2H2 should be increased. An increased C2H2 inlet leads to a decrease
in the number density of CH +

3 . Therefore, higher densities of this impor-
tant building unit can be achieved by reducing the pressure and partial
pressure of acetylene feedstock. In terms of plasma-assisted nanoassem-
bly, if CH +

3 is to be used as a building unit and atomic hydrogen as a
surface passivator a proper balance between the higher percentages of
C2H2 (required for higher [H]) and the lower percentages (required for
higher [CH +

3 ]) should be established. Here, square brackets denote the
species concentration. On the other hand, reduced densities of argon ions
at higher partial pressures of C2H2 may lead to lower surface tempera-
tures and also lower rates of activation of hydrogen-terminated surface
dangling bonds by argon ions [54].

4.2.3
Fluxes of Building and Working Units

We now turn our attention to the dependence on process parameters and
possible effects of fluxes of the major building and working units to the
substrate [54]. For this analysis, only argon ion and atomic hydrogen
working units (Figure 4.8) have been chosen. For comparison, the fluxes
of carbon-bearing BUs CH, CH +

3 and C2(X1Σ+
g ) are shown in Figure 4.9.

As can be seen from Figure 4.8, the fluxes of Ar + and H species behave
quite similarly when the working pressure changes. Specifically, fluxes
of both argon ion and atomic hydrogen species decrease when p0 be-
comes higher. It is also important that the distribution of the fluxes of
these working units over the substrate surface also appear to be simi-
lar. From Figures 4.8(a) and (b), one can observe that the fluxes of both
Ar + and H are smaller in the central area of the substrate and increase
towards the periphery. The density of Ar + in particular, is fairly uni-
form within the area 0 < r < 4 cm, when r > 4 cm it begins to steadily
increase. Atomic hydrogen flux, on the other hand, increases through-
out the entire radial range. Under low-pressure conditions [Figure 4.8(c)
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Figure 4.8 Fluxes of working units onto the substrate stage
(0 < r < 10 cm): (a) Ar + varied pressure; (b) H varied pressure;
(c) Ar + varied C2H2 composition (p0 = 13.332 Pa (100 mTorr));
(d) H varied C2H2 composition (p0 = 13.332 Pa (100 mTorr)).
Parameters are the same as in Figure 4.6 [54].

and (d)], the fluxes of both species increase with the partial pressure of
the acetylene feedstock. Interestingly, the peak of the argon ion flux is
now located at the middle of the radial span of the substrate stage (at
r ≈ 4–4.5 cm). The flux of atomic hydrogen is maximal in the central
area, in contrast to the high-pressure case [see Figure 4.8(b)] [54].

Let us consider what this means in terms of surface preparation in
plasma-assisted nanoassembly. The fluxes of both argon ions and atomic
hydrogen in the central area of the substrate stage are lower than they
are towards the edge, as Figures 4.8(a) and (b) suggest. Therefore, in
the outer reaches of a large-area substrate the rates of termination of
surface bonds by atomic hydrogen and the rates of activation of such
bonds by energetic argon ions will be higher than in the central substrate
stage [54]. However, here we stress that the actual availability of dan-
gling bonds required for nanostructure growth, is controlled by the com-
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petition between the fluxes of surface-activating and surface-passivating
fluxes. Thus, the actual surface state will strongly depend on the relative
changes of the fluxes of argon ions and atomic hydrogen along the radial
direction.

Let us specify what this can mean in a real surface preparation process.
If the rates of surface bond termination by hydrogen atoms are higher
than the rates of their activation by argon ions, most of the surface bonds
will remain terminated, thus unavailable for bonding. In the opposite
case, surface bond activation by Ar + may outpace their termination by
hydrogen atoms. In this case the availability of dangling surface bonds
will certainly be much higher. As a result, one can expect significantly
higher nanofilm growth rates [54].

In previous chapters of this monograph we have emphasized that the
synthesis of ultra-fine nanostructures and their arrays is a very delicate
process which usually requires quite low availability of surface dangling
bonds. Exactly what is likely to grow in any selected substrate area, how-
ever, strongly depends on the area-specific delivery of the BUs and other
surface conditions (surface temperature, defects, and so on). From Fig-
ures 4.8(a) and (b) one can deduce that the rates of surface bond activa-
tion (by argon ions) and passivation (by atomic hyrogen) change with
approximately the same rates along the radial direction. Therefore, even
though the fluxes of the main WUs are very non-uniform across the sub-
strate, the actual surface bond availability may be quite uniform across
the entire substrate area. With which we arrive at a counterintuitive con-
clusion: a fairly uniform surface activation for the subsequent nanostructure
growth can be achieved from essentially non-uniform plasmas!

However, apart from the surface preparation, one still needs to make
sure that the building units of the nanostructures are also uniformly de-
livered to the growth surface [54]. A further important requirement is
that the surface temperature is maintained uniform throughout the sub-
strate stage.

Figure 4.9 shows the details of spatial distributions of the main
carbon-bearing BU species CH (panels (a) and (d)), C2(X1Σ+

g ) (panels
(b) and (e)), and CH3 (panels (c) and (f)) [54]. In particular, from Fig-
ure 4.9 one can observe a decreased CH and CH +

3 flux and an increased
C2(X1Σ+

g ) flux at higher pressures (in the pressure range 4.000 hPa
(3 Torr)–9.332 hPa (7 Torr)). The dependence of the fluxes on the C2H2
partial pressure, however, appears to be more complicated. It is inter-
esting that whilst one can observe a clear increase of the CH +

3 flux with
C2H2 inlet, the fluxes of CH and C2(X1Σ+

g ) species behave quite differ-
ently. Indeed, these fluxes increase up to a certain point on the substrate,
which is near to the substrate center, and is located at approximately
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Figure 4.9 Same as in Figure 4.8 for building units [54]:
(a) CH varied pressure; (b) C2 (X1Σ+

g ) varied pressure; (c) CH +
3

varied pressure; (d) CH varied C2H2 composition (p0 = 13.332 Pa
(100 mTorr)), (e) C2 (X1Σ+

g ) varied C2H2 composition; (f) CH +
3

varied C2H2 composition (p0 = 13.332 Pa (100 mTorr)).

r = 7 cm for CH and r = 5 cm for C2 species. At larger distances from
the substrate stage center these fluxes decrease, as can be clearly seen
from Figure 4.9. One of the important conclusions that follows from Fig-
ure 4.9 is that the rates of delivery of the CH and C2 BUs towards the
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central and outer areas of the substrate change differently with the gas
feedstock composition.

From the point of view of applications, the areas around the center
of the substrate stage are of particular importance. For this reason, let
us now examine the behavior of fluxes of the most important carbon-
bearing species in this particular area. From Figures 4.9(d–f), one can see
that to increase the fluxes of CH, CH +

3 , and C2(X1Σ+
g ) an increased par-

tial pressure of C2H2 would be required. The optimized process pressure
will then depend on the types of building units one wants to employ
for the growth of specific nanoassemblies [54]. Indeed if CH or CH +

3
is the desired building unit, then a decreased pressure directs more of
those species towards the substrate where they can start building nanos-
tructures. On the other hand, if C2(X1Σ+

g ) is the building unit, then an
increased pressure (at least in the range 4.000 hPa (3 Torr) to 9.332 hPa
(7 Torr)) can provide the required greater fluxes [54].

The original report [54] also stresses that the fluxes of all carbon-
bearing building units change significantly along the radius of the sub-
strate stage. Apart from a few exemptions (such as fluxes of C2(X1Σ+

g )
species in the 4.000 hPa (3 Torr)–6.666 hPa (5 Torr) range), a general trend
is that the building unit fluxes are stronger in the areas near the substrate
center. In this case, more energetic (e.g., CH +

3 cations) or reactive (e.g.,
C2 (X1Σ+

g )) species have a better chance to attach those surface dangling
bonds available for bonding. Once all the available bonds are used, the
excess species delivered from the ionized gas phase cannot form chemi-
cal bonds with the surface and, depending on the prevailing surface con-
ditions, either physisorb and form irregular deposits on the surface –
such deposits are usually amorphous – or migrate about the surface to
occupy vacant dangling bonds available elsewhere. The first situation
happens when the rates of supply of the building units exceed those for
their surface diffusion. This situation can happen when the discharge
is maintained with elevated input powers and surface temperatures are
reasonably low.

Alternatively, when the incoming fluxes of the BUs are reduced and
the surface temperature is increased, it is reasonable to anticipate that a
large number of the BUs will diffuse radially and occupy the available
dangling bonds. Therefore, under conditions when the dangling bond
availability is fairly uniform across the surface, the nanostructures are
expected to grow via the combination of the direct (from the plasma) and
indirect (via surface migration) building unit delivery routes [54]. This
may have important effects on the quality of the large-area nanopatterns
being fabricated. As we have discussed above for the case of carbon
nanocone structures, predominant delivery of CH3/CH +

3 building units
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to the nanoassembly site from the ionized gas phase results in the growth
of high-aspect-ratio conical carbon nanostructures, which are ideal for
electron microemitter applications [95]. However, increased rates of sur-
face migration adversely affect the nanoassembly process and lead to
shorter and wider nanotips [52].

Discharge modeling in quite similar gas mixtures has been reported
by other authors. For example, Gordillo-Vazquez et al. [137] consider
gas discharges in acetylene-based gas mixtures, albeit in the interme-
diate pressure range (0.133 hPa (0.1 Torr)–1.067 hPa (0.8 Torr)), in a sim-
pler, spatially-averaged manner, and at much lower concentrations of
C2H2 (ca. 1%) compared to the report of Ostrikov et al. [54]. It is in-
teresting that these two papers report quite different trends for carbon
dimers, C2 (X1Σ+

g ) and C2 (a3Πu). In particular, the number densities of
these species increase as the working pressure decreases [137]. Further-
more, the density of CH3 remains fairly constant, whereas the densities
of C2H2 decrease slightly [137]. This behavior, however, is not necessar-
ily inconsistent with the results presented in this section, given the quite
different pressure regimes, operation conditions and gas mixtures. Here
we stress that according to Paschen’s curves (dependence of densities of
plasma species on working gas pressure), the density of plasma species
shows quite a different response to pressure variations in low- and high-
pressure ranges [68]. When the pressures are higher, electron impact re-
actions are weaker, with more heavy ion collisions occurring. At lower
pressures, however, the effect of electron impact reactions are stronger,
favouring the formation of lighter species such as carbon-bearing radi-
cals [137].

One of the main points stressed in this section is that non-uniformity of
fluxes of the main building and working units participating in the nano-
assembly is a major issue in the application of plasma-based nanofab-
rication facilities for the synthesis of large-area nanopatterns. In the
above, we have considered a conventional inductively coupled plasma
source with an external flat spiral coil antenna with a small number of
coil turns. Due to a specific spatial distribution of the induced azimuthal
electric field (almost vanishing at the chamber axis), the maximum of
the RF power deposition is shifted radially, typically by a few cms to-
wards the walls. As a result, the rates of argon ionization (mostly by
electron impact) are lower near the chamber axis [232]. This explains
higher densities and fluxes of Ar + and atomic hydrogen to the outer ar-
eas of the large-area substrate. On the other hand, CH, C2(X1Σ+

g ), and
CH +

3 species are predominantly generated via ion–neutral and neutral–
neutral reactions. As a result, their fluxes are typically stronger near the
chamber axis, where deposition substrates are usually located.
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4.3
Generation of Nanocluster and Nanoparticle Building Units
in the Ionized Gas Phase

As we have seen from previous sections, building and working unit gen-
eration processes critically depend on plasma process conditions. For
example, the range, densities and fluxes of major species produced in
methane- (Section 4.1) and acetylene-based (Section 4.2) discharges are
clearly different. In the above two cases our consideration was limited
by atomic, molecular and radical species only.

In this section we will consider some typical situations when formation
of larger species takes place. As was already mentioned in Chapter 2, ex-
amples of such species include polymeric chains and macromolecules,
nanoclusters, primary nuclei of nanoparticles, developed nanoparticles
in various (e.g., amorphous, crystalline or mixed) states, and nanopar-
ticle agglomerates. Generally speaking, formation of such particles re-
quires quite different conditions compared with creation of atomic, ionic,
molecular, and radical species considered in previous sections.

Indeed, smaller species are most commonly created as a result of in-
elastic collisions between the species available in the gas phase. For
example, various radicals are created through electron impact reactions
such as ionization and dissociation. The probability of such reactions is
strongly dependent on the plasma parameters such as electron density
and temperature; specifically, these two parameters determine the abil-
ity of electrons to cause significant structural changes in the species they
impact. As we have seen from the above discussion, plasma species can
also recombine and form species with a larger number of atoms. It is
worthwhile to stress that the main factor that determines the ability of
particles to recombine are their densities in the ionized gas phase.

4.3.1
Nano-Sized Building Units from Reactive Plasmas

Let us consider an example of silicon nanoparticles generated in reactive
silane-based plasmas and start from a deceptively trivial consideration.
Suppose that densities of SiH3 radicals and hydrogen atoms in such plas-
mas are large enough; accordingly, it is reasonable to assume that they
may combine to form a silane molecule SiH4. Our curious minds would
immediately pose the question: What happens if one continues attach-
ing larger numbers of hydrogen atoms and other available radicals to the
SiH3 radical and how fast can this process go? The answer is quite ob-
vious: this process will eventually lead to the creation of heavier species
SixHy that contain larger (in some cases substantially larger!) numbers
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Figure 4.10 Parameter spaces for typical nanocluster/
nanoparticle size at three different stages of growth. All particles
require a nucleation/clustering stage while some particles may
continue their development via surface growth without
coalescence.

of silicon and hydrogen atoms. However, it is not so simple to work out
the products and rates of such reactions or to predict what happens next
with the SixHy species.

Generally speaking, the rates of elementary reactions strongly depend
on the abundance and reactivity of the species involved. In particular,
this will determine the ability of specific species in a specific environment
to nucleate into larger species and choose the most appropriate pathway.
Let us consider nanoparticle nucleation in reactive silane-based plasmas
and compare this process with clustering of metal atoms in a plasma of
an inert gas such as argon or neon. The most striking difference between
the two cases is in reactivity of the species and the environment and also
in the actual triggers of the nucleation process. One can state that in the
first case the reactivity is very high and the nucleation process proceeds
via attachment of a larger and larger number of atoms that form chemical
bonds as they attach. This is a typical example of a chemical nucleation
pathway with different possibilities for further growth, as sketched in
Figure 4.10.

As we have mentioned above, the efficiency of nucleation in this case
strongly depends on the species that trigger the process. Sophisticated
numerical modeling and experiments [28, 233–235] suggest that silicon-
containing anions can be regarded as the most effective triggers of com-
plex reaction chains that eventually lead to the formation of small silicon
hydride nuclei with a reasonably large number of Si and H atoms. In
addition to intrinsically high reactivity, SiH –

x (x ≤ 3) anions also show
remarkably longer residence times compared to similar neutral species.
This occurs because these negative ions can be effectively confined in
near-electrode electrostatic traps for reasonably long periods, until they
are pumped away. For comparison, positive ions stream towards neg-
atively charged walls or electrodes and disappear from the active zone
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of the discharge much faster than the anions. Thus, relatively long res-
idence times and chemical reactivity make silicon-containing anions ef-
fective triggers of fast nanoparticle nucleation. This conclusion is sup-
ported by measurements of mass spectra which show a strong correla-
tion between the abundance of SiH –

x anions and particle nucleation rates
in low-temperature silane-based plasma discharges [236].

Predictive numerical modeling of nucleation of hydrogenated silicon
nanoparticles in silane-based plasmas [115, 224, 237] suggests that pri-
mary nanoparticles (nuclei) are primarily formed via a chain of reactions
of SiH –

x anions with silane molecules SiH4. Such anions are usually cre-
ated as a result of dissociative attachment of electrons

SiH4 + e → SiH−
n + H4−n, (4.7)

where n = 2 or 3. Moreover, in 70% of cases, Reaction 4.7 leads to gener-
ation of SiH –

3 anions.
Interestingly, SiH− anions, though reactive, are less abundant in mass

spectra of nanoparticle-generating silane discharges and therefore do not
lead to pronounced nanoparticle nucleation as compared to SiH –

2 and
SiH –

3 cases. Therefore, there are two principal channels where the earli-
est stages of nanoparticle nucleation are triggered by SiH –

3 and SiH –
2 an-

ions. The corresponding two distinctive pathways lead to the growth of
larger silyl (SijH

–
2j+1) and siluene (SijH

–
2j ) anions, respectively. The chains

of polymerization reactions are

SijH
−
2j+1 + SiH4 → Sij+1H−

2j+3 + H2 (4.8)

for the SiH –
3 -triggered nucleation pathway and

SijH
−
2j + SiH4 → Sij+1H−

2j+2 + H2 (4.9)

for the SiH –
2 -triggered nucleation pathway. The rate constants in these

two cases are quite different but remain of the order of ca. 10−18 m3/s
[115, 237]. It is interesting that silane molecules vibrationally excited
by electron impact can make a significant contribution to the nucleation
process. Now the question is when does the polymerization process de-
scribed by Reactions 4.8 and 4.9 saturate. In particular, until how many
silicon atoms does the growth proceed in this way? At present, there is
no clear answer to this question.

Elegant numerical simulations of De Bleecker et al. [115] only include
anions containing up to 12 silicon atoms. It was assumed that im-
mediately following Si12H –

25 formation, they transformed into spherical
nanoparticles with a radius corresponding to a closely-packed system of
12 silicon and 25 hydrogen atoms. This rather simple approach makes
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Figure 4.11 Density of Si12H –
25 anions versus background gas

temperature, in units of 1015 m−3 [115].

it possible to move to the next step when nuclei (also frequently termed
primary particles in the literature [58,59]) formed in such a way feature a
well-shaped surface and grow further via attachment of plasma species
to the surface, coalescence of primary nuclei into larger particles or a
combination thereof.

At this stage, a very interesting phenomenon occurs. Indeed, before
incorporating 12 silicon atoms, the protoparticles are simply anions and
have electric charge −1. Note that in this case the charge on the par-
ticle does not depend on its size! However, when they transform into
spherical nanoparticles, their charge is determined by the balance of mi-
croscopic electron and ion fluxes and strongly depends on the plasma
parameters and the size of the nucleus. At present, one can only won-
der at how exactly this amazing transformation takes place and how ex-
actly the shape and size of SixH –

y anions change as the numbers x and
y increase. This is just one of the examples of a challenge which is still
awaiting its conclusive solution.

However, this approach makes it possible to estimate number densi-
ties of initial (ca. 1 nm-sized) nuclei from which larger Si nanoparticles
are formed. These densities critically depend on the plasma environment
and process parameters. For example, Figure 4.11 demonstrates the de-
pendence of the concentration of anionic nuclei containing 12 silicon and
25 hydrogen atoms on the background gas temperature [115]. From this
figure one can immediately conclude that variations in the gas temper-
ature exert a profound effect on the nanoparticle growth from reactive
silane-based plasmas. The trend shown in Figure 4.11 is that the density
of primary nuclei decreases with gas temperature.
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Therefore, lower densities of anions with the critical number of sili-
con atoms mean that the initial stage of nanoparticle growth proceeds
slower when the temperatures of the silane-based working gas are lower.
This conclusion is consistent with common experimental observations
suggesting longer particulate (“dust”) build-up times at higher process
temperatures. For instance, at room temperatures (Tg ca. 300 K) small
nanoparticles are generated within just a few milliseconds following dis-
charge ignition. However, at Tg ≈ 500 K, it typically takes 10–20 s to
observe small nanopowders [238].

The number of primary particles (nuclei) is critical for the further de-
velopment of the entire nanoparticle growth process. If the number den-
sities of gas-borne solid nuclei are small, their further growth proceeds
via relatively slow attachment (e.g. physi- or chemi-sorption) of reac-
tive radicals to the surface of the growing particle. On the other hand,
if the density of small nuclei is very high (which is often the case for
silane-based plasmas), coalescence of primary nuclei into larger parti-
cles is commonly believed unavoidable. These possibilities are illus-
tarted in Figure 4.10 which shows typical size ranges of nanoclusters and
nanoparticles at nucleation, coalescence and surface growth stages. In
both cases, reliable knowledge of reaction and growth rates is indispens-
able to achieve ultimate control of nanoparticle sizes.

In practice, it appears quite challenging to control the shape, sizes and
structure of nanoparticles grown in the ionized gas phase. However, de-
tection of the onset of rapid and uncontrollable coalescence of primary
ca. 1 nm-sized nuclei into larger (typically 40–50 nm in size) particles
gives a clear indication on the appropriate run of silane-based plasma
discharges. In this case one can switch the discharge off when the pri-
mary particles have reached the desired size yet are not ready to coalesce
in the plasma bulk. This is done by precisely following the discharge be-
havior and monitoring its parameters, which appear to be substantially
different before and after the onset of particle coalescence. This transition
is often accompanied by substantial changes of the electron temperature,
plasma density, as well as the optical emission from the discharge and is
commonly referred to as α–γ′ transition [28].

The outcomes of such coalescence critically depend on how fast the
particles can reach and stick to each other as well as on the gas tempera-
ture and the intensity of ion fluxes from the plasma on the particle’s sur-
face. In one extreme, if the rates of sticking are high, gas temperature is
low and ion fluxes are weak, small nuclei stick to each other forming dis-
ordered (e.g., fractal-like) networks or cauliflower-shaped agglomerates.
In most cases such particles feature a very high content of the amorphous
phase. On the other hand, when the rates of sticking of individual par-
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ticles to each other and ion fluxes are moderate, while the environment
is very hot, one can expect formation of spherical nanoparticles; these
particles quite often have a crystalline structure.

Under certain conditions, it appears possible to synthesize faceted
(e.g., perfectly cubic) nanocrystals [239]. Interestingly, faceting arrange-
ments are strongly dependent on the particle’s size and surface condi-
tions such as hydrogen passivation. All these interesting possibilities
lead to the generation of a large variety of sub-nm and nm-sized parti-
cles ranging from relatively simple polyatomic molecules, complex poly-
mers, clusters and nuclei to faceted nanocrystals, fractal chains of nan-
oclusters and nanoparticles and agglomerates with complex shapes and
structures [4].

4.3.2
Nanoparticle Generation: Other Examples

Let us now consider some cases when the plasma is not as reactive as
in the previous subsection. What one could expect is that the rates
of nanoparticle production should be noticeably lower compared with
“very reactive” plasmas. However, in several cases it is still possible to
generate large amounts of nanoparticles at very high rates even from
not-so-reactive plasmas like the SiH4-based plasmas of the previous sub-
section. As we have already stressed above, a lot depends on the envi-
ronment where nanoparticle nuclei are formed.

Another important factor which determines the rates of nanoparticle
creation is the abundance of suitable precursor species. Indeed, under
certain conditions a large amount of hydrosilicon anions can be created
in silane-based plasmas; these anions induce polymerization and even-
tually initial nanoparticle nuclei (here we recall that they are also fre-
quently termed primary particles in dusty plasma literature [28]) are
formed. The reactivity of silane-based plasmas is high enough to create
plentiful hydrosilicon anions via electron attachment to neutral radicals
of the same composition or otherwise via complex heavy-particle reac-
tions leading to charge exchange between the species. Under such con-
ditions the chemical polymerization pathway dominates the nucleation
of primary nanoparticles.

Another interesting example is using reactive titanium tetrachloride
plasmas for production of Ti nanoparticles in arc discharges [240]. This
process has long been used commercially. For example, the Tioxide com-
pany in the United Kingdom has used DC-arc gas heaters to produce
TiO2 pigment with nanoparticle sizes ranging from 200–400 nm [5]. We
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emphasize that reactive TiCl4 gas is used in this process as a source of
titanium atoms.

What if the plasma is not reactive and polymerization processes sim-
ilar to those considered in the previous subsection are not possible or
inefficient? Will the nanoparticle nucleation still be possible in this es-
sentially non-reactive environment or an environment with a substan-
tially weaker reactivity? The answer is yes, and of course everything is
subject to prevailing process conditions. However, the strategy in such
cases would be quite different. A viable option is to introduce a sufficient
amount of the species of the desired solid material externally and cre-
ate appropriate conditions for their condensation and nucleation. Such
conditions should be chosen to ensure sufficient rates of collisions be-
tween the externally introduced species; as a result of such collisions
nanoclusters of the solid material in question may be formed. In this
regard, reasonably high densities of background (inert) gas is certainly
an advantage. However, the precursor species of the solid nanoparticle
should predominantly collide with each other and not with atoms and
molecules of the background gas.

If we deal with plasmas of inert gases, there is no other way to cre-
ate solid precursors other than to introduce them externally. For in-
stance, atoms of some solid (metal, semiconductor and dielectric) ma-
terials can be evaporated from the solid state using intense electron
beams (e-beam evaporation) or heating to very high temperatures (ther-
mal evaporation). There are numerous other options for externally intro-
ducing nanoparticle precursors such as various modifications of sputter-
ing (e.g., DC/RF/pulsed sputtering), current-assisted evaporation, abla-
tion of solid targets as a result of action of intense beams of pulsed lasers,
dispersion of ultra-small powders throughout the volume of the plasma
reactor, injection of liquid droplets and several others. In most of these
cases, nanoparticle precursors are created in atomic/molecular/radical
forms with a reasonably small number of atoms. For example, titanium
dioxide nanoparticles can also be produced by using liquid thermal pre-
cursors injected into thermal plasmas [5]. In all these situations, if the
background conditions are appropriate, externally introduced precur-
sors may condense and form a small nanocluster or a nucleus.

The above critical clusters and nuclei trigger spontaneous growth of
the new solid phase from, for example, externally introduced gas-phase
precursors. As we have already mentioned above, critical clusters/nuclei
are formed through the process of nucleation, which can be described by
the dynamic balance of clustering (condensation) of atoms or molecules
from the gas phase and their re-evaporation back to the gas phase. Sim-
ilar to chemical reactions, the difference between the free energies of the
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vapor and solid phases (the thermodynamic barrier) need to be over-
come for the nucleation process to proceed. The nucleation rate ξn can
be expressed as [241]

ξn = ξ0 exp(−∆Φ∗/kBTg), (4.10)

where kB is Boltzmann’s constant, Tg is the temperature of the gas-vapor
mixture and ξ0 is the so-called kinetic pre-factor. From Equation (4.10), it
is seen that the nucleation rate critically depends on the free energy ∆Φ∗

required to overcome the above mentioned thermodynamic barrier. Ap-
parently, the lower the barriers are, the easier it is to create the nu-
clei.

Such barriers can be lowered by the presence or active participation of
external species or other objects such as surfaces. Indeed, it is com-
mon knowledge that it is often easier for small particles to nucleate
on solid surfaces than in the gas phase. Some particles such as ions,
species in excited states, clusters and small nanoparticles are known to
be able to lower the thermodynamic barrier for nucleation and hence,
increase the nuclei formation rates (4.10). Of particular relevance to
plasma-based processes is to stress that ions reduce ∆Φ∗ and can thus
substantially increase the nucleation rates. The reason behind this amaz-
ing phenomenon is that the ions, through their electric fields, can affect
electric charge distribution within interacting atoms/molecules. There-
fore, the presence of ions in a neutral gas can lead to induced strong
dipole interactions between otherwise uncharged and non-polarized
atoms/molecules.

This ion-related effect on nanoparticle nucleation can be quantified us-
ing the following expression for the free energy of formation of a cluster
which has volume v and contains g molecules [241]

Φ(g) = a1R3 + a2R2 + (ε0/2)
[∫

v
EDdv −

∫
v

E2dv
]

, (4.11)

where R is the radius of the cluster, E is the magnitude of the electric
field (e.g., in a plasma sheath), D is the induction field in the cluster, v
is the cluster’s volume, and ε0 is the permittivity of free space. The first
term in Equation (4.11) scales as ∼ R3 and quantifies the contribution of
the bulk to the free energy. The coefficient a1 is proportional to the va-
por temperature and supersaturation. The latter is a measure of degree
of non-equilibrium of the vapor-solid system and shows the partial pres-
sure/concentration of the actual vapor relative to the equilibrium vapor
pressure of the material in question under the given temperature. The
second term in Equation (4.11) describes the surface contribution to the
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free energy; the coefficient a2 ≈ 4πσ, where σ is the surface tension. The
last term in Equation (4.11) describes the effect of the electric field [241].

Using a simple Thompson’s model which treats the ion as a uniformly
charged sphere with charge q and located at the center of a cluster, Equa-
tion (4.11) can be simplified to

Φ(g) = a1R3 + a2R2 +
q2

8πε0

(
1 − 1

ε

) [
1
R
− 1

ri

]
, (4.12)

where ε is a dielectric constant of the condensing material, and ri is the
ion’s radius. From Equation (4.12) one can immediately notice that since
ε > 1 and ri < R, the electric field-related addition to the free energy
Φ is negative. Therefore, polarization-related effects lead to lower free
energy of cluster formation. In simpler terms, the associated energy bar-
riers may be substantially reduced and the nucleation rates significantly
increased by the presence of ions.

Interestingly, the radius of a critical cluster Rcrit nucleated in the pres-
ence of the plasma-related effects such as ions and/or electric field can
be calculated as [241]

Rcrit = R0

[
1 −

(
R1

R0

)3
]

, (4.13)

where R0 is the radius of a critical cluster without the presence of the
electric field and calculated using a classical nucleation theory and R1 is
the Raleigh radius which is determined by competition of polarization
and surface tension effects. This radius scales as ∼ q/

√
σ. Note that

R1 < R0; therefore, the critical cluster size for ion-induced nucleation is
always smaller than the critical cluster size for homogeneous nucleation
at the same supersaturation [241]. In simple terms, in the presence of ions
and/or electric fields, smaller clusters can induce pronounced nucleation
in a vapor-gas mixture compared to the neutral gas case.

As stated in the original report [241], the differences between the ion-
induced and homogeneous nucleation include the existence of a local
minimum in the free energy of cluter formation, as well as the sub-
stantially increased collision cross-sections of the cluster ion caused by
the polarizability and permanent dipole moment of the vapor-phase
molecules. A very interesting conclusion that follows from this work is
that the kinetics of vapor molecule condensation triggered by positively
and negatively charged ions may be quite different, and is frequently
referred to as the “ion-sign” effect. This effect plays a role when the elec-
tric field near a cluster ion is not spherically symmetric. In this case the
dipole and higher-order moments of the cluster ion charge distribution
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provide an additional contribution to the electrostatic term of the free
energy of cluster formation.

More importantly, the multipole expansion model [241] suggests a
preference for nucleation on positive ions; this effect is expected to
strengthen as the critical cluster size decreases. Therefore, positive ions
have a higer chance of triggering nucleation in a vapor-gas mixture com-
pared to anions. In fact, this result is quite different from the conclusions
from the previous subsection, where negatively charged hydrosilicon
radicals SiH –

2 and SiH –
3 triggered polymerization and nucleation of hy-

drogenated silicon nanoparticles in silane-based plasmas.
Another important point to mention is that the rates of ion-induced

nucleation are strongly affected by the dipole moments of the molecules
involved. In fact, dipole moments determine collision cross-sections of
the ions with vapor molecules. Interestingly, this effect appears to be
stronger at lower temperatures and may play an important role in stellar
environments and interstellar medium.

Figure 4.12 shows a sequence of events involved in dust formation in
the environments of relatively cool red giant stars. Some details of this
process have already been discussed in Section 1.3 describing nature’s
nanofab. Slide 1 in Figure 4.12 shows that in the vicinity of the star the
ionization degree is very high, approaching 100%, which is consistent
with the schematic representation of nature’s nanofab in Figure 1.7. In
this area the temperatures are far too high for nucleation to occur. Hot
gas of carbon atoms, created as a result of astronucleosynthesis processes
discussed in detail in Chapter 1, expands into the stellar envelope areas,
where the gas densities, ionization degrees, and background gas (hydro-
gen) temperatures are significantly lower.

In slides 2–4 the ionization degrees are 29, 2 and 0.001%, respectively.
As the carbon gas cloud expands away from the stellar core, conditions
for homogeneous nucleation of carbon nanoparticles become less favor-
able. Indeed, when the temperature of the medium and carbon atom
densities are reasonably high, carbon nanoparticle nucleation may pro-
ceed through a homogeneous nucleation scenario. Under these con-
ditions the contribution of the ion-induced nucleation channel can be
smaller compared to the homogeneous nucleation. Indeed, the ratio of
the rates of the ion-induced ξion

n and homogeneous ξh
n nucleation is [241]

ξion
n

ξh
n

≈ ni

Nn
exp

(
∆Φ∗

h − ∆Φ∗

kBTg

)
, (4.14)

where ni and Nn are the densities of ions and neutrals, respectively,
and ∆Φ∗

h is the free energy of the critical cluster for homogeneous nu-
cleation. Usually, the number densities of ions are much lower than
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Figure 4.12 Different stages of dust formation in envelopes of
relatively cool red giant stars.

those of neutrals, hence, the ratio ξion
n /ξh

n < 1. However, as the tem-
peratures decrease, the effect of ions on the nucleation process becomes
much stronger. Thus, ion-induced nucleation effectively comes into play
when the environment conditions become unfavorable for homogeneous
nucleation.
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Returning to Figure 4.12, we stress that dust nanoparticles nucleate
where the environment (appropriate temperatures, ionization degree,
level of exposure to UV radiation, and so on) is most suitable. This is
sketched in slides 5 and 6 in Figure 4.12. The as-formed nanoparticle
nuclei continue their growth in a free molecular regime by attachment
of carbon atoms from the environment. This process is quite long and it
may take up to 1019–1021 s to reach micron sizes [242].

Thereafter, dust expands into the preriphery of stellar envelopes (slide
7 in Figure 4.12) and then into interstellar space (slide 8 in Figure 4.12).
As mentioned in Chapter 1, dust particles provide small and reactive
soild surfaces which are used to produce molecular hydrogen in inter-
stellar medium. Eventually, this process contributes to the formation of
molecular “dusty” clouds, from which new stars develop (slide 9 in Fig-
ure 4.12).

Thus, cosmic dust is used by nature’s nanofab to create new stars far
removed from where the dust itself is created. One can also speculate
that the exact amount of dust created and expelled in stellar outflows
into the interstellar medium is determined by the actual need to create
new stars which are capable of creating more dust. In other words, na-
ture’s nanofabs reproduce themselves! As some of the nanofabs become
inactive and no longer produce carbon atoms via nucleosynthesis, the
other, more recently created, nanofabs take over the process and con-
tinue producing the required amounts of dust particles. Moreover, the
amounts of such particles can be precisely controlled by creating (e.g.,
via UV irradiation) appropriate amounts of ions that significantly accel-
erate the nucleation process. This is a clear manifestation of nature’s de-
terminism (please refer to Chapter 1 for a detailed discussion of related
issues) in reproducing its basic bits which can further reproduce them-
selves. And most amazingly, these basic bits are dust-generating stars –
nature’s nanofabs!

Interestingly, ion-induced nucleation plays an important role in the
formation of small nanoclusters even in outer areas of stellar envelopes,
where temperatures can be below 65 K. Simple estimates [243] suggest
that under such temperatures and densities carbon atoms of approxi-
mately 1 atom per cubic meter (which is a typical value for interstellar
medium), carbon supersaturation is huge and it is extremely unlikely
that the dust nuclei formation can proceed via the conventional “macro-
scopic” condensation pathway. In this case, only small clusters can be
formed as a result of collisions of carbon atoms in the presence of hy-
drogen. However, this process is extremely slow. Indeed, at Tg = 10 K,
nC = 1 atom/m3 and nH = 100 atom/m3, it may take up to 1031 s just
to form one carbon dimer per cubic meter. A shorter but also very long
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period of time would be required to form a hydrocarbon radical CH.
The latter species can be created as a result of collisions of carbon and
hydrogen atoms in the presence of another hydrogen atom (three-body
collisions). However, if a carbon atom is ionized, the rate of formation
of such radicals can be increased by up to 15 orders of magnitude! Thus,
ion–atom collisions significantly reduce the time necessary for the for-
mation of carbon-containing species, which may further develop into
larger molecules and eventually nucleate via a chemical pathway similar
to what was discussed in the previous subsection for silicon nanoparticle
nucleation in silane-based plasmas.

Nanoparticle nucleation can be strongly affected by external electro-
magnetic radiation such as light emissions from neighboring stars or
laser radiation in laboratory experiments. In such cases, the effect of
photo-induced nucleation can be quite significant. There are two main
channels of photonucleation kinetics [244]: (i) direct heat impact of the
incident radiation on the cluster of a condensed phase; (ii) resonant ex-
citation (and possibly ionization/dissociation) of vapor molecules. It is
interesting that the first channel usually leads to reduced rates of clus-
ter nucleation, whereas the second channel results in enhanced rates of
nanocluster formation.

It is interesting that quite similar conclusions regarding the effect of
ions on nanoparticle nucleation also hold true in the case of pulsed laser
ablation of solid targets. In this case the densities of the species in-
volved are many orders of magnitude higher than in the astrophysical
environment considered above. In fact, in laser ablation of Si targets
in a low-pressure ambient using a pulsed 532 nm Nd:YAG laser radia-
tion with a pulse duration of 8 ns, and intensities ranging from 0.05 to
5 GW/cm2, typical densities of ablated silicon atoms and ions can reach
ca. 3 × 1017 cm−3 and ca. 1020 cm−3, respectively [44]. We recall that in
the previous example in this subsection related to dust creation in the in-
terstellar medium, the density of carbon atoms was of the order of just a
few atoms per cubic meter! The plasma created in a laser ablation plume
featured the electron temperature in the 0.5–1.0 eV range. Under such
conditions, 5–50 nm-sized nanoclusters were synthesized [44].

Here we stress that despite a huge difference in process conditions,
ion-induced nucleation also makes a major contribution even in the case
of very dense plasmas of laser ablation plumes. Figure 4.13 shows the
effect of ions on the Gibbs free energy for different numbers of atoms in
nanoclusters. For illustration purposes, the ionization degree is assumed
to be approximately 1%. From the upper curve in Figure 4.13, plotted
without the presence of ions, one can see that the maximum of the free
energy at ca. 24.5kBTg corresponds to Si nanoclusters of approximately
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Figure 4.13 Free energy of silicon cluster formation (in units of
kBTg) at gas temperature of 2000 K and nSi ∼ 1020 cm−3 (upper
curve) compared with the same conditions but with 1% ionization
(lower curve) [44].

70 atoms. Introducing only one silicon ion among 100 atoms makes a
dramatic difference: the peak of the Gibbs free energy reduces by 2.45
times and equals to only ca. 10kBTg for the same number of atoms! More
importantly, the rates of nucleation can be significantly higher owing to
the exponential dependence of the nucleation rates on the energy barrier
for cluster formation in Figure 4.13.

The explanation given by Tillack et al. [44] is also quite similar to what
we have used in the previous astrophysical example. Indeed, charged
ions tend to be jacketed by surrounding neutral atoms/molecules. The
electric field created by the ions causes polarization of the surround-
ing neutral atoms/molecules, which can now rearrange and attract to
the ions. As a result, local minimum energy states, corresponding to
these jacketed ions, are formed. Consequently, the critical radius, be-
yond which growth becomes energetically preferred, shifts to a lower
value. Moreover, the nucleation energy barrier is lowered, which leads
to significantly reduced rates of nucleation at the same process tempera-
tures [44].

Another interesting consequence of the action of plasma-related ef-
fects is significantly improved size uniformity of silicon nanoclusters
synthesized by pulsed laser ablation and deposited on single-crystalline
Si wafers. Cluster size histograms for different intensities of laser radia-
tion (under otherwise identical conditions) are shown in Figure 4.14 [44].
A striking observation from this figure is that an increase in the inten-
sity of the laser beam led to a much narrower distribution in the sizes
of silicon nanoclusters. In particular, as can be seen from Figures 4.14(b)
and (c), nanoclusters with sizes exceeding 35 nm can be completely sup-
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Figure 4.14 Size distributions of silicon nanoclusters
produced by pulsed laser ablation at different laser intensities:
(a) 0.05 GW/cm2; (b) 0.5 GW/cm2; and (c) 5 GW/cm2 [44].

pressed by increasing the intensity of the laser from 0.5 to 5 GW/cm2.
Higher laser intensity usually leads to higher plasma densities. Thus,
higher ion densities not only result in higher nucleation rates but also
in significantly more mono-disperse distributions of nanocluster sizes.
These conclusions are consistent with the modeling results of Tillack et
al. [44] that rigorously take into account the ion-enhanced nucleation and
with the experimental observations of other authors [245].

Therefore, plasma ions increase nucleation rates, which eventually re-
sults in a larger number of smaller nanoparticles in the final condensate
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distribution. In fact, the ion presence causes a notable shift of the ho-
mogeneous nucleation pathway towards the heterogeneous mechanism
wherein the ions act as condensation centers [44]. This interesting case
shows that the presence of ions is central to nanocluster formation in
laser plasmas and, more importantly, clearly shows advantages of us-
ing plasma environments in synthesizinig size-uniform ultra-small nan-
oclusters and nanoparticles.

Discussing the nucleation of carbonaceous dust, we have mentioned
possible chemical pathways for further development of carbon nanopar-
ticles. Below we will briefly discuss some of the main issues involved
in the process of nucleation of such nanoparticles in low-temperature
plasmas of acetylene discharges [224,246]. Sophisticated mass spectrom-
etry experiments and detailed plasma modeling studies suggest that in
this case carbon nanoparticcles may nucleate via quite different channels.
Interestingly, both positive and negative ions may participate as pre-
cursors of the initial (polymerization) stage of particle growth in acety-
lene discharges. The positive ion pathway begins with C2H +

2 molecular
ions and, after insertion of acetylene molecules and release of hydrogen
atoms, leads to the formation of even numbered hydrocarbons C2nHm.
The principal positive ion-triggered condensation pathway can be pre-
sented as follows

C2H+
2 → C4H+

2 → C6H+
4 → C8H+

6 → C10H+
6 → . . . , (4.15)

where each step proceeds via addition of C2H2 and H2 is released after
the first and the fourth reaction steps.

On the other hand, the negative-ion supported reaction pathway is
triggered by the primary C2H – anions that are formed through the elec-
tron impact dissociative attachment to acetylene molecules. These pri-
mary anions can trigger the following chain of polymerization reactions

C2H− + C2H2 → C4H− + H2

C4H− + C2H2 → C6H− + H2

. . .

C2nH− + C2H2 → C2n+2H− + H2

which is commonly referred to as the Winchester mechanism [4]. One
can see that the repeated insertion of C2H2 molecules results in an an-
ion sequence with nearly pure carbon anions that peaks at the C2nH –

species [224,246].
The results of comparison of the efficiency of both positive and neg-

ative ion pathways for nucleation of carbon nanoparticles in acetylene
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Figure 4.15 Number densities of highest polymerized positive
and negative ions versus molecular hydrogen dilution [246]. Both
positive and negative ion pathways give comparable densities of
primary particles.

plasmas are shown in Figure 4.15 [246]. In this figure, the computed bulk
densities of the highest polymerized ions of the above two pathways
C12H +

6 and C12H – are plotted as a function of hydrogen dilution. One
can clearly see that for the same discharge conditions, a higher inflow of
molecular hydrogen reduces the number densities of the primary nuclei.
More importantly, both polymerization channels appear to be quite com-
petitive and the concentrations of the C12H +

6 and C12H – species always
remain of the same order of magnitude. Thus, both positive and negative
ions can be regarded as effective triggers of carbon nanoparticle nucle-
ation in acetylene discharges. This appears to be quite different from
the case of the silane-based plasmas of the previous subsection, where
anionic pathways appear to be dominant.

Moreover, the clearly observed suppression of higher-mass hydrocar-
bons by increased hydrogen inflows can be used to control the rates
of nanoparticle production in acetylene-based plasma discharges. This
trend has also been observed experimentally under quite similar con-
ditions [247]. Hydrogen can thus act as an inhibitor on the successive
polymerization reactions and may thus be used as an effective suppres-
sion technique of undesirable dust contaminants in certain technological
applications [248].

To conclude this section, we stress that we have discussed only a few
examples of nanoparticle nucleation in various plasma environments.
However, the chosen range of plasma environments encompasses dense
and highly-reactive silane-based plasmas in one extreme and very rar-
efied plasmas in the interstellar medium in another one. We have also
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considered cases of very dense plasmas of laser ablated silicon material
and also low-temperature RF plasmas of acetylene discharges. In ev-
ery case considered, plasma-specific effects play a prominent role and in
most cases make the nanoparticle production processes better and more
efficient compared with neutral gas-based techniques with very similar
operating conditions.

4.4
Concluding Remarks

In this chapter, we have considered an integrated approach for genera-
tion of specific species (e.g., building or working units) in various plasma
environments ranging from extremely rarefied interstellar space to dense
and very reactive nanoparticle-generating silane-based RF plasma dis-
charges. In every particular situation, a target is set to optimize the gen-
eration of the desired species and suppress the growth of the unwanted
ones. Basic requirements for the appropriate choice of the species (which,
broadly defined, include atoms, molecules, radicals, macromolecules,
clusters and nanoparticles) follow from the actual needs of the attempted
nanoassembly processes. Some examples related to this choice have al-
ready been considered in Chapters 2 and 3. Once this choice is made, one
has to decide exactly how to generate the required species in the ionized
gas phase and also to ensure that their rates of delivery to the growth sur-
face are appropriate. The key element in this regard is to properly choose
the plasma environment and the way to generate such plasmas. Most of
the discussion in this chapter has been centered around plasma-assisted
synthesis of carbon-based nanostructures. Therefore, using methane- or
acetylene-based plasma discharges would be the right choice in terms of
providing carbon atoms – the most basic building units of carbon nanos-
tructures. The first two sections were devoted to generation of atomic,
molecular and radical species from methane- and acetylene-based plas-
mas, respectively. In Section 4.3, we considered a range of other exam-
ples of generation of nanoclusters and nanoparticles in diverse plasma
environments and related basic processes such as ion-induced nucle-
ation.

All the processes involved in the above examples occur in the ionized
gas phase and lead to formation of the entire range of nanoassembly
building and working units. Smaller species such as radicals are usu-
ally formed through different channels, with the most important of them
being electron-impact dissociation and various heavy-particle collisions.
These elementary processes may involve charge transfer; consequently,
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the radical species generated may be charge neutral of have either a posi-
tive or negative charge. On the other hand, clusters and nanoparticles are
generated via association of atoms, molecules and radicals. This associa-
tion can proceed via chemical pathways such as with the polymerization
of silicon and carbon primary particles (initial nuclei) or through anionic
and cationic pathways considered in Section 4.3. Smaller species can also
condense to form larger nuclei; nucleation of metal clusters in plasmas
of inert gases is a good example to this effect.

To understand the range of the processes involved and, hence, the out-
comes in terms of generation of the desired species, numerical model-
ing and diagnostics are indispensable. The first approach to this prob-
lem can be undertaken using spatially-averaged (also commonly termed
“global”) models, which, despite their apparent simplicity, enable one
to calculate the spatially-averaged number densities and fluxes of most
important species in the plasma discharge. An example of using this
approach to work out the abundance and possible roles of a range of
cationic and neutral radical species in methane-based plasmas used in
the assembly of arrays of sharp conical carbon nanostructures was pre-
sented in Section 4.1. The outcomes of numerical modeling were found
to be in agreement with the results of low-temperature plasma diag-
nostics using optical emission spectroscopy (OES) and quadrupole mass
spectrometry (QMS) of inductively coupled plasmas in Ar + CH4 + H2
gas mixtures. The global model of the inductively coupled plasmas made
it possible to estimate the densities and fluxes of the radical neutrals and
charged species, the effective electron temperature and the methane con-
version factor under various growth conditions.

One of the most interesting conclusions following from Section 4.1
is that the rates of delivery of the nanostructure building units can be
higher if they are deposited in their ionic, charged, form. Indeed, it was
found that the fluxes of cationic radicals in the plasma enhanced chemi-
cal vapor deposition of carbon nanostructures often exceed those of the
radical neutrals. This conclusion certainly favors extensive use of ion-
based techniques in nanofabrication. More examples of successful appli-
cations of ion fluxes to fabricate a range of nanostructures is discussed in
the following chapters of this monograph.

It would appear that the main limitation of spatially-averaged plasma
models is in their inability to predict distributions of the species den-
sities and fluxes in different areas of the discharge. Unfortunately, in
most cases low-temperature discharge plasmas are very non-uniform
throughout the volume they are sustained. This causes a problem when
one aims to process or synthesize nanoscale-objects on large-area sur-
faces immersed in a plasma. Indeed, non-uniform deposition of specific
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building or working units over the area where the nanoassembly takes
place may lead to location-dependent properties of individual nanos-
tructures and their microscopic arrays. Therefore, discharge modeling
and diagnostics should be space-resolved. Moreover, if one deals with
non-stationary plasmas (e.g., pulsed discharges or afterglows), it is es-
sential to know the temporal dependence of all the main characteristics
involved.

Even though reactive plasmas can indeed be considered as a versa-
tile nanofabrication tool [4], large-area synthesis of size- and property-
uniform nanoassemblies is still quite challenging, especially if a plasma
reactor and other process parameters are not properly chosen. If this
is the case, the quality of the fabricated nanopatterns may be far below
the quality expectations due to intrinsically non-uniform distribution of
plasma densities and surface fluxes over large-area substrates. In the
example of Section 4.2, spatially non-uniform inductively coupled plas-
mas were considered. This non-uniformity was created by an external
inductive coil with a small number of turns. The uniformity of densi-
ties and surface fluxes of the main precursor species can be substantially
improved by altering the reactor configuration or changing process con-
ditions. One such effective way is to increase the number of coil turns to
17 and lower the operation frequency to ca. 460 kHz [189].

The “global” approach used in Section 4.1 has been extended to ac-
count for different conditions and rates of numerous elementary pro-
cesses in different locations throughout the discharge chamber. More
specifically, in Section 4.2 we have considered the problem of computing
two-dimensional profiles of the major building and working units that
may participate in the nanoassembly of carbon-based nanopatterns in
reactive environments of Ar + H2 + C2H2 gas mixtures. By using a two-
dimensional fluid model, spatial distributions of the electron tempera-
ture, electrostatic potential and densities of the nanoassembly precursor
species have been computed in a realistic plasma-aided nanofabrication
facility with a large-area (with 10 cm radius) substrate stage [54]. In this
facility, an RF discharge is sustained by means of inductive RF power
coupling from a 4-turn flat spiral antenna at the top of the reactor cham-
ber. In the chosen discharge configuration the distribution of the species
densities and their incoming fluxes over the large substrate areas appears
quite non-uniform.

Furthermore, the main discharge species have been separated by their
functions: (i) Ar + and H as working units that serve for surface prepa-
ration and (ii) CH, C2, and CH +

3 carbon-bearing building units. In this
way, it is possible to predict the effect of non-uniformities of fluxes of
such species on nanofabrication of functional nanopatterns on large-area
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solid substrates and also elucidate how the variations of some of the pro-
cess parameters (such as working pressure and composition of the re-
active gas feedstock) can be used to mediate the effects of the plasma
non-uniformities [54].

The results presented in Section 4.2 suggest that the “cause and effect”
microscopic approach [4] (see also Chapter 2) and the detailed study of
two-dimensional fluxes of the selected species towards specific areas on
the substrate surface may lead to better control in the growth of nanos-
tructures from reactive acetylene-based plasmas. One of the most amaz-
ing conclusions highlighted in Section 4.2 is that quite similar surface prepa-
ration conditions can be achieved in different surface areas despite significant
differencies in the working unit fluxes in these areas. Thus, even though the
BU/WU fluxes are indeed very non-uniform, in some cases their effect
in different surface areas can be precisely engineered to prepare the sub-
strate for uniform nanoassembly over its entire surface.

Examples of surface preparation are certainly not limited to those
counteracting and concurrent dynamic processes of activation and passi-
vation considered in Section 4.2 and may include etching, functionaliza-
tion, doping, roughening, catalyst deposition, micropore formation, and
so on in selected areas of large-area substrates. The original report [54] is
just the beginning of a variety of possibilities to handle and gainfully use
intrinsic plasma non-uniformities. The consideration in Section 4.2 leads
us to the understanding that the key to achieving this goal is to properly
identify, generate and manipulate the nanoassembly precursor and sur-
face preparation species in every specific nanoassembly area. By doing
so, one can dramatically improve the process outcomes.

Section 4.3 was devoted to various possibilities and issues related to
nanocluster and nanoparticle synthesis in different environments. With-
out attempting to recap and summarize all the details given in Sec-
tion 4.3, here we stress that plasma-based environments are truly unique
and effective for nanocluster and nanoparticle synthesis. Some of the
most interesting points to highlight in this regard are as follows:

• In a plasma, there are various pathways for nanocluster and
nanoparticle nucleation due to an abundance of a large number
of species in different energetic and charging states.

• There is a large number of effective options for physical and chem-
ical synthesis of nanoclusters and nanoparticles which are unavail-
able in neutral gas environments. For instance, cationic and anionic
routes to carbon and silicon nanoparticle formation are very ineffi-
cient in the bulk of the gas in thermal CVD systems where charged
species can only be formed on hot surfaces.
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• The presence of an additional ionized component introduces a
range of unique ion-assisted processes such as ion-induced clus-
tering/nucleation, ion-enhanced crystallization, and so on. These
processes are involved in a broad range of phenomena spanning
from ion-assisted nucleation of carbonaceous dust in stellar en-
velopes to nanoparticle production in ion fluxes generated in i-
PVD, pulsed laser ablation and PECVD systems.

• Using ions as primary building units of nanoclusters/nanoparticles
(which on their own can be building units of nanocluster/nano-
particle-made films) offers additional benefits in terms of effective
control of nanoparticle shape, composition, crystallinity, structure,
and so on These options will be considered in subsequent chapters
of this monograph.

• Diverse gas temperature regimes in different plasmas (e.g., thermal
or thermally non-equilibrium low-temperature plasmas) can be se-
lectively used for in situ nanoparticle shaping, crystallization, and
so on.

• Because of the broad range of available species and strong gas-
phase dissociation processes, as well as several other factors,
plasma-based environments offer very competitive rates of nano-
particle production.

To conclude this chapter, we stress that due to the overwhelming va-
riety of abundant species and different growth pathways and options
it is extremely important to choose the right plasma for any particu-
lar purpose. Generally speaking, if one desires very large quantities
of spherical nanoparticles, relatively high-temperature environments of
thermal plasmas of arc discharges would certainly be a viable option.
On the other hand, thermally non-equilibrium low-temperature plas-
mas of radiofrequency discharges are more appropriate to synthesize
surface-bound polymeric nanoparticles of complex shapes. For more de-
tails, the reader is referred to a recent review article [5]. We will con-
tinue discussing these issues throughout this monograph. Finally, low-
temperature plasmas may and should be used to generate building and
working units required for nanoscale processes!
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5
Transport, Manipulation and Deposition of Building
and Working Units

In the previous chapters we have considered the basic approaches of
plasma nanoscience and several specific cases when these approaches
can be successfully applied. The fundamental “cause and effect” ap-
proach discussed in detail in Chapter 2 highlights different stages in-
volved in nanoscale assembly using low-temperature plasmas. One of
the most important steps in this direction is to select suitable building
units and then generate them in approriate amounts. Various possibil-
ities, including creation of numerous atomic, radical, molecular, nan-
ocluster and even nanoparticle building units, have been discussed in
Chapter 4.

The next step is to transport the BUs from the plasma bulk and de-
posit them, ideally with atomic precision, onto specified surface areas on
nanostructured surfaces. This chapter specifically deals with this prob-
lem. To illustrate various possibilities in this regard, we have selected a
few representative examples. The first example discussed in Section 5.1
deals with the study of the precise deposition of positively charged ionic
building units onto the lateral surfaces of conical carbon nanostructures
intended for electron field microemitter applications. Knowledge of dis-
tributions of microscopic ion fluxes over the micon-sized patterns of the
nanocones is indispensable in devising plasma-based nanofabrication
processes ranging from high-precision nanoarray synthesis and post-
processing.

The next three sections of this chapter are devoted to the investigation
of various possibilities for controlling and manipulating small nanopar-
ticles in hydrocarbon-based plasmas used for PECVD of various carbon
nanostructures. In these particular examples, the main aim is to prevent
the nanoparticles from contaminating the nanocone arrays, or to find
other ways to deposit them into specified local areas on microstructured
surfaces, in a way quite similar to what is done with ionic species in Sec-
tion 5.1. In Section 5.2, we consider the possibility of manipulating car-
bon nanoparticles using thermophoretic forces and elucidate conditions
when they can overcome replusive electrostatic barriers and deposit onto
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nanostructured surfaces. Section 5.3 introduces numerical simulations
which enable one to predict the exact locations of nanoparticles landing
onto a rough microstructured surface. In Section 5.4, the option of using
electrostatic filtering to almost completely prevent undesirable fallout of
the plasma-grown nanoparticles onto nanopatterns being synthesized is
introduced. As usual, this chapter concludes with concluding remarks
in Section 5.5.

5.1
Microscopic Ion Fluxes During Nanoassembly Processes

The results discussed in this section are relevant to the plasma en-
hanced chemical vapor deposition of ordered large-area nanopatterns
of vertically aligned carbon nanotips, nanofibers and nanopyramidal
microemitter structures for flat panel display applications. Here we
will follow the original report [51] and present the results of numeri-
cal simulations of the three-dimensional topography of microscopic ion
fluxes in the reactive hydrocarbon-based plasma-aided nanofabrication
of ordered arrays of vertically aligned single crystalline carbon nanotip
microemitter structures.

Let us begin the consideration by discussing the relevance of this prob-
lem to the recent developments in the field of electron microemitter ar-
rays. Surface-conduction electron-emitter display (SED) technology is
one of the most recent advances in large flat-panel display manufactur-
ing, a market area with currently high annual growth rates and a very
positive long term prognosis [249].

Field-emission display (FED) technology, one of the derivatives of the
SED, is based on ordered arrays of microemitters, each producing an in-
dividual pixel. The combined multipixel emission from the microemitter
array is expected to generate exotic color patterns with millions of in-
dividual colors and superior color reproduction and darkness contrast.
The FED technology is one of the most promising advances in the man-
ufacturing of ultra-thin large-area flat-panel displays [51]. The emitter
material usually contains ordered patterns of electron emitters on its sur-
face.

Various quasi-one-dimensional carbon-based nanostructures, such as
carbon nanofibers, nanopyramidal structures, multiwalled carbon nan-
otubes and several others, are promising for microemitter applications
owing to their outstanding size-dependent electronic properties, geo-
metric field-enhancing factors such as high geometric aspect ratio and
excellent conductivity [63, 250–254] and have recently been commonly
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recognized as an important alternative to conventional electronic mate-
rials [51].

Plasma-enhanced chemical vapor deposition (PECVD) is one of the
most efficient and precise tools for the fabrication of the ordered ar-
rays of carbon-based microemitters [21,89,90,170,225,227,228,255–257].
Recently, the possibility of plasma-aided nanofabrication of large-area
ordered patterns of single-crystalline carbon nanotips [258], which are
high-aspect-ratio nano-sized conical structures, has been demonstrated.
These nanostructures have very good field emitting properties, which
are characterized by high emission currents at low turn-on voltages [93].

However, relatively low emission currents, poor coherence in the
emission pattern and difficulties in the integration into very-large-scale-
integrated silicon-based microdevices, impede the overall progress in
the carbon nanostructure (CNS)-based nanodevice fabrication and re-
main a major challenge [51]. Relevant problems can, for example, arise
due to imperfections in the structure, sizes, orientations, alignment and
ordering of the CNS patterns, and these become critical when upscaling
the nanostructured patterns to larger surface areas. It is thus imperative
to be able to control the plasma-aided nanofabrication process to ensure
that the device quality of the individual nanostructures and their ordered
arrays meets the continously rising standards [4,5].

The main difficulty in this regard is to choose the ions that are best
suited for the purpose. Fortunately, recent results of ab initio local den-
sity approximation-based density functional theory computations of the
equilibrium chemical structure of the single-crystalline carbon nanotip
microemitters revealed a crucial role of CH +

3 cationic building units
(BUs) which form an equilibrium carbon network peripherally termi-
nated by hydrogen atoms [258,259].

Therefore, in nanoscale fabrication of such nanotip microemitters one
must be able to control the distribution of ionic fluxes in the immediate
vicinity (typically at distances ≤ 100 nm) of the nanotip surfaces required
to maintain a high degree of three-dimensional positional uniformity of
the growth pattern. Moreover, it is highly desirable to find ways to de-
posit ions with controlled energies and fluxes onto specified areas on
lateral surfaces of individual nanocones.

In this section we use advanced numerical simulations to quantify
the microscopic ion fluxes in the synthesis of carbon nanocones using
low-temperature plasmas of Ar + H2 + CH4 or Ar + H2 + C2H2 gas mix-
tures [1, 93–95, 258]. In the above experiments, the nanotips/nanocones
were vertically aligned and typically had a base radius varying from
10–100 nm, and a heights from 100 nm–1 µm.
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An interesting observation from the experiments is that the field emis-
sion characteristics strongly depend on the CNS geometrical parameters
and their positioning in nanoarrays. Generally speaking, rarefied ar-
rays of higher-aspect-ratio nanocones usually show stronger and more
coherent field emission. Another important conclusion from the exper-
iments [1, 53, 93–95, 258] is that under high-density conditions in Ar +
H2 + CH4 plasmas, ion fluxes can even be stronger than the fluxes of neu-
tral radical species. This conclusion has been highlighted in Section 4.1
and serves as an additional motivation to study ion-based nanoassembly
processes in great detail.

In this section, we will follow the original report [51] and study the
microscopic topology of the ion current distribution in the vicinity of or-
dered patterns of carbon nanotips/nanocones. In the case considered,
the ion energy is controlled by the substrate bias, which is negative with
respect to the plasma bulk and varies from a few volts for floating sub-
strates to a few hundred volts for externally biased substrates. Using
advanced Monte Carlo (MC) numerical simulations of the ion current
distribution in the ordered carbon nanotip structures, we will show ef-
fective ways to control distributions of microscopic ion fluxes over the
nanotip surfaces using the DC substrate bias, ion density and electron
temperature.

5.1.1
Formulation and Model

In this section we consider an environment which consists of the plasma
bulk and a biased substrate, on which carbon nanotip-like structures are
grown (Figure 3.13, left panel). For simplicity, only a single cationic
species CH +

3 (assumed the main BU of the nanostructures in question,
as discussed above) is considered in computations. A thin sheath sep-
arates the substrate and the plasma bulk. As the potential drop in the
pre-sheath area is rather small (e.g., in the plasma facility [189] used for
the PECVD of CNSs [93,94] it is ca. Te/2 ∼1–2.5 eV, where Te is the elec-
tron temperature), only the actual potential difference across the plasma
sheath is taken into consideration [51]. The ions are assumed to enter the
sheath at z = λs with the Bohm velocity VB = (Te/mi)1/2, where mi is
the ion mass, and λs is the sheath thickness, and are accelerated in the
sheath to an energy equal to the cross-sheath potential drop Us.

When the cross-sheath potential drop is relatively high (Te � Us), one
has an estimate for the sheath thickness [51]

λs =
√

2
3

λD

(
2Us

Te

)3/4

, (5.1)
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where λD is the electron Debye length. On the other hand, when the ex-
ternal bias is low or the substrate is floating (Te ∼ Us), it is quite accurate
to assume that the sheath is of the order of a few Debye lengths

λs = γsλD = γs

(
ε0Te

enp

)1/2

, (5.2)

where ε0 is a dielectric constant, np is the plasma density (which in the
single-ion-species approximation is either the electron ne or ion ni num-
ber density) and γs is a constant, typically in the range between 1 and
5 [68].

The microscopic topography of the ion current has been simulated for
the nanotip pattern shown in Figure 2 of the original report [51]. The
deposition surface is covered with an array of nanotips with the radius
R varying from 20–70 nm (mean radius Rm is equal to 44 nm), height
h = 300 nm and mean spacing (distance between adjacent nanostruc-
tures) Sm = 100 nm, representative to PECVD of carbon nanotip struc-
tures [49,93–95,258]. The distribution of the nanotip radii was Gaussian-
inspired with the maximum at R = Rm = 44 nm. The entire simu-
lated surface, including surfaces of the nanotips, is assumed conductive,
which is appropriate for PECVD of carbon nanotips on nickel-catalyzed
highly doped Si(100) substrates in the above mentioned experiments.

The electric field is strongly non-uniform in the vicinity of the nanos-
tructures, and the ion motion is determined by the effective electric field
E of the entire nanotip array. The ion motion in the field E is described
by the following equations of motion

r(t) = r0 +
∫ t

t0

[
v0 +

∫ 0

r0

E(r, τ)
mi

dr
]

dτ, (5.3)

where r(t) is the ion position vector, r0 is the initial position vector for an
ion located at the sheath border z = λs, t0 is the initial time moment of
ion motion, and v0 = VB is the ion velocity at the sheath edge.

The surface charges on the nanotips have been calculated by approx-
imating the nanotip surface as a hollow cylinder capped with a semi-
sphere and using conventional electrodynamics for electrostatic poten-
tials of the above structures. The effective electric field acting on an ion
located at the space point r can be computed by integrating the surface
charge of all nanotips in the pattern [51]

E(r) = Σn
i=1

∫
Si

σidSir
4πε0r3 + ES, (5.4)

where σi is the surface density of electric charge on nanotip surfaces, Si
is the surface area of the i-th nanotip and ES = −∇φ is the electric field
in the plasma sheath area.
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The ion motion towards the nanopatterned substrate has been sim-
ulated in the simulation space bounded by the curved surface of the
nanopattern and the plane z = λs. In the x and y directions (the sub-
strate surface plane), the simulation space was bounded by the rectan-
gular substrate area of 2.5 × 2.5 µm comprising 100 individual nanotips.
The simulation set of the plasma and nanostructure parameters repre-
sentative the low-frequency (ca. 460 kHz) inductively coupled plasma
source [189] and the PECVD of CNSs [1,49,93–95,258] is summarized in
Table 5.1. For further details of numerical method, boundary conditions
and numerical methods the reader should refer to the original report [51].

Table 5.1 Parameters and representative values in computations [51].

Parameter Notation Value

Carbon nanotip radius R 20–70 nm
Mean radius of nanotips Rm 44 nm
Nanotip height h 300 nm
Spacing between nanotips S 50–150 nm
Mean spacing between nanotips Sm 100 nm
Number of nanotips NCNT 100
Substrate dimensions ls × ls 2.5 × 2.5 µm
Cross-sheath potential drop Us -20, −50 V
Mass of ionic building units mi 15 amu
Electron temperature Te 1.0–12.0 eV
Plasma density np 1017–5 × 1018 m−3

Number of ions in simulation Ni 3×105

Relative enhancement of ion current density ξi 1–5
Debye length λD 8 × 10−4–2 × 10−2 cm
Sheath constant γs 1–5
Ion energy at the sheath edge Ei 1.0–12.0 eV
Distance between equidistant planes used dlat 6 nm

for quantifying ion current distribution
along lateral surfaces of nanotips

Magnitude of electric field E 107 V/m
Ion velocity at the sheath edge VB 2.5–4 × 103 m/s

5.1.2
Numerical Results

Two distinctive cases of low and medium potential differences across the
plasma sheath are considered. In these cases the potential drop is Us =
20 and 50 V, respectively. Two typical ion current distributions onto the
substrate surface are shown in Figure 5.1. From the figure on the left
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Figure 5.1 Representative three-dimensional topographies of ion
current distribution over the nanostructured surface for Us = 20 V
(a) and Us = 50 V (b). Other parameters are np = 5 × 1017 m−3

and Te = 2.0 eV [51].

in Figure 5.1, one sees that the ion current is strongly focused by the
nanotips (ion current spikes correspond to the nanotip positions).

Indeed, the electric field is non-uniform in the vicinity of sharp tips
and deflects the ions from straight trajectories causing their non-uniform
precipitation to the nanotip lateral surfaces in the areas closer to their
upper ends. We note that each ion from the ensemble is traced over an
individual trajectory with a randomly chosen starting point. This can be
regarded as one of the reasons for the stochastic-like pattern of the ion
current distribution. The figure on the left in Figure 5.1 shows a rep-
resentative ion current distribution in the biased substrate case (Us =
50 V).

A striking observation is that contrary to the narrow sheath case, the
ion current focusing is noticeably less effective. One can also see that
the ion current spikes at the nanotip positions become smaller and less
resolved compared to the results in the case shown in the figure on the
left. In the Us = 50 V case the 3D topography of the ion current is also
quite stochastic and features numerous fluctuations in the inter-nanotip
gap areas [51].

The simulations make it possible to precisely record the z coordinates
of the points of the ion collisions with the nanotips. These data can
then be used to study the ion current density distribution along the nan-
otip lateral surfaces. To quantify this effect, each nanotip is split into 50
slices by equidistant parallel planes z = kdlat, where dlat = 6 nm and
k = 1 . . . 49 is an integer. Accordingly, all the ions deposited on the nan-
otip lateral surfaces (excluding the ions precipitated to the substrate sur-
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Figure 5.2 Left column: Distribution of relative ion current density
along the nanotip lateral surface as a function of distance from
the substrate surface z for Te = 2.0 eV and Us = 20 V. Diagrams
(a–c) correspond to the following values of the plasma density
1.7×1018, 8.6×1017, and 1.23 × 1017 m−3, respectively. Right col-
umn: Same as above for Us = 50 V and (a) np = 2.4 × 1018 m−3;
(b) 1.0 × 1018 m−3; and (c) 3.8 × 1017 m−3 [51].

face free of nanotips) can also be divided into 50 groups according to
their specific area of collision with the nanotip.

The histograms in Figure 5.2 suggest that the distribution of the ion
current density over the nanotip lateral surfaces depends on the plasma
density. The left column corresponds to the narrow sheath case (Us =
20 V) while the three histograms on the right correspond to the Us =
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50 V case. Let us now consider the results from the left column. From
Figure 5.2(a), one observes that when the plasma density is higher, the
ion current to the nanotip lateral surface is distributed fairly uniformly.
In this case the ion flux is somewhat higher in the surface areas close to
the nanotip base. In less dense plasmas, the ion flux distribution becomes
less uniform as can be seen in Figure 5.2(b). Likewise, the position of
the maximum of the ion flux still remains closer to the substrate surface.
On the other hand, when np is reduced by one order of magnitude, two
poorly resolved peaks located closer to the ends of the nanostructures
can be observed (Figure 5.2(c)) [51].

Considering the histograms corresponding to the wider sheath case
(Us = 50 V, 3 panels on the right in Figure 5.2) we note that the distribu-
tion of the ion current density along the nanotip lateral surface strongly
depends on the plasma density. It is seen that when the plasma density
is higher (Figure 5.2(a)), the maximum of the microscopic ion current is
located approximately 180 nm above the substrate surface, and so closer
to the top of the nanostructure. However, the current density is much
smaller in the upper part of the nanotip structures and diminishes near
the tip. On the other hand, Js is almost a quarter of the maximum value
near the nanotip base. In lower-density plasmas, the maximum of the ion
density shifts towards the substrate surface, while still remaining well-
shaped. In this case the ion current density to the nanotip base increases
as suggested by Figure 5.2(b). Indeed, if np = 3.8 × 1017 m−3, the maxi-
mum of the ion current density is located in the immediate proximity to
the substrate surface (Figure 5.2(c)). Furthermore, the ion flux to more
distant from the substrate areas becomes very small [51].

Let us now consider the dependence of the mean relative current den-
sity to the nanotips on the plasma density and electron temperature, as is
shown in Figure 5.3. As before, the left column is for the narrow sheath
case, whereas the two graphs on the right show the results for the Us =
50 V case. Let us examine the two graphs on the left first (Us = 20 V). One
can see that when the plasma density increases, the relative ion current
density increases steadily and reaches 1.3 and 2.3 in the low- and high-
density cases, respectively (Figure 5.3(a)). The curve plotted for lower Te

shows a higher ion current density. As can be seen from Figure 5.3(b), the
relative current density decreases steeply in the range of 0.5–5 eV, and
then decreases smoothly in the subsequent electron temperature range
(5 eV < Te < 12 eV) levelling off at Te > 12 eV. From Figure 5.3(b) in the
left column, one can further observe that higher current densities can be
obtained at elevated plasma densities [51].

In the wider sheath case (Us = 50 V, two panels on the right in Fig-
ure 5.3), the dependence of Js on the plasma density is quite similar to
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Figure 5.3 Left column: Relative ion current density to the nano-
tips as a function of the plasma density (a) and electron tempera-
ture (b) for Us = 20 V. Right column: Same as in above for
Us = 50 V [51].

the Us = 20 V case. In particular, the relative current density increases
from 1 at lower plasma density to 1.2 for higher np (Figure 5.3(a)). The
curve corresponding to the higher electron temperature shows a higher
current density, which is opposite to the narrow sheath case. This is con-
sistent with the results in Figure 5.3(b) which shows remarkable increase
of Js with increasing Te, which is a different tendency compared with the
narrow sheath case. The rates of increase of the ion current density ap-
pear to be different at lower and higher electron temperatures as can be
clearly seen in Figure 5.3(b) in the right column. Meanwhile, the curve
corresponding to the higher plasma density shows higher Js [51].
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5.1.3
Interpretation of Numerical Results

We will now interpret the results of the previous subsection and discuss
their implications for the development of control strategies of the PECVD
of ordered arrays of carbon nanotip microemitters. One of the key as-
sumptions is that the nanotip pattern is conducting and there is no elec-
tric charge accumulated on the surface. This assumption is applicable
to the case of conducting crystalline nanostructures synthesized through
the “base growth” nanoassembly on metal-catalyzed highly-doped sili-
con substrates.

It is worth emphasizing that in other situations the presence of electric
charges on the surface can significantly affect the microscopic ion flux
distribution over the nanostructured surfaces. For example, dielectric is-
lands on the surface can acquire a large positive charge, which can in turn
cause quite irregular three-dimensional topographies of the ion flux onto
the growth surface, as can be seen in the top panel in Figure 5.4 [260].

Graphs (a) and (b) in Figure 5.4 show the dependence of the ion trajec-
tory displacement dX on the plasma density (with Te and US as param-
eters) in the non-conducting nanopattern case. This dependence is quite
similar to what is shown in the two panels on the right-hand-side of Fig-
ure 5.3. However, the absolute values of the ion deflection are larger for
dielectric materials. This can be attributed to the dipole-like electric field
present in the non-conductive pattern [260]. From Figure 5.4 one can see
that the ion deflection by the nanotips is 35 nm under low-bias (20 eV)
conditions and is only 15 nm when the bias is higher (50 eV). It is also
notable that the displacement of ion trajectories increases steadily with
the plasma density, as a result of the sheath shrinkage in denser plas-
mas [260].

Returning to the case of conducting carbon nanotips of the previ-
ous subsection, we note that the distribution of the ion current density
onto carbon nanotip structures also shows quite significant irregulari-
ties. However, these irregularities are much less pronounced than in the
process of growth of dielectric films. Physically, this is attributed to an
excellent conductivity of the single crystalline nanotip structures and a
substantial electric field enhancement in the proximity of the sharp ends
of the carbon nanostructures, which strongly affect the ion motion and
precipitation [51].

As we have seen from the previous subsection, the irregular electri-
cal field created by the ordered nanotip pattern generally affects the dis-
tribution of the ion flux onto the substrate and nanotip surfaces. It is
apparent that the presence of the nanotips on the substrate surface re-
sults in a remarkable redistribution of the ion current giving rise to non-
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Figure 5.4 Top row: Distribution of microscopic ion current
over a non-conductive nanotip pattern for Us = 50 V, np =
5 × 1017 m−3, and Te = 2 eV. The nanoislands do not focus the
ion flux and are surrounded by the areas of strongly non-uniform
ion density. Bottom row: Mean ion displacement in the vicinity of
a nanostructured surface with a non-conductive nanotip pattern
versus the plasma density with the electron temperature and bias
voltage as parameters [260].

uniform and selective ion precipitation. The resulting three-dimensional
non-uniform ion deposition patterns (representative examples shown in
Figure 5.1) will inevitably affect any further nanostructure growth.

Even though both lower-Us and higher-Us conditions lead to quite
substantial non-uniformity in the ion current profiles, there are remark-
able differences between the two cases [51]. In particular, comparing the
distributions of the relative ion current density along the nanotip lateral
surfaces (Figure 5.2), one can clearly see that in the wide sheath case the
distribution is strongly non-uniform, in remarkable contrast to the small
sheath case featuring fairly uniform ion flux deposition. Physically, the
nanotip growth critically depends on the location of the maximum of the
ion current on the lateral nanotip surface. The displacement of the cur-
rent maximum at higher plasma densities suggests that the actual shape
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and growth kinetics of the nanostructures are strongly affected by the
value of np.

Let us now consider what that means for the growth conditions of car-
bon nanotips in a plasma. In dense plasmas, one could expect a prefer-
ential growth of the nanotip base and hence, the formation of wider and
shorter nanoassemblies. On the other hand, the low-density plasma con-
ditions favor the development of nanotips with a larger aspect ratio. It
is notable that the narrow sheath case shows fairly uniform and regular
distribution of the ion current over the entire simulation area. Therefore,
the nanotips grown under such conditions should not change their shape
significantly in the growth process. This conclusion is consistent with the
experimental results on the CNS growth kinetics [95,258].

This clear difference in the ion current distribution can be explained
as follows [51]. Under the wide sheath conditions, when the current is
distributed non-uniformly along the lateral nanotip surface, the ion ap-
proaches the sharp end of the “host” nanotip (where the electric field is
strongly non-uniform) with a relatively high velocity. Thus, Js is less af-
fected by the weak electric fields created by the neighboring nanotips,
and the ion motion is mainly controlled by the electric field of the “host”
nanotip. As a result, the ions precipitate locally on the surfaces of their
“host” nanostructures, which results in somewhat diffuse but neverthe-
less pronounced maxima in the ion current distribution.

On the other hand, when the plasma sheath is narrow, the ions are
slower when approaching the nanotips. In this case, weak electric fields
created by the neighboring nanotips appreciably distort the trajectory,
which diverts the ion flux and causes the fairly uniform ion current dis-
tributions observed in Figure 5.2. The dependence of relative ion current
density on nanotip radius (Figures 6 and 10 of the original report [51])
suggest the possibility to control the distribution of nanotip radii in the
process of nanofabrication of the ordered microemitter pattern. It ap-
pears that, preferential ion deposition on small nanotips can enhance
their growth and, hence, contribute to the smoothening of the nanotip
radii distribution function (NRDF). This effect is strongly pronounced
for both low-Us and high-Us conditions [51].

Therefore, PECVD of CNSs in higher-density plasmas is advantageous
for the assembly of microemitter arrays with highly uniform size distri-
bution (e.g., NRDF) of individual nanostructures. Remarkably, in the
experiments on the CNS synthesis in low-temperature RF plasmas of
Ar + H2 + CH4 mixtures the combined ion number densities exceeded
ca. 1018 m−3 [53] (see also Section 4.1). As has been discussed above,
the most likely cause of the NRDF reshaping during the growth pro-
cess is more effective focusing of the electric field and thus ion attrac-



212 5 Transport, Manipulation and Deposition of Building and Working Units

tion by smaller nanotips. At higher plasma densities, this effect becomes
stronger due to the smaller sheath thickness. One can thus expect a
higher degree of the NRDF equalization under denser plasma condi-
tions [51].

The dependence of the mean relative ion current density onto the nan-
otips on the plasma density (Figure 5.3) offers a possibility of controlling
the nanotip density on the substrate. Indeed, the concentration of the
adsorbed atoms on the substrate surface determines the rate of the new
island nucleation [261]. Let us consider what that means in terms of CNS
growth kinetics and assume that during the first growth stage a certain
initial nanotip pattern (with the areas covered and free of nanotips) has
been formed. When the ion current density onto the nanotips is high,
one can expect that the nucleation rate of adatoms on the nanotip-free
surface areas will be somewhat reduced; this may boost the growth of
the already existing nanostructures. Furthermore, the surface areas be-
tween the nanotips should feature a smaller amount of irregular growth
islands and thus a smoother surface morphology [51].

On the other hand, when the relative ion current density to the nan-
otips is close to Jm

s , one can expect a higher density of the adsorbed
atoms in the nanotip-free areas, and hence, more efficient nucleation and
growth island development. The resulting pattern will thus feature quite
different surface morphology, with somewhat shorter nanotip structures
and a number of unwelcome build-ups in the inter-nanotip areas. If
the areas uncovered by the nanotips contain catalyst residues (this can
happen when the Ni/Fe/Co catalyst layer fragmentation during the sur-
face activation stage is incomplete), carbon nanostructures can also start
growing in the inter-nanotip surface areas and can eventually interfere
with the ordered nanotip pattern. Furthermore, this can result in an un-
controllable growth of the nanotips, with a large difference in height over
the pattern [51].

Interestingly, the dependence of the mean relative ion current den-
sity onto the nanotips on the electron temperature (Figure 5.3) appears
to be very different for low-Us and high-Us conditions. When Us =
20 V, the relative current density decreases with the electron tempera-
ture, whereas the inverse dependence is observed when the cross-sheath
potential drop is 50 V. This phenomenon can be explained by noting
that the dependence of the sheath thickness on Te is quite different un-
der the narrow- and wide-sheath conditions. Indeed, comparing Equa-
tions (5.1) and (5.2), one can notice that λs ∝ T−1/4

e in the high-Us case
and λs ∝ T1/2

e otherwise. Thus, different scaling of the sheath thickness
with the varying electron temperature results in a quite different behav-
ior of the relative ion current density onto the nanotips. The electron
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temperature can thus be regarded as another useful control knob of the
growth kinetics of the ordered carbon nanotip structures.

To conclude this section, we stress that despite a close link to the
specific plasma-aided nanofabrication process employing hydrocarbon-
based reactive plasmas and specific building units (CH +

3 ), the results
presented are quite generic and the main conclusions can be applied
to a broader range of ordered nanotip structures. Most importantly,
this model can predict the exact locations where plasma-generated ionic
building units can be deposited on nanostructured surfaces. The model
can also be extended into different plasma chemistries, complex plasmas,
deposition of multiple cationic species, denser ion fluxes and account for
ion collisions within the plasma sheath, and broader ranges of substrate
bias and other process control parameters to fit the demands of various
reactive plasma-assisted nanofabrication processes [51]. The results of
this section will be used in Chapters 7 and 8 in the studies of growth,
reshaping, and post-processing of various one-dimensional nanostruc-
tures.

As we will see from the following sections, the dynamics of nanoparti-
cles in the near-substrate areas can be substantially different from the ion
case of this section. Again, as is often said in nanoscience, the size does
matter!

5.2
Nanoparticle Manipulation in the Synthesis of Carbon Nanostructures

In this section, we will follow the original reports [105,152] and show the
possibility of manipulation of the plasma-grown nanoparticle building
units in the plasma-assisted deposition of various carbon-based nanos-
tructures on Si substrates catalyzed using Ni-based alloys. The exper-
imental results suggest that by varying the near-substrate temperature
gradient (which can be achieved by applying variable external heating
power to the substrate), one can selectively deposit or levitate the carbon-
based nanoparticles grown in the low-temperature reactive plasmas of
Ar + H2 + CH4 gas mixtures.

When the nanoparticles are levitated in the plasma presheath, the
arrays of vertically aligned carbon nanotips (considered in Chapters 3
and 4 above) can be synthesized. On the other hand, when a large
amount of plasma-grown nanoparticles precipitate from the gas phase,
nanostructured mixed-phase (e.g., polymorphous) carbon films are fab-
ricated. These experimental observations are supported by the basic one-
dimensional model of the nanoparticle dynamics in the near-electrode
area [105], which was later refined to account for a variety of important
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factors that may affect nanoparticle deposition during the discharge op-
eration [152].

It turns out that the thermophoretic force can be crucial for manip-
ulating the particle and, in particular, achieving their size-selective de-
position onto plasma-exposed surfaces. In this section we also inves-
tigate specific conditions that enable plasma-borne negatively-charged
nanoparticles to overcome the repulsive electrostatic barrier near the
substrate and deposit onto the surface during the discharge run.

Let us now consider these interesting phenomena in more detail and
as usual, let us briefly run through the significance and main aims pur-
sued in the original reports. As we have already mentioned in Chapter 2,
robust manipulation methods of the plasma-grown or externally intro-
duced nano-sized clusters or particulates has been one of the hottest top-
ics of research in recent years. These efforts essentially aim at achieving
a reasonable level of creation, manipulation and stacking of a variety of
building units during plasma-assisted synthesis of a range of nanoscale
objects. It is particularly difficult to control the motion of such BUs in the
immediate proximity of nanostructured surfaces.

We also recall that depending on the specific requirements of the nano-
assemblies being targeted, different atomic, supramolecular, cluster, and
mesoscopic species have been successfully used [70, 86, 132, 133, 152,
221, 262, 263]. For example, active (e.g., with activated dangling bonds,
in excited or ionized states) radicals, macromolecules and small nano-
clusters are ideal for the assembly of exotic nanostructures or single-
crystalline advanced materials [21, 37, 74, 77, 152]. On the other hand,
structural incorporation of larger units, such as larger nano-clusters, fine
nano-crystals or aggregates, is often beneficial for the beam- or plasma-
enhanced chemical vapor deposition (PECVD) of nano-structured (e.g.,
nano-crystalline) films [79,80,84,114,121,152,264–268].

Our focus here is on manipulation of the mesoscopic nano-sized build-
ing units in high-density, low-temperature plasmas of low-pressure glow
discharges, by managing the dynamic balance of the plasma forces [105,
152]. The novelty of this research is that it goes beyond the widespread
diagnostics and modeling of the nano-cluster and nanoparticle (NP)
nucleation and growth, their applications for the PECVD of (mostly
silicon-based) nanostructured films, and relevant discharge modeling
(see, e.g., [28] and references therein). On the other hand, before the orig-
inal report was published, the existing models of the solid particle dy-
namics in the near-electrode areas were mostly limited to micron- [269]
and submicron-sized [270] particles and considered essentially particle
motion-free cases. Indeed, it was a very common assumption in the
studies of the force balance in the complex (“dusty”) plasma discharges
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that a test grain moves from one point to another with a negligibly small
directed velocity. At certain (often called “levitation point”) positions
in the vicinity of the deposition surface, the repulsive electrostatic and
thermophoretic [124] forces balance the driving ion drag force and the
particle is levitated (trapped) and cannot reach the substrate unless the
discharge is turned off (deposition in the afterglow [80, 262]). In the lat-
ter case, poly-disperse distributions of the particle size are frequently ob-
served [152].

Here we note that the thermophoretic force is naturally present in the
near-substrate areas of most low-temperature plasmas and is controlled
by the difference between the gas temperatures in the plasma bulk Tb

g

and near the substrate Ts
g. If Ts

g > Tb
g , Fth repels the particles from the

substrate. On the other hand, if Ts
g < Tb

g , the thermophoretic force is
attractive. If the substrate is additionally heated (which is a usual re-
quirement in the PECVD of various functional thin films), the difference
between Tb

g and Ts
g also changes [124,152,262].

However, substantial inertia of nanoparticles leads to significant vari-
ations of their velocities, which cannot be accurately accounted for by
quasistatic models. This is why moving through the relatively long
(compared to the plasma sheath) pre-sheath area, the (usually negatively
charged) particle can acquire sufficient momentum to reach the surface
even during the discharge operation. In this case, only particles of a
certain size overcome the near-substrate potential barrier, as was fre-
quently observed in the experiments on the plasma-aided nanofabrica-
tion of carbon-based electron field emitter arrays [50,53,93,94,105,152].

5.2.1
Nanoparticle Manipulation: Experimental Results

Recalling most important experimental tips on how to grow various
carbon-based nanostructures [1] we stress that additional external (e.g.,
from underneath of the substrate stage) heating of metal-catalyzed sub-
strates is one of the common requirements for the PECVD of a large num-
ber of carbon-based nanostructures (see also [21] and references therein).
There are alternative schemes that merely rely on substrate heating by
the hot gas in the chamber and the impinging ions and do not rou-
tinely require any external substrate heating [94]. The two regimes pro-
duce two remarkably different types of structures [105]. Specifically, in
the external heating regime (also termed the fixed temperature growth
regime [93]), arrays of vertically aligned carbon nanotip-like structures
with no clear traces of particulate agglomerates on the surface have been
synthesized.



216 5 Transport, Manipulation and Deposition of Building and Working Units

Conversely, in the absence of any external substrate heating, numerous
irregular-shaped nanoparticle agglomerates dispersed over large surface
areas have been observed [94, 105]. Taken the small (in a few tens of
nanometers range) size of the NPs and the fact that the only difference
in the operating conditions of the experiments was in the temperature
gradient, it was suggested that thermophoretic force [271] can be an im-
portant control factor in the deposition of the nanostructured carbon-
based films in the low-pressure RF plasmas of Ar + H2 + CH4 gas mix-
tures [105].

The above hypothesis has been verified in a series of dedicated ex-
periments [105, 152] wherein the heating power supplied to the cat-
alyzed substrate was gradually changed from zero (no external heat-
ing, floating temperature regime [94]) to the maximum value used in
the experiments with the fixed and externally controlled substrate tem-
peratures [93]. In both series of experiments, the nanoparticles were ei-
ther completely absent on the surface or exhibited a strong size selec-
tivity of nanoparticle size distributions on nanostructured surfaces. In
the earlier experiments [105], this observation was qualitatively related
to external heating of the deposition substrate. This assumption was
then quantified using direct in situ experimental measurements of the
near-substrate temperature gradients using custom-designed tempera-
ture gradient probes [152].

Let us now briefly recap the most important experimental details.
In the experiments, a high-density plasma of Ar + H2 + CH4 (typi-
cally with heavy dilution of carbon precursor gases in argon) gas mix-
tures was sustained, with RF powers of ca. 2 kW, in a low-frequency
inductively coupled plasma (ICP) reactor pre-evacuated to base pres-
sures ca. 10−5 hPa. The detailed description of the reactor, process
control instrumentation, and plasma diagnostics can be found else-
where [189]. Nanostructured carbon films (Figure 5.5) were deposited
on Ni-coated highly-doped silicon substrates. The working pressures
of the reactive gas mixture were maintained at ca. 5.333 Pa (40 mTorr)–
6.666 Pa (50 mTorr). The deposition process was separated into three
stages. First, high-purity argon was introduced for 30 min for the pur-
pose of conditioning the deposition substrate and surfaces of the reactor
chamber and substrate holder. At the end of the first stage, hydrogen
was added to argon to perform the 20 min reactive chemical etching of
the catalyst surface. Finally, methane was added to carry out the ac-
tual 40 min plasma-assisted deposition process in the Ar + H2 + CH4
RF glow discharge. An internal heating element, built into the substrate
stage, was powered by a variable AC power supply. The above has
been extensively used previously for the plasma-assisted nanofabrica-
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Figure 5.5 Scanning electron micrographs of the films grown
in different temperature regimes: (a) with the substrate heat-
ing (heating voltage and power are 30V and 17W, respectively);
(b) without the substrate heating [105].

tion of various carbon-based nanostructures [50, 53, 55, 93, 94] and later
optimized to obtain specific (with and without nanoparticles) surface
morphologies [152].

The surface morphology of the as-grown nanostructured carbon films
has been studied with a JEOL JSM-6700F field emission scanning electron
microscope (SEM) (Figure 1.12). When the external heating power was
applied to the substrate the deposition surfaces were free of nanopar-
ticles as can be seen in Figure 5.5(a). However, when the deposition
substrates were not externally heated, fairly monodisperse nanoparti-
cle distributions (Figure 5.5(b)) were observed (at exactly the same dis-
charge parameters). These SEM results reveal that remarkable changes in
the surface morphology of the carbon nanofilms occur when the power
supplied to the substrate heater is varied. Specifically, at higher heater
voltages, exceeding a certain threshold value Vthr, the arrays of verti-
cally aligned carbon nanotip structures were grown. A typical image of
the CNSs grown under heater voltages exceeding Vthr, is shown in Fig-
ure 5.5(a). For simplicity, this type of surface morphology was termed as
the “ordered nanostructured state” [105]. Here we note that the thresh-
old heater voltage Vthr always remained within the range of 20–30 V,
showing an excellent reproducibility of the process.

When Vheat was decreased to Vthr and below, the resulting surface
morphology rearranged significantly resembling a (presumably amor-
phous [94]) matrix with the embedded nano-sized grains and particu-
late agglomerates. This state of the nanostructured carbon film was re-
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Figure 5.6 Left panel: Variation of the
substrate temperature during different
stages of the CNS deposition process for
the following parameters of the experi-
ment: heating voltage 20 V (dashed line)
and no additional heating (solid line), total
pressure 6.666 Pa (50 mTorr) –7.333 Pa
(55 mTorr), RF input power ca. 2 kW, and

35, 35, and 100 sccm of Ar, H2, and CH4
inlet, respectively. The substrate bias was
−4, −40, and −80 V during the condi-
tioning, catalyst activation, and depo-
sition stages, respectively [105]. Right
panel: Effect of substrate heating power
on nanoparticle radii distribution func-
tions [152].

ferred to as the “disordered nanostructured state” [105]. In particular,
Figure 5.5(b) shows that plasma-grown nanoparticles fall out onto the
surface. In this case, no ordered nanostructure arrays have been ob-
served. One of the most important conclusions of the original work [105]
was that the surface morphology transition from the ordered to the disordered
nanostructured state occurs when the heater voltage reaches the threshold value
Vthr.

The variation of the substrate holder temperature during the three
stages of the PECVD process is depicted in the left panel in Figure 5.6.
From this figure one can see that in both growth regimes (with and with-
out any additional substrate heating) following the rapid initial rise dur-
ing the substrate conditioning stage and slower increase during the cata-
lyst activation stage, the substrate temperature levels off after a few min-
utes into the actual film deposition process and remains stable, which
indicates of the establishment of the quasi-stationary regime [105]. As
can be seen from Figure 5.6 (left panel), the surface temperature does
not change significantly under moderate values of the substrate heating
power. For example, the difference between the substrate temperatures
under conditions of the absence of any heating and when the heating
voltage was 20 V (equivalent to ca. 11 W heating power), did not exceed
20 ◦C. This small difference (< 7%) in the substrate temperatures is usu-
ally not sufficient to cause any significant changes in the shape and or-
dering of carbon-based nanostructures [105].
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Furthermore, under the same conditions the plasma characteristics
also did not change when the substrate heating was switched on and
off, as suggested by highly-reproducible optical emission spectra of the
plasma discharge (see Figure 4 in the original report [105]). The compo-
sition of the charged and neutral plasma species, reflected in the optical
emission and mass spectra (the latter measured by the quadrupole mass
spectrometry (QMS)) also remained unaffected by the changes in Vheat.
Therefore, the powder generation process is also unaffected by the vari-
ations in the substrate heater voltage (and hence, the substrate tempera-
ture variations). In particular, in the case corresponding to the “ordered
nanostructured state” of Figure 5.5(a), the nanoparticles homogeneously
nucleated in the ionized gas phase presumably remain suspended in the
plasma and are further transported to the pump line [105]. Therefore, the
temperature gradient changed, while other important parameters such as the
plasma characteristics, gas pressure, species composition, substrate temperature
and DC bias voltage did not.

The effect of variation of the substrate heating power Ph on the
nanoparticle size distribution over the selected areas of the deposition
surface (e.g., shown in Figure 5.5) is quantified in Figure 5.6 (left panel).
From this figure, one can see that the average size of the particles in-
creases with the substrate heating power (even at moderate powers
of several tens of Watts). Moreover, the nanoparticle radius distribu-
tion function (NPRDF) becomes more smooth and less monodisperse at
higher Ph. This observation further supports the argument that by in-
creasing external substrate heating power Ph, it is possible to vary the
temperature gradient in the vicinity of the substrate, and hence, to mod-
ify the associated thermophoretic force acting on the nanoparticles.

Physically, an additional internal heating element produces a contin-
uous additional upward heat flux emerging from the substrate stage.
In the stationary stage, the above heat flux is compensated by an addi-
tional flux due to the thermoconductivity. Therefore, we arrive at the
conclusion that the additional substrate heating changes the gradient
∇Tn. Therefore, in addition to any gas temperature gradient that ex-
ists in the absence of the external heating, one has the additional gradi-
ent ∇Tadd

n controlled by the power applied to the internal heating ele-
ment. Thus, if the additional temperature gradient is small enough, the
gas-phase grown nanoparticles can reach the substrate surface and in-
corporate in the nanostructured film (Figure 5.5(b)). However, if ∇Tadd

n
is high enough, the thermophoretic force (originating due to the gas
temperature gradient) may repel the nanoparticles to the plasma bulk.
In this case, the resulting nanostructures resemble nano-needles (“nan-
otips”) [50,105].
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The additional gas temperature gradient can be estimated by assuming
that the heat emerging from the substrate stage is transported through
the gas homogeneously in all directions

∇Tadd
n =

Pheat

α Sh
. (5.5)

Here Sh is the surface area of the substrate stage, Pheat is the power ap-
plied to the internal heater, α is the coefficient of the thermoconductivity
of the neutral gas mixture [105].

This model was tested both experimentally and numerically [105,152].
One of the most important things in this regard is to experimentally es-
tablish the link between the temperature gradient in the near-substrate
areas and the heating power, which was successfully done in Refer-
ence [152]. This made it possible to to link the nanoparticle size distri-
butions (Figure 5.6) to the temperature gradients at fixed heating powers
Ph. For further details of this procedure the reader should refer to the
original report [152].

In the following, we will introduce the numerical model of the nano-
particle dynamics in the near-substrate area, which was successfully
used to elucidate the dependence of the minimum nanoparticle size
able to deposit on the surface during the discharge run on the value
of the actual temperature gradient. Here we stress that a combination
of the experimental and numerical results demonstrated the possibility
of size-dependent deposition of the plasma-grown nanoparticles during
the PECVD of carbon-based nanostructures in hydrocarbon-based plas-
mas.

5.2.2
Nanoparticle Manipulation: Numerical Model

In this subsection we will introduce the numerical model of the nanopar-
ticle dynamics in the near-substrate area [105, 153]. First of all, we note
that in low-pressure laboratory plasma discharges fine particles are usu-
ally charged negatively due to a significant difference in electron and
ion mobilities. For the same reason, solid surfaces are also charged
negatively. Therefore, such nanoparticles have to overcome a repulsive
electrostatic barrier before they can be deposited on the substrate (see
e.g., [28] and references therein).

However, if the particle can reach the area of a significant depletion
of the electron density (with respect to the density of the positive ions),
the charge on it can change the polarity and the particle can be deposited
onto the surface. This point is frequently referred to as the charge rever-
sal point. Whether the NP is able to overcome the electrostatic barrier
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and reach the charge reversal point critically depends on the inertia the
particle accumulated in the combined sheath-presheath area as a result
of the action of the major plasma forces [105]. The nanoparticle is ac-
celerated in the presheath area, and the final accummulated momentum
depends on the presheath width. Generally speaking, the larger the pre-
sheath, the better the particle can be accelerated and, hence, the higher
the chance it can overcome the electrostatic repulsion and deposit onto
the surface.

To simulate the nanoparticle motion in the combined sheath-presheath
area, a one-dimensional model was used [105,152]. The simulation area
comprises the plasma bulk (x < −lpr), presheath (−lpr < x < 0), and
sheath (0 < x < ls) regions. In the first region, the plasma is assumed
uniform with the zero electrostatic potential ϕ throughout. The width of
and the potential distribution within the presheath were adjusted using
relevant experimental results. The sheath width ls was computed self-
consistently using the basic set of equations and the appropriate bound-
ary conditions [105,152].

The dynamics of a test nanoparticle (NP) in the near-electrode area
has been studied for the following parameters: n0 = 2×1011 cm−3, Te =
2.0 eV, and DC bias voltage of Vs = −80 V (with respect to the ground).
The latter imposes the necessary boundary condition ϕ(ls) = Vs + Vpl,
where Vpl is the plasma bulk potential with respect to the grounded
chamber walls. In high-density plasmas of inductively coupled plasmas
Vpl ∼ 15 V [189]. The pre-sheath width was varied from 0.5 to 3 cm. The
equilibrium nanoparticle charge and the forces acting on it were com-
puted using the orbit motion limited (OML) approximation [28]. It was
assumed that the nanoparticle of a spherical shape takes its origin in the
plasma bulk and participates in the film deposition process by moving
through the sheath and presheath areas. Furthermore, the temperature
distribution near the substrate has been modeled by a linear function of
the coordinate x, which is justified in the case of a constant temperature
conductivity of the operating gas in the near-substrate region [105].

The total force driving the test nanoparticle through the sheath can be
expressed as

Ftot = Fel + Fmg + Fdrag
ion + Fdrag

neutr + Ftherm (5.6)

where the five terms in the right hand side represent the electrostatic,
gravity, ion drag, neutral drag, and thermophoretic forces, respectively.
The expressions for the above forces and the applicability limits are stan-
dard [28].

The motion of 10–50 nm sized nanoparticles in the sheath and presheath
areas appears to be quite different. In the presheath, the ion drag and
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Figure 5.7 Left panel: The potential
energy profiles for Te = 2.0 eV, ne =
1011 cm−3, nn = 1014 cm−3, ∇T = 0,
mi = 40 amu, and different values of par-
ticle radius rp. Solid, dashed, dash-dotted
and dotted lines correspond to rp = 10,
20, 40, and 50 nm, respectively [105].

Right panel: Same as above for rp =
40 nm, Te = 2.0 eV, ne = 1012 cm−3,
nn = 1014 cm−3, mi = 40 amu and dif-
ferent values of the temperature gradient.
Solid, dashed, and dotted lines corre-
spond to the gas temperature gradients
50, 0, and −50 ◦C/cm, respectively [105].

the thermophoretic forces dominate, and the total force drives the par-
ticle towards the surface. Here we stress that the ion drag and the ther-
mophoretic forces act in the opposite directions; however, the net force
on the nanoparticle is directed towards the substrate. Near the wall, a
strong electrostatic force creates a potential barrier for the NPs. How-
ever, if, despite the strong potential barrier the particle can still reach the
area of the significant depletion of the electron density (the charge rever-
sal point), the charge on it can reverse the sign, and the NP may deposit
onto the surface.

Therefore, the potential energy

U(x) = U(x0) −
∫ x

x0

Ftot(x)dx (5.7)

can be used to describe the nanoparticle motion in the near-substrate
area, where x0 = −lpr is the starting point of the NP motion and
U(−lpr) = 0. Equation (5.7) allows one to obtain the nanoparticle veloc-

ity vp(x) =
√
−2U(x)/mp, at any position, where mp = 4/3πρr3

p is the
mass of a spherical carbon nanoparticle with the material density ρ and
radius rp. The areas with positive potential energy values are unaccessi-
ble for negatively charged particles [269].

Figure 5.7 (left panel) shows the profiles of the potential energy of NPs
with different sizes in the sheath area in the case without an external sub-
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strate heating. It is clearly seen that larger (40–50 nm) particles have neg-
ative values of U(x) in the entire sheath area (presheath is not shown in
the plot) and thus can travel smoothly towards the substrate. However,
smaller particles (10–20 nm) have to overcome a narrow (ca. 150–250 µm
wide) potential barrier to be able to deposit onto the surface. Therefore,
there exists a threshold radius rthr

p of nanoparticles that can be deposited
onto the surface. In this particular example, rthr

p ≈ 24 nm [105].
The results in Figure 5.7 (right panel) suggest that the value of the near-

substrate gradient of the neutral gas temperature ∇Tn is a very power-
ful factor that controls the potential energy profiles within the plasma
sheath. One can clearly see that if the temperature gradient exceeds a
certain value, the thermophoretic force can even repel the NPs in the
presheath area thus moving them away from the substrate. For the con-
ditions of the experiment (∇Tn ca. 10–20 ◦C/cm) [105], the particles with
the radius of approximately 30 nm have the highest chances to reach the
substrate. It was also noted that the near-substrate temperature gradi-
ents higher than ca. 20 ◦C/cm usually exclude most of the nanoparticles
from the deposition process.

Figure 5.8 shows the results of detailed parametric investigations of
the effect of different plasma parameters on the distributions of the NP
potential energy U(x) within the sheath area [152]. To obtain these
plots, a typical set of the plasma and nanoparticle parameters was cho-
sen from previous experiments with high-density inductively coupled
plasmas [50, 53, 93, 94]. These parameters have been called the default
set of parameters and include the plasma density n0 = ne,i = 1.1 × 1018

m−3, the density of neutrals nn = 1020 m−3, masses of the positive ions
and neutrals mi = mn = 40 amu, temperatures of positive/negative ions

T(±)
i = 0.2 eV, population of negative ions not exceeding 20%, tempera-

ture of electrons Te = 2 eV, the pre-sheath width lpr = 2 cm, and DC bias
Vs = −80 V, unless specified otherwise. The default values of the particle
size and mass density are 30 nm and 2 × 103 kg/m3, respectively. Other
parameters are detailed in each specific case (refer to caption to Figure 5.8
for details). The values of the above parameters control the equilibrium
profiles of the plasma parameters in the pre-sheath and sheath areas. To
elucidate the optimal nanoparticle deposition conditions, each of the ba-
sic parameters was independently varied, with all other parameters be-
ing held constant.

Briefly summarizing the results of the above detailed optimization
process, we note that a high-density plasma, with low electron temper-
ature, and high number density of a lighter feedstock gas (e.g., He) is
the best environment for the nanoparticle deposition onto the surface.
The minimum radius of the particle which is able to reach the surface
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Figure 5.8 Potential energy for different
values of (a) ion mass mi: solid, dashed,
dash-dotted, and dash-dot-dotted lines
correspond to 4, 15, 30, 27, and 40 amu,
respectively; (b) electron temperature Te:
solid, dashed, dash-dotted, and dash-
dot-dotted lines correspond to 0.2, 0.5,
1.0, 2.0, and 4.0 eV, respectively; (c) neg-
ative ion temperature T−

i (assuming
n−

i = 0.2n+
i in the plasma bulk): solid,

dashed, dash-dotted, and dash-dot-dotted
lines correspond to 0.06, 0.1, 0.2, 0.5, and
1 eV, respectively; (d) relative density of

negative ions n(−)
i /n0 (solid: 20%, dot:

40%, dot: 60%, dash-dot: 80%, dash-

dot-dot: 100%); (e) number densities
n0 of the plasma (solid: 1011 cm−3, dot:
3 × 1011 cm−3, dot: 1012 cm−3, dash-dot:
3 × 1012 cm−3, dash-dot-dot: 1013 cm−3);
(f) nanoparticle charge variation (solid:
1.2Zd, dash: 1.1Zd, dot: Zd, dash-dot:
0.9Zd, dash-dot-dot: 0.8Zd); (g) differ-
ent values of the pre-sheath length (solid:
2 cm, dash: 1 cm, dot: 0.5 cm, dash-dot:
0.25 cm); and (h) nanoparticle radius
(solid: 20 nm, dash: 30 nm, dot: 40 nm,
dash-dot: 5 nm, dash-dot-dot: 60 nm)
[152]. Other parameters are inthe text of
this section; see also Section IIIA of the
original report [152].
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is amin
p = 30 nm under the following set of the discharge parameters:

nn = 1020 m−3, Te = 1.0 eV, n0 = 1018 m−3, Ti = 0.1 eV, and without the
presence of negative ions. These values are representative of the experi-
ments on PECVD of various carbon nanostructures [53,93,94,105].

It is notable that by changing any one process parameter, one can effec-
tively modify the potential energy profiles. However, variation of some
of the parameters, such as the electron temperature or gas temperature
gradient, had a much greater affect on Upot than the variations of other
parameters. This conclusion can certainly be used for the optimization
of the PECVD process. For example, aiming at selective deposition of the
nanoparticles in the 20–30 nm range, one should use a lighter gas, such
as helium or argon/helium mixture as a hydrocarbon diluent gas. This
option follows from the results of Figure 5.8(a). However, due to the rela-
tively high ionization potentials of He, the discharge maintenance would
require higher input powers, which, in turn, can lead to overheating of
the gas feedstock and deposition surfaces and possibly compromise the
film quality. Alternatively, large amounts of easily ionized argon facili-
tate the discharge maintenance with reasonably low RF powers but in-
crease the threshold size for the nanoparticle fallout [152].

The results of Rutkevych et al. [105, 152] suggest that the temperature
gradient-controlled deposition conditions and the size-sensitive struc-
tural incorporation of nanoparticles in the nanofilm are intimately re-
lated through the NP potential energy profile in the near-substrate area.
In particular, each value of the temperature gradient (TG) corresponds to
the specific distribution functions of the radii of the nanoparticles observ-
able on the nanostructured carbon surfaces, as shown by the experimen-
tal points in Figure 5.9. Specifically, the maxima of the NPRDFs increase
with the temperature gradient.

On the other hand, numerical results also suggest that the minimum
size of the particles that can deposit during the discharge run also in-
creases with the TG (solid curve in Figure 5.9). Thus, both experimen-
tal and numerical results prove that higher temperature gradients (and
hence stronger counteracting thermophoretic forces) make it more diffi-
cult for smaller nanoparticles to deposit on the surface during the dis-
charge run. From Figure 5.9, one can also see that despite similar quali-
tative tendencies, the discrepancy between the experimental and numer-
ical results is quite large. The main reason for this difference is uncer-
tainty in the plasma and working gas parameters that were not thor-
oughly measured during the PECVD process. To this end, the numerical
results of this subsection can serve as quantitative indicators of the sen-
sitivity of the nanoparticle deposition threshold (e.g., minimum size in
Figures 5.8(h) and 5.9) to the plasma and process parameters.
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Figure 5.9 Experimentally measured NPRDF maxima for differ-
ent heating powers (×), and computed minimum size of the NPs
able to deposit on the substrate (solid line) suggesting a reason-
able correlation between the theory and the experiment [152].

Therefore, the thermophoretic barrier established as a result of the
external substrate heating favors the self-organization of the carbon
nanofilm to the ordered nanostructured state shown in Figure 5.5(a).
In other words, the nanopowder particle deposition can be thermophoreti-
cally controlled. This result apparently correlates with the earlier report
on the threshold values of the near-substrate temperature gradients that
enable one to selectively control the PECVD of the microcrystalline and
polymorphous (featuring plasma-grown nanoparticles embedded in the
amorphous matrix) silicon films [124]. From this point of view, the dis-
ordered nanostructured state in Figure 5.5(b), which also shows the ele-
vated amounts of amorphous carbon in the films, can be termed a carbon
analog of the Si-based polymorphous films.

One of the most important results stressed in this section is that the
momentum gained by the nanoparticles in the presheath may be suffi-
cient to enable particles of a certain size to pass through the sheath and
land on the substrate. In the case considered here, the 30–50 nm nanopar-
ticles are the best candidates for this purpose. This is apparently consis-
tent with the scanning electron micrographs of the carbon nanofilms in
the disordered nanostructured state which reveal that the size of the ma-
jor part of the NPs in the film fall within this range. Such a remarkable
agreement between the SEM and numerical results further justifies the
main assumptions of numerical modeling.

To conclude this section, we emphasize that the above disussion re-
vealed the conditions under which the plasma-generated nanoparticles
may pass through the sheath and deposit onto the surface. However,
this alone does not answer another important question: ‘Where exactly
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do the nanoparticles land on the surface? The following section aims to
shed some light on this puzzling issue.

5.3
Selected-Area Nanoparticle Deposition Onto Microstructured Surfaces

From the previous section, we have learned that nanoparticle motion in
the plasma area near the deposition surface is governed by a number
of forces unique to a low-temperature plasma environment and is ex-
tremely sensitive to the nanoparticle charge, mass and shape. The NPs
are usually charged negatively and as such are repelled by the similarly
charged surface. However, the negative potential of the surface also re-
pels the plasma electrons, which causes a severe depletion of the electron
density within the plasma sheath. Thus, the electron current is signifi-
cantly reduced. Alternatively, the ion current gets stronger as the particle
approaches the surface.

As a result, the nanoparticles can reverse their sign (at the point re-
ferred to as the charge reversal point) and become positively charged. In
this case the electrostatic repulsion changes to attraction and the NPs can
deposit on the substrate surface, as is the case in the synthesis of carbon
nanotubes in low-temperature plasmas (see Reference [272]) and precip-
itation of large amounts of quasi-spherical nanoparticles onto nanostruc-
tured carbon surfaces [1, 50, 93, 94, 105, 152] considered in the previous
section.

However, a nanoparticle can reach the charge reversal point only in
certain cases: namely, when the inertia effects are strong enough to
keep the particle moving despite strong electrostatic repulsion [105,152].
Following the original report [153], we will now specify exactly where
the nanoparticles land on microstructured surfaces. We stress that this
knowledge is a vital yet missing link in the development of robust strate-
gies for nanoparticle contamination management in microelectronics and
size-selective nanoparticle deposition in fabrication of nanofilms and
nanodevices.

In this section, by means of advanced numerical simulation of the dy-
namics of variable-charge-nanoparticles in the plasma sheath, the mi-
croscopic nanoparticle fluxes onto specific areas on microstructured sur-
faces will be computed. The effects of variation of the plasma process
parameters and micropattern features on selected-area deposition onto
microstructured surfaces will also be investigated. We will also discuss
specific process conditions that enable site-selective (on top or lateral sur-
faces of the surface micro-structures (SMSs) or in the inter-SMS valleys)
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nanoparticle deposition [153]. These results are generic and applicable
for a broad range of plasma-assisted nanofabrication, materials synthe-
sis and surface modification processes.

5.3.1
Numerical Model and Simulation Parameters

The simulation geometry (Figure 5.10) presented here is representative of
a typical experiment on plasma processing of a microstructured surface
in a PECVD reactor [153]. A solid substrate is maintained at a nega-
tive electrostatic potential and faces a large-volume plasma as shown
in Figure 5.10. The microstructured surface, in turn, represents either
a pre-fabricated feature (e.g., a trench) on a microstructured semicon-
ductor wafer or a quasi-two-dimensional morphology element in the
plasma-assisted growth of microstructured films. Ions and plasma-
grown nanoparticles are simultaneously deposited from the ionized gas
phase onto an insulating (e.g., undoped Si) or a conductive (e.g., sp2-
hybridized carbon or highly-doped Si) substrate. The surface is main-
tained at a variable potential ϕsurf.

The model in the original report [153] contains two modules: the first
module describes the combined sheath-presheath area whereas the sec-
ond module is related to a specific description of the NP motion and
computation of microscopic nanoparticle fluxes. Owing to the extreme
sensitivity of NP deposition to momentum accumulated in the process of
travel, the presheath area is an integral part of the model. In Figure 5.10,
the point of origin (x = y = 0) is chosen at the surface microstructure
(SMS) base plane, in the middle of the valley that separates the first and
the second (from the left) microstructures. The parameters of the plasma
process and micropatterns used in these simulations are summarized in
Table 5.2.

It is further assumed that the SMSs are maintained at the same neg-
ative potential ϕsurf < 0. The reference electrostatic potential in the
plasma bulk is assumed to be zero. It is convenient to divide the
plasma into regions according to the potential values: a collisional planar
presheath, a planar upper sheath, and a two-dimensional lower sheath,
hereinafter referred to as regions I, II, and III, respectively.

The density of ions in the plasma bulk is n0 and they enter the
presheath with velocity v0. The potential profile in this area (region I)
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Figure 5.10 (a) Schematics of the periodic micropattern on the
substrate surface used in simulations (panel in the middle).
Left and right sections of Fig. 5.10(a) show the focusing effect
of the local electric field created by the surface microstructures
on the nanoparticle (right) and ion (left) trajectories. This effect
is stronger in the nanoparticle case [153]. (b) Scanning Electron
Microscopy image of carbon nanoparticles deposited on a Si sub-
strate in a high-density PECVD reactor [50,93,94,153].

can be calculated analytically [153] (note, ϕ(x) < 0)

x = xbulk + Lcoll

(
ϕ(x)/Te −

v2
B

2v2
0

exp
(
2ϕ(x)/Te

)
+

v2
B

2v2
0

)

ϕpr ≤ ϕ(x) ≤ 0, (5.8)

where vB =
√

Te/mi is the Bohm velocity, Te is the electron temperature,
mi is the ion mass, ϕpr is the potential at the sheath-presheath boundary,
xbulk is the coordinate of the boundary between the pre-sheath and the
plasma bulk, and Lcoll is the collisional mean free path of ions.
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Table 5.2 Values of parameters used for numerical simulation [153].

Parameter Description Value

n0 Plasma density 1010–1012 cm−3

v0 Ion velocity in plasma bulk 500 m/s
mi Ion mass 40 amu (Ar)
Te Electron temperature 2.0 eV
nn Density of neutrals 1014 cm−3

mn Mass of neutrals 40 amu (Ar)
ap NP radius 30 nm
ϕsurf Surface potential −13 .. − 18 V
s Height of SMSs 4 µm
b Inter-SMS distance 2..4 µm
d Micropattern period 4..10 µm

The upper sheath boundary in region II can be obtained through nu-
merical integration [153]

x = xpr −
∫ ϕ

ϕpr

dϕ√
(ϕ′

pr)2 + 2|e|n0/ε0(Je + Ji)
ϕ2D ≤ ϕ ≤ ϕpr, (5.9)

where

Je(ϕ) = Te
[

exp(ϕ/Te) − exp(ϕpr/Te)
]
,

and

Ji(ϕ) = 2E(ϕ)
[
1 − ϕ/E(ϕ)

]1/2 − 2Epr(1 − ϕpr/Epr)1/2,

and ϕ2D is the potential at the upper edge of the two-dimensional (2D)
grid shown in Figure 5.10. Here E(ϕ) is the ion energy as a function of
potential, and Epr is the ion energy at the sheath-presheath boundary xpr,
ϕ′

pr = (dϕ/dx)|x=xpr
, and ε0 = 8.85 × 10−12 F/m.

In the lower sheath area (near-substrate area 0 < x < x2D), the follow-
ing numerical solution of the two-dimensional Poisson equation

∂2 ϕ

∂x2 +
∂2 ϕ

∂y2 = −|e|
ε0

[
ni(x, y) − ne(x, y)

]
ϕsurf ≤ ϕ ≤ ϕ2D (5.10)

makes it possible to obtain the electrostatic potential in region III.
The boundary potential ϕ2D between regions II and III determines the

coordinate x2D. For the accuracy of the multi-grid method used, the lat-
ter should satisfy the inequality d, s � x2D, where d is the micropattern
period and s is the height of the surface microstructures considered (Fig-
ure 5.10). In this case, the presheath and upper sheath areas (regions I
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and II, described by (5.8) and (5.9), respectively) can be safely assumed
as one-dimensional. However, the lower sheath area near the substrate
(region III) is essentially two-dimensional and requires integration of a par-
tial differential equation (5.10).

It is interesting that this condition is very easy to satisfy experimen-
tally. In fact, if the potential difference between the surface and the top
edge of the 2D simulation grid is only 4V, the edge between regions II
and III is located far above the microstructures at approximately a few
hundred microns above the zero level. Suitable boundary coordinates
xpr and x2D entering (5.8)–(5.10) can be found from the potential con-
tinuity condition between relevant regions [153]. In the lower sheath
area (x < x2D, region III) a spatially uniform in horizontal (y direc-
tion, 47 steps) and variable-step in vertical (x direction, 71 steps) two-
dimensional grid has been used. In this area, the solution of the Poisson
equation has been obtained numerically.

As usual, the equilibrium nanoparticle charge Zp|e| was computed by
equating the microscopic electron and ion currents [28]. Similar to the
previous subsection, the total force acting on a nanoparticle includes the
electrostatic Fel, ion drag Fdr

i , friction Ffr and thermophoretic Fth forces.
The effect of the plasma process parameters and microstructure fea-

tures has been investigated through variation of the surface potential
ϕsurf, height s of the SMSs, width of the inter-SMS valleys b, and mi-
cropattern period d [153]. These and other parameters used in simula-
tions here are summarized in Table 5.2. These parameters are represen-
tative of carbon nanoparticle deposition experiments in high-density in-
ductively coupled plasmas discussed in Section 5.2. Through statistical
description of a large number of nanoparticles it was possible to com-
pute their microscopic fluxes. Assuming uniform nanoparticle flux j0 in
the presheath, the horizontal distribution j(y) of NPs landed on the mi-
crostructured substrate is computed and expressed as a fraction of the
initial flux j0 [153].

5.3.2
Selected-Area Nanoparticle Deposition

As we have stressed in Section 5.2, the substrate bias is perhaps the
easiest process parameter to adjust experimentally. The other factors
that can significantly affect the NP deposition process are the shape of
the microstructures, micropattern features, and plasma parameters. A
very important point in this consideration is that the charged microstruc-
tured surface in Figure 5.10 creates a horizontal component of the elec-
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Figure 5.11 Left panel: NP fluxes cal-
culated for different values of the surface
potential. Here, the SMS and nanopattern
dimensions are s = 4 µm, b = 3.2 µm,
and d = 4 µm. Density of argon plasma
is n0 = 1011 cm−3. Depending on the sur-
face potential, the nanoparticles can be
deposited either between the microstruc-

tures, or near the SMS tips. The flux j(y)
is expressed in units of the original flux
j0 [153]. Right panel: Effect of the bulk
plasma density on the nanoparticle de-
position flux. Here, the ϕsurf = −16 V,
and other parameters of the plasma and
surface microstructures are the same as
above [153].

tric field E⊥, which deflects plasma-grown nanoparticles from straight
trajectories.

The results for nanoparticle deposition on the substrate surface at dif-
ferent surface potentials are depicted in Figure 5.11 (left panel) [153]. It
is very clear that the effect of the surface potential is essentially nonlin-
ear. Indeed, when the absolute value of the potential |ϕ| is small, the
nanoparticles are predominantly deposited between the SMSs (dash-dot
line); further more, the flux deposited onto inter-SMS valleys is more
than 50% than that onto the SMS surfaces. However, when the surface
potential increases, the NP flux transforms and is increasingly concen-
trated on the SMS surfaces, with more particles landing closer to the
SMS tips (dashed line). A further increase of the potential makes the
flux more homogeneous (solid line). One can thus conclude that larger
ϕsurf lead to a more homogeneous nanoparticle deposition over the mi-
cropattern. From Figure 5.11 (left panel), one can see that the particles in
high-density plasmas tend to deposit near the tips of the SMSs, while in
low-density plasma the deposition is homogeneous.

The micropattern period also affects the distribution of the micro-
scopic nanoparticle flux j(y). Firstly, if the SMSs are located further
away from each other, each of them draws a larger NP flux compared to
that in denser micropatterns. In fact, if the inter-SMS distance is 10 µm,
the nanoparticle flux drawn by individual microstructures is more than
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Figure 5.12 Nanoparticle flux over the substrate structures of a
different width. The half-width at microstructure base is: 0.9 µm
(bottom panel), 0.6 µm (middle panel), and 0.1 µm (top panel).
Sharp structures exhibit a stronger nanoparticle focusing effect.
Here, ϕsurf = −16 V and n0 = 1011 cm−3 [153].

twice as large as j0, whereas it is only ca. 1.6j0 when the surface density
of the SMSs is doubled [152]. Secondly, at the base of the microstructures
the nanoparticle flux is depleted and does not exceed 0.8j0, whereas it is
almost the same as the initial flux j0 elsewhere in the valleys and peaks
at the mid-point between the SMSs. Indeed, small peaks located at y =
4, 8, 12, and 16 µm can be observed. Therefore, the relative probability of
the nanoparticle deposition in the middle between the microstructures is
higher [152].

Moreover, the microstructure shape changes the electric field above
them and strongly affects microscopic nanoparticle fluxes, as can be seen
in Figure 5.12. In particular, the focusing effect of the electric field be-
comes more pronounced as the SMSs sharpen up. In the case of rela-
tively wide microstructures, the NPs are fairly uniformly deposited over
the SMS surfaces (bottom panel in Figure 5.12). In other words, the effec-
tive nanoparticle deposition area is almost the same as the microstructure
width; meanwhile, the NP flux associated with this area only slightly ex-
ceeds that in the inter-SMS valleys. However, for very sharp microstruc-
tures the effective nanoparticle deposition area is clearly larger than the
SMS width (solid line in the top panel in Figure 5.12).

We will now discuss the numerical results presented in Figures 5.11–
5.12 and comment on their relevance to other ongoing research efforts in
the area and practical implications for the develoment of robust strate-
gies and techniques for nanopowder contamination management and
highly-controlled site-selective nanoparticle deposition in complex plas-
mas [152].
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Let us first discuss the effect of the surface potential. If the surface
potential is large enough so that the kinetic energy of landing nanopar-
ticles exceeds their cohesive energy, the NPs can break into subnano-
and nano-fragments; in this case a build-up of (usually unwanted) amor-
phous deposits around the area of impact is verylikely [4]. This scenario
is illustrated in Figure 2.9 in Chapter 2. Moreover, the microstructures
and their ordered patterns can also be substantially damaged. In this
case, quite large gains in nanoparticle kinetic energy can be explained as
follows [152]. When the DC bias is larger, the sheath width is effectively
increased due to the stronger repulsion of electrons towards the plasma
bulk. Thus, the electron density depletion is more pronounced and the
nanoparticle charge reversal occurs further away from the substrate sur-
face, which in turn means that the NP are able to pass through a larger
accelerating potential drop. Note that the nanoparticles slow down as
they approach the charge reversal point [152].

Alternatively, when the DC bias is small or the surface is insulating (in
the latter case the surface potential equals ϕ f , where ϕ f is the floating
potential [68]), the charge reversal point is nearer the substrate and the
nanoparticle kinetic energy gain is smaller. Since typical values of the
floating potential in low-temperature, thermally non-equilibrium plas-
mas are ca. 4–5 Te, such low potential drops are very unlikely to lead
to nanoparticle breaking upon landing [153]. Moreover, in this case the
nanoparticle velocities are relatively small and the effects of local (micro-
scopic) electric fields in the vicinity of microstructures are quite strong.
This results in a pronounced deflection of nanoparticles from straight
downfall trajectories (the latter is usually the case when the substrate is
biased), clearly seen in the panel on the right in Figure 5.10.

Interestingly, the electric field-controlled deflection of nanoparticles is
much larger than that of the plasma ions, see Figure 5.10. Physically,
the nanoparticles are much slower and also carry a much larger electric
charge than the ions; however, despite their heavier mass, particle de-
flection in the horizontal (y) direction turns out larger than that of the
ions which move so fast the local microscopic field of the microstruc-
tures is unable to significantly deflect them as they cross the lower sheath
area. This conclusion is consistent with the reports of a similar effect of
plasma-grown nanostructures on the plasma ions. In particular, these re-
sults suggest that ion deflection is larger when the surface potential (and,
hence, the vertical component of the ion velocities) is lower [159].

As can be seen in Figure 5.11 (left panel), the nanoparticle deposition
process turns out to be extremely sensitive to the surface potential. In
the original work [153], the range of the surface potentials was chosen
to “catch” the moment of nanoparticle charge reversal and maximize
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Figure 5.13 Effect of charge reversal on
nanoparticle deposition: (a) when the sur-
face potential is −13.3 V, the NPs do not
change their sign and are scattered by the
concave electrostatic lens (E-lens), also
charged negatively; (b) a minor change in
φsurf to −13.6 V results in the NP charge
reversal from negative to positive and

attraction to the SMSs which act as con-
vex E-lenses. Profiles of the electrostatic
potential and electron and ion number
densities are also shown. In case (b), the
NP charge reversal occurs close to the
SMS. Parameters are the same as in
Figure 5.11 [153].

the effect of particle deflection by the surface microstructures. This is
why the surface potential ϕsurf is relatively low. In the example shown
in Figure 5.11 (left panel), when the surface potential is low (ϕsurf =
−13.3 V), the nanoparticles remain negatively charged as illustrated in
Figure 5.13(a). Nevertheless, due to their inertia, the NPs are still able to
land in the valleys between the surface microstructures.

It is worthwhile to remark that the negatively charged SMSs repel and
scatter the nanoparticles and operate as concave electrostatic lenses as
shown in Figure 5.13(a). When the surface potential is only slightly in-
creased to −13.6 V, the electron density is further depleted making the
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nanoparticle charge reversal possible, yet very close to the surface mi-
crostructures. This situation is shown in Figure 5.13(b). In this case the
particles uniformly cover the SMS surface as the dotted line in the left
panel in Figure 5.11 suggests. A further increase in ϕsurf leads to a more
pronounced focusing of the nanoparticles onto the microstructure tips,
see Figure 5.11 (left panel).

This remarkable nanoparticle focusing is a manifestation of the opera-
tion of the surface microstructures in which we are interested as effective
convex electrostatic lenses. It follows from Figure 5.11 that the surface
potential of −16 V is the optimum nanoparticle focusing condition. With
even higher substrate potentials (as is the case represented by the solid
line in the left panel in Figure 5.11) the nanoparticle charge reversal point
is located even higher above the substrate. In this case, vertical compo-
nents of particle velocities increase as they approach the microstructures,
which reduces the duration of effective action of E⊥. Hence, the nanopar-
ticle deposition over the micropattern surfaces becomes once again more
uniform [153].

However, as we have mentioned above, one should be particularly
careful not to overaccelerate the nanoparticles so as to avoid their struc-
tural disintegration upon crashing onto the surface. The above men-
tioned low near-surface potential drops are particularly favorable for
minimizing the NP energy upon deposition and thereby of implement-
ing their “soft” landing onto the microstructured surface.

The plasma parameters such as the ion number density and the elec-
tron temperature also affect the nanoparticle deposition. In particular,
the results in the right panel in Figure 5.11 prove that high-density plas-
mas should be used for more effective NP focusing at the SMS tips. On
the other hand, nanoparticle fluxes from rarefied plasmas are expected
to be more uniformly distributed over the nanostructured surfaces. The
more uniform deposition of NPs in lower density plasmas shown by the
solid curve in Figure 5.11 (right panel) occurs because the nanoparti-
cle charge is lower under the rarefied plasma conditions. Alternatively,
nanoparticles in high-density plasmas carry a larger electric charge; thus,
the focusing effect due to the electrostatic force appears to be stronger
under the dense plasma conditions [152].

Inter-microstructure spacing is another important parameter that af-
fects the redistribution of the nanoparticle fluxes over the surface pat-
tern features. Under conditions when the SMSs draw large and fo-
cused NP currents, one clearly sees the zones of depleted particle fluxes
around the microstructures. It is noteworthy that quite similar deple-
tion zones are also the case in plasma-assisted growth of discontinuous
nano-/micro-islanded films [273]. Meanwhile, when microstructures of
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the same width and height are arranged in a micropattern of a larger
period, the ability of individual SMSs to focus NP fluxes onto their sur-
faces increases. In this case the microstructures act as effective nanoparti-
cle collectors, similar to pyramid-like submicrometer-sized structures in
Figure 5.10(b) [153].

An interesting feature of the nanoparticle fluxes is their excellent uni-
formity in the inter-SMS valleys. Therefore, “soft” NP deposition from
reactive plasmas is an excellent option to fill the space between the mi-
crostructures with a porous nanoparticle-made material. This can facili-
tate the development of low-k nanoparticle composite films for interlevel
dielectrics in ULSI technology [274]. Note that for obvious reasons, me-
chanical strengths of such films can be a matter of concern. Another pos-
siblity is when the nanoparticles break upon crash landing; in this case
the filling of the space between the microstructures will most likely be
amorphous [152].

Finally, sharper microstructures focus nanoparticles more effectively
as demonstrated by the results presented in Figure 5.12. Examining the
results in the top panel in Figure 5.12 one can conclude that sharper struc-
tures are likely to be coated by porous nanoparticle-made films around
their bases, while quite a significant number of particles remain stuck to
their tips. Here we recall that quite similar observations have been made
in earlier experiments [93, 94] and are discussed in Section 5.2 of this
monograph. Alternatively, the NP fluxes onto lateral surfaces of smaller-
aspect-ratio microstructures appear to be very uniform. However, this
does not necessarily mean that the SMSs should be uniformly coated by
the plasma-grown particles – this depends on specific material, structure
of the SMSs and other surface conditions [153].

5.3.3
Practical Implementation Framework

Let us now discuss practical aspects of the site-selective nanoparticle de-
position from low-temperature plasmas. In large-area plasma deposition
experiments the set of parameters is limited to input power, gas feed-
stock pressure and composition, substrate temperature and bias, and
some other parameters. During the first stage, the nanoparticles grow
in the ionized gas phase as discussed in Chapter 4. This process in-
volves nucleation, growth, and crystallization in the ionized gas phase,
which can be effectively controlled by the parameters of the plasma
bulk [4,28]. The second (nanoparticle size selection) stage, can be imple-
mented by adjusting the temperature gradient in the presheath and the
upper sheath [105,152]. And finally, the manipulation of these nanopar-



238 5 Transport, Manipulation and Deposition of Building and Working Units

ticles in the lower sheath area can be implemented using the results pre-
sented in this section.

The effect of the electrostatic focusing can be very useful for controlled
synthesis of a broad range of nanomaterials and nanoassemblies using
plasma-grown nanoclusters. If the nanocluster charge is positive (this
sensitively depends on their size [65]), intense flows of plasma-generated
nanoclusters can be created and directed towards the nanoassembly sites
where they are needed. This new technique would be a plasma-based
equivalent of the cluster beam deposition (CBD), a powerful tool for
nanoscale science and technology [79]. Moreover, since the CBD tech-
nique mostly uses neutral clusters as building units and complex aero-
dynamic lenses to focus them, the effective manipulation of charged
nanoparticles in the plasma demonstrated in this work can have clear
competitive advantages, for example, in precise and size-selective elec-
tric field-controlled cluster deposition into specified surface areas with
complex surface morphology [153], such as the micropatterns of this sec-
tion.

A very interesting aspect is to discuss what might happen after the
plasma-grown nanoparticles are deposited on the surfaces of the mi-
crostructures. Interestingly, the charge on the particles is also crucial in
the process of their attachment and/or incorporation into the growing
structures. Assuming that positively charged particles land smoothly
onto negatively charged surfaces of surface microstructures, electrostatic
attraction can be a major factor in nanoparticle attachment to the surface
microstructures. This effect has previously been reported for charged
nanoclusters [65]. However, the effectiveness of the nanoparticle bond-
ing to the surfaces will depend on the relation between the time of the
charge transfer τchtr and the time required for bond formation τbond. If
the bonding process completes well before the NP charge is neutralized
(τchtr � τbond), the electrostatic attraction between the particle and the
surface serves as a firm “grip” that significantly facilitates the bonding
process [153]. It is remarkable that quite a similar principle is used to
hold NPs together in binary nanoparticle superlattices (BNSLs). More-
over, electric charges on NPs determine stoichiometry and structural
diversity of the BNSLs, which represent a novel class of nanoscale ob-
jects [275].

Conversely, if the NP charge is neutralized faster than the bonds form,
the particle can move from the point of its initial attachment to the SMS
surface. This becomes more obvious in the case of sharp microstruc-
tures when the as-attached particle can “roll” down the slope. This con-
clusion is certainly more accurate when the surface roughness of the
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SMSs is much smaller (approaching atomically smooth surfaces) than
the nanoparticle size [153].

The ability of NPs to reach the substrate and their specific site and
energy of landing are extremely sensitive to a number of factors and pa-
rameters. Since these are in most cases process-specific, it would be futile
to formulate ready strategies for how to manipulate such particles in a
particular experiment. Nonetheless, using the conclusions drawn from
the results in Figures 5.10–5.12, one can formulate the following practical
suggestions [153]:

• to avoid NP contamination, the best policy is to prevent them from
reaching the charge reversal point; for more specific details refer to
Section 5.2 and original reports [105,152];

• to enable effective nanoparticle collection near the tips of the
microstructures, moderate (ca. ϕ f ) surface potential conditions
should be used (Figure 5.11, left panel);

• alternatively, low-surface-potential (e.g., sub-ϕ f ) conditions are
ideal for smooth filling of the inter-SMS spaces by microporous
nanoparticle-made material; preserving the negative charge on
NPs can be advantageous as suggested by dash-dotted curve in
Figure 5.11, left panel.

These practical hints are certainly not exhaustive and many other inter-
esting features of nanoparticle deposition onto microstructured surfaces
will be discovered if research in this direction is continued, both numeri-
cally and experimentally [153]. In the following section we will consider
an effective experimental arrangement that can be used to prevent un-
desirable fallout of plasma-grown nanoparticles by using an electrostatic
filter.

5.4
Electrostatic Nanoparticle Filter

As we stressed in Chapter 2, reactive plasmas have recently been rec-
ognized as a versatile nanofabrication tool [4] and are able to gener-
ate various species ranging in size from a few angstroms (atomic units)
to several microns and above (large nanoparticles and agglomerates).
Large nanoparticle species, a common troublesome problem of plasma-
aided semiconductor micromanufacturing [28], should thus be avoided
in nanofabrication that relies on subnanometer-sized building units.

From Section 5.2 we have learned that carbon microemitter pat-
terns and other carbon-based nanostructures (CNSs), synthesized in
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Ar + H2 + CH4 low-temperature plasmas suffer from contamination by
the plasma-grown nanoparticles (NPs), see also original reports [93, 94,
105, 152]. Such nanoparticles can be partially removed by additional
heating of the substrates, which gives rise to a temperature gradient-
dependent thermophoretic force that repells the NPs away from the
CNSs [105,152].

However, as was shown in Sections 5.2 and 5.3, particles above a cer-
tain size still manage to overcome the potential barrier and incorporate
into the nanostructured films. In this section we follow the original re-
port [276] and introduce a simple yet effective technique which makes
it possible to significantly reduce the nanoparticle contamination and
increase the threshold nanoparticle fallout size in the plasma-enhanced
chemical vapor deposition of carbon nanostructures.

To prevent the deposition of the plasma-grown nanoparticles onto
carbon-based nanopatterns, Rutkevych et al. [276] used a metallic grid
placed above the growth pattern. The resulting inhomogeneous electric
field repels the plasma-grown nanoparticles (which, as we have stressed
several times above, are usually negatively charged [28]) back to the
plasma bulk, or otherwise diverts them from the nanofilm being grown.
The grid can also collect the nanoparticles before they reach the substrate.
Alternatively, by applying a negative (with respect to the plasma bulk)
potential to the grid, one can also repel negative ions. Here we recall
that according to Section 4.3, negative ions are commonly accepted as
nanoparticle growth precursors in a range of reactive plasmas including
methane-based plasmas. Therefore, by negatively biasing the filter mesh,
one can impede or even potentially completely suppress the nanoparti-
cle growth in the area between the grid and the nanostructures on the
surface. This effect can be used in combination with thermophoretic ma-
nipulation as discussed in detail in Section 5.2. Using a balanced combi-
nation of these two effects, Rutkevych et al. [276] managed to achieve a
nanoparticle-free deposition.

The carbon nanostructures in this section have been deposited on Ni-
catalyzed highly-doped Si(100) substrates by using Ar(35 sccm)+H2(30
sccm)+CH4(35 sccm) inductively coupled plasmas (ICPs). A 30 min sub-
strate conditioning in Ar was followed by a 20 min etching of Ni cata-
lyst layer in Ar + H2 plasmas, and, finally, the actual 40 min PECVD in
6.133 Pa (46 mTorr)–6.799 Pa (51 mTorr) Ar + H2 + CH4 gas mixture. The
input power of a 460 kHz RF generator was maintained at the 2 kW level,
with the reflected RF power not exceeding 105 W. The surface temper-
ature of negatively biased (−80 V) substrates was maintained between
330 and 375 ◦C, depending on any additional heating power supplied to
the substrates, the latter was varied from 0–110 W [276]. Other details
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of the plasma reactor used in these series of experiments can be found
elsewhere [93,189].

The nanoparticle filter used in the experiments of Rutkevych et al. [276]
was made of a 2 mm-thick aluminum frame, and two sets of copper
wires, each of 0.12 mm diameter. The wires were arranged in two lay-
ers separated by an 0.8 mm gap; the distance between the parallel wires
within each layer is 1.1 ± 0.2 mm. The bottom surface of the nanoparti-
cle filter is conducting. This arrangement made the filter grid equipo-
tential with the substrate and negatively charged with respect to the
plasma bulk. In each PECVD experiment four substrates cut from the
same Si(100) wafer uniformly pre-coated with a 20–30 nm Ni catalyst
layer were used. Only two of the substrates were protected by the fil-
ter, whereas the other two were subject to direct plasma deposition and
served as reference samples. The effect of the filter on the film composi-
tion was investigated by comparing the SEM images and EDX analysis
of the filter-protected and reference samples [276].

It is interesting that the as-deposited filter-protected samples appear
to be uniform and feature regular surface morphologies over large sur-
face areas. Moreover, they do not contain any traces of irregularities due
to remote wire patterns. In contrast, the reference films appeared less
uniform and their surface morphology was more irregular. Another in-
teresting observation is that the films deposited by using the filter are
smoother and adhere better to the substrate compared to their unpro-
tected counterparts [276]. Moreover, the reference substrates are almost
perfectly black and can easily be scraped off, similar to carbonaceous
soot-made nanoparticle films. On the other hand, it appears more diffi-
cult to remove the gray-colored films from the filter-protected specimen.
In particular, this suggests that adhesion of nanofilms to the substrate
can also be improved by using electrostatic nanoparticle filtering. More-
over, the field emission scanning electron microscopy (FESEM) suggests
that the presence of small nanoparticles on the nanostructured surface is
much higher in the first case, as can be seen in Figure 5.14 [276].

Another important observation is that the reference (unprotected)
films are thicker than the filter-protected ones. Since all specimens were
subject to the same deposition duration, it is reasonable to conclude that
the electrostatic filter reduces the deposition rates. This effect can be at-
tributed to different film building units in the two different cases. Indeed,
deposition rates of nanoparticle- and nanocluster-assembled films are
usually higher than of those synthesized by using subnanometer-sized
species [4]. The results in Figure 5.14 also illustrate that the threshold NP
fallout size can be significantly increased by using the electrostatic filter
maintained under the same electrostatic potential as the substrate [276].
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Figure 5.14 FESEM micrographs of disordered nanoparticle
fallouts without (a) and with (b) the nanoparticle filter at 22 W
substrate heating power [276].

In particular, one can observe that the films deposited at 22 W sub-
strate heating power contain a very large number of disorderly dis-
persed nanoparticles, with the average particle size in the 10–20 nm
range (Figure 5.14(a)). Alternatively, the filter-protected samples in Fig-
ure 5.14(b) feature a much larger amount of bigger (typically ca. 50 nm
in size) nanoparticles. However, this heating power is below the CNS
growth threshold, which is confirmed by the electron micrographs in Fig-
ure 5.14 and previous experiments of the same group [105] (see also Sec-
tion 5.2). Furthermore, when the heating power is increased to 110 W,
this additional substrate heating has two major effects [276]. The first
effect is stronger catalyst fragmentation which is required for the nanos-
tructure growth. The second effect of the external substrate heating is
thermophoretic repulsion of the plasma-grown nanoparticles from the
growth specimens.

Under conditions of increased external substrate heating, larger
(20–30 nm in size) nanoparticles can reach the reference substrates
(Figure 5.15(a)). More importantly, by combining the thermophoretic
nanoparticle manipulation with the electrostatic filtering, one can almost
completely remove the nanoparticles from the carbon nanostrucures as
can be seen in Figure 5.15(b) [276]. Interestingly, the structures in Fig-
ure 5.15 are similar to carbon nanotip structures grown by essentially
atomic (atomic hydrogen) and radical (e.g., CH3/CH +

3 ) building units [4]
(see also Chapters 2 and 3).

The averaged over the surface area EDX results from different experi-
ments are presented in Table 5.3 [276]. In both cases the presence of car-



5.4 Electrostatic Nanoparticle Filter 243

Figure 5.15 Same as in Figure 5.14 for the substrate heating power of 110 W [276].

Table 5.3 Averaged EDX data of elemental composition of the
coatings in different heating regimes (in weight %,
filter-protected/reference sample) [276].

Element No heating 22W 50W 110W

Si 55.3/64.3 63.6/61.5 53.8/70.2 63.0/68.7
C 6.0/20.3 7.3/20.3 6.9/12.3 15.2/16.3
Ni 23.6/12.8 21.8/15.8 23.6/14.6 18.7/12.9
Cu 14.2/0.1 6.5/0 14.6/0.2 2.2/0
Al 0/0 0/0 0/0 0/0

bon in the films appears to be high. However, filter-protected samples
feature a somewhat lower carbon content, which can be attributed to the
loss of carbon material due to elimination of large carbon nanoparticles
from the deposition process. Presence of copper in the filter-protected
specimen is due to the plasma sputtering of copper wires. When the
copper wires were replaced by aluminium wires, the traces of Al were
undetectbale by the EDX. This suggests that Al is an ideal wire mate-
rial for future versions of the electrostatic nanoparticle filter. It is also
possible that the Cu contamination problem can be overcome by using
stainless steel wires. Meanwhile, one should not exclude the possibility
that a Cu intervening layer could be the reason behind the better adhe-
sive strength of the Si-Ni-C interface [276].

It was suggested that the irregular size of the particles deposited
through the filter might be an indication of different growth cycle du-
rations of nanoparticles levitated in the areas with different electric field
magnitudes [276]. It is also possible that the particles trapped in the
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extremely non-uniform electrostatic field may cause a significant con-
tamination in discharge afterglow. Therefore, for better quality nanos-
tructures it is advisable to use pure argon plasma after the deposition
(by switching the inlet of CH4 and H2 at the end of the PECVD stage)
for additional conditioning and removal of the particles levitated in the
presheath area.

This work should be continued to study relative contributions of the
gas-phase and surface processes in the PECVD of the carbon nanostruc-
tures concerned. To conclude this section, we note that the combinatorial
nanoparticle electrostatic filtering and thermophoretic manipulation ap-
proach is generic and can be used in the nanofabrication of a large num-
ber of nanofilms and nanostructures in nanoparticle-generating reactive
plasmas.

5.5
Concluding Remarks

In this chapter, we have considered several examples of transporting of
plasma-generated building units towards or away from nano- and micro-
structured surfaces (depending on the particular application). In Sec-
tion 5.1, we considered three-dimensional topography of the microscopic
ion current onto the ordered array of vertically aligned carbon nanotips
targeted for electron microemitter array applications. By using Monte
Carlo simulation techniques, individual ion trajectories can be computed
by integrating the ion equations of motion in the electrostatic field cre-
ated by a biased nanostructured substrate.

There are two distinctive cases of lower- and higher- electrostatic po-
tential drop (Us) across the plasma sheath. When the substrate is un-
biased or floating (which corresponds to the low-Us case), the nanotip
array focuses the ion flux more effectively than in the higher-Us case (DC
biased substrate), which is one of the most interesting conclusions of Sec-
tion 5.1. Quantitatively, under low-Us conditions, the ion current density
onto the surface of individual nanotips is higher for higher-aspect-ratio
nanotips and can exceed the mean ion current density onto the entire
nanopattern by up to approximately 5 times. However, when the sub-
strate bias voltage increases, this effect becomes less pronounced and the
mean relative enhancement of the ion current density ξi is reduced to
ca. 1.7 [51].

Nonetheless, in both cases the relative current density onto the nan-
otips depends strongly on the plasma density and the electron tempera-
ture. The value of ξi is higher in denser plasmas and behaves differently
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with the electron temperature Te depending on the substrate bias. When
the substrate bias is only 20 V, ξi decreases with Te, with the opposite
tendency under higher-Us (50 V) conditions. Thus, the distribution of
the ion current along the nanotip lateral surface is strongly non-uniform
and can be controlled by the plasma density and electron temperature.

The nanotip aspect ratio appears to be another important factor, since
the ion flux focusing by smaller-radius nanotips appears to be more ef-
fective. The results presented in Section 5.1 demonstrate that the plasma
parameters and substrate bias are the important factors that enable one
to manipulate the microscopic ion fluxes onto the substrate and nanotip
surfaces, eventually leading to the possibility of effectively controlling
the growth of carbon nanotips.

In Section 5.2 we considered the possibility of manipulating the
plasma-grown carbon nanoparticles in the plasma sheath using a com-
bination of the main plasma forces. Here we stress that highly-precise
manipulation of a large number of nano-sized particles during the dis-
charge operation still remains a major challenge. Nonetheless, as the re-
sults of Section 5.2 suggest, the solution of this problem can be achieved
by adjusting the plasma process parameters. In this way the nanoparti-
cle delivery to nanostructured surfaces can be facilitated by dynamically
balancing the main plasma forces acting on the particle in the vicinity of
the solid surface. More specifically, the size-selective nanoparticle depo-
sition onto the nanostructured surface can be achieved by tailoring the
potential energy profiles in the near-substrate areas [152].

By means of direct in situ measurements of the near-substrate gra-
dients of the working gas temperature and numerical simulation of
nanoparticle motion in the vicinity of the deposition substrate under the
action of various plasma forces, a comprehensive investigation of the ef-
fect of various factors that affect the nanoparticle deposition process has
been undertaken [105,152]. Therefore, these results can be used to select
and optimize the two (with and without nanoparticle incorporation into
the films) different regimes of PECVD of various carbon nanostructures.

To obtain the optimum conditions for the nanoparticle deposition, one
should use a balanced combination of higher operating pressures, lighter
gas feedstock, lower temperatures of ions and electrons, as well as longer
pre-sheath areas. The numerical model of Section 5.2 allows one to esti-
mate the sensitivity of the actual potential energy profiles to variations
of the most important plasma, nanoparticle, and film deposition param-
eters.

After reading Section 5.2, one can formulate a reasonable practical ap-
proach for the nanoparticle manipulation. This approach may be based
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on the selection of a certain control parameter that satisfies the following
criteria:

• has a reasonably, strong affect on the nanoparticle’s potential
energy Upot;

• does not significantly disrupt the plasma discharge; and

• can be varied independently from other process parameters.

Amazingly, the results presented in Section 5.2 show that the near-
substrate temperature gradient does satisfy all the above requirements.
First, the effect of ∇Tg on Upot is remarkable as can be noted from Fig-
ure 5.8(h). Second, this parameter mostly affects the neutral gas through
the temperature gradient-controlled thermophoretic force. Third, the
value of ∇Tg can be independently controlled by the external heat-
ing/cooling of the substrate stage.

Moreover, the nanoparticle size distributions on the nanostructured
deposition surface can be controlled by the heating power as suggested
by the results in Figure 5.6 (right panel). Interestingly, nanoparticles of
a certain size can deposit on the surface even without any external sub-
strate heating. Therefore, additional cooling of the substrate may accel-
erate the nanoparticle deposition process [152]. This effect might be rele-
vant for the effective deposition of nanocrystallites onto liquid nitrogen-
cooled substrates considered in Chapter 3 (see Figure 3.3).

On the other hand, one can also use the thermophoretic force to manip-
ulate the nanoparticles in the applications that treat the plasma-grown
fine particles as unwanted contaminants [152]. For example, it is com-
monly believed that ordered carbon nanotip structures are grown by
atomic, molecular, and radical units rather than by using the plasma-
grown nanoparticles. In this case, the thermophoretic force can effec-
tively repel the nanoparticles even in the pre-sheath area. An important
distinctive feature of this force is its long range which can extend beyond
the pre-sheath area in the plasma bulk. However, certain practical lim-
itations can arise due to limited power of the substrate heater and ther-
mal properties of the substrate stage. The dimensions and layout of the
chamber and substrate stage can be tailored to confine and eventually di-
vert the plasma-grown nanoparticles to the pump line [152]. However, if
these arrangements still do not help, additional nanoparticle filters [276]
considered in details in Section 5.4, can be very helpful.

Section 5.3 focused on finding specific strategies to deposit plasma-
grown nanoparticles onto specified locations on microstructured sur-
faces [153]. In Section 5.3 we introduced a two-dimensional simulation
technique of a nanoparticle-generating plasma in a combined sheath-
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presheath area, and applied the model to simulate the NP deposition
onto a microstructured solid surface. The discharge parameters and sur-
face morphology strongly affect the nanoparticle deposition flux.

Unlike ions which carry a constant (e.g., positive) electric charge, the
nanoparticles feature a dynamically variable charge, which can be used
for sensitive control of their site-specific deposition with controlled en-
ergy onto the micropattern [153]. The deflection of nanoparticle trajec-
tories in the vicinity of the SMSs is caused by the horizontal component
of the electric force. This effect is enhanced due to a large electric charge
on the nanoparticles; alternatively, it is suitably reduced at high particle
velocities (e.g., when the surface potential is large).

Summarizing the results of Section 5.3, we stress that [153]:

• the localized electrostatic field in the vicinity of the microstruc-
tures affects the nanoparticle deposition flux; this effect is most pro-
nounced when the surface potential is reasonably low as is the case
for electrically floating insulating substrates;

• depending on the surface potential, the nanoparticles can be de-
posited either atop the microstructures, or fill up the spaces be-
tween the microstructures;

• plasma parameters also affect the nanoparticle fluxes; higher plas-
ma densities are favorable for achieving more effective focusing;
and

• sharper microstructures show a better ability to focus microscopic
nanoparticle fluxes.

Future work in this direction should be related to more complex sit-
uations such as fabrication of binary nanoparticle superlattices using
plasma-grown nanoparticles, and should involve various surface pro-
cesses, broader ranges of plasma and surface parameters, and various
nano-sized surface features. The results of the simulations presented in
Section 5.3 are generic and are applicable to various processes involving
low-temperature thermally non-equilibrium plasmas used for nanoma-
terials synthesis and surface modification [153].

In Section 5.4, we have reviewed the means of effectively reducing
nanoparticle contamination in the reactive Ar + H2 + CH4 plasmas used
for the synthesis of carbon nanostructures highlighted in this chapter.
Following the original report [276], it was shown that by complementing
the thermophoretic manipulation (discussed in detail in Section 5.2) by
additional electrostatic filtering using a mesh of parallel wires, one can
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significantly reduce the amount of nanoparticles that can reach the sub-
strate and therefore substantially improve the quality of carbon nanopat-
terns.

It was also observed that a further increase in the substrate heating
power leads to an increased size of deposited nanoparticles. By optimiz-
ing the wire mesh configuration and adjusting the external heating of
the substrate, one can completely eliminate plasma-grown nanoparticles
from the surface and eventually achieve nanoparticle-free nanoassem-
blies. The original combinatorial approach of Rutkevych et al. is generic
and is applicable to other reactive plasma-aided nanofabrication pro-
cesses [276].

To conclude this chapter, we stress that the range of options and exam-
ples considered here is in no way exhaustive. One of the most important
messages delivered in this chapter is that each species, be it a building
unit, a working unit, or a deleterious contaminant, requires an individ-
ual approach uniquely tailored to specific process conditions. Again,
we have arrived to a conclusion that supports the idea that most of
nanoscale processes including the BU delivery stage, are indeed process-
specific. However, knowledge of effective controls of the delivery pro-
cesses of the required BUs/WUs is very useful to ensure that the sub-
sequent stages of their interaction (e.g., stacking/incorporation for BUs
and etching/sputtering for WUs) with the nanostructured surfaces pro-
ceed smoothly.

Indeed, it is extremely important to deliver exactly what is needed to exactly
where it is needed, and, moreover, in appropriate amounts!

This “delicate delivery” of plasma-grown building units is one of the
most stringent requirements in nanofabrication of arrays of quantum
dots considered in detail in the following chapter.
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6
Surface Science of Plasma-Exposed Surfaces and
Self-Organization Processes

K. Ostrikov and I. Levchenko

In this chapter we discuss the topic of self-organizing processes that in-
volve atomic and nanocluster building units delivered from the plasma
environment to the solid surface. These processes are traditionally cov-
ered by surface science, which is commonly understood as a research
field dealing with the structure, arrangements, kinetics, formation and
other properties of a few atomic layers of a solid near its interface with
the environment [277–279]. Atoms in these layers (for simplicity here-
after called surface atoms) are subject to very different conditions com-
pared to their counterparts in the material bulk. Indeed, they face the
environment and so are the first to respond to any action exerted on the
material by external atoms, molecules, radicals, electromagnetic fields,
and so on.

In particular, the collective response of surface atoms to external ac-
tions determines whether the solid will accept external atoms and al-
low them to self-organize on the surface to form ultra-small nanoassem-
blies [279]. This particular response depends strongly on the properties
of the material itself, its surface, and is also strongly affected by the envi-
ronment and its specific action. To understand the range of possibilities
arising from the interaction between the surface and the environment,
atomic description of surface processes based on diffusion and dynamic
models is commonly used [277,278].

Moreover, surface science is known as one of the most delicate re-
search fields which deals with the motion of individual adsorbed atoms
(adatoms) along atomic-scale features on the surface and their self-
organization into small clusters, islands, and other nanoscale objects.
For this reason, small (typically submonolayer) amounts of adatoms
are supplied to the surface and then traced by ultra-sensitive tools
such as scanning tunnelling microscopy (STM) [280], atomic force mi-
croscopy [281], and several others. Furthermore, because of the deli-
cate nature of atomic-scale surface processes, in most cases ultra-high-
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vacuum and “mild” (e.g. non-reactive) adatom creation and deposition
environments are commonly used [279]. Some of the possibilities in this
regard have been considered in the previous chapters.

Despite very impressive recent advances in this area, self-organization
on solid surfaces exposed to “harsh” environments still remains one of
the main challenges of surface science. Low-temperature plasmas are
good examples of such environments. However, understanding the way
in which plasma-related effects such as electric charge, ion fluxes, plen-
tiful radicals, clusters and other reactive species, electric fields, polariza-
tion effects, and so on, may affect the elementary surface processes stud-
ied by surface science, and, moreover, the ability to control these pro-
cesses through the plasma conditions, still remains a major challenge.
Moreover, due to the overwhelming complexity of the theoretical de-
scription and experimental investigation of the elementary processes in-
volved in plasma-surface interactions, plasma-exposed surfaces are out-
side the reach of the present-day capabilities of surface science.

As already mentioned in Chapter 1, one of the major aims of plasma
nanoscienceis to bridge the three-dimensional (3D) world of the physics
of plasmas and gas discharges and the two-dimensional (2D) world of
surface science and gainfully use this unique combination to synthesize
exotic nanoscale assemblies and nanostructured materials with intricate
electronic, optical, structural, thermal and other properties. For an exten-
sive discussion of how exactly these worlds can be bridged, please refer
to Section 1.4 and Figures 1.10 and 1.11.

It is interesting that this “microscopic” aspect (involving surface
adatoms and related processes) is relatively rarely used in the area of
applied plasma research where “more macroscopic” and phenomeno-
logical descriptions of plasma-surface interactions are more common. In
this chapter, we will introduce the basic approach to surface processes
on plasma exposed surfaces, discuss some of the most important ele-
mentary processes involved in self-organization of nanoscale objects and
highlight unique features of the plasma environment that can be used
to control these processes. We will also discus some of the emerging
challenges of this multidisciplinary research field.

To be specific, in this chapter we will focus on zero-dimensional nano-
assemblies which are commonly referred to as quantum dots (QDs). The
QDs are among the smallest nano-sized objects and their synthesis re-
quires atomic precision. Nevertheless, most of the approaches intro-
duced here are applicable to a broader range of nanoscale objects and
will be used in subsequent chapters of this monograph.

In Section 6.1 we will introduce the main requirements for the syn-
thesis of arrays of quantum dots, discuss some of the most important
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elementary (atomic) processes involved in the self-organized growth of
such systems, and map a practical plasma-based pathway to overcome
some of the acute problems of the existing growth modes/scenarios. Var-
ious possibilities in this regard will be considered. This section mostly
contains a qualitative discussion and leads to basic understanding of the
most important issues, concepts, and approaches. Detailed sets of equa-
tions that describe the basic surface processes are case specific and are
introduced in Sections 6.1–6.5 of this chapter.

In Section 6.2, the process of deposition of Ge nanocluster seed nuclei
using atomic and nanocluster incoming fluxes is considered. These nan-
oclusters contain up to a few tens of atoms and serve as seed nuclei for
further development of arrays of quantum dots with the required nan-
odot size and surface coverage. Section 6.3 considers an example of a
more complex binary SixC1-x quantum dot system, and in particular, a
practical approach to achieve highly-stoichoimetric SiC QDs and also to
tailor the nanodot composition and layering throughout their internal
structure.

Section 6.4 is devoted to the modeling of the development of the nan-
odot array from the initial seed nuclei of Section 6.2. The mechanism of
self-organization leading to the higher order of individual QDs within
the arrays is also discussed.

Section 6.5 elucidates some of the most important effects the plasma
environment exerts on the processes of nanodot self-organization and
crystallization on plasma-exposed surfaces. This chapter concludes with
Section 6.6, which summarizes some of the most important issues related
to the self-organized processes on solid surfaces facing low-temperature
plasmas.

6.1
Synthesis of Self-Organizing Arrays of Quantum Dots:
Objectives and Approach

We will first introduce the concepts of quantum dots and nanodots and
their arrays, which is the main focus of this section. The first two terms
are very often used interchangeably and refer to very small (and usu-
ally crystalline) objects with all three dimensions ranging from fractions
of one nanometer to a few tens of nanometers. When positioned in
nanopatterns, they represent clear and distinctive nanostructures. Quite
a few real objects may qualify as nanodots. For example, small nanoclus-
ters and nanoparticles, crystallites with different shapes and faceting ar-
rangements, as well as nanoislands, also of different shapes and struc-
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tures, may well be considered as nanodots, if positioned separately from
each other. The nanodots can be arranged in patterns on the surface; in
this case they are commonly referred to as surface nanodots. If they are
buried in a layer of another material or the same material in a different
phase state, they are termed buried nanodots.

However, not every nanodot can be considered a real zero-dimensional
quantum dot. The main distinctive feature of quantum dots is their abil-
ity to effectively confine the electrons in all three dimensions [282]. To
achieve this, the nanodot structure should be crystalline and, moreover,
the dimensions should be comparable with the characteristic spatial scale
over which electron confinement is effective. For semiconductor mate-
rials, this scale is of the order of the exciton’s Bohr radius, which varies
from one material to another but typically stays within the 1–20 nm
range.

Therefore, to achieve effective electron confinement in all three dimen-
sions, one should be able to synthesize crystalline nanodots with sizes
of the order of 10 nm as the upper limit. In this case, the electronic, op-
tical, and some other properties of a single QD will be very different
from those of related bulk materials. One of the most salient features of
electronic spectra of such nanostructures is the presence of discrete en-
ergy levels; these are most common with individual atoms. This is why
quantum dots are frequently referred to as artificial atoms. However, the
response from a single QD might be too weak to be detected by existing
electronic and/or optical devices. Therefore, a very large number of in-
dividual QDs is usually required. In most current applications, typical
densities of surface-bound QDs are 1010–1012 nanostructures per square
centimeter.

The nanodots are usually arranged on the surface or within the host
matrix in a pattern. Depending on the process parameters, these pat-
terns may show quite different degrees of order. Indeed, small nanocrys-
tals of very different sizes may be randomly dispersed within a layer of
amorphous material. This is an example of a strongly disordered sys-
tem. On the other hand, if size-uniform semi-spherical nanoislands are
arranged in a regular pattern, one can speak of a high level of order in
the system. The latter is often the case in ordered arrays. However, sizes
and other parameters of individual nanostructures may be quite differ-
ent even within ordered arrays.

Let us now examine the most appropriate approach for synthesizing
nanopatterns that contain a very large number of nanodots. As we have
already discussed in Chapter 1, top-down approaches (lithography, pat-
tern delineation, etc.) traditionally used to fabricate microelectronic de-
vices have inherent limits (e.g. resolution, precision and efficiency) that
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inhibit their usefulness to fabricate a very large number of tiny QDs.
Another possibility is to use a nanomanipulator arm such as the tip of
a scanning tunneling microscope and stack individual atoms, one by
one, into nanodots. However, taken the huge number of atoms to be
manipulated in such a way, this approach would be extremely ineffi-
cient. Indeed, if each of 1012 QDs in the area 1 cm×1 cm has, in average,
100 atoms in them, the number of runs the nanomanipulator arm needs
to make would be ca. 1014; if each run could be performed in 1 s, the
whole process would take 1014 s. To say the least, this is extremely inef-
ficient and perhaps only the universe can wait that long until nanoparti-
cles can be created in this way!

Therefore, referring to Figure 1.3, one can see that the only viable
remaining option is self-assembly of individual nanostructures. If the
nanodot pattern also needs to feature a certain degree of order, then the
growth should proceed via self-organization from a more disordered to
a more ordered state. Here it would be prudent to stress that the terms
“self-assembly” and “self-organization” are also used interchangeably.
In many cases, they indeed refer to the same thing when smaller building
units combine and form more complex structures, without any external
manipulation. Some of the relevant issues have already been discussed
in Chapter 1.

Interestingly, one of the seminal papers on self-assembly of nanos-
tructures via chemical synthesis by Whitesides et al. [283] discussed the
possibility of utilizing these processes to fabricate delicate nanoscale ob-
jects. However, Whitesides et al. stated that while self-assembly (or self-
organization with no difference drawn between these notions) via chem-
ical synthesis was very promising, this approach was not suited to the
production of elements of micro- and nanoelectronic circuits, primarily
because of the necessity of regular arrays of nanostructures and their spe-
cific positioning (and we would also add interconnections here!) [283].

Each of my brilliant students would immediately argue with this stat-
ing that if the system of self-assembled quantum dots can somehow
self-organize into ordered and interconnected arrays, then why is this
approach not suitable? It would indeed be suitable to have fully self-
organized nanodevices made of self-assembled and interconnected nan-
odots! Then what is the difference between self-assembly and self-
organization? Thus, if we follow literally the prediction made by White-
sides et al. [283] in 1991, we would come to the inadvertent conclusion
that self-organization is unlikely to lead to the degree of order required
in the future nanoelectronics.

Let us now compare this with the original meaning of self-organization,
which was described as spontaneous ordering in dissipative systems [284].
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Moreover, the present-day interpretation of the term “self-organization”
is a process through which a system restructures itself and re-orders its
constituent elements without any (significant) external “guidance” or di-
rect intervention. Therefore, self-organization is indeed a process that
may lead to some sort of better ordering in the system. Then why should
it not be suitable for the creation of ordered networks of nanostructures?
The answer is simply because we do not completely understand how
it works and how it can be controlled! And this chapter is about self-
assembly of quantum dots and formation of their ordered self-organized
arrays by using plasma-related controls.

To avoid any confusion, more and more researchers try to draw a
distinctive line between self-assembly and self-organization. In the ex-
amples considered in the following sections, it is considered reason-
able to term an essentially unassisted and spontaneous nucleation pro-
cess of adatoms into nanodots with various (e.g. core-shell, muti-shell,
functionally-graded, etc.) internal structures as “self-assembly”. On the
other hand, repositioning of individual nanoislands to arrange them-
selves into ordered arrays, also without any external intervention, would
perhaps better be termed “self-organization”, in order to stress that the
system may spontaneously evolve into its more ordered state.

It is very important to emphasize here that because these transitions
often happen under non-equilibrium conditions, the new ordered state
may be less energetically favorable than the original more disordered
state. An excellent example is the transformation of less ordered and
energetically more favorable graphite into better ordered and less stable
diamond, which commonly takes place under strongly non-equilibrium
conditions such as high pressures and high temperatures. From our
perspective, it is promising that a low-temperature plasma is a promi-
nent manifestation of a non-equilibrium system. Moreover, low-pressure
thermally non-equilibrium plasmas, which are commonly and widely
used in microelectronic fabrication are examples of such non-equilibrium
systems. If we continue our reasoning by recalling that using non-
equilibrium systems may improve the degree of order in the system, we
will arrive at the apparent conclusion: non-equilibrium low-temperature
plasma systems are very good candidates to create the as yet elusive self-
organized nanodevices!

Yes, there is very little doubt in that; however, the main question that
remains is: How exactly can this be achieved? An answer to this ques-
tion, which puzzles many researchers around the globe, will not be possi-
ble without detailed studies of plasma-assisted and guided self-assembly
and self-organization on solid surfaces exposed to the plasma environ-
ment. This is one of the main aims of this chapter. Before we proceed
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with more specific discussions of what happens with the building units
when they land onto plasma-exposed solids, let us summarize the most
important practical applications and technical requirements for the syn-
thesis of quantum dots and their ordered arrays.

Quantum dots and other low-dimensional semiconducting nano-
materials hold an outstanding promise for advanced optoelectronic,
nanoelectronic, biosensor, and third generation photovoltaic applica-
tions [128, 285]. The applications of semiconducting QDs span vast
fields including biomedical engineering, bionanotechnology, micro- and
opto-electronics, quantum computing, data storage, nanoplasmonics,
nanophotonics, solid-state lasers, quantum information, quantum com-
puting and several others. In many applications such materials are used
as thin films made of a large number of individual nanostructures ar-
ranged in patterns/arrays on a solid substrate or otherwise appropri-
ately stacked in a host matrix [286].

For example, low-dimensional nanostructures such as nanoparticles,
nanodots or nanowires can be either buried inside a layer of another ma-
terial or grown on the top surface of a thin solid film. The former is
the case, for example for polymorphous silicon (pm-Si) made of ultra-
small Si nanocrystals embedded in an amorphous silicon (a-Si) matrix
(discussed in detail in Chapter 3, these quantum dots are termed buried
QDs), whereas the latter is common with most epitaxial semiconduc-
tor nanomaterials made of single-material (e.g. Si, Ge, In, Ga, etc.), bi-
nary (e.g. AlN, SiC, InSb, GaAs, InAs, CdSe, ZnO), ternary (e.g. SiCN,
AlInN, AlCN, etc.), and quarternary (e.g. SiCAlN, AlCInN, etc.) nan-
odots [286,287].

To be suitable for most of the envisaged applications, low-dimensional
nanostructures such as QDs should satisfy a number of essential require-
ments summarized in Figure 6.1. The first group of such requirements
is related to individual nanostructures [286]. First of all, they should
be made of appropriate material and in most cases have a perfect crys-
talline structure. Secondly, it is essential to maintain the desired shape
(e.g. aspect ratio, facets, etc.) within the size range (which is usually be-
low the exciton’s Bohr radius for most semiconductor materials, typically
1–10 nm) where quantum confinement effects are present. For binary,
ternary and other multi-element low-dimensional semiconductors, there
is one more essential requirement – the elemental composition should be
stoichiometric or, alternatively, the elements should be alloyed in any
required fractions. There are some more complex requirements relat-
ing to the internal structure of individual nanostructures, such as core-
shell, heterolayered or compositionally graded structures; these specific
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Figure 6.1 Main requirements and some plasma-related controls
in the synthesis of ordered quantum dot networks.

attributes can be used to further modify electronic, optoelectronic, biore-
sponse, and some other properties of the semiconductor nanostructures.

When low-dimensional nanostructures are arranged in microscopic
patterns or arrays, a large number of other important requirements
arises [286]. The most essential one is the homogeneity of the main at-
tributes of individual nanostructures (size, structure, crystallinity, com-
position, etc.) over the entire microscopic pattern. In the context of semi-
conductor nanodots on a solid surface, one can also require the highest
possible surface coverage by the largest possible number of individual
nanostructures. This is particularly important for applications where an
overlap of wavefunctions of individual quantum dots is needed. More-
over, a reasonable degree of nanoparticle ordering and alignment within
the array may be expected.

Depending on the nanofabrication technique used, the above require-
ments are met using quite different approaches. As already mentioned
in Chapters 1 and 2, reasonable nanoparticle alignment can be achieved
on solid substrates pre-patterned using focused ion beams and vari-
ous lithographic techniques. In this chapter we explore the potential of
nanoparticle self-organization into ordered arrays. For this, the nanodots
should be able to self-order and self-align as shown in Figure 6.1. This is
one of the most intriguing possibilities in view of a number of the limita-
tions the currently existing pattern delineation techniques experience in
the sub-100 nm range [5].

Present-day nanodevice applications further demand the ability to cre-
ate interconnections between individual nanostructures within ordered
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arrays. Moreover, these interconnects may also need to be a lot more
complex than just one-dimensional links between the nearest neighbors.
Indeed, the network may need to be multi-levelled and the directions
of interconnects in different levels may be different. Moreover, differ-
ent levels should be reconnected using vertical interconnects commonly
termed vias in microelectronics. There should also be suitable leads con-
necting the array of interconnected nanodots to external power circuits
and so on. Above all, it is extremely important that the nanodevice-grade
arrays can function properly in the envisaged applications. Otherwise,
what is the point in synthesizing such complex nanoscale systems and
networks?

As one can see from Figure 6.1, the Holy Grail of the self-organization-
based approach of interest here is the ultimate ability to control the self-
assembly and self-organization processes using plasma-related “turning
knobs”. Some of the most effective controls are also listed in the right col-
umn in Figure 6.1. Most of them have already been mentioned elsewhere
in this monograph. For instance, low-temperature plasmas can be used
to create specific building units in suitable energetic states, deliver them
in appropriate amounts to where exactly they are needed, prepare the
deposition surface and control/maintain the surface conditions. An ex-
ample of how these different process conditions (e.g. surface charges, po-
tential, reduced energy barriers, higher surface temperature under con-
ditions of localized energy transfer from impinging ions, etc.) affect self-
organized growth of nanodots on plasma-exposed surfaces will be given
in Section 6.5. Last but not the least, plasma-based processes of nanofab-
rication of complex networks of quantum dots needs to be faster and
cheaper in order to warrant their widespread industrial applications.

Let us now consider common methods for the self-organized growth
of nanodot patterns and discuss the approach we will pursue through-
out this chapter. Controlled delivery of building units from the nanofab-
rication environment and their self-assembly into surface nanopatterns
is a commonly accepted and promising pathway to achieving this as yet
elusive goal. For example, if the aim is to achieve a high and uniform
surface coverage (approaching one monolayer) consisting of ultra-small
(< 10 nm), size-uniform quantum dots, one would find it particularly
challenging, if indeed possible at all, to direct QD self-assembly. The lat-
ter strongly depends on the surface energy and the mismatch between
the lattices of the substrate and the nanodot material.

The range of possibilities in epitaxial lattice-matched and mismatched
systems is sketched in Figure 6.2(a). If the lattices are matched, the epi-
taxial films grow via the Frank–van der Merwe (FM), also called the
layer-by-layer (LBL), scenario. Quantum dot nanopatterns usually de-
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Figure 6.2 Three common modes of self-organized growth of quantum dots.

velop via an island nucleation (Volmer–Weber (VW)) or a strain-driven
fragmentation of a few-monolayer thick continuous film (Stranski–
Krastanov (SK)) mechanism [176].

Figure 6.2(b) shows the ranges of non-dimensional surface energy and
lattice mismatch in epitaxial systems where such growth modes prevail.
However, in both modes, the controllability of the QD areal density and
uniformity is very limited. In fact, adatom nucleation in a VW mode
produces nanopatterns with a broad variation in QD sizes, whereas frag-
mentation of continuous films into nanoislands in the SK mode is even
less predictable owing to its strong dependence on the number of mono-
layers and other factors [176].

For example, Ge/Si nanodots develop via the Stranski–Krashtanov
scenario because of a relatively small (ca. 4%) lattice mismatch in epi-
taxial Ge/Si systems. In this case 3–4 monolayers develop first and then
break into disordered and size-nonuniform islands after the lattice strain
(which appears due to the lattice mismatch) exceeds the fragmentation
thershold. Above this threshold, the nanoislanded state is more energet-
ically favorable than the strained continuous film. On the other hand,
SiC/Si nanodots develop via the Volmer–Weber growth mode since the
lattice mismatch between Si and SiC is approximately 20% [129].

Referring again to Figure 6.2(b), we stress that it is still unclear how
to grow quantum dot arrays in lattice-matched systems with a high sur-
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face energy, which favor the layer-by-layer Frank–van der Merwe (FM)
growth scenario (Figure 6.2(a)). Moreover, what should be done under
conditions (area in the middle in Figure 6.2(b)) where there is no partic-
ular preference for any specific growth mode [176]?

Therefore, in order to be able to control the formation of nanoscale
objects in systems with pre-determined lattice matching conditions, one
should be able to control the energetics of the growth process. These
include, but are certainly not limited to, introduction of lattice-matching
interlayers, surface defects, affecting energy barriers of adatom insertion
into nanostructures, as well as controlling stress distribution about the
surface. This control may lead to better selectivity between the three
possible growth modes sketched in Figure 6.2(a).

For a better understanding of the growth mode selectivity issue, let us
consider a few basic possibilities in a system when atoms A are deposited
onto the surface of a crystalline material B. The two main energies that
control the arrangement of the material A on the substrate B are the ener-
gies of the bonds between atoms of materials A and B, EAB and between
atoms in material A, EAA. The first energy characterizes the bonding
strength between the atoms of the deposited material and the substrate
lattice, whereas EAA quantifies the cohesive ability of the atoms of ma-
terial A. Depending on the lattice mismatch δlAB = |lA − lB|, where lA
and lB are the lattice constants of materials A and B, respectively, the
following possibilities may arise:

• when EAB � EAA and lattices match, the film should grow in a
layer-by-layer (FM) mode;

• when EAB � EAA and lattices match, the film should grow in a
nanoisland (VW) mode;

• when EAB ∼ EAA and lattices match, a range of options (FM, VW,
SK or mixed modes) is possible;

• when EAB ∼ EAA and lattices are mismatched, a range of options
(FM, VW, SK or mixed modes) is possible;

• when EAB � EAA and lattices are mismatched, the film should
grow in a layer-by-layer (FM) mode, possibly with somewhat cor-
rupted layers;

• when EAB � EAA and lattices are mismatched, the film should
grow in a nanoisland (VW) mode.

The above arguments are quite simple and do not consider a few im-
portant factors related to surface and process conditions. However, they



260 6 Surface Science of Plasma-Exposed Surfaces and Self-Organization Processes

give some indication of how interactions between different sorts of atoms
affect the arrangement of deposited material A on the solid surface B.
To demonstrate the possibility of controlling the self-organized growth
process via selective choice among the growth modes, we note that a
more rigorous treatment of this problem would ultimately involve find-
ing the most energetically favorable state of the substrate-nanofilm sys-
tem. For example, if it is a strained layer in a weakly lattice-mismatched
system, strain relaxation and a new, more favorable, energetic state is
achieved via fragmentation of a continuous film into a nanoislanded
film with a broad and non-uniform distribution of nanoisland sizes and
their positions over the substrate. As we have discussed above, more
ordered patterns of size-uniform islands would be less energetically fa-
vorable. Therefore, some non-equilibrium process conditions (such as
low-temperature plasmas) are needed to achieve this goal.

The question is what would these non-equilibrium conditions affect
and how could they be used to control the development of quantum dot
arrays? This problem will be considered in more detail in Section 6.5.
Here we only mention that non-equilibrium surface conditions also af-
fect the energetics of the development of nanoislands and their patterns.
For example, surface energy/potential can be affected by the deposition
rates and surface charging conditions; accordingly, various energy barri-
ers that describe the ability of adatoms to attach, diffuse, insert, detach,
or evaporate to/from the growing islands can be affected via adatom
polarization and controlled by the strength and configuration of micro-
scopic electric fields.

Thus, our main aim is to learn how to use plasma-related controls (e.g.
charging and excited states of building units, electric fields, ion bom-
bardment, surface charges, etc.) to achieve better-ordered arrays of size-
uniform quantum dots. In two sections of this chapter we will consider
the examples of the Ge/Si epitaxial system which normally develops via
the Stranski–Krashtanov scenario. And since this pathway leads to un-
controllable fragmentation of a continuous film into discrete islands, one
would immediately pop the question as to whether it is possible to avoid
this fragmentation in the first place?

One possible way is to use non-equilibrium plasma conditions to mod-
ify the energy barriers and so prevent the initial growth of a few mono-
layers of germanium on the silicon surface and direct the nanopattern
growth straight into the Volmer–Weber mode. Looking at the basic pos-
sibilities for the development of epitaxial systems in terms of bond en-
ergies itemized above, one can say that to push the moderately lattice-
mismatched material system A–B straight into the nanoisland develop-
ment (VW) mode, one should try to either effectively increase the lattice
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mismatch or make it more favorable for atoms A to bond to each other
rather than with the substrate atomic species B. In other words, the en-
ergy barriers for island formation should be reduced whereas those for
the layer-by-layer growth should be increased.

Let us now consider these two options separately. An expedient
method to increase the effective lattice mismatch would be to intention-
ally introduce some surface defects or dislocations. Note that this would
also effectively reduce the surface energy, which is very desirable for the
VW mode. However, introducing defects and dislocations also means
intentionally causing quite substantial damage to the surface. This may
lead to significant irregularities in surface conditions (e.g. stress distri-
bution) which in turn may adversely affect the development of nanodot
arrays at later stages of their growth.

Such considerations further pose more general questions. How does
one introduce the defects in an ordered fashion to ensure that the fi-
nal nanoarray will evolve into the ordered one? What size distribution
should the defects have? Should they be of the same size or feature some
specific size distribution? Another drawback of this approach is that the
defect density should not exceed the maximum acceptable density in epi-
taxial semiconductor systems. Thus, if the density of quantum dots is to
be very high, the defect density should be also increased accordingly.
For presently acceptable defect densities in microelectronic manufactur-
ing please refer to the description of the US Patent 5156995 (1992) [288].

A viable way to solve this problem is to create something which would
effectively increase the lattice mismatch in the system without introduc-
ing surface defects. Thus, defect-free synthesis of a pattern of quantum
dot nuclei (QDN) suitable for the subsequent growth of the desired QD
array would certainly be an option. This growth stage will hereafter be
referred to as stage I and is sketched in Figure 6.3. As will be discussed
in Section 6.2, the initial pattern of seed nuclei may be created by inten-
tionally seeding the surface with plasma-grown nanoclusters within the
optimized size range [176].

The second possibility to drive the system into the VW mode and by-
pass the SK mode would be to reduce the energy barriers for island-
ing/clustering of atoms of material A and increasing the barriers for
stronger attachment to substrate B. Interestingly, this is one of the main
purposes of using transition metal catalyst layers in the synthesis of car-
bon nanotubes. As we will consider in Chapter 7, the catalysts may
significantly facilitate incorporation of carbon atoms into the nanotube
walls. In nanodot synthesis of interest here, there is usually no catalyst
involved; therefore, the solid surface should act as a solid whose cat-
alytic activity is enhanced by simply exposing it to the low-temperature
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Figure 6.3 Deposition of the initial pattern of seed nuclei (stage I).

plasma! Reduced barriers for adatom clustering on moderately lattice-
matched surfaces is a very realistic possibility; however, this assumption
should be rigorously tested using advanced ab initio atomistic simula-
tions.

However, effective and fast bonding with atoms of the same sort is
not the only requirement for the formation of nanoislanded structures.
One of the most important considerations in this regard is the ability of
adatoms to move about the surfaces of the substrate and the nanostruc-
tures being grown. This is particularly important if crystalline nanodots
are targeted. In the latter case the adatoms need to find the best attach-
ment/bonding site to incorporate into the structure, after a series of hop-
ping motions between intermediate adsorption sites. Thus, to be able to
continue hopping from one site to another, an adatom should not com-
pletely lose its energy upon sticking to any intermediate site.

Should adatoms lose their energy, fractal-like structures sketched in
Figure 6.4(a, b) are usually formed. In the situation sketched in Fig-
ure 6.4(a), an adatom was mobile and had some kinetic energy, which
was immediately dissipated upon attachment to the first available atom
in the atomic chain. As a result of the assembly of low-mobility adatoms
via immediate bonding upon the first collision encountered, fractal-like
films such the one shown in Figure 6.4(b), are usually formed.
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Figure 6.4 Possible arrangements of quantum dot seed nuclei
to form fractal (a, b) and islanded (c, d) initial growth patterns.
Not drawn to scale.

Figure 6.4(c) shows a quite different situation when an adatom is mo-
bile before and after attachement to the first encountered atom in an is-
land. In this scenario, the adatom sticks for a short while upon collision
with the first encountered atom and then quickly detaches and continues
its motion along the “path of least resistance”, that is heads where it is
easier to move to and so overcome any potential barriers for insertion
into the nanodot. This path can be along the boundary of the island, a
facet with the lowest diffusion energy, or another atomic layer, depend-
ing on the prevailing conditions. Furthermore, the more bonding sites
an adatom is able to visit, the higher the chance it will find the most sta-
ble place in a crystalline lattice. Hence, the probability for the adatom to
recrystallize increases with the rate of mobility. Here we recall that one
of the main aims set in Figure 6.1 is to achieve crystalline nanodots.

Therefore, we have just reached an important conclusion: poor mo-
bility – fractal films, higher mobility – islanded films, and even higher
mobility – possibly highly-crystalline nanodots. As we will see from Sec-
tion 6.5, exposure of a solid surface to a plasma leads to lower diffusion
activation barriers and faster diffusion. As a result, it becomes easier to
form nanoislanded and eventually crystalline nanodot films compared
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with using neutral gas-based processes. If the plasma exposure can also
lead to lower bonding barriers, it will further increase the number of sites
an adatom can visit during its lifetime on the surface and eventually bet-
ter crystallization of the nanostructures.

Another important consideration is to deliver appropriate amounts of
initial seed nuclei and not to oversupply them. The key factor in deter-
mining the exact amount of seed nuclei to produce and arrange on the
surface is the desired density of the final nanodot pattern. To work out a
suitable criterion, we need to introduce the surface coverage

µ = Sisl/Stot (6.1)

which is defined as the ratio of the surface area covered by the islands
Sisl and the total area covered by the film Stot. If the islands are semi-
spherical and the total film area has linear dimensions a and b, the surface
coverage can be estimated as

µ =
n

∑
i=1

πr2
i /a × b,

where ri is the radius of the i-th island and n is the total number of is-
lands in the discontinuous film. The surface coverage is a direct function
of the mass deposited onto the surface. Generally speaking, µ increases
with the time of deposition, when the mass deposited is transformed
into more and more islands that cover larger and larger surface areas.
Therefore, if one aims at synthesizing delicate nanoassemblies such as
nanodots, it is extremely important to work out the right amount of ma-
terial to deposit during the process, that is the deposition fluxes.

In the simplest case of infinitely small semi-spherical islands, the de-
pendence of the surface coverage on time can be represented as

µ =
Ψt
λ2 , (6.2)

where Ψ is the deposition flux to the surface, t is the deposition time,
and λ is the lattice constant. The rate of increase of the surface coverage
in this case is constant, µ′ = Ψ/λ2. From Equation (6.2), one can obtain
the process duration

t0 = λ/Ψ

required to cover the surface fully. Thus, the higher is the flux, the shorter
time is required to achieve full (or any required) coverage.

In the limiting case of larger semi-spherical islands distributed over
the surface one has

µ =
πλ2

a2

[
3a2Ψt

2π

]2/3

, (6.3)
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where a is the spacing between the islands. From Equation (6.3), one can
conclude that the surface coverage decreases with the inter-island spac-
ing proportionally to a−2/3. Interestingly, for larger islands the temporal
dependence of the surface coverage is quite different from the case of
infinitely small islands, µ ∼ t2/3. Thus, the surface coverage by larger
islands increases slower compared to infinitely small islands. Moreover,
the rate of surface coverage in this case decreases with time as µ′ ∼ t−1/3.
This conclusion does not consider some more complex effects such as is-
land coalescence. If the islands can coalesce upon contact, the surface
coverage may even decrease with time.

Simple surface coverage considerations allow one to make a rough es-
timate of the appropriate incoming flux. This estimate is particularly use-
ful in helping to work out the ranges of suiatble incoming fluxes of nan-
ocluster seed nuclei during the first stage of fabrication of a QD nanoar-
ray. For example, if one aims at creating a pattern of semi-spherical,
10 nm in diameter nanodots that cover 50% of the surface (thus the final
surface coverage is µ ≈ 0.5) and assumes that every seed nucleus eventu-
ally develops into a 10 nm-sized nanodot, the required surface coverage
by the nanocluster seed nuclei would be in the 10−3–10−4 range.

If the process of deposition of such nanoclusters is expected to last for
1 s, then the required incoming flux would be approximately Ψ ≈ 10−3–
10−4 ML/s. This simple estimate is more appropriate for two-dimension-
al islands and does not take into account the actual amount of material
(measured in monolayers, ML) needed to create semi-spherical islands;
therefore, the actual flux would need to be somewhat higher. Never-
theless, these simple estimates have been used in numerical simulations
in Sections 6.2–6.4 and can serve as a guide for experimentalists on the
appropriate choice of the incoming flux of building units. Quite similar
estimates can be made assuming that the incoming flux consists of other
(e.g. atomic/radical) building units.

Let us now proceed with the next stage of nanopattern development
in moderately lattice-mismatched systems developed into nanoislanded
films during the initial stage. As we have seen above, during this stage
the initial seed nuclei should be created deterministically to fit the re-
quirements for the targeted final nanopattern. The second stage of this
process is shown in Figure 6.5. At this stage, some of the deposited initial
seed nuclei (clusters) are still mobile and can migrate as a whole and ex-
perience collisions with other species on the surface. However, the rates
of cluster mobility are inversely proportional to their masses. Therefore,
only the smallest nanoclusters are able to experience any significant mo-
tion about the surface as can be seen in the background image in Fig-
ure 6.5. Heavier clusters, on the other hand, experience only small dis-
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Figure 6.5 Possible self-ordering of moveable QD seed nuclei
on plasma-exposed surfaces. Background image shows traces of
cluster motion about the surface (numerical simulation of P. Liu,
I. Levchenko, and K. Ostrikov, unpublished).

placements from their original positions. In principle, this process may
lead to some sort of reorganization of nanocluster seed nuclei on the sur-
face and possibly to better ordering.

As will be discussed in more detail in Section 6.5, unusual and es-
sentially non-equilibrium conditions in plasma-based processes lead to
marked differences in the self-assembly of surface adatoms into QD
nanopatterns. However, simply avoiding nanofilm fragmentation and
seeding the surface with small nanoisland nuclei is not yet sufficient evi-
dence to demonstrate the advantages of plasma-based processes in nan-
odot fabrication [279]. For this, effective plasma-related means of gen-
erating patterns of size-, shape-, and position-uniform quantum dots are
required.

One effective way to generate size-controlled nanoisland patterns on
plasma-exposed surfaces is depicted in Figure 6.6 [279]. Figure 6.6(a)
shows the temporal dependence of the island size for 5 selected islands
from the nanopattern shown in Figure 6.6(c). Figure 6.6(b) shows ex-
perimentally generated highly-uniform distributions of SiC nanoislands
on a Si(100) surface in the integrated plasma-aided nanofabrication facil-
ity [49,129]. The selected islands are shown by the arrows in Figure 6.6(c).
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Figure 6.6 Temporal evolution and size
distribution of SiC nanoislands on a
Si(100) surface in a low-temperature
plasma-assisted magnetron sputtering
process: (a) nanoisland size versus time
into the deposition process; the inset
shows a typical island size distribution
after approximately 30 s into the process
(time shown by a dashed line);

(b) representative experimental size distri-
bution [129]; (c) island numbering used in
panel (a); (d, e) temporal evolution of the
initial island pattern at t = 0, 15, and 30 s
into the process. Other parameters: sur-
face temperature 450 ◦C, incoming fluxes
Si and C atoms 0.01 and 0.015 ML/s, re-
spectively; ionization degree of Si and C
building units is 10−3 [279].

The temporal evolution of the selected nanopattern is depicetd in Fig-
ures 6.6(d, e). In this case, initial nanoislands nucleate from small nan-
oclusters (deposited from the plasma during the first stage) as discussed
above. Moreover, this deposition also requires the specific optimization
of the size and flux distribution of nanoclusters; this process in applica-
tion to the Ge/Si nanodot system will be considered in Section 6.2. In-
terestingly, the best results in terms of size uniformity of the developed
nanopattern such as the one shown in Figure 6.7 can be achieved from
initial seed nuclei with a narrow size distribution [176].

For a better understanding of how seed nuclei eventually develop into
nanodots, let us discuss the main processes and various possibilities in
the growth of nanoislanded films as sketched in Figure 6.8. The develop-
ing system consists of the nanoislands distributed about the surface (in
an ordered or disordered way depending on the process requirements
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Figure 6.7 The ultimate goal: simulated nanodot arrays before
and after self-ordering in a plasma environment [279].

and conditions) and a two-dimensional field of adatoms from which the
nanoislands grow. The gradients of adatom concentrations determine
their fluxes onto two-dimensional island borders. These gradients and
particle fluxes are calculated with respect to the mean level of adatom
concentration on a “free” (i.e., unprerturbed by the islands) surface. De-
pending on the specific locations of each individual island with respect to
other islands and the two-dimensional distributions of adatom concen-
trations around them, different possibilities, sketched in Figures 6.8(a–f),
may appear. The development of individual nanoislands and their pat-
terns also critically depends on the prevailing surface coverage. Let us
now follow Figure 6.8 and discuss various situations that may arise in
the process of nanopattern development.

Figures 6.8(a–c) show basic processes of island growth and dissolution
when the surface coverage is low. In this case, the main factor that de-
termines the nanopattern evolution is the relative concentrations of atom
densities in the growth islands with respect to the background adatom
density. If the atom density within the island is higher than the mean
level, such an island is commonly termed supercritical (Figure 6.8(a)).
On the other hand, if the opposite inequality holds, one deals with un-
dercritical islands as depicted in Figure 6.8(b). For supercritical islands,
adatoms flow away from them, which may lead to eventual dissolution
of such islands as shown in Figure 6.8(a). In constrast, if the island is
undercritical, the adatom flux is directed towards its border and such an
island grows.

Figure 6.8(c) shows two (one undercritical and one supercritical)
nanoislands in the low surface coverage case. Even though each island
may significantly affect the distributions of neighboring adatoms, the
two islands are positioned far enough away from each other so that the
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Figure 6.8 Nanoisland growth and dissolution processes in
nanopatterns with low (a–c) and high (d–f) surface coverage.

mean adatom density level is not affected. In this case the two islands
simply do not feel each other’s presence in the pattern.

The situation changes quite substantially when the surface coverage
increases (Figures 6.8(d–f)). In this case, nanoislands are not only affected
by the mean concentration of adatom density but also by adatom density
values and gradients around neighboring islands. The latter two factors
may dramatically change the growth conditions compared to the low-
coverage cases in Figures 6.8(a-c). For example, a small island in the
middle in Figure 6.8(d) is undercritical, yet it dissolves because of the
strong adatom outflow towards two adjacent larger islands.
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Another situation involving two closely positioned underctitical is-
lands is sketched in Figure 6.8(e). In this case, the left side of the smaller
island dissolves because of the presence of a larger island on its right.
However, an intense flux from the background two-dimensional adatom
field leads to the growth of the island on its right side. If the rates of
the growth in the right direction are higher than the rates of dissolution
of its left side, one would observe a displacement of the center of mass
of the island to the right. Panel (f) in Figure 6.8 shows the possibility
of a supercritical island growing in the presence of two adjacent islands
with even higher atom densities. In this case the island in the middle
grows whereas the other two islands dissolve, until the equilibrium state
is reached.

In the growth process the island borders may shift and eventually
overlap leading to mass transfer between the islands. In this case, partial
or even full coalescence may take place. As a rule of thumb, dissolution
is one of the main reasons why small islands disappear, whereas coales-
cence would be a natural way for larger islands to merge and form even
larger nanoscale objects.

The processes sketched in Figure 6.8 are strongly affected by evapora-
tion of adatoms from the surfaces of the islands and the substrate. The
two-dimensional nature of the “surface playground” results in quite un-
usual 2D evaporation processes to and from nanoisland borders. The
2D evaporation processes are complemented by the usual evaporation to
the gas phase. These processes strongly depend on the surface temper-
ature and specific activation energies for each particular process. These
and several other processes will be rigorously taken into account in the
following sections.

Returning to the nanoisland/nanopattern development in Figure 6.6,
we stress that to obtain highly-uniform nanodot size distributions, small
islands as in Figure 6.6(c) should develop smoothly. This means that they
should not dissolve, evaporate, or coalesce and their size should increase
gradually to reach the desired sizes and size uniformity as shown in Fig-
ure 6.6 [279]. The process duration can be selected to reach any preset
nanodot size as shown by a dashed line in Figure 6.6(a); this line corre-
sponds to the final nanoarray shown in Figure 6.6(f). More importantly,
direct comparison of nanopatterns of nanoislands of the same average
size shows that nanoarrays developed in a plasma-based process form
significantly faster and also feature substantially better size uniformity
compared to those from a neutral gas-based processes [279].

Here we stress that the simulated patterns of SiC/Si nanodots in Fig-
ure 6.6 have been obtained deterministically to achieve the average size
and size distribution (shown in the inset in Figure 6.6(a)) corresponding
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to the nanopattern in Figure 6.6(f). In particular, the number of nanoclus-
ter seed nuclei delivered to the surface has been estimated (in the same
way as we have done in this section discussing the appropriate choice of
the incoming flux) to achieve the final pre-selected (approximately 35%
in the case shown in Figure 6.6(f)) surface coverage by size-uniform, in
average 10 nm-sized islands. The estimates show that in this case the ini-
tial surface coverage by the seed nuclei should not exceed ca. 5 × 10−3.
Moreover, the incoming flux of plasma-generated nanoclusters, ions, and
atoms has been adjusted similarly to the Ge/Si case considered in Sec-
tion 6.2.

The last stage of the nanodot pattern development involves self-
ordering and size uniformization of individual nanodots within the ar-
ray. It is essential that during the growth process the plasma-grown nan-
odots should be able to self-organize to form quasi-uniform arrays from
essentially non-uniform initial patterns of small seed nuclei as shown in
Figure 6.7 [279]. Here we stress that the plasma conditions strongly affect
two-dimensional distributions of adatom fluxes to the growing quantum
dots.

As will be shown in Section 6.4, even reasonably large nanodots (with
sizes of ca. 10 nm) may slightly reposition themselves to improve the or-
der in the pattern. All the dots are subject to adatom fluxes from 4 dif-
ferent directions. If these fluxes from different directions are balanced,
the nanodots grow without shifting the position of their center of mass
about the surface. However, if the fluxes are unbalanced, the dots are
shifted predominantly in the direction of the total flux. As will be shown
in Section 6.4, the nanopattern in a Ge/Si system self-arranges in such a
way that individual dots within the array minimize the differences be-
tween their distances to their nearest neighbors [177]. More importantly,
this effect becomes more pronounced when more building units arrive
to the surface in the ionic form (the ionization degree is higher). Further-
more, fairly uniform stress distribution caused by ion bombardment can
improve the outcomes of this process. Indeed, areas of higher stress are
expected to be more attractive for nanodot nucleation and exert an effect
which is quite similar to the common effect of nanocluster seed nuclei,
defects and dislocations. Some of these interesting phenomena will be
discussed in Section 6.5.

Finally, the last group of aims stipulated in Figure 6.1 is related to
creation of ordered and interconnected networks of nanostructures.
This goal requires the development of precise and, more importantly,
self-organization-based fabrication techniques to grow interconnects be-
tween individual nanostructures in the arrays. These processes are how-
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ever outside the scope of this chapter. Some examples of interconnected
nanostructure networks will be presented elsewhere in this monograph.

In the following section, we will concentrate on the moderately lattice-
mismatched Ge/Si system and consider the plasma-based approach for
creating initial patterns of seed nuclei. As we have discussed above,
these nuclei make it possible to avoid the highly-uncontrollable nanofilm
fragmentation and so define the growth pattern for the development of
ordered nanodot arrays.

6.2
Initial Stage of Ge/Si Nanodot Formation Using Nanocluster Fluxes

In this section we will follow the original report by Rider et al. [176]
and simulate the growth of ultra-small Ge/Si quantum dot (QD) nu-
clei (ca. 1 nm) which are suitable for the synthesis of uniform nanopat-
terns with high surface coverage. The process considered is based on
controlled deposition of atom-only and size non-uniform cluster fluxes
onto the growth surface. These simulations predict that initial seed nu-
clei of more uniform sizes can be formed when clusters of non-uniform
size are deposited. This result is counter-intuitive and can be explained
via adatom-nanocluster interactions on silicon surfaces. These numerical
results are supported by experimental data on the geometric characteris-
tics of QD patterns synthesized by nanocluster deposition. In this section
we will also discuss the role of plasmas as non-uniform cluster sources
and their impact on surface dynamics. The technique proposed by Rider
et al. [176] challenges conventional growth modes and is promising for
deterministic synthesis of nanodot arrays.

Let us begin our consideration by recalling that in commonly used
cluster beam deposition techniques one usually tries to utilize beams of
size-uniform nanoclusters generated in the gas phase [78]. However, it
is a common observation that in such processes the sizes of seed nuclei
on the surface often appear quite non-uniform despite the delivery of
uniform cluster fluxes from the gas phase. This provokes an obvious
question: Do the gas-borne nanoclusters have to be of uniform size? As
already mentioned above, we will introduce a counter-intuitive strategy
for creating size-uniform nanodot patterns by using fluxes of size-non-uniform
clusters. The resulting size-non-uniform seed nuclei then serve to obtain
the desired QD nanopatterns via controlled self-assembly. While such
cluster distributions may be generated from a range of sources, utilising
nanocluster-generating plasmas offers a number of advantages, which
include increased control of the clusters production, nanocluster manip-
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ulation within the plasma sheath, not to mention the surface energetic
considerations such as the impact of plasma-related electric fields on
adatom diffusion rates.

6.2.1
Physical Model and Numerical Details

We will consider Ge/Si QDs, one of the most popular QD systems, with
a moderate (ca. 4%) lattice mismatch. It is instructive to recall that this
system is commonly grown using a variety of neutral gas processes such
as chemical vapour deposition and molecular beam epitaxy and typi-
cally develops via the SK mechanism, which comes into play after a few
monolayers have been epitaxially grown [289]. In the alternative method
proposed by Rider et al., size non-uniform nanoclusters are delivered
alongside atomic/ionic building units, which then self-assemble and cre-
ate the desired QDN pattern on a Si(100) surface. Note we use the term
QDN to refer to a cluster of atoms on the substrate; this is to avoid any
confusion between clusters formed on the surface and the nanoclusters
delivered from the gas phase.

To demonstrate this, the initial stage of Ge/Si QD pattern formation
on the Si surface exposed to an atom/ion only flux and two different
atom/ion/nanocluster fluxes (Figure 6.9(a)) has been simulated and an-
alyzed. These options will be referred to as the atom-only route and non-
uniform cluster routes (NUC and NUC2), respectively(see Figure 6.9(b)).
The nanocluster fluxes considered include clusters of up to 25 atoms. For
the atom-only route, a flux absent of any nanoclusters was used. For the
NUC and NUC2 cases, size non-uniform nanocluster fluxes as shown in
Figure 6.9(b) were used which are typical for the low-temperature plas-
mas [262,290].

The species included in the model for the NUC and NUC2 fluxes were
restricted to atoms, monatomic Ge ions and neutral clusters consisting of
between one and twenty atoms. The QDN pattern formation was sim-
ulated separately for the atom-only, NUC and NUC2 fluxes. It was as-
sumed that the surface is stress- and defect-free. This assumption well
justified for the moderate lattice mismatch and very low (ca. 10−4 ML)
surface densities considered.

The QDN densities examined here (e.g. a rough estimate for a QD
of approx. 10 nm in diameter with a spacing of 20 nm between QDN
centres, on a substrate with lattice density 4 × 1018 m−2, implies a nan-
odot density of 2.5 × 1015 m−2) are significantly higher than the highest
surface defect densities acceptable in microelectronics [288] which as we
have stated previously is ca. 1010 m−2. Given that the number of islands
formed equals the number of defects, this implies that QD fabrication
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Figure 6.9 Main processes on substrate surface during quantum
dot deposition from atom and nanocluster-containing fluxes (a);
and atom-only flux (Distribution 1), nanocluster-containing flux for
NUC2 process (Distribution 2) and nanocluster-containing flux for
NUC process (Distribution 3) used in simulations (b) [176].

techniques based on intentional surface defects will not be capable of
producing the dense QD patterns in which we are interested [176].

Our model takes into account the main processes of BU delivery and
consumption on the surface. Building units are delivered to the seed for-
mation sites by diffusion about the surface and are consumed by adatom
attachment to the growing seeds. The surface density ηi [m−2] of QDN
consisting of (i) atoms (where i > 1) can be obtained from:

∂ηi

∂t
= Ψi + ζi,C + ζi,2D + ζi,3D, (6.4)

where ∂ηi/∂t is the change in density (m−2s−1) of (i)-atom QDN and Ψi
is the deposition rate of clusters (m−2s−1) consisting of (i) atoms (i > 1)

ζi,C = 2vdη(ri−1ηi−1 − riηi) (6.5)
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is the rate of density variation of nanoclusters [m−2s−1] consisting of (i)
atoms due to adatom collisions with nanoclusters consisting of (i) and
(i − 1) atoms

ζi,2D = ηi+1ni+1νi+1 − ηiniνi (6.6)

is the rate of nanocluster density variation due to atom evaporation to the
2D (surface) vapor from nanoclusters consisting of (i) and (i + 1) atoms,
and

ζi,3D = πηk(r2
i+1ηi+1µi+1 − r2

i ηiµi) (6.7)

is the rate of nanocluster density variation due to the atom evaporation
to the 3D (external) vapor from nanoclusters consisting of (i) and (i + 1)
atoms. Other variables used in Equations (6.5)–(6.7) are as follows: η is
the surface density of adatoms,

vd = λlatν0 exp(−εd/kBTs)

is the adatom surface diffusion rate (m/s), λlat is the lattice parameter
(m) for the silicon substrate, ν0 = 2kBTs/h is the lattice atom oscillation
frequency (s−1), kB is Boltzmann’s constant, h is Planck’s constant, Ts is
the surface temperature (K), εd is the surface diffusion activation energy
(eV), ri is the radius (m) of QDN consisting of (i) atoms, ni is the number
of atoms at the border of QDN consisting of (i) atoms, ηk = 1/λlat is the
surface density of Si atoms on the substrate surface,

νi = ν0 exp(−εb.i/kBTs)

is the rate of atom evaporation [s−1] to the 2D (surface) vapor from bor-
ders of QDN consisting of (i) atoms, εb.i is the energy of atom evaporation
to the 2D (surface) vapour from borders of QDN consisting of (i) atoms,

µi = ν0 exp(−εa.i/kBTs)

is the rate of atom evaporation to the 3D vapor from surface of QDN
consisting of (i) atoms, and εa.i is the energy of atom evaporation to the
3D vapor from surface of QDN consisting of (i) atoms [176].

The balance of adatom density on the solid surface is described
by [176]

∂η

∂t
= P + Pne − Pe − Pna, (6.8)

where P is the external flux of atoms (m−2s−1) to the substrate surface,

Pne =
∞

∑
2

niηiνi (6.9)
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is the flux of atoms evaporating from the QDN borders to the 2D vapor
on the substrate surface,

Pe = ην0 exp(−εa/kBTs) (6.10)

is the flux of adatoms evaporating from the substrate surface, εa is the
energy of Ge adatom evaporation from the substrate (Si) surface, and

Pna = 2ηvd

∞

∑
2

riηi (6.11)

is the flux of adatoms attaching to QDN [176].
The evaporation energies εa.i, εb.i, and QDN radius ri depend on the

QDN size. The quantum dots are treated as hemispherical, which is close
to the shapes observed in experiments [291]. The characteristic energies
can be calculated by taking into account the number of bonds between
the atoms constituting the QDN. Thus, for Ge atom evaporation to the
2D vapor one has: for i = 2, εb.2 = εb (1 bond); for i = 3, εb.3 = 2εb (2
bonds); for i = 4, and so on approaching εb.i = (1/2)εa.Ge is the energy
of atom evaporation from the surface of bulk germanium.

On the other hand, for evaporation from a 2-atom nucleus to the 3D
vapor, a Ge atom should spend the energy εb for breaking one bond with
a Ge atom in addition to the energy εa for breaking the bond with the
surface. Here we recall that the model considers quantum dot nuclei
that consist of a discrete number of atoms and thus exhibit properties
that depend discretely on their size. Therefore, the energy of Ge atom
evaporation to the 3D vapor from the surface of QDN consisting of (i)
atoms is εa.2 = εb + εa for i = 2 and approaches εa.i = εa.Ge for large i,
where εa.Ge is the energy of Ge atom evaporation from the surface. The
number of atoms at the QDN border ni was also determined by analyz-
ing the QDN geometrical shape; this number approaches ni = 4.83i1/3

for large i.
In the simulations, Rider et al. [176] used the surface diffusion ac-

tivation energy εd = 1.072 × 10−19 J (0.67 eV), evaporation energy εa =
4.304 × 10−19 J (2.69 eV), and bonding energy εb = 2.400 × 10−19 J (1.5 eV),
as well as the lattice parameter λlat = 5.4 × 10−10 m, representative of the
Ge/Si(100) system. The substrate temperature was Ts = 600 K, the to-
tal QDN surface density ρ = 0–2 × 10−3 ML, total external flux P =
1–10 ML/s, and the mass of nanoclusters mclust = 72–1800 amu.

Despite its apparent simplicity, this model of the initial stage of devel-
opment of nanodot patterns, is comprehensive and accurately describes
the size distributions and surface coverage by small Ge seed nuclei with
the number of atoms in them not exceeding 25–30. The quantum dot
seed distribution function was calculated at the end of the initial stage of



6.2 Initial Stage of Ge/Si Nanodot Formation Using Nanocluster Fluxes 277

the simulation process. To explicitly show the advantage offered by the
nanocluster route over the atom-only route in generating size-uniform
patterns of nanosized quantum dots, after obtaining the distribution of
the quantum dot nuclei, a further numerical experiment was conducted.

In these computations, the nanodot growth was examined using a
standard diffusion model, with the sole aim being to demonstrate how
the difference between the two QDN patterns formed from these fluxes
(atom only and NUC) impacts on the further evolution of the quantum
dot pattern. To do this, a diffusion model within the ranges of QD sur-
face coverage up to 0.25 and quantum dot radii 5–10 nm was used. This
model is based on a standard diffusion equation of adatoms on the sub-
strate surface and will be considered in details in Section 6.4. For further
details of numerical procedures and assumptions made please refer to
the original report [176].

6.2.2
Physical Interpretation and Relevant Experimental Data

Figures 6.10(a) and (c) show the temporal evolution of the surface den-
sities of adatoms and QDN consisting of 2–10 atoms computed for the
atom-only and the NUC case. For the atom-only process, as shown in
Figure 6.10(a), all densities increase for the first 10 s, and then tend to
saturate. During the initial seconds smaller QDN have higher densities,
but between 15 and 25 s the ordering of densities gradually changes and
becomes inverted; namely, the QDN consisting of 10 atoms now have
the highest densities, whereas the adatoms and 2-atom QDN have the
lowest [176].

The two most striking observations in the NUC case (Figure 6.10(c))
are the very strong fall of adatom density and the similar behaviour
exhibited by the densities of all QDN during the first 10 s. Between 0
and 25 s, the difference between the densities of the QDN and adatoms
reaches approximately 2 orders of magnitude. The temporal evolution
of surface densities for the NUC2 case (Figure 5(a) in the original re-
port [176]) shows that QDN densities rapidly increase during the first 5 s,
and then tend to saturate at levels that depend on the number of atoms
involved in the QDN. Moreover, at the early stage (ca. 5 s) the density
of adatoms exceeds that of i-atom QDN (i > 1). Thereafter, it decreases
rapidly and becomes lower than any QDN density. In the NUC2 case, it
was also observed that during the entire period of simulation there was
an inverse relationship between the QDN densities and the number of
constituent atoms, that is, the densities of smaller QDN always remain
higher.
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Figure 6.10 Temporal evolution of QDN surface density in the
atom-only case (Distribution 1 in Figure 6.9(b)) (a); final QDN
distribution function (b). Panels (c) and (d): same as above for
the NUC case (Distribution 3 in Figure 6.9(b)). Large arrows in
(a) and (c) show the direction of the QDN mass increase [176].

The corresponding equilibrium quantum dot nuclei distributions
(taken at 1 ms) are presented in Figure 6.10(b) and (d) [176]. The QDN
size distribution taken at equilibrium for the atom-only case is a uniform
function in which the numbers of the smallest and largest QDN are ap-
proximately equal (Figure 6.10(b)). Figure 6.10(d) shows that the equilib-
rium distribution function of QDN deposited from the NUC flux exhibits
a very strong decrease in the density of QDN consisting of 15–20 atoms.
The density of QDN of 20 atoms is approximately 10 times lower than
that of QDN consisting of 2 and 3 atoms, whereas the density of quan-
tum dot nuclei consisting of 25 atoms and more approaches zero as can
be seen in Figure 6.10(d).

The NUC2 QDN distribution function (not shown here) yields a sim-
ilar result, albeit with a significantly less pronounced decrease. It also
exhibits a clear descending shape; the decline is rather strong and covers
approximately one order of magnitude. In fact, the density of QDNs that
consist of 2 and 3 atoms is approximately twice that of 25 atom-nuclei.
The decrease is observed to be almost a linear function. An important
conclusion is that the surface coverage in the atom-only process is lower
than both the NUC and NUC2 cases [176].

Comparison of the distributions of the QDN obtained in the atom-only
(Figure 6.11(a, b)) and NUC (Figure 6.11(c, d)) processes demonstrates a
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Figure 6.11 Size distributions and simulated patterns of quantum
dot nuclei: (a, b) deposition from atom only flux; (c, d) deposition
from NUC flux [176].

major advantage of the NUC-based synthesis of a dense QDN pattern suitable
for further growth of the uniform QD array with high surface coverage. In-
deed, by using this process, one can deposit a high-density seed pattern
of small (< 15 atoms) QDN (Figure 6.11(c, d)). Further growth of these
QDN results in the formation of a high-surface-coverage pattern of QDs
of approximately the same size (Figure 6.11(d)).

Here we reiterate that Figures 6.11(b,d) were both produced using the
diffusion model, which will be described in detail in Section 6.4. In con-
trast, the atom-only flux grown QDN patterns feature a large number of
QDN consisting of 25 or more atoms. The accelerated growth of such
large seed nuclei results in a suppression of the growth of smaller QDN,
which are eventually dissolved via 2D evaporation. Thus, the density
of QD patterns formed from an atom-only flux is in fact lower than that
formed via the NUC process [176].

From the nanofabrication perspective, a dense nanopattern of same-
size QDNs is an important prerequisite for obtaining dense arrays of
nanodots of the same size; hence our aim of minimizing the width of
the QDN size distribution. The result obtained in the atom-only process
is apparently the worst from this point of view. On the other hand, when
using non-uniform cluster distributions, one can expect a much more
uniform QD growth, which will develop from seed nuclei of more-or-
less similar size (< 15 atoms). The abrupt cut-off in the number densities
of large QDN reduces the chances of the growth of over-sized QDs, thus
ensuring a substantial improvement in the quality of the entire nanopat-
tern.
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One of the main conclusions made by Rider et al. [176] is that the QDN
distributions on the surface do not mirror the building unit distributions in the
gas phase. Indeed, in the atom-only process, a narrow building unit dis-
tribution results in a broad spectrum of seed nuclei sizes. Conversely,
broader BU size distributions in the NUC and NUC2 sources lead to
much narrower QDN size distributions on the surface. One thus arrives
at a counter-intuitive conclusion, namely, that the synthesis of size-uniform
QDN nanopatterns may not necessarily require an influx of size-uniform BUs
as is commonly believed.

Thus, the density and sizes of the QD seed nuclei can be controlled
by the building unit composition and size distribution in the NUC flux.
A specific method is to use a reduced atom influx to the substrate, thus
reducing the adatom density and hence avoiding uncontrollable forma-
tion of the QDN pattern from diffusing adatoms, and so to have a con-
trollable influx of size-non-uniform nanoclusters. In this way one can
create an initial pattern for the deposition of a quantum dot array with
the required surface coverage.

Let us reiterate that in a coventional Stranski–Krashtanov growth
mode, an atom flux is deposited on the substrate, leading to the for-
mation of a few monolayers. The strain-induced fragmentation of these
monolayers (a result of the lattice mismatch of the system) is what causes
the formation of large islands, with further growth via adatom diffusion.
The method examined in this section differs in that clusters as well as
atoms/ions are delivered to the deposition surface. The clusters act as
“already separated film fragments”, effectively frustrating the strain-
induced fragmentation favored by the SK growth.

To estimate the final surface coverage by the quantum dots grown from
the computed QDN pattern, one can assume a specific value for the final
QD radius (e.g. Rend = 6 nm) and use the computed QDN distribution
functions (e.g. in Figure 6.11(c)) and the total surface coverage by all
QDNs (which is approximately 10−3 in this case). This estimate shows
that the mean step between the QDN on the surface is 15 nm. Hence, the
surface coverage for the final QD pattern in Figure 6.11(d) may reach 0.5.
Therefore, if the quantum dots continue to develop smoothly (without
coalescence), the required nanopattern density and QD size distribution
can be achieved deterministically [176].

Strong support for the model and numerical simulations can be ob-
tained by analyzing available experimental data on the dependence of is-
landed film morphology on the distribution of nanoclusters in the incom-
ing flux. The experiments convincingly support the counter-intuitive fact
that the use of a NUC flux incorporating larger nanoclusters leads to for-
mation of denser patterns of quantum dots of smaller size. The depo-



6.2 Initial Stage of Ge/Si Nanodot Formation Using Nanocluster Fluxes 281

Table 6.1 Comparison of calculated and experimental values of
difference in nanoislands size and surface coverage for atom and
nanocluster flux, equivalent film thickness 5 nm [176].

Parameter Flux Value Reference

Difference in nanodot Atomic/molecular 70 Experiment, Figure 2(e) [292]
size, nm, dmax − dmin 56 Computed [176]

Nanocluster 5 Experiment, Figure 2(f) [292]
4 Computed [176]

Surface coverage Atomic/molecular 0.15 Experiment, Figure 2(e) [292]
0.2 Computed [176]

Nanocluster 0.5 Experiment, Figure 2(f) [292]
0.47 Computed [176]

sition of antimony films with a thickness of 1 and 5 nm [292], as well
as 10 nm [293] has revealed a striking advantage of nanocluster deposi-
tion over atom flux deposition in terms of uniformity of the fabricated
nanopatterns. More importantly, the numerical results of Rider et al. ap-
pear to be in fair agreement with the experimental findings. The numer-
ical and experimental results are compared in Table 6.1.

However, experimental verification of the very initial stage of QDN
pattern development is extremely challenging. It is worth emphasiz-
ing that despite impressive recent advances in nanofabrication and an-
alytical surface science/materials science techniques, at this stage an ex-
perimental investigation of the very short transition processes (up to
≈ 25 µs) of our interest here seems to be quite difficult, if indeed possi-
ble at all. The main reason is the ultra-small (subnanometer) nanocluster
sizes studied and their very short time scales of nucleation on the sur-
face. Presently available atomic-resolution analytical tools of surface sci-
ence and materials science [294] still cannot meet the strict requirements
(e.g. adequate time resolution to scan sufficiently large surface areas with
atomic (ca. 0.2 nm) precision and vacuum compatibility with plasma-
based and other vacuum processes) for time-resolved in situ measure-
ments of the nanocluster size distributions. Therefore, at this stage nu-
merical experiments still remain the only viable way to investigate the
initial (core structure-determining) stage of self-assembly of Ge/Si quan-
tum dots on silicon surfaces [176].

Another significant problem that arises at the initial stage of nanodot
growth is how to tailor their elemental composition and chemical struc-
ture from the very beginning of the process. This problem becomes even
more complicated for material systems which contain atoms of more
than one element. Binary and ternary quantum dots are good examples
of such systems. The following section deals with an important issue of



282 6 Surface Science of Plasma-Exposed Surfaces and Self-Organization Processes

controlling the elemental composition and internal (e.g. core-shell) struc-
ture of binary SiC quantum dots.

6.3
Binary SixC1-x Quantum Dot Systems: Initial Growth Stage

Self-assembly of SiC quantum dots with precisely controllable elemental
composition and internal structure still remains a major challenge for the
gas/plasma-based nanodot synthesis. In this section we will consider
an example of a binary nanodot system, namely SixC1–x, wherein the
proportions of both elements can vary depending on the value x. This
value can be precisely tailored by adjusting the incoming fluxes of Si and
C atoms. Interestingly, the ratio of the above fluxes is not necessarily the
same as the required elemental ratio x/1 − x.

Here we will consider two different problems related to the two im-
portant requirements for nanodot synthesis set in Section 6.1 (see also
Figure 6.1), namely the elemental composition and internal structure. We
will first consider, Section 6.3.1, how to adjust incoming fluxes of Si and
C atoms to obtain the required elemental ratio, for example, the stoichio-
metric one with x = 0.5. As will be seen from Section 6.3.2, the internal
structure of the SiC nanodots can be engineered using time-variable in-
coming fluxes. We will further explore how different layers of Si and C
can be arranged to create core-shell and even multi-shell structures.

6.3.1
Adatom Fluxes at Initial Growth Stages of SixC1–x Quantum Dots

As usual, we will begin with a brief outline of what will be discussed in
this subsection. Here we will again follow the original report of Rider
et al. [174], and discuss some of the main applications of SiC and related
issues and show that at the initial stage (0.1–2.5 s into the process) of
deposition of SiC/Si(100) quantum dot nuclei, equal Si and C atom de-
position fluxes are likely to result in strongly non-stoichiometric nanodot
composition due to the very different surface fluxes of Si and C adatoms
to the quantum dots.

Nevertheless, the surface fluxes of Si and C adatoms to SiC nanodots
can be effectively controlled by manipulating the Si/C atom influx ra-
tio and the Si(100) surface temperature. In particular, when the sur-
face temperature is 800 K, the surface fluxes can be equalized after only
0.05 s; however, it takes more than 1 second at a surface temperature of
600 K [174]. This study can be used to develop effective strategies to
maintain a stoichiometric ([Si]/[C]=1:1) elemental ratio during the initial
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stages of deposition of SiC/Si(100) quantum dot nuclei in both neutral
gas and plasma-based processes.

Let us begin with a discussion on the importance of nanostructured
silicon carbide for a variety of advanced applications and the range of
associated issues. This material system is particularly promising on ac-
count of its many favorable characteristics such as resistance to corrosion
and thermal shock, robust chemical, thermal and mechanical properties,
high elastic modulus, specific stiffness, and fracture toughness [174,295–
303]. These and several other properties make SiC an ideal candidate for
use in high-temperature, high-voltage and chemically reactive environ-
ments [301]. Such strength and stability also lead to application of a-SiC
in molecular sieves for high-temperature gas separation [304]. An inter-
esting feature of nanostructured SiC is its wide bandgap and associated
unusual photoemission properties [302, 305–307]. This gap lends itself
to blue light emission, which has recently been the subject of extensive
research endeavors [174]. Enhanced field emission from SiC-capped Si
nanotip arrays has also been noted as very promising for field emission
displays [308].

Furthermore, SiC is not only of interest in optoelectronics but is also
an important material in the field of bionanotechnology. Utilization of
SiC quantum dots as nanostructured labels of biological material is an
example of one of the applications of the biocompatibility of SiC [174,
306]. Moreover, both surface structure and composition play a crucial
role in determining the stability and optical properties of SiC quantum
dot arrays [306].

Different approaches to fabrication of nanostructured SiC films have
been put forward (see, e.g. [303, 309] and references therein). How-
ever, reliable and robust methods for fabrication of stoichiometric and
hydrogen-free SiC quantum dots and associated nanopatterns are still in
their infancy [174]. While some methods do make it possible to achieve
fairly stoichiometric SiC thin films [303,310], such films are in most cases
hydrogenated. Achieving a stoichiometric (1:1) ratio of Si to C without
any hydrogen, in the case of SiC/Si QDs, is inherently more difficult. The
main reason is that the silicon surface shows quite different affinity to Si
and C atoms; thus, carbon atoms are subject to very different conditions
on a silicon surface as compared to Si atoms. Moreover, this elemental ra-
tio is often required throughout the entire quantum dot structure, from
the internal core to the outer shell. Unfortunately, it presently appears
quite challenging, if possible at all, to control and characterize the ele-
mental composition of ultra-small nano-objects, which develop within
very short time periods.
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The difficulty in obtaining stoichiometric SiC QDs (or any desired el-
emental ratio x/1 − x) is ultimately due to the fact that it is a com-
plex binary system and thus more difficult to control than Si/SiC [311],
Ge/Si(100) [312], or Ge/SiO2 [313]. Given that Si and C atoms are sub-
ject to different conditions on the surface (different characteristic ener-
gies, migration rates, etc.), great care must be taken, not only to deliver
the right amount of each type of atom to the surface but also to use an
appropriate substrate temperature as it strongly affects surface reaction
rates. Moreover, because of their different behavior on the substrate (Si,
for example is more likely to epitaxially recrystallize on an Si surface than
C), it is difficult to separately control the delivery and incorporation of Si
and C atoms into SiC QDs [174].

Ideally, the stoichiometry of a binary quantum dot should be con-
trolled from the earliest possible growth stage, when the initial com-
position and structure of the QD nucleus effectively dictates its future
evolution. In the case considered here, controlling the balance between
delivery and consumption of Si and C atomic building units is clearly im-
portant when attempting to fabricate stoichiometric quantum dots. The
delivery and relative amounts of Si and C atoms on the substrate are de-
termined by the precursor influx ratio kp = PSi/PC, where PSi and PC are
the incoming fluxes of Si and C atoms, respectively. On the other hand,
the consumption of Si and C (e.g. by the quantum dot nuclei) depends
on the number of building units on the solid surface and surface condi-
tions, such as the surface temperature, morphology, electric charge, and
so on.

The surface temperature is particularly important, in part because it
largely determines the rates of adatom migration, evaporation to/from
the surface, rates of adatom insertion into crystalline lattice, and so on.
This complex set of surface conditions determines how long the adatoms
may remain on the surface, that is, adatom lifetime. From a practical per-
spective, the precursor influx ratio and the substrate temperature appear
to be the most effective controls to achieve a stoichiometric ([Si]/[C]=1:1)
or any required ([Si]/[C]=x/1− x) elemental ratio of Si and C on smooth
silicon surfaces [174]. It is worthwhile to stress that existing numerical ef-
forts on modeling quantum dot growth, whilst accounting for the effects
of incoming fluxes and surface temperature, in most cases sidestep the
important issue of the elemental composition and stoichiometry, which
are essential for binary, ternary, and so on quantum dot systems [314].

Rider et al. [174] have determined the optimal conditions to obtain sto-
ichiometric SiC/Si(100) QDs at the initial stage of growth, by investigat-
ing the surface fluxes of Si and C adatoms to SiC QD nuclei (QDNs) con-
sisting of 20 atoms or less. An important conclusion is that the Si/C ele-
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Figure 6.12 (a) Schematics of SiC QD growth on silicon surface;
(b) atom/ion and adatom fluxes to/from the quantum dot [174].

mental ratio on the surface is time-dependent at the initial growth stage
and usually levels off at a steady-state value. Moreover, this ratio can
be precisely controlled by the precursor influx ratio, deposition rate, and
the substrate temperature.

Intuitively, one would expect that by setting kp = 1, it might be pos-
sible to obtain stoichiometric SiC QDNs. However, this is not the case at
the early stages of nanodot self-assembly when the core is formed [174].
Below, we will consider various strategies aimed at achieving stoichio-
metric elemental ratios of Si and C in SiC quantum dot nuclei at the early
stages of self-assembly. More importantly, these approaches are generic
and can also be applied to other binary nanodot systems such as GaAs,
InP, InAs, GaSb, InSb, and so on.

For the convenience of the reader, we will now describe the origi-
nal model and numerical details of Rider et al. [174]. Figure 6.12(a) is
a schematic representation of the simulation geometry of SiC quantum
dot nuclei deposition in a neutral/ionized gas-based process. Silicon
and carbon atoms/ions are delivered from the neutral/ionized gas phase
and after becoming (charge neutral) adatoms on the substrate are redis-
tributed about the Si(100) surface via surface diffusion processes. De-
pending on the surface temperature, the adatoms can also re-evaporate
from the QD surfaces to the two-dimensional adatom field on the surface
and/or back to the gas phase as shown in Figure 6.12(a).

The QDN growth model of Rider et al. [174] is based on a set of species
balance equations on the surface, which take into account the incoming
fluxes from the gas phase. Such an approach has been widely used in
surface science and is very suitable for describing the surface growth pro-
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cesses examined here [179,315]. In this case, an extended two-component
(Si and C) system covering all the most important surface processes [273],
as sketched in Figure 6.12(b), was used. The surface processes taken into
account include atom attachment to and detachment from QDN surface
borders, as well as atom evaporation from the substrate surface (Fig-
ure 6.12). Clusters of two atoms and more are treated as immobile for
the range of surface temperatures simulated. As can be seen in Fig-
ure 6.12(b), the balance of adsorbed atoms (adatoms) takes into account
the Si and C atom influx from the neutral/ionized gas phase

P+ = PSi + PC,

flux of Si and C atom evaporation from the substrate surface

Ψe = Ψe
S + Ψe

C,

flux of Si and C adatoms to the QDN

Ψ+ = Ψ+
S + Ψ+

C ,

and flux of Si and C adatoms from the QDN

Ψ− = Ψ−
S + Ψ−

C .

Here, PSi and PC are the incoming Si and C fluxes to the solid surface,
and

Ψe
S = nkν0 exp[−εa.S/kT],

Ψe
C = nkν0 exp[−εa.C/kT]

are the fluxes of silicon and carbon evaporation, respectively; ν0 is the
lattice atom oscillation frequency, εa.S and εa.C are the silicon and carbon
adatom evaporation energies, nk is the adatom surface density, T is the
substrate temperature, k is Boltzmann’s constant, Ψ+

S and Ψ−
S are the Si

surface adatom fluxes to and from the QDN, respectively, Ψ+
C and Ψ−

C
are defined similarly for carbon [174]. The balance equation for adatom
density on substrate ηj is

∂ηj

∂t
= P+

j − Ψe
j − Ψ+

j + Ψ−
j , (6.12)

where the subscript j represents either Si or C.
The state of the substrate surface influences QD growth mainly via the

adatom diffusion activation energy εd. In this model, there was no sim-
plifying assumption of a defect-free surface. Instead, an experimental
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value for the silicon atom surface diffusion activation energy εd.S was
used; this measured value accurately accounts for the energy of adatom
detachment from the surface defects, steps, and other important fac-
tors [316]. Reliable experimental data for the carbon atom surface diffu-
sion activation energy εd.C is not available; therefore, it was assumed that
εd.C = 1/3εb.C, where εb.C is the energy of a carbon-silicon bond [174]. A
complete set of the rate equations for SiC QD formation incorporates two
balance equations describing Si and C atoms on the substrate surface, as
well as equations for the density of SiC quantum dots consisting of 2, 3,
. . . i atoms.

Thus, the balance equations for the C and Si atoms are [174]

∂ηS

∂t
= PSi − Ψe

S +
∞

∑
i=2

nS.iηiµS.i

− ηS

∞

∑
i=2

σiηivd.S − 2σ1η2
Svd.S − σ1ηSηCvd.S, (6.13)

∂ηC

∂t
= PC − Ψe

C +
∞

∑
i=2

nC.iηiµC.i

− ηC

∞

∑
i=2

σiηivd.C − 2σ1η2
Cvd.C − σ1ηSηCvd.C, (6.14)

where nS.i and nC.i are the numbers of Si and C atoms at the borders of
the QDN consisting of i atoms; ηi is the surface density of (i)-atom QDN;
µS.i and µC.i are the frequencies of Si and C atom re-evaporation from
borders of (i)-atom QDN; σi is the diameter of i-atom nanodot nucleus.
Similar to Section 6.2

vd.S(C) = λν0 exp[−εd.S(C)/kBTs]

are the linear velocities of Si and C adatom movement about the sub-
strate surface, where λ is the lattice constant of the Si(100) substrate and
εd.S(C) is the Si or C adatom surface diffusion activation energies. The
first sum in Equations (6.13) and (6.14) represents the surface influx of
Si and C adatoms to the substrate surface due to adatom re-evaporation;
the second sum represents the adatom flux from the surface due to the at-
tachment to the QDN consisting of two and more atoms. The remaining
two terms denote the adatom outflux from the surface due to the adatom-
adatom collisions which lead to the formation of 2-atom QDN [174].
The rate equations for the formation of i-atom QDN are [174]

∂ηi

∂t
= σi−1ηi−1[ηSvd.S + ηCvd.C] − σiηi[ηSvd.S + ηCvd.C]

+ ηi+1ni+1[µS.(i+1) + µC.(i+1)] − ηini[µS.i + µC.i] (6.15)
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Table 6.2 Parameters and representative values of computations [174].

Parameter Value Reference

Physical constants

Lattice atom oscillation frequency, ν0, s−1 1 x 1013 [317]
Lattice parameter, λ, m 5 x 10−10 [318]
Si atom diffusion activation energy, εd.S, eV 1.35 [316]
Si atom evaporation activation energy, εa.S, eV 3.04 [319]
Si atom bonding energy, εb.S, eV 2.3 [319]
C atom diffusion activation energy, εd.C, eV 1.1 [318]
C atom evaporation activation energy, εa.C, eV 4.8 [319]
C atom bonding energy, εb.C, eV 3.6 [319]
Si-C bonding energy, εb.S−C, eV 3.3 [320]

Parameters of simulation

Influx to surface, P+, monolayers · s−1 0.001–0.1
Surface coverage, η, monolayers 0–0.5
Number of quantum dot nuclei in pattern, K 1000
Maximum number of atoms in QDN, N 2–25
Substrate surface temperature, T, K 500–850
Time of deposition, t, s 0–3
Influx ratio, kp = PSi/Pc 0–3
Adatom balance factor, kst = Ψ+

S /Ψ+
c 0–4

where the first term describes the Si and C adatom collisions with (i− 1)-
atom QDN; the second term stands for the Si and C adatom collisions
with the (i)-atom QDN; the third term is related to the Si and C adatom
detachment from the QDN consisting of (i + 1) atoms; and the fourth
term represents Si and C adatom detachment from (i)-atom QDN. Evap-
oration and diffusion activation energies for the Si and C atoms, as well
as the energies of the Si–Si and Si–C bonds have been calculated using
standard bond enthalpies (except where noted otherwise). The specific
values for all the parameters used are listed in Table 6.2.

The ratio of silicon and carbon adatom fluxes to the borders of quan-
tum dots (the adatom balance factor) is defined as kst = Ψ+

S /Ψ+
C . Using

Equation (6.15), one obtains

kst(t) =
N

∑
i=1

ζS.i/ζC.i, (6.16)

where

ζS.i = ηSvd.Sσiηi − ηiniµS.i,

ζC.i = ηCvd.Cσiηi − ηiniµC.i
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Figure 6.13 Dependence of adatom balance factor kst on time
with influx ratio kp as a parameter, for the surface temperature (a)
T = 550; and (b) 600 K [174].

and N is the maximum number of atoms constituting the quantum dot
nuclei. We emphasize that kst is a differential ratio, that is, it is computed
at each instant and thus provides a time-dependent measure of the evo-
lution of the QD composition and internal structure [174].

Numerical simulations [174] have been conducted for different sub-
strate surface temperatures Ts, deposition times t, and values of the pre-
cursor influx ratio kp. Here we stress that obtaining time-dependent be-
havior of the adatom balance factor kst is the main objective. The depen-
dence of kst on deposition time and the influx ratio factor with the sur-
face temperature and deposition time is a key to achieving any desired
elemental composition and internal structure of SixC1-x nanodots.

Let us now consider the results of numerical simulation of silicon car-
bide quantum dot nuclei formation on a Si(100) surface [174]. The depen-
dence of the adatom balance factor kst on time with the surface tempera-
ture and precursor influx ratio kp as parameters is shown in Figure 6.13.
The first important observation is that kst starts from the zero point for all
kp values within the range of 0.2–4. Therefore, at the beginning of the de-
position process the surface flux of carbon adatoms is much larger than
the Si adatom flux. The adatom balance factor kst increases with time and
eventually saturates at kp (kst → kp) for longer deposition times. It is also
notable that at higher kp, kst levels off more slowly. For example, at the
same surface temperature Ts = 700 K (not shown here, see Figure 3(a) of
the original report [174]), the saturation level kst = kp = 0.2, is reached
in 0.15 s whereas more than 1 s is required to reach kst = kp = 2.0.

When the surface temperature increases, the kst factor increases rapid-
ly; it takes 2.5 s to reach kst = 0.2 at kp = 0.2 and Ts = 550 K; however,
the same process requires only 0.05 s at Ts = 800 K. Therefore, the gen-
eral behavior of the adatom balance factor clearly also depends on the
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Figure 6.14 Dependence of adatom balance factor kst on influx
ratio kp with surface temperature Ts as a parameter for a deposi-
tion time of 0.5 (a), 1.0 (b), and 2.0 s (c) [174].

surface temperature: kst tends to the corresponding kp value at lower
temperatures (up to 700 K) but shows an oscillating behavior (exceeding
a saturation level after the first rise followed by a decrease to the equilib-
rium level) at a temperature of 800 K as can be seen in Figure 3(b) of the
original report [174].

Let us now consider the dependence of the adatom balance factor kst

on the influx ratio kp with surface temperature and deposition time as pa-
rameters (Figure 6.14). The general tendency is that kst increases with kp.
As can be seen from Figure 6.14, when surface temperature decreases,
kst becomes smaller; this means there is a decreased influx of silicon
adatoms to the QDN, compared to the carbon adatom influx. It is im-
portant to note that at surface temperatures equal to or exceeding 800 K,
the saturation level kst = kp is reached quickly (in less than 0.5 s); thus
the upper curve in Figure 6.14(a–c) is also the same for T > 800 K. On the
other hand, at lower surface temperatures (the range 500–600 K is shown
in Figure 6.14) the slope of the kst versus kp curve gradually increases
with time; it takes longer to reach the saturation level at lower substrate
temperatures [174].

Here we note that the “stoichiometric” precursor influx ratio kp = 1 is
most commonly used in many gas-based deposition processes because
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of the commonsense expectation of achieving a stoichiometric elemental
ratio of the elements constituting the quantum dots. An interesting ob-
servation that follows from numerical experiments of Rider et al. [174]
is that if the precursor influx ratio kp = 1 does not vary with time, the
kst factor starts from the zero point at all temperatures and then grad-
ually increases with time to reach kst = 1. Therefore, at the beginning
of the process, the carbon flux is much larger than that of silicon. This
transition process typically lasts from 0.1–0.4 s at higher temperatures
(650–800 K) and 1–5 s at temperatures below 600 K. It should be noted
that the above dependencies have been calculated using a total atom in-
flux P+ of 0.1 monolayer/s (ML/s) [174].

The total incoming flux also appears to be a very important factor that
determines the surface fluxes of Si and C adatoms. Let us consider an
example where the deposition time is 1.0 s and the surface temperature
is 600 K. With the total influx equal to 0.1 ML/s, kst is approximately
equal to kp for any kp value. On the other hand, when the total influx is
less than 0.1 ML/s (0.01 and 0.001 ML/s in this simulation), the kst factor
is much smaller than kp. One can thus conclude that under lower de-
position rate conditions the carbon adatom flux well exceeds the silicon
adatom flux.

As we have seen from the above consideration, the compositional
structure of the quantum dots (crystalline structure, polytype, etc.) de-
velops continuously, from the moment the precursor species are released
until the desired surface coverage (up to ca. 0.5 in this work) is achieved.
The duration of this stage can be estimated by t = µ/P+, where µ is the
required surface coverage. One of the main aims of this study is to ob-
tain process conditions that provide stoichiometric QD composition, and
avoid unwanted QD formation from unbalanced (“non-stoichiometric”)
silicon and carbon fluxes. The most important fact discovered is that,
if one keeps the precursor influx ratio kp constant at very early process
stages, the ratio of surface fluxes of Si and C adatoms is time-dependent,
and, moreover, “non-stoichiometric” [174]. The equilibrium level of the
balance factor kst can be reached after a time lag, ranging from 0.05 s to
several seconds; this time lag depends on the surface temperature and
the precursor influx ratio kp [174].

Therefore, at early deposition stages it is not possible to synthesize
stoichiometric SiC nanodot cores on a Si(100) surface by using time-
invariable and equal fluxes of Si and C atoms or ions and so special ar-
rangements should be made to ensure that the surface fluxes of Si and C
adatoms are properly balanced at every growth stage. In brief, this can
be achieved by transiently increasing the surface temperature or the sil-
icon atom influx with respect to that of carbon. One further possibility



292 6 Surface Science of Plasma-Exposed Surfaces and Self-Organization Processes

would be to appropriately control the deposition rate P+. Some of these
options will be considered in Section 6.3.2.

Let us now discuss specific strategies to mediate the unwanted self-
assembly of non-stoichiometric SiC quantum dot nuclei at initial growth
stages. Examining Figure 6.13, one can conclude that at lower surface
temperatures (550 and 600 K) and a “stoichiometric” ratio of Si and C
atom fluxes to the surface (curves labelled “1.0” in Figures 6.13(a) and
(b)), the C adatom flux to the SiC quantum dots is almost twice as large
as that of silicon adatoms during the first 0.5–1.0 s into the process. With
a total influx of 0.1 mL/s, the total amount of deposited material in this
time interval is ca. 0.05–0.1 mL. Under such conditions, QDN consist-
ing of 10–20 atoms are formed by highly-unbalanced fluxes of Si and C
adatoms. As a result, the quantum dot nuclei will be rich in carbon with
a strongly non-uniform elemental composition. This conclusion will be
confirmed in Section 6.3.2.

It is important to stress that the effects of unbalanced surface adatom
fluxes and time lags before the stoichiometric level can be reached are
stronger at lower substrate temperatures. This can be seen in Figure 6.13.
Therefore, in low-temperature-demanding processes, such as polymer
processing, one could expect highly non-stoichiometric (carbon-rich) SiC
nanodot cores. At higher surface temperatures, this effect is less impor-
tant, but still plays a role at T = 700 K. However, when T ≥ 800 K, the
time required to reach the saturation level kst = kp = 1 is less than 0.05 s.
During this time, the total number of atoms deposited is ca. 2 × 1016 m−2.

The time dependence of kst at very early growth stages can be at-
tributed to different Si and C adatom mobilities on the surface, which
depend strongly on the substrate temperature. Hence, the undesired
growth of non-stoichiometric QDs is unavoidable when adatoms of dif-
ferent elements (with very different surface diffusion activation energies)
are involved and their incoming fluxes are not properly balanced [174].
One possible way to mediate this unwanted effect is to increase the sur-
face temperature during the initial stage of deposition. Indeed, at higher
surface temperatures the difference in the Si and C adatom mobilities
decreases. The surface temperature can be transiently increased during
the first 0.01–0.1 s of the process by using energetic ion bombardment in
a pulsed substrate bias regime. After the pulse is turned off, the excess
energy accumulated in the superficial layer of the substrate will then be
dissipated in the substrate material without any significant heating of
the substrate. It is clear that this method requires the use of a plasma-
based process and cannot be implemented in a neutral gas-based envi-
ronment [174].
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Another effective way to achieve “stoichiometric” adatom fluxes at the
initial stage of SiC nanodot self-assembly is to use an increased influx
ratio kp during the first 0.01–0.1 s of the process. In this case, as can be
seen in Figure 6.13, the equilibrium value of the balance factor kst = 1
can be achieved much quicker. Thereafter, the influx ratio kp = 1 should
be used to maintain the stoichiometrical composition of the SiC QDs.

Thus, two-step strategies can be used to fabricate stoichiometric SiC/
Si(100) quantum dots. Specifically, the deposition can first be conducted
at a higher surface temperature or increased precursor influx ratio kp.
Upon achieving the adatom balance factor kst = 1, the process should
be continued by using equal fluxes of silicon and carbon atoms. At
this stage, T can also be lowered to the most suitable surface tempera-
ture, which can be determined from the conditions of QD crystallization
and/or thermal stability of the substrate [174].

Figure 6.14 illustrates that the two major control parameters, the sur-
face temperature and the precursor influx ratio kp are highly interde-
pendent. It becomes apparent that at lower temperatures, fluxes with a
higher kp should be used, and vice versa. In practice, there is no need to
increase both parameters simultaneously to the limit, as the results can
best be achieved by an optimal combination of slightly increased T and
kp.

A number of suitable process “working points” are mapped in Fig-
ure 6.14 and can be chosen depending on specific requirements. For ex-
ample, our target is to obtain “stoichiometric” Si and C adatom fluxes
after 1 s. As follows from Figure 6.14(b), one can use, for example the
following options: (i) at T= 800 K, a “stoichiometric” precursor influx
(kp = 1) can be used; (ii) at T= 575 K, kp should be ca. 1.3; and (iii) at
T= 550 K, kp should be ca. 2.7. These combinations are different at other
time moments and can easily be worked out by using the results in Fig-
ure 6.14 [174].

As discussed earlier, there is a requirement that the adatom balance
factor levels off at kst = 1 as early as possible in order to ensure that
the SiC quantum dots have equal amounts of Si and C atoms from the
innermost volume of the dot to its outermost layers, and at all stages
of the self-assembly. Thus, one more convenient way to speed up this
process would naturally be to synthesize the nanodots faster, at higher
deposition rates.

As the results of Rider et al. [174] suggest, higher deposition rates
at a constant precursor influx ratio do indeed result in faster “stoi-
chiometrization” of the Si and C adatom fluxes. However, this important
process parameter cannot be increased indefinitely as very high deposi-
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tion rates may lead to undesired formation of continuous films rather
than nanodot arrays.

Therefore, at a given deposition rate, a balanced combination of a tran-
siently elevated surface temperature and increased delivery of silicon atoms
(with respect to carbon) to the surface can be the best way to obtain stoichio-
metric composition of SiC quantum dot nuclei at the initial stage of their
self-assembly. However, it should be noted that higher substrate tem-
peratures whilst improving not only the stoichiometry but also the crys-
tallinity of SiC QDs may the same time dramatically restrict the range of
substrate materials that can be used. For example, polyethylene tereph-
talate (PET) and PET/silica nanocomposites, widely used in biomedical
applications, have very low melting points ca. 540 K [321]. For these and
similar easily fusible materials the best way to maintain the proper el-
emental composition of the SiC QDs is to use larger ratios (PSi/PC) of
incoming fluxes of silicon and carbon atomic building units [174].

Therefore, determining the kp factor for which the ratio of Si and C
adatom fluxes to the growing quantum dots tends to 1 at all deposi-
tion stages, and then establishing the minimum substrate temperature
necessary to achieve acceptably stoichiometric dots throughout the en-
tire structure is a viable approach to active dynamical control of the
nanoassembly process. To conclude this subsection, it is worthwhile to
reiterate that such a process is generic and is applicable to other binary
QD systems such as GaAs/Si(100) and a variety of building unit delivery
methods such as molecular beam epitaxy (MBE), chemical vapour de-
position (CVD), atomic deposition and plasma-based methods (PECVD,
magnetron sputtering, pulsed laser deposition, etc.) [174].

6.3.2
Control of Core-Shell Structure and Elemental Composition
of SixC1-x Quantum Dots

Let us now follow the original report [175] and consider the possibility of
initial stage control of the elemental composition and internal (e.g. core-
shell) structure of binary SiC quantum dots briefly mentioned in Sec-
tion 6.3.1. This can be achieved by optimizing the temporal variation of
Si and C incoming fluxes and surface temperatures [175]. At higher sub-
strate temperatures and stronger incoming fluxes a stoichiometric SiC
outer shell is formed over a small carbon-enriched core. Conversely,
lower process temperatures result in a larger carbon-enriched core, Si-
enriched under-shell and then a stoichiometric SiC outer shell. A quite
similar treatment can be applied to a broad range of semiconductor ma-
terials and nanofabrication techniques.
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Let us begin our consideration by noting that single-element and bi-
nary self-assembled quantum dots feature highly-unusual electron con-
finement properties, which make them particularly appealing for a large
number of potential applications and extensive investigations in vari-
ous fields [322,323]. In addition to size-dependent electronic and optical
properties intrinsic to single-element QDs , binary quantum dot systems
(e.g. InSb, GaSb, CdSe, CdTe, GaAs, InAs, AlN, SiC, GaN and others) of-
fer an additional way to tune these properties via controlling the relative
amounts of elements A and B (x and 1 − x in a binary system AxB1−x) or
arranging them in a layered stack commonly referred to as a core-shell
structure.

As stressed in Section 6.1 (see Figure 6.1), one of the requirements
along the road to deterministic nanofabrication is the ability to synthe-
size highly-stoichiometric (elemental ratio [A]/[B]= 1 throughout the
entire structure), selected-composition ([A]/[B]= x/(1 − x) through-
out the entire structure), compositionally-graded (with x varying) [324],
and core-shell (x = 0 in the core and x = 1 in the outer shell or
vice versa) quantum dot structures and that appropriate, for example
atomic/molecular/cluster beam epitaxy [325] or ion and plasma-based
nanofabrication techniques are developed. As QDs continuously shrink
in size, controlling their elemental composition starting from the initial
stage of deposition is a particularly challenging task.

The epitaxial semiconductor QDs of interest here are usually formed
via self-assembly on solid surfaces. As we have seen from the previ-
ous subsection, precisely controlling the delivery of elements A and B is
therefore crucial in obtaining QDs with the desired elemental composi-
tion. The rates of delivery of both elements to the growth surface are also
crucial for precise tailoring of the internal nanodot structure.

From previous sections of this chapter we have learned that the sur-
face diffusion rates of elements A and B are generally quite different;
thus, their incoming fluxes must be properly balanced and the surface
conditions (e.g. substrate temperature) appropriately adjusted [174,175].
However, the outcome of this commonly accepted strategy for ultra-
small quantum dots nuclei and developed QDs appear to be quite dif-
ferent due to transition processes that originate as a result of different
surface conditions and which typically last from fractions of to a few sec-
onds depending on the materials and process parameters involved (see
Section 6.3.1 for more details). More importantly, this time lag may be
sufficient for the development of a QD core with an elemental composi-
tion which is quite different from that in other areas within the quantum
dot. The structure formed at very early growth stages in turn can affect
the later stages of the QD evolution [175].
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Let us now discuss how the elemental composition and internal struc-
ture of the binary SiC quantum dots can be controlled during the initial
growth stage by changing the time dependence of silicon and carbon
incoming fluxes, and adjusting the temperature of the growth surface.
Depending on the surface temperature Ts and the temporal variation of
the Si/C incoming fluxes, the nanodots can self-assemble either as a het-
erolayered stack consisting of a carbon-enriched core, silicon-enriched
under-shell and stoichiometric SiC outer shell or as near-stoichiometric
SiC QDs with a small carbon-enriched core. Moreover, high-influx and
higher-Ts conditions (common to plasma-assisted epitaxial growth) re-
sult in a relatively quick equalization of surface fluxes of Si and C
adatoms. In fact, this may eventually result in highly-stoichiometric
SiC quantum dots throughout their internal structure [175].

The initial stage of SiC quantum dot formation involves a very small
number of atoms, typically up to several tens of atoms. In this size range,
the nanodot properties depend discretely on the number of atoms. Nu-
cleation rate equations are used to compute the QD size distribution, and
the Monte Carlo technique is employed to determine the QD parame-
ters [171]. A hybrid approach, such as this, is accurate in calculation of
kinetic QD parameters (size, collision cross-sections, etc.) which are used
in the rate equations module, which is quite similar to what was consid-
ered in the previous subsection.

The main processes that determine the silicon and carbon adatom bal-
ance on the substrate surface are [175]: fluxes of Si and C atoms to the
surface Ψ+ = Ψ+

S + Ψ+
C ; Si/C adatom diffusion about the surface, colli-

sions, and attachment to the quantum dots. These can be quantified by
calculating the total and separate fluxes of Si and C adatoms to the QDs
Γto = Γto

S + Γto
C ; total and separate fluxes of Si and C adatoms from the

QDs due to the 2D evaporation Γfrom = Γfrom
S + Γfrom

C ; as well as adatom
evaporation from the surface Ψ− = Ψ−

S + Ψ−
C . Here, Ψ+

S and Ψ+
C are the

incoming fluxes of Si and C atoms, respectively; Ψ−
S and Ψ−

C are the Si/C
atom evaporation fluxes from the substrate, respectively.

Furthermore, Γto
S and Γto

C are fluxes of silicon and carbon adatoms to
the QDs, whereas Γfrom

S and Γfrom
C are the Si/C adatom fluxes from QDs.

In the case considered here, the surface coverage is very small; thus, the
probability of atom attachment from the gas/plasma directly to the QD
is low. One can thus assume that the QDs are formed mainly from the
fluxes of Si and C adatoms supplied to their borders by surface diffusion.
The two balance equations for Si and C adatom densities ηS and ηC on
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the surface are [175]

∂ηS

∂t
= Ψ+

S − Ψ−
S +

N

∑
i=1

ηi(Γto
S,i − Γfrom

S,i ) (6.17)

∂ηC

∂t
= Ψ+

C − Ψ−
C +

N

∑
i=1

ηi(Γto
C,i − Γfrom

C,i ), (6.18)

where N is the number of atoms that make up a quantum dot. The
density ηi of SiC quantum dots consisting of i atoms is calculated by a
set of nucleation rate equations similar to what has been used in Sec-
tion 6.3.1 [174,175]. The balance equations for C and Si adatom fluxes to
a quantum dot consisting of i atoms are

Γto
S(C),i − Γfrom

S(C),i = vd,S(C)σiηS(C) − niµS(C),i, (6.19)

where σi is the cross-section of a QD of i atoms; ni is the number of Si
or C atoms on the border of a QD of i atoms; µS(C),i is the frequency of
atom re-evaporation from QDs to the two-dimensional vapor; vd,S(C) =
λSiν0 exp(−εS(C)/kBTs) is the linear velocity of Si/C adatom movement
about the substrate surface, where λSi is the Si lattice constant, ν0 is the
frequency of lattice atom oscillations, Ts is the substrate temperature, kB
is Boltzmann’s constant, and εS(C) is the Si/C adatom surface diffusion
activation energies. A more detailed description of the model can be
found elsewhere [171,174].

Similar to in the previous subsection, the Si(100) surface was not
treated as defect-free; instead, an experimental value was used for the
silicon atom surface diffusion activation energy εS = 2.160 × 10−19 J
(1.35 eV), which takes into account the energy of adatom detachment
from the surface defects, steps, and so on. The carbon atom surface
diffusion activation energy on Si is assumed to be εC = 1/3εb.C =
1.760 × 10−19 J (1.1 eV), where εb.C is the carbon-silicon bond energy
equal to 5.280 × 10−19 J (3.3 eV). The Si-Si bonding energy was assumed
εb.S = 3.680 × 10−19 J (2.3 eV) and the silicon lattice constant λSi =
5 × 1010 m. The surface temperature was varied from 600 to 800K, the
range of the influx ratio factor Ψ̄S−C = Ψ+

S /Ψ+
C was 0–40, and the to-

tal influx of Si and C atoms Ψ+ = Ψ+
S + Ψ+

C was varied from 0.01 to
10 ML/s [175].

The elemental composition of quantum dots has been quantified by an
averaged elemental ratio factor

℘S−C(t) =
∫ t

0
Γ̄S−C(τ)dτ (6.20)

which was calculated by integrating the adatom flux ratio factor

Γ̄S−C(τ) = (Γto
S − Γfrom

S )/(Γto
C − Γfrom

C )
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Figure 6.15 Temporal dependence of the influx ratio factor (a)
and averaged elemental ratio factor (b) with total influx (marked
on curves) as a parameter; Ts = 600 K [175].

from 0 to t. Thus, ℘S−C(t) is a measure of the ratio of Si and C atoms that
form the QDs at a given time t.

We recall from the previous section that when one uses a “stoichio-
metric” (Ψ̄S−C = 1) influx, a carbon-enriched core is formed at the initial
growth stage [174, 175]. The size of this core, however, depends on the
total incoming flux and the surface temperature. Rider �et al. [175] simu-
lated the QD formation using a time-variable influx ratio factor Ψ̄S−C(t)
in order to provide the fastest equalization of Si and C adatom fluxes to
the QDs and therefore the most uniform elemental composition (elemen-
tal ratio factor ℘S−C close to 1) throughout the QD internal structure.

Not surprisingly, this approach results in the controlled formation of
QDs of the core-shell/core-undershell-shell structure. Taking into ac-
count that the carbon-enriched core is formed from stoichiometric Si/C
fluxes, the incoming flux should be initially silicon-rich and then needs
to be gradually changed to include equal amounts of Si and C atoms. In
this way, one can obtain the optimum temporal variation (quantified by
the rate and curvature of Ψ̄S−C(t)) of the influx ratio factor that results in
℘S−C leveling off at unity in the shortest possible time [175].

Figure 6.15 displays the graphs of the optimum temporal variation
Ψ̄S−C(t) and the corresponding elemental ratio factor ℘S−C with total in-
flux and temperature as parameters. One can see that at the initial time
moment ℘S−C is close to zero and does not exceed 0.4 for any influx ratio
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Figure 6.16 Formation of carbon core silicon under-shell – outer
SiC shell (a) and near-stoichiometric with a smaller carbon core
(b) SiC quantum dot structures (drawn not to scale) for Ts = 600
and 800 K, respectively. Approximate dimensions are shown for
total influx 0.1 ML/s [175].

factor Ψ̄S−C(t). Then, at Ts = 600 K (see in Figure 6.15(b)), ℘S−C increases
rapidly and reaches unity within 0.3–0.8 s. At higher temperatures (Ts =
800 K), however, the numbers of C and Si atoms in a quantum dot can
be balanced much faster, typically within 0.04–0.08 s; this time interval is
approximately 10 times shorter than at Ts = 600 K.

After this initial increase, the behavior of the elemental ratio factor
depends on the surface temperature. In a lower-temperature process,
℘S−C intersects the ℘S−C = 1 level and then approaches it from above.
In contrast, at higher surface temperatures, the elemental ratio factor
does not intersect the ℘S−C = 1 level at any point; instead, it always
approaches from below. In this way one can determine the optimum
temporal variation of the influx ratio factor Ψ̄S−C(t) required to obtain
the fastest possible equalization of the Si and C surface fluxes. Differ-
ent temporal dependencies of Ψ̄S−C(t) result in larger deflections of the
℘S−C factor from unity, and hence, longer times are required to achieve
stoichiometric composition of SiC QDs [175].

Interestingly, larger total incoming fluxes lead to faster equalization of
the Si and C atom fluxes but do not change the general trends shown
in Figure 6.15. For example, at the maximum flux Ψ+ = 10 ML/s the
℘S−C = 1 level can be intersected in a Ts = 600 K process. However, this
does not happen at Ts = 800 K.

The results of Figure 6.15 can be understood better if one considers
the temporal variation of the ratio of equilibrium fluxes of Si/C adatoms
shown in Figure 6.16. In the first case (Figure 6.16(a) is related to the
results in Figure 6.15), the adatom flux to the quantum dots is clearly
carbon-enriched. In this case, a carbon-enriched core is formed, with
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the averaged elemental ratio factor ℘S−C less then 1 as shown in Fig-
ure 6.16(a).

Thereafter, the adatom flux ratio factor Γ̄S−C overshoots the stoichio-
metric level. In this case the surface flux to the QDs is rich in silicon;
as a result, a Si-enriched shell is formed with the elemental ratio fac-
tor ℘S−C > 1. Then, the adatom flux ratio factor Γ̄S−C tends to unity
causing the averaged elemental ratio factor to gradually level off at the
℘S−C = 1 level. As a result, the quantum dot structure shown in Fig-
ure 6.16(a), is formed. This structure has a carbon core, silicon shell and
near-stoichiometric SiC outer shell [175].

As can be seen in Figure 6.16(b), at higher surface temperatures (Ts =
800 K), a smaller carbon-rich core is formed which smoothly transits to
a stoichiometric SiC shell, without any Si-enriched under-shell. This be-
havior can best be understood by noting that at the initial stage of de-
position the more movable adatoms, which have lower surface diffusion
activation energy, move faster about the surface and thus provide higher
flux to QD according to Equation 6.19. This explains the excess of carbon
in the QD core found in both cases. With time, the surface density of the
Si adatoms rises and eventually provides an adatom flux large enough
for an effective drain of Si adatoms from the substrate surface to QDs.
Eventually, the fluxes of both Si and C adatoms to the quantum dots be-
come equal, and the stoichiometric shell is formed [175].

To conclude this section, we stress that binary semiconductor systems
introduce an additional level of complexity for quantum dot fabrication.
In this case there is an additional requirement for specific elemental ra-
tios throughout the nanodot internal structure. The simplest case is that
of the near-stoichiometric composition throughout. Owing to very dif-
ferent surface conditions (energies, mobilities, etc.) for the two atomic
species involved, their incoming fluxes may not necesarily need to be
equal during the process. Another complication is that delicate objects
such as quantum dots require very small amounts of material to be de-
livered. In some instances, a dot of a couple of tens of atoms can self-
assemble within only fractions of a second. The time required to form
their core or any specific layers is even shorter. The surface fluxes of
the two adatom species may be significantly unbalanced, and moreover,
time-varying during this crucial growth stage. The results presented in
this section suggest an effective approach to adjust the process condi-
tions to tailor the elemental composition and internal structure of binary
semiconductor QDs in any way desired.

The following section will be devoted to later stages of development
of nanodot arrays when the number of atoms composing the QDs is
substantially larger. In this case the nanodots grow via attachment of
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various species (similar to the surface growth mechanism of nanopar-
ticles discussed in Chapter 4) to the surfaces of QDs rather than clus-
tering/nucleation of adatoms, which was the main mechanism of self-
assembly at initial growth stages considered in this section. Neverthe-
less, even at the later stages, self-organization plays a significant role, in
particular, in the development of ordered arrays of size-uniform Ge/Si
nanodots as considered in the following section.

6.4
Self-Organization in Ge/Si Nanodot Arrays at Advanced Growth Stages

As already mentioned in previous chapters, self-assembly of size-uni-
form and spatially ordered quantum dot arrays is one of the major chal-
lenges in the development of the new generation of semiconducting na-
noelectronic and photonic devices. In this section, we will follow the
original report [177] and consider an advanced stage of assembly of
Ge QD (in the ca. 5–20 nm size range) arrays from randomly generated
position- and size-non-uniform nanodot patterns on plasma-exposed
Si(100) surfaces.

It will be shown that by properly manipulating both the incoming
ion/neutral flux from the plasma and the surface temperature, the uni-
formity of the nanodot size within the array can be improved by 34–
53%, with the best improvement achieved at low surface temperatures
and high external incoming fluxes, which are intrinsic to plasma-aided
processes. Moreover, using a plasma-based process also leads to an im-
provement (ca. 22% at 700 K surface temperature and 0.1 ML/s incoming
flux from the plasma) of the spatial order of a randomly sampled nan-
odot ensemble, which self-organizes to position the dots equidistantly to
their neighbours within the array.

Remarkable improvements in quantum dot ordering and size unifor-
mity can be achieved at high growth rates (a few nm/s) and surface
temperatures as low as 600 K, which broadens the range of suitable sub-
strates to temperature-sensitive ultra-thin nanofilms and polymers. The
results of Ho et al. [177] are generic and can also be applied to non-
plasma-based techniques and a range of material systems. This effort
is particularly useful for the development of deterministic strategies of
nanoassembly of self-ordered arrays of size-uniform quantum dots, in
the size range where nanodot ordering cannot be achieved by presently
available pattern delineation techniques.

We have already learned form Section 6.1 that the ability to arrange
QDs with the same size, shape, structure, and so on in regular, uni-
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form spatial arrays remains, despite a decade or so of intense research
efforts, one of the main issues in the devlopment of quantum dot-based
nanodevices. Such an arrangement greatly enhances the collective op-
toelectronic properties of the quantum dots through coupling interac-
tions within the ensemble. In particular, these interactions substantially
improve the efficiency and intensity of photoemissions in numerous
applications including quantum dot laser and biomedical tagging de-
vices [326–330]. Moreover, ultra-fine tuning of the emission frequency
can be achieved by controlling the size and positioning of quantum dots
within an array. Therefore, nanodevice applications utilizing quantum
dot systems will ultimately require a high level of quantum dot size uni-
formity and positional ordering [177,331].

Many presently available pattern delineation techniques provide a rea-
sonable level of control over quantum dot position yet cannot meet the
requirements for the size and shape uniformity of individual QDs [332].
As already mentioned in Chapter 1 introducing the self-organized nano-
world, these pre-patterning techniques have a number of intrinsic resolu-
tion-related limitations, and as such are not suitable for nanofabrication
of ordered QD arrays compatible with the emerging sub-40 nm semicon-
ductor technology, which will essentially rely on bottom-up self-assembly
approaches [162]. Another major difficulty of top-down approaches is in
achieving uniform distributions in quantum dot sizes and shapes [177].

It becomes clear that controlled self-organization is the most promising
(and moreover, the only practical) way to overcome the above difficulties
and so deterministically fabricate nanodot arrays with attributes suitable
for their eventual nanodevice applications. The effectiveness of this ap-
proach critically depends on the nanofabrication environment used and
the ability to create and manipulate nanoassembly building units [4]. Ho
et al. [177] used advanced multi-scale hybrid numerical simulations [171]
to show that plasma-assisted nanofabrication can be used to achieve de-
terministic control of the positional order and size uniformity of Ge/Si
quantum dots. As we have already learned from Section 6.2, this is one
of the most commonly used semiconducting systems possessing unique
optoelectronic properties, a lattice mismatch of ca. 4% and widespread
industrial applications [333–335].

Here we also reiterate that self-organized growth of Ge/Si quantum
dots usually proceeds via strain-induced fragmentation of a continu-
ous Ge film into nanoislands, commonly referred to as the Stranski–
Krashtanov (SK) growth mode (see also Sections 6.1 and 6.2). As a result,
very non-uniform patterns of size-non-uniform nanoislands are formed.
As suggested by the results of Ho et al. [177], these irregular nanoisland
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patterns can be improved using a plasma-based process and can be even-
tually brought to the level required for nanodevice applications.

More specifically, by exposing the growing pattern to ion fluxes from
the plasma, one can significantly improve the size uniformity of individ-
ual Ge quantum dots and their positional uniformity in originally non-
uniform nanopatterns on plasma-exposed Si(100) surfaces. The reason
for this original non-uniformity does not actually matter; it might have
arisen from non-uniform nuclei developed in the process discussed in
Section 6.2 or is a consequence of uncontrollable fragmentation of a con-
tinuous Ge film into size-nonuniform islands.

Similar to Section 6.3, the approach considered here is based on precise
manipulation of both the incoming fluxes of plasma-generated building
units and the surface temperature. This leads to a rearrangement of the
two-dimensional surface adatom fluxes, which in turn results in faster
growth of smaller dots and eventually better QD size uniformity. Ad-
ditionally, quasi-displacement of quantum dots due to unbalanced sur-
face adatom fluxes from different directions results in a more equidistant
positioning of the dots with respect to their neighbours within the ar-
ray [177].

6.4.1
Model of Nanopattern Development

Let us consider the growth and displacement of Ge/Si QDs arranged in
a non-uniform nanopattern subjected to incoming fluxes of germanium
atoms and ions from the plasma environment. A rectangular 1µm×1µm
nanopattern with 400 dome-shaped nanodots arranged randomly was
used to reproduce typical distributions of Ge nanoislands on a silicon
surface [177, 336–339]. The initial QD sizes range from 4–13 nm and are
assumed to possess a Gaussian distribution. Similar to the assumptions
made in Section 6.2, the exact method by which the plasma is gener-
ated is not important. For simplicity, it is assumed that only germanium
adatoms act as building units of Ge quantum dots on a Si surface. A con-
trolled flux of Ge+ ions can be achieved via the argon plasma-facilitated
ionized physical vapor deposition (i-PVD); in this case the argon plasma
serves the purpose of ionizing Ge atoms and also activating silicon sur-
face [5].

Upon deposition onto a silicon surface, Ge ions are neutralized and be-
come adatoms, the main contributors to the Ge/Si quantum dot growth.
The values of the incoming fluxes of Ge+ ions and Ge atoms are consis-
tent with relevant experiments on synthesis of Ge/Si and related quan-
tum dot systems in low-pressure plasmas [49, 50]. The pressure range
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in the simulations was 0.667 Pa (5 mTorr)–13.332 Pa (100 mTorr). Mean-
while, the ionization degree was varied from ca. 10−3 representative of
high-density, low-pressure RF plasmas commonly used for microelec-
tronic fabrication to ca. 0.5, which is typical for advanced pulsed i-PVD
systems [177]. Other parameters of the simulations are summarized, to-
gether with the main physical constants used, in Table 6.3.

Table 6.3 Physical constants and simulation parameters used in
computations [177].

Physical Constants Value

Lattice atom oscillation frequency, νa, s−1 1 × 1013

Lattice parameter, λlat, m 5 × 10−10

Ge diffusion activation energy, Ed,eV 1.3
Energy of Ge evaporation to 2D vapor, E2D

evap,eV 0.70
Energy of Ge evaporation to 3D vapor, E3D

evap,eV 0.75
Energy of Ge evaporation from Si, ES

evap,eV 0.65
Ge atom bonding energy, Eb,eV 2.6

Simulation Parameters

Total influx Ψpl, ML/s 0.01–0.15
Influx of neutrals Ψn

pl, ML/s 0.006–0.1
Ion influx Ψion

pl , ML/s 0.004–0.05
Initial number of QDs 400
Surface temperature, Ts, K 600–900
Surface coverage, ζ 0.1–0.46
QD mean radius, φ, nm 8–19
Process duration, t, s 0–0.5
Pressure range, mTorr 5–100
Ionization degree 10−3–0.5

As before, the primary variable simulation parameters are the Si sub-
strate surface temperature and the incoming external flux of Ge building
units from the plasma. The optimum combination of these parameters
may lead to a high level of deterministic control over the spatial and/or
dimensional order within a Ge/Si QD array of a reasonably high sur-
face coverage. Interestingly, the effectiveness of each control parameter
is quite different in every case [177].

During the Ge/Si QD deposition germanium atoms are delivered from
the ionized gas environment either directly to the nanodot or via the
wafer surface similar to as shown in Figure 1.2. Upon contact with the
Si(100) substrate, Ge adatoms migrate about the surface via surface diffu-
sion. Depending on the surface temperature, adatoms may re-evaporate
from the QD either to the two-dimensional adatom field or back into the
plasma bulk.

The hybrid QD growth model of this section is based on a set of
adatom flux balance equations, which takes into consideration incom-
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ing fluxes from the plasma, fluxes due to surface diffusion and a range of
adatom evaporation processes. This method has been commonly em-
ployed in surface science as a means for modelling a broad range of
growth processes [179]. Previous efforts [340, 341] at modelling QD
nanoassembly have been attempted but this model is generic in that it
does not specify the method of preparation of the initial patterns of seed
nuclei [177].

The growth process of the i-th quantum dot is described by [177,178]

(∂Vi/∂ri)dri = λ3
latΨidt, (6.21)

where λlat is the lattice constant, Vi and ri are the i-th nanodot’s volume
and radius, respectively, and t is the time into the growth process. Here

Ψi = Ψpl,i + Ψsurf,i − Ψvap,i − Ψsvap,i (6.22)

is the total flux of species to the i-th QD, where Ψpl,i is the flux of incom-
ing building units from the plasma, Ψsurf,i is the two-dimensional surface
flux of adatoms onto the border of the i-th nanodot, and Ψvap,i and Ψsvap,i
are the bulk and surface evaporation fluxes from the i-th quantum dot,
respectively.

The incoming flux from the plasma [177]

Ψpl,i = Ψion
pl,i + Ψn

pl,i (6.23)

involves contributions from the ion and neutral fluxes represented by
the first and the second terms in this equation, respectively. Here, Ψion

pl,i =∫
Si

jSi dsi and Ψn
pl,i = S̄ψn, where jSi is the density of the ion flux onto the

nanodot surface with the area Si, and ψn is the density of the neutral flux;
the latter is assumed to be uniform over the entire substrate surface.

The two-dimensional surface flux of adatoms is [177]

Ψsurf,i = −DSli
[
∇η(x, y, t)

]
li
, (6.24)

where [∇η(x, y, t)]li denotes the gradient of the adatom surface density
η(x, y, t) at the border of the i-th QD with the perimeter li, and

DS = [νaλ2
lat/4] exp(−Ed/kBTs)

is the surface diffusion coefficient. Here, νa is the characteristic frequency
of atom oscillations in a lattice, Ed is the surface diffusion activation en-
ergy. As before, Ts is the temperature of the silicon surface, and kB is
Boltzmann’s constant.

The time-varying density of Ge adatoms on the Si(100) surface can be
obtained numerically from the two-dimensional diffusion equation

∂η(x, y, t)
∂t

= DS∇2
2D[η(x, y, t)] + ψin − ψevap, (6.25)
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where ∇2
2D = ∂2/∂x2 + ∂2/∂y2, and ψin = ψion

in + ψn is the incoming flux
of the ionic (first term) and neutral (second term) building units from the
plasma onto open surface areas uncovered by the quantum dots. Here,
ψion

in = [1/S̄]
∫

S̄ j̄Sds̄, where j̄S is the density of the ion flux onto the sub-
strate surface between the QDs (area S̄). On the right hand side of Equa-
tion (6.25)

ψevap = [νa/λ2
lat] exp(−ES

evap/kBTs)

is the flux of adatom evaporation (with the characteristic energy ES
evap)

from the substrate surface between the QDs [177].
The remaining two terms in Equation (6.22), Ψvap,i and Ψsvap,i repre-

sent evaporative losses from the i-th QD to the gas phase and the 2D
surface gas vapor, respectively. More specifically,

Ψvap,i = [νaSi/λ2
lat] exp(−E3D

evap/kBTs)

and

Ψsvap,i = [νali/λlat] exp(−E2D
evap/kBTs),

where E3D
evap and E2D

evap are the energies of adatom evaporation to the
3D vapor in the plasma bulk and the 2D vapor on the surface, respec-
tively [177].

The quantum dot growth is determined by the two-dimensional field
of microscopic adatom diffusion across its circular border. If adatom
fluxes from different directions are balanced the dots grow at the same
position, otherwise one can observe nanodot quasi-displacement as
sketched in Figure 6.17. To quantify this displacement, the surface flux
term entering Equation (6.22) is decomposed into four components ΨN ,
ΨS, ΨE, and ΨW directed to the North, South, East and West, respec-
tively (Figure 6.17(a)). In this case, the quasi-displacement of the dots
within the ensemble is described as their asymmetric growth, and the
net shift of the QD centers resulting from differential influxes in the two-
dimensional adatom field as shown in Figure 6.17(b) [177].

Referring to Figure 6.17, one can define the two-dimensional positional
shift (dX, dY) of a nanodot center subjected to two-dimensional surface
fluxes as

dX =
ξx√

ξx
2 + ξy

2

dr
2

and

dY =
ξy√

ξx
2 + ξy

2

dr
2

,
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Figure 6.17 Schematic of (a) the two-dimensional flux on a QD
and (b) the QD center shift as a result of a non-uniform two-
dimensional adatom flux [177].

where

ξx = (ΨW − ΨE)/(ΨW + ΨE)

and

ξy = (ΨN − ΨS)/(ΨN + ΨS)

are the flux differential terms, and r is the (time-varying) quantum dot
radius; subscript i has been omitted for simplicity.

6.4.2
Ge/Si QD Size and Positional Uniformity

Let us now consider the dynamics of the quantum dot self-organization
in a randomly generated starting pattern. Firstly, the effect of the sur-
face temperature and incoming flux on nanodot size uniformity is stud-
ied; and secondly, the dynamics of QD displacement will be presented
demonstrating the possibility of their positional self-ordering [177].

Figure 6.18 shows the simulated quantum dot nanopatterns at differ-
ent incoming fluxes at a surface temperature of 600 K. When the substrate
temperature is changed, the levels of size uniformity within the pattern
also change. For instance, the process at Ts = 900 K produces broader
size distributions. The temporal dynamics of the dot growth displayed
in Figure 6.18 shows an initial wide distribution in the size of QDs, which
narrows at surface coverage ζ = 0.255 and then broadens again at ζ =
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Figure 6.18 QD pattern (a–c) and QD size distribution (d–f) for a
surface temperature of 600 K and flux Ψpl = 0.1 ML/s (Ψion

pl =
0.3Ψpl) for surface coverage (left to right) of 0.102 (a, d), 0.255
(b, e), and 0.436 (c, f) [177].

0.436. This narrowing illustrates the improvement from the initial pat-
tern with surface coverage ζ = 0.102 and subsequent deterioration in the
size uniformity. The uniformity in the nanodot size initially improves
from the starting seed nuclei pattern but is followed by a steady deterio-
ration in uniformity when a certain surface coverage is achieved.

Interestingly, the mean nanodot radius and the level of size unifor-
mity strongly depend on the surface temperature. Specifically, when the
temperature is increased, there is a decrease in the mean dot radius at
the points of the optimum size uniformity. We should also stress that
the improvement (as compared to the initial pattern) in the QD size uni-
formity is less for higher surface temperatures [177]. Most amazingly,
smaller dots exhibit accelerated growth while the growth of larger dots
is retarded. Thus, the nanopattern tends to self-organize to reduce the non-
uniformity of QD size distribution.

We now consider the results related to the positional order of QDs
within the array and the dynamics of nanodot movement to achieve such
an order [177]. It has been repeatedly observed that dot movement fol-
lows predictable routes from highly occupied (by neighboring QDs) to-
wards less occupied (e.g. vacant) regions of the wafer. On the other
hand, dots in close proximity often appear to move in opposite direc-
tions. To elucidate the motion dynamics of 5 selected QDs (labelled 1–5),
in Figure 6.19, plots of dot-specific radii, displacements from initial po-
sitions, and velocities associated with the quasi-displacements are pre-
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Figure 6.19 QD pattern and adatom field at (a) 0; (b) 0.035; and
(c) 0.141 s. Temporal evolution of (a) radii; (b) displacement; and
(c) velocity values for selected QDs of the initial size: 1) 6 nm
(green); 2) 4 nm (blue); 3) 5 nm (grey); 4) 11 nm (magenta); and
5) 7 nm (red) [177].

sented alongside 3 snapshots of the same nanopattern with these dots at
three different time moments.

Figure 6.19 corresponds to a typical surface temperature of 700 K
with 0.1 ML/s incoming flux. In particular, Figure 6.19(f) indicates that
smaller QDs appear to move faster. In fact, upon closer evaluation of
Figures 6.19(e) and (f), the QD labeled (1) moves with a considerably
lower velocity (and is displaced by a smaller distance) than its more
mobile counterparts (2) and (3) despite their similar size as shown by
Figure 6.19(d). Physically, this is caused by the difference in the relative
location of the dots with respect to their neighbors. Examining the QD
patterns in Figure 6.19 it is seen that the QD labeled (1) is positioned cen-
trally in that it is approximately equidistant from its adjacent neighbors.
In contrast, the dots labelled (2) and (3) are positioned assymmetrically
with respect to their neighbors [177].

A further illustration of the improvement of the positional uniformity
within the nanopattern is shown in Figure 6.20. From Figure 6.20 one
sees that a local site with a QD in the middle self-organizes to equalize
the distances between the central dot and its neighbors. In this example,
Figure 6.20(a) shows that the central dot is initially positioned closer to its
neighbors on the left. After only 0.14 s at Ts = 700 K and Ψpl = 0.1 ML/s
the same dot has positioned itself equally between its right- and left-side
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Figure 6.20 QD pattern at (a) start (t = 0 s) and (b) end
(t = 0.14 s) of the growth simulation showing the distance of a
dot (gray) to its neighbours for surface temperature 700 K and
external flux 0.1 ML/s. The ion flux is the same as in Figure 6.18.
The distances are seen to become more uniform [177].

neighbors following quite minor quasi-displacements of all the nanodots
in the ensemble, as shown by Figure 6.20(b). In fact, the ratio of the most-
unequal distances (labeled in the figure) changed from 0.7 for the initial
state to 0.96 for the final pattern [177].

One can thus conclude that the growth of individual quantum dots is
affected by their relative size and their vicinity to neighboring dots. In
fact, smaller dots located in an area of a low local surface coverage usu-
ally experience accelerated growth as compared to larger QDs located in
close proximity to nearby nanodots [177].

6.4.3
Self-Organization in Ge/Si QD Patterns: Driving Forces and Features

Before we proceed any further, it should be stressed that despite a large
number of reports on self-organization phenomena in complex physical
systems, it is still unclear what the common driving force of such amaz-
ing phenomena is. It is understood however, that the physical mech-
anisms responsible for the self-organization are numerous and case-
specific. The key to self-organization in the plasma-surface environment
of our interest is the collective behavior of neutral and ionized building
units, BU transport via the plasma sheath followed by their surface mi-
gration, collisions, clustering and self-assembly into specific nanostruc-
tures on the solid surface discussed in detail in Chapter 2. If properly un-
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derstood and controlled through manipulation of the plasma and surface
parameters and initial conditions, this self-organization phenomenon
may be harnessed to enable deterministic nanofabrication of nanodevice-
grade quantum dot arrays and ultimately their interconnected functional
networks. In this section, we have explored some plausible ways to cre-
ate ordered Ge/Si QD arrays in a plasma-assisted process by manip-
ulating the incoming fluxes from the plasma and the surface tempera-
ture [177].

One of the most striking observations is that QDs grow faster in areas
with a lower local surface coverage. Moreover, QDs displace themselves
to establish uniform size and distance in relation to their neighbors. Indi-
vidual QDs appear to move into spaces with the lower surface coverage ζ

but higher adatom number density. We emphasize that the quantum dot
itself does not actually move on the substrate surface (we examined the
QDs of 10 to 20 nm which cannot move about the surface like adatoms
or very small nanoclusters), and thus we consider the displacement of
the QDs centers as being due to the irregular QDs growth. The ap-
parent cause for this displacement is the unbalanced two-dimensional
adatom fluxes (Figure 6.17). Examining Figure 6.18 one can see that
the adatom density shown as a gray field is higher in surface zones be-
tween the distant QDs. As a result, the increased adatom fluxes from
the surface zones of higher density cause an increased irregular growth
of the QDs and finally displacement of their centers, usually towards
higher adatom densities. Finally, the QDs arrange themselves within the
two-dimensional adatom field in order to maintain or achieve uniform
adatom fluxes about their perimeter [177].

This behavior presents an undeniable picture of the self-organization
phenomena on plasma exposed surfaces. Once the mechanisms behind
this self-organization are established, the next stage is to harness them in
practical applications that require self-assembled, highly-ordered arrays
of size-uniform quantum dots. It is worth noting that the numerically
simulated nanodot arrays qualitatively resemble those Ge/Si(100) QD
patterns synthesized experimentally [313, 339]. The growth and move-
ment of QDs have been clearly influenced by the two-dimensional non-
uniform field of the surface adatom fluxes.

Therefore, one can state that the plasma-aided approach considered here is
an effective self-organization route whereby BUs from the plasma are deposited
onto a solid surface and then contribute to self-assembly of ordered arrays of size-
uniform quantum dots. We emphasize that the self-assembly of individual
QDs and their self-ordering into self-organized nanoarrays makes it pos-
sible to fabricate such nanoassemblies without the need of a continuous
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external control, which is a common feature of most of self-organized
complex systems [177].

However, as the results of the numerical experiments suggest, the
plasma-based QD growth process is very fast and requires only a frac-
tion of a second to substantially increase the nanodot size as can be seen
in Figure 6.19. Therefore, the process should be terminated at the point
where the best size uniformity and/or positional ordering are achieved,
for example, as shown in Figure 6.6.

The above consideration suggests that the Ge/Si nanodot size unifor-
mity can indeed be effectively controlled and in most cases improved by
appropriately manipulating the incoming fluxes and the surface temper-
ature. However, extreme caution should be taken not to overheat the
surface since the mean size deviation tends to rise with Ts. Deterioration
of nanodot size uniformity becomes even more apparent for larger QDs.

Table 6.4 Mean square deviation of distances of randomly selected
QD to adjacent QDs for Ts = 700 K at Ψpl = 0.1 ML/s [177].

Quantum Dot Mean Square Deviation

Number Starting coordinate of Initial Final
central QD (pixels)

1 (611, 421) 105.46 86.96
2 (481, 809) 145.86 103.94
3 (903, 553) 133.87 64.00
4 (215, 413) 35.16 37.75
5 (165, 215) 75.71 60.69

Table 6.4 quantifies the improvement of the spatial order in localized
regions of the wafer such as that seen in Figure 6.20. The mean square de-
viation reflects on the level of uniformity in the distances of the selected
central dot to adjacent QDs. One notices that positional uniformity im-
proves significantly in the areas of the initially high non-uniformity. It
is also notable that selected regions containing numerous smaller dots
exhibit a greater net gain in order. Due to the greater ability of smaller
QDs to move (illustrated by larger values of their quasi-displacements
relative to their original size), this is likely to result in a greater improve-
ment in the spatial order. The displacement of these dots, therefore, has
a better chance of reaching a maximum before a coalescent contact can
be reached.

Thus, in order to improve the spatial order during this growth pro-
cess the initial nanodot pattern should contain seed nuclei with the min-
imum possible size. This was one of the main conclusions of Section 6.2!
One more important thing to stress is that the nanodot growth was ini-
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tiated from randomly generated initial size- and position-non-uniform
nanopatterns. Nevertheless, the numerical experiments revealed pro-
nounced “self-uniformization” of QD sizes as well as self-ordering of the
nanodots within the developing array [177].

We now turn our attention to discussing some of the salient features
of plasma-assisted nanoassembly [177]. In one respect, it has been al-
ready discussed as the preferred route in enabling deterministic control
in the growth and shape of nanostructures. Another important feature is
that high rates of material delivery from the plasma allow for faster QD
growth compared to most of the conventional thermal deposition meth-
ods.

The simulation results also indicate that uniform nanopatterns of size-
uniform Ge/Si nanodots can be synthesized at surface temperatures as
low as 600 K. This growth temperature is notably lower than those com-
monly used in thermal chemical vapor deposition (CVD). This can sub-
stantially expand the range of substrate materials that can host semicon-
ductor quantum dots to include temperature-sensitive polymers, plas-
tics, and ultra-thin nanofilms.

Another advantage is the possibility using very short deposition pro-
cesses (e.g. based on pulsed iPVD) not exceeding 1 s (see Table 6.3); this
is much shorter than the previously reported deposition times of CVD
typically ranging anywhere between 0.5 to 40 minutes. We emphasize
that plasma-based nanoassembly routes offer the possibility of control-
ling the dosing of specific (e.g. more complex) BUs [4].

For example, the Si(100) surface can be covered with a monolayer of
atomic hydrogen in less than 0.5 s using an ion flux extracted from a
1.333 Pa (10 mTorr) H2 plasma at room temperature and an ionization
degree of ca. 10−4 [342]. As we have seen from Section 6.3, plasma-based
processes can also offer great precision in controlling the elemental com-
position of binary quantum dots, such as SiC/Si [174, 175]. One of the
most important advantages of the plasma-controlled self-organization
approach is the ability of QDs to self-organize into ordered arrays with-
out any lithographic pre-patterning or strain-driven site allocation [177].

To conclude this section, we stress that by using plasma-based nano-
assembly, it may eventually be possible to deliver controlled combina-
tions of different plasma-generated species and arrange them selectively
to fabricate intricate nanoassemblies, interconnected networks and even
elements of nanodevices. In the following section, we will consider
more plasma-related controls and features of self-organized nanostruc-
tures and their arrays on plasma-exposed surfaces.
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6.5
Self-Organized Nanodot Arrays: Plasma-Specific Effects

To elucidate the effects of the ionized gas environment on the self-orga-
nization phenomena on plasma exposed solid surfaces, let us now con-
sider once again the environment where the elementary self-organization
processes occur and re-examine Figure 1.2 which shows a solid surface
(denoted as a substrate) exposed to a low-temperature plasma. As we
already know, the size of the plasma bulk is of the order of fractions of a
meter, which is a typical size of plasma processing reactors. The plasma
bulk is separated from the solid surface by an area of uncompensated
surface charge called a plasma sheath with a typical width ranging from
microns to millimeters. The electric field in the sheath accelerates posi-
tively charged ions towards the surface as shown in Figure 1.2. Surface
processes involve a few of the topmost atomic layers as well as adatoms
migrating about the surface. As a result of assembly of these adatoms,
nanostructures of a reasonably small number of atoms are formed. Thus,
the spatial scales of the processes involved differ by up to 9 or even 10
orders of magnitude [279].

Those nanodot structures considered in this chapter emerge in most
cases as nanoislands with size and shape determined by prevailing sur-
face conditions such as energies of activation of adatom diffusion and
desorption/re-evaporation to the gas phase, chemical potential of the
surface, distribution of surface stress, as well as available surface fea-
tures such as stepped monoatomic terraces, dislocations, and surface de-
fects [278]. The surface processes encircled by a dash-dotted line in Fig-
ure 1.2 also involve small nanostructures being created since their pres-
ence substantially affects the distribution, motion, and self-arrangements
of adatoms on the surface [279]. The line also encircles a few of the top-
most atomic layers since interactions of adatoms with them determine
the ability of adatoms to move and self-assemble.

Further, interactions of the nanostructures with the substrate atoms
underneath determine the nanostructure growth processes and also set
a two-dimensional distribution of surface stress, which in turn affects
adatom migration and assembly into nanostructures. In fact, this can
already be considered as a simple self-organization process where the
nanostructure growth affects the topmost atomic layers in the solid and
the resulting stress affects surface adatom diffusion and evaporation,
which in turn affects the nanoassembly process [279].

The above picture of self-organization is common to “mild” nano-
assembly environments such as those in thermal chemical vapor depo-
sition (CVD) systems. However, what about the plasma environment of
our interest in this monograph? What changes to this common scenario
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can one expect? This chapter will aim to shed some light on these and
other related issues.

6.5.1
Matching Balance and Supply of BUs: a Requirement
for Deterministic Nanoassembly

Before we move on with this discussion, it will be instructive to recall that
present-day nanotechnology aims at achieving a deterministic (highly-
controllable and predictable) level in the synthesis of nanostructures and
their assemblies. One of the main requirements for achieving the deter-
ministic nanoscale synthesis of delicate nanoscale assemblies is to iden-
tify the most appropriate building units [4] and properly balance their
demand and supply. For example, if a square centimeter array of 10 bil-
lion 1 nm-sized, crystalline, cubic silicon quantum dots is to be grown in
a one second-long process, a minimum of approximately 3 × 1011 atoms
would need to be delivered within 1 s. The required growth flux is thus
Ψgrowth = 3 × 1011 atoms/cm2s.

Hovever, this amount should be increased to account for those adatoms
that are unable to attach to the surface or desorb/evaporate shortly after
adsorption. These processes may take a substantial fraction ς(0 < ς < 1)
of adatoms, especially at higher temperatures. Realistically assuming
ς = 0.5, we obtain that the flux of adatoms lost form the surface Ψloss
is also 3 × 1011 atoms/cm2s. Thus, the total incoming flux under condi-
tions of perfect match of building unit balance and supply

Ψtot = Ψgrowth + Ψloss

is 3 × 1011 atoms/cm2s. Taken that 1 cm2 of silicon surface contains
approximately 5 × 1014 (1 ML) silicon atoms, the “deterministically”
required total incoming flux will be of the order of 10−3 ML/s. In
real experiments, the total flux can differ from Ψgrowth + Ψloss. If
Ψtot < Ψgrowth + Ψloss, the nanostructures would not grow or under-
develop during the adatom lifetime on the surface. On the other hand, if
Ψtot > Ψgrowth + Ψloss, excessive delivery of building material results in a
growth of undesired formations such as shapeless islands or amorphous
films instead of the expected crystalline quantum dots [279].

The latter situation is quite common to plasma processing tools. To
show this, let us now estimate the flux of SiH3 radicals from a typi-
cal silane-based plasma considered in Chapters 3 and 4. Assuming the
radical density nrad ∼ 4 × 1013 cm−3 and their thermal velocity VTr ∼
500 m/s, we obtain Ψtot = (1/4)nradVTr ∼ 5× 1017 radicals/cm2s, which
is approximately 1000 ML/s, which is 6 orders of magnitude higher than
required! This enormous oversupply of building units (although cer-
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tainly good for the growth of bulk films) is one of the main reasons why
plasma tools have not been particularly successful in the synthesis of
very delicate nanostructures such as quantum dots.

This is in stark contrast with the very impressive results achieved
by using plasma-based techniques and approaches in the area of syn-
thesis of larger nanostructures that contain 105–106 atoms such as vari-
ous vertically aligned nanostructures (nanotubes, nanowires, nanocones,
etc.). The latter nanostructures, although surface-bound, usually have
the third (normal to the surface) dimension much larger than the other
two dimensions and as such extend far beyond the traditional area of
surface science shown in Figure 1.2. Therefore, proper balancing of the
demand and supply of the required building units is one of the main
challenges of self-assembly processes on plasma-exposed surfaces [279].

Therefore, one sees that high-density reactive silane-based plasmas
produce fluxes which exceed in almost six orders of magnitude what is
actually required to synthesize the array of 1 nm-sized quantum dots. Let
us now consider how to match the demand and supply of the building
units in a plasma-based nanoassembly environment.

Fortunately, the number of possible options is quite large [279]. First of
all, it is possible to reduce densities of BUs by running plasma discharges
under lower input power and gas temperature conditions, depositing
radicals from a discharge afterglow, using various configurations of re-
mote plasma deposition systems, or releasing the needed building units
in much smaller amounts from solid targets using, for example mag-
netron sputtering.

Another option is to reduce the duration of the building unit delivery
τdeliv to the growth surface, for example, by shortening the pulse dura-
tion during which the BUs are released. Plasma-assisted pulsed mag-
netron sputtering is a good example of a suitable plasma-based system.
We emphasize that regardless of the system used, the nanostructures
need to be given sufficient time to develop.

In a pulsed plasma facility, this can be done by using plasma-on τON
and plasma-off τOFF sequences of appropriately chosen durations. In this
case the duration of the plasma-on sequence can be estimated as

τON = ξNa/Ψtot,

where ξ is the number of individual QDs per cm2 and Na is the aver-
age number of atoms in each nanostructure. Likewise, the duration of
the plasma-off sequence should exceed the time needed for the quantum
dots to nucleate and reach the required size. For simplicity, the nanodot
growth time τgrowth has been assumed to be 1s. In reality, τgrowth strongly
depends on prevailing surface conditions, such as surface temperature,
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diffusion activation and evaporation energies, surface stress, presence of
seed nuclei and several others.

Under conditions of heavy incoming fluxes and relatively long growth
times, the plasma duty cycle τON/(τON + τOFF) can be quite low, which
is undesirable in practical applications. Therefore, to improve the effi-
ciency of plasma-based pulsed processes or ultimately achieve a contin-
uous process in which the rates of nanodot growth are perfectly matched
with the building unit delivery rates, one has to significantly shorten the
growth time, in this example from 1s to small fractions of a second [279].

6.5.2
Other General Considerations

It is amazing that the rates of nanocrystal growth in a plasma environ-
ment can be substantially higher than in neutral gas environments with
very similar parameters except for the presence of an ionized gas com-
ponent. As we will see from the following consideration, the increase of
the growth rates is primarily due to two factors [279,343]:

• higher surface temperatures due to ion bombardment (if building
units arrive to the surface as ions, they transfer their energy locally
upon deposition);

• reduced surface diffusion activation barriers due to electric field-
related polarization effects.

Moreover, the estimates made later in this section will show that under
typical conditions of suitable i-PVD systems the nanodot growth rates
can be increased by up to a couple of thousand times!

In this regard, using ions instead of neutral radicals can bring a range
of indisputable advantages [279]. Indeed, in weakly-ionized plasmas the
ion densities are typically 3–5 orders of magnitude lower compared to
neutrals. The ion flux can be precisely controlled by electric fields either
existing within the plasma sheath or applied externally. More impor-
tantly, since ions usually move much faster than neutrals, very competi-
tive fluxes (with much lower particle number densities) can be obtained.
Therefore, ion-based processes are indeed very promising to satisfy the
requirement of delivery of smaller amounts of building material at faster
rates. As mentioned above, under conditions of a local energy trans-
fer, ionic building units also increase surface temperature and can as-
semble into nanostructures at much faster rates than their low-energetic
adatom counterparts. Faster mobility on the surface also enables adions
(which can neutralize upon landing but have a higher energy compared
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to adatoms) to move faster about the facets of growing crystals and find
their places in a crystalline lattice shortly after deposition. This effect is
quite similar to ion-enhanced crystallization common to nanostructured
films.

Let us now provide some more quantitative information on the effect
of the plasma environment on self-organization on the surfaces of solid
materials immersed in the plasma. To do this, we will follow the orig-
inal reports [286, 343] and mainly concentrate on the self-organization
phenomena during nanostructure formation in low-temperature plasma
environments. The effect of the plasma appears to be quite different at
different stages of nanopattern development.

For this reason, we will split this complex process into three main
stages: the initial growth, the growth of individual nanostructures, and
the development and self-arrangement of nanopatterns/arrays. The rel-
evant experimental data, complemented with the results of hybrid nu-
merical simulations, convincingly demonstrate that the growth process,
self-assembly and self-organization in large arrays of nanostructures can
be effectively controlled in plasma-based processes. More specifically,
the initial seed pattern formation on the surface, nanostructure crys-
tallization and nanostructure array re-organization involve processes
which can be effectively influenced by the plasma parameters.

Thus, the whole process of the nanoarray formation may be condition-
ally divided into the three main growth stages [343]; namely, the initial
(sub-monolayer) stage which consists in the growth of ultra-nano (up to
1 nm) nanoclusters; separate growth stage which involves the growth of
nano-objects of several nm size without mutual influence; and, finally,
the nanopattern self-development stage. During the latter stage, the
nanoscale objects that make the array continue their growth and while
growing, interact with other nanostructures. In this case, individual
nano-objects interact with each other. As we have seen from Section 6.4,
quantum dots in dense arrays interact through two-dimensional adatom
fields, which are in turn strongly affected by the nanostructures. Thus,
we have a clear example of a complex self-organized system. Interest-
ingly, the above three-stage picture of nanoarray development is also ap-
plicable for some other nanoassemblies such as dense forests of carbon
nanotubes.

In this section we will not examine the various aspects of the nanos-
tructure growth at different stages; instead, we focus on the self-organi-
zation aspects at each stage. More precisely, our task is to point out the
specific physical processes that (i) can be effectively controlled via the
plasma parameters; and (ii) strongly influence the surface processes in-
volved in the nano-structuring/nano-array formation.
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Before we proceed with consideration of specific plasma-related effects
on self-organized processes on solid surfaces, we should recall that meth-
ods involving self-organization are commonly used along with “top-
down” techniques that involve natural or artificially made templates or
pre-delineated patterns. We have already discussed this issue in Chap-
ter 1. What we would like to stress is that contrary to the above “top-
down” techniques which cannot be used below a certain size thershold,
approaches based on self-organization have virtually no restriction on
the sizes of objects and their patterns that can be created. However, this
is not strictly true for large nanostructures which may develop in a non-
interacting, uncorrelated manner.

A general examination of the physics involved in nano-array forma-
tion shows that there are actually two main parameters that appear to
be both plasma-controllable and simultaneously important for the self-
organization of the nano-arrays. These factors are the surface tempera-
ture and surface diffusion activation energy. In fact, in previous sections
of this chapter we have already stressed the importance of the above two
factors in controlling elementary surface processes that involve adatoms.
Thus, let us now try to discuss how and to what extent the tempera-
ture and surface diffusion activation energy, being controlled via plasma-
related parameters, may influence the kinetics of surface processes that
in turn control self-organization on plasma exposed surfaces.

6.5.3
Plasma-Related Effects at Initial Growth Stages

Let us start from the initial, or sub-monolayer, growth stage of the nano-
array formation, with the characteristic size of nano-objects up to 1 nm.
Similar to Section 6.2, we consider very small nano-objects, or nanoclus-
ters, consisting of several atoms, typically up to 20–25. At this stage,
the kinetics of the process is mainly determined by the kinetics of an
individual adsorbed atom (adatom) interaction with the substrate sur-
face and nano-objects. The influence of plasma-related parameters on
the self-organization at the initial stage can be analyzed by the rate equa-
tion (6.4) of Section 6.2. In the absence of lattice/surface defects and
impurities, the rates

vd = λlatν0 exp(−εd/kBTs)

of adatom diffusion,

νi = ν0 exp(−εb.i/kBTs)
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adatom evaporation from the borders of quantum dot nuclei to the two-
dimensional vapor, and

µi = ν0 exp(−εa.i/kBTs)

adatom evaporation to the bulk, appear to be extremely sensitive to the
values of the surface temperature Ts and the characteristic energy bar-
riers (activation energies) for surface diffusion εd and two- and three-
dimensional evaporation, εb.i and εa.i, respectively.

In a plasma environment, the surface temperature Ts is determined by
the energy balance on the surface and is strongly influenced by the ion
flux and the electric field within the plasma sheath. Thus, ions trans-
fer their kinetic energy upon deposition; as a result, the temperature of
surfaces subjected to ion fluxes is usually higher than that of the same
surfaces in a neutral gas environment. In some cases this difference can
reach 100 K or even higher [1,5,94]. This temperature increase is mostly
controlled by the electric field within the plasma sheath.

Moreover, the electric field in the vicinity of nanostructured surfaces
is quite different from that in the bulk of the plasma sheath (some ex-
amples will be considered in Chapter 7) and is primarily responsible for
the changes in the surface diffusion activation and evaporation energies.
The plasma-related change in the surface diffusion activation energy is
usually negative and can be estimated as [343]

δεd = −|∇E|λlat p̃,

where p̃ is the dipole moment of the adatom, and E and ∇E are the mi-
croscopic electric field and its gradient in the vicinity of the nanostruc-
tured surface, respectively.

Let us now briefly discuss the results of the numerical simulations of
the effect of plasma-related variation of the surface diffusion activation
energy on the assembly of Ge nanocluster seed nuclei on a Si(100) sur-
face (this process has been considered in Section 6.2 without accounting
for the effect of the plasma environment on the surface diffusion activa-
tion energy). The value of εd unaffected by the plasma is 1.072 × 10−19 J
(0.67 eV) and the histogram of the nanocluster size distribution is shown
in Figure 6.21(c).

Even small reductions in εd (not exceeding 10%) cause a dramatic
change in the distribution of the nanocluster seed nuclei in terms of the
number of atoms they contain. In fact, by reducing the diffusion acti-
vation energy to 0.960 × 10−19 J (0.6 eV) (Figure 6.21(b)) and then further
to 0.880 × 10−19 J (0.55 eV) (Figure 6.21(a)), the population of small nan-
oclusters can be substantially reduced. However, the total nanocluster



6.5 Self-Organized Nanodot Arrays: Plasma-Specific Effects 321

Figure 6.21 Nanocluster distribution function with surface dif-
fusion activation energy as a parameter for (a) 0.880 × 10−19 J
(0.55 eV); (b) 0.960 × 10−19 J (0.6 eV); and (c) 1.072 × 10−19 J
(0.67 eV). Surface temperature 400 K [343].

density is also reduced. This reduction is primarily due to the effect of
the electric field on the adatom evaporation rates.

Even though more detailed investigations into this effect are required,
Figure 6.21 indicates the possibility of controlling the elementary surface
processes that involve adatoms by adjusting the characteristic energies of
their surface diffusion and two- and three-dimensional evaporation. This
adjustment can be implemented by varying the electric field within the
near-surface sheath, in particular, its strongly non-uniform microscopic
component in the vicinity of the nanostructures being grown.

6.5.4
Separate Growth of Individual Nanostructures

We will now consider the next stage of nanopattern formation, namely
the stage of separate growth of the nanostructures, when the latter are
large enough (include at least several hundreds of atoms) for crystalliza-
tion, but small enough that they do not interact with neighboring struc-
tures (in particular, due to the relative large distances between them). At
this stage, the processes that determine the shaping and crystallization
play the main role.

In this case, the use of the plasma environment becomes particularly
important due to the increased energy of ions extracted from the plasma,
which facilitates the nanostructure crystallization during their growth.
In fact, experimental results on the synthesis of ZnO nanodots and CdS
nanostructures using RF magnetron sputtering suggest that additional
exposure to in low-temperature inductively coupled plasmas of inert
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Figure 6.22 Basic processes involved in nanoparticle growth and
crystallization on a plasma-exposed surface [286].

gases leads to significantly improved nanofilm quality and, in particu-
lar, crystallinity [286].

We will now concentrate on the above mentioned common obser-
vations as related to the improvement of growth rates, nanostructure
quality and crystallinity under conditions when the inductively coupled
plasma discharge was in operation. To qualitatively explain the obser-
vations, let us consider a simple model of plasma-assisted growth and
crystallization of a nanoparticle on a solid surface exposed to a plasma
discharge proposed by Ostrikov et al. [286].

Figure 6.22 shows a schematic representation of nanocrystal growth
and crystallization on a plasma-exposed surface and includes the most
important processes involved in the growth: incominig flux of ionic
species, (green), migration of adsorbed species (shown as blue spheres)
in the areas between the nanoparticles (shown as ordered cubic stacks
of golden spheres) and over the surfaces of different crystalline facets of
the nanoparticles (red spheres). The surface of the silicon substrate is
represented by pink spheres. This graphic representation is extensively
used in complex multi-scale kinetic Monte Carlo (KMC) modeling of the
growth of various nanoparticles (e.g. nanodots).

The KMC approach ensures an accurate and detailed modeling of all
the major processes (sketched in Figure 6.22) including (i) ion motion
through the plasma sheath (first scale level ca. 104 nm); (ii) adatom dif-
fusion about the surface (second scale level ca. 102 nm, top panel in Fig-
ure 6.22); (iii) adatom diffusion about nanoparticle surfaces, including
jumps between facets (third scale level ca. 1 nm, lower panel in Fig-
ure 6.22) (see also Section 3.3 of this monograph).
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Following the original report [286], we will now quantify the relevant
electric field-related effects and show the influence of the electric field
and plasma ions on the formation kinetics and crystallinity of small crys-
talline nanoparticles (e.g. zero-dimensional nanodots of this chapter or
other nanostructures considered elsewhere in this book). Referring to
Figure 6.22, the characteristic adatom diffusion time (time of residence
in a single lattice site) is [95]

τ = τ0 exp(eεd/kBTs), (6.26)

where τ0 = 1/ν0 = h/2kBTs is the lattice oscillation time, ν0 = 2kBTs/h
is the lattice oscillation frequency, and h is Planck’s constant. As before,
εd is the surface diffusion activation energy, kB is Boltzmann’s constant,
and Ts is the surface temperature.

When an adatom diffuses about a nanocrystal surface under condi-
tions of local heating by incoming plasma ions, the ratio of the character-
istic surface diffusion time at the equilibrium substrate temperature Ts

to the characteristic surface diffusion time at the increased nanoparticle
temperature (crystallization temperature) TCr is [286]:

ντ = (τ/τe) = exp
[
(eεd/kBTs)(δTs/TCr)

]
, (6.27)

where δTs = eEi/NnskB is is the local temperature change due to local
ion energy transfer. Here, Ei is the ion energy, Nns is the total number of
atoms in the nanostructure, and TCr = Ts + δTs is the effective tempera-
ture of a nanoparticle surface subject to incoming ion fluxes. Under con-
ditions of a low-temperature (600 –700 K) deposition process [286] when
local heating is particularly important, one can assume that nanoparticle
crystallization occurs only at the effective temperature TCr (numerical es-
timations show that it can reach 1500 K for ion energies of 50–100 eV) and
does not occur when the equilibrium surface temperature Ts is low. It is
evident that the coefficient ντ quantifies an increase in the nanoparticle
crystallization rate and thus can be named a characteristic crystallization
time coefficient.

Using Equation (6.26) and expressions for δTs and TCr, Equation (6.27)
can be represented in the form [286]

ντ = exp
[

eεd

kBTs

(
1

kBTsNns/eEi + 1

)]
(6.28)

which explicitly incorporates the ion energy. Using Equation (6.28), one
can demonstrate a possibility of increasing the incoming flux of the im-
pinging species to the growth surface due to a shorter time of nanoparti-
cle crystallization under conditions of ion irradiation.
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It is natural to assume that the best crystallinity of the nanoparticles
can be achieved when the adatoms are supplied to the NP border at the
rate ξin = (νττCr)−1, where τCr is the total time of adatom incorporation
into a crystalline nanoparticles structure (shown in Figure 6.22 (bottom
panel))

τCr =
nC

∑
i=1

τi, (6.29)

where nC is the number of sites on the nanocrystal facets as a function of
a total number of atoms. For example, for a crystalline nanoparticle with
a pyramidal shape we have

nC = 2
√

2(3Nnc)2/3 (6.30)

and one can see that nC ∝ N2/3
nc [286].

Equations (6.26)–(6.30) can now be used to estimate characteristic
times required for adatoms to diffuse about the substrate surface be-
tween the nanoparticles and on their crystalline facets. Although the re-
sults vary quite significantly from one set of parameters to another (ow-
ing to exponential dependence in Equations (6.26) and (6.28) on the sur-
face temperature and diffusion actication energy), the main conclusion
is that when the building units of the nanostructures are deposited on
the solid surface as ions (and then locally dissipate their energy, which is
in the range 50–100 eV in Figure 6.23), the rates of their surface diffusion
(which determines how fast the adatoms can reach the nanoparticles)
and migration between surface sites on nanocrystalline facets (which
eventually determines the crytallization rates) are much higher (up to
103 times) than for the case of neutral atom/radical deposition.

Figure 6.23 shows the dependence of the characteristic crystallization
time coefficient on the number of atoms in nanoparticles under different
values of the diffusion activation energy (which is 0.5–0.7 eV for the ma-
terials of our interest here such as Ge/Si in Figure 6.22); the top and bot-
tom panels correspond to the ion energies 50–100 eV, respectively. First
of all, the enhancement of the crystallization process is much more pro-
nounced for smaller nanocrystals (ca. 500 atoms). Secondly, this effect
strengthens when the ion energy is increased from 50–100 eV. Further-
more, at lower diffusion activation energies the enhancement of crystal-
lization is even more significant. Thus, the graphs in Figure 6.23 show
that the rates of surface diffusion of adatoms on plasma-exposed surfaces
(including surfaces of nanoparticle) can be 10− 4× 104 times higher com-
pared with purely neutral gas routes.

This has two very important implications which, explain the common
experimenal observations [286] briefly mentioned above. In fact, us-
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Figure 6.23 Dependence of the characteristic crystallization time
coefficient on the number of atoms in a quantum dot (QD size)
with the surface diffusion activation energy and the ion energy as
parameters [286].

ing more intense ion fluxes (which is achieved by running inductively
coupled plasmas external to the plasmas produced in the vicinity of the
heads of magnetron sputtering assemblies), one can

• substantially increase the growth rates while keeping nanoparticle
crystallinity at the same level;

• achieve much better crystallinity of the nanoparticles at growth
rates comparable with the inductively coupled plasma-unassisted
process.

Moreover, through a proper choice of the plasma process parameters,
with the most important ones being the RF power input from the exter-
nal inductive coil into the plasma and partial pressures of working gases,
one can achieve significant improvements in both growth rates and crys-
tallinity of nanocrystals. It would also be prudent to note that these con-



326 6 Surface Science of Plasma-Exposed Surfaces and Self-Organization Processes

Figure 6.24 Experiment (a) [344]: a typical shape of a crystalline
Ge nanodot on Si(111) surface showing the faceted structure.
Numerical simulations (b, c) under the neutral Ge atom flux (a)
and Ge+ ion flux (b) conditions (I. Levchenko and K. Ostrikov,
unpublished).

clusions are also applicable to other low-dimensional semiconducting
nanostructures such as one-dimensional nanorods and nanowires [286].

An example of a plasma-related improvement of crystallinity of Ge/Si
quantum dots is shown in Figure 6.24. This figure shows a representative
germanium nanoisland on a Si(111) surface observed in experiments of
Motta et al. [344]. This island shows a clear crystalline structure with a
top (111) facet that basically reproduces the structure of the silicon sur-
face and two other clearly resolved (100) and (117) facets. These preferen-
tial growth directions were used to simulate the effect of the neutral gas
and plasma environments on the development of this nanoisland. The
nanoisland shape in Figure 6.24(b) is computed under conditions of ex-
cessive deposition rate of Ge atoms in a neutral atom beam process. Even
though the main crystallographic facets are visible, the whole structure
is covered with smooth amorphous deposits. In thermal CVD processes
this can be avoided in two ways: (i) either decreasing the deposition rate
to allow adatoms to incorporate into the most energetically preferable
site; or (ii) increasing the substrate temperature to accelerate adatom mi-
gration and insertion into the crystalline structure.

However, in many applications the above two options may be imprac-
tical because of low deposition rates (hence, poor process throughput)
and strict temperature limits for the substrate material. Therefore, one
can use a plasma to enable a faster and more effective process of nan-
odot synthesis. When an ion is deposited onto a nanoisland, its energy
is transferred to the nanostructure which causes a local temperature rise
without significantly affecting the equilibrium substrate temperature in
the areas unaffected by this ion impact. As a result, the adatom diffuses
about the nanoisland surfaces much faster and eventually finds the opti-
mum location to recrystallize on a specific crystal facet. This eventually
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leads to much better shaped nanoislands such as the one depicted in Fig-
ure 6.24(c). In this case all the (111), (100), and (117) facets are well shaped
and flat.

6.5.5
Self-Organization in Large Nanostructure Arrays

Let us now consider the specifics of self-organization on the plasma-
exposed surfaces at the third stage of the nano-array formation, when
a strong interaction (via adatom field and also via the electric field) be-
tween the nanostructures that form a large array is present [343]. At
this stage, the adatom diffusion about the substrate surface plays an
important role. In this chapter we have concentrated mainly on quasi-
zero-dimensional nanostructures such as small clusters, nanoislands,
and nanodots. However, other nanostructures can also demonstrate self-
organized behavior, for example, carbon nanowalls [345].

Let us first consider the experimental results of the SiC/Si quantum
dot array formation on plasma-exposed substrates [129, 346]. The three
consecutive scanning electron micrographs are shown in Figure 6.25. The
analysis of temporal dependence of the mean radius of quantum dots
shows that at early growth stages the experimental dependence nicely
fits the cubic-root dependence d = κt1/3, which is common to the si-
tation of independent, uncorrelated growth of individual nanoislands.
However, at more advanced stages the experimental curves overshoot
the thoretically predicted dependence ∼ κt1/3. For example, the theo-
retically predicted mean diameter of nanoislands in Figure 6.25(c) is ap-
proximately 24–25 nm, which is 4–5 nm less than in the experiments of
Cheng et al. [129,346].

After careful examination of the experimental data and the growth sce-
nario, one can make the following conclusions. Firstly, the total number
of quantum dots changes during the growth. Moreover, the mean ra-
dius gradually increases above the value determined by the requirement
of mass conservation. This means that the number of quantum dots de-
creases (in 1.7–2.5 times in the example shown in Figure 6.25). Hence,
dissolution and other surface processes that lead to the decrease of the
nanodot number occur. Then, at the final stages the size of quantum dots
does not change (or if so just decreases slightly). This means that the
number of quantum dots begins to increase.

To summarize, the development of the quantum dot ensemble can
be split into three stages. During the first stage, the number of QDs
increases. At the second stage, the total number of quantum dots de-
creases, mostly due to coalescence and dissolution. Finally, during the
third stage the total number of quantum dots increases. The latter usu-
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Figure 6.25 Development of SiC quantum dot array in a plasma-
based process. The mean size of the quantum dots is indicated
above the SEM micrographs [343].

ally happens due to re-enhanced nucleation of new nanoislands on the
substrate surface [343].

Now, let us consider the effect of the plasma environment on surface
diffusion in the presence of an electric field (for example, on biased sur-
faces) and under conditions of interacting nanostructures at advanced
stages of their development [343]. In the process of deposition from a
plasma, the quantum dots acquire electric charge and hence produce the
electric field. The total electric field appears to be a sum of the plasma-
surface (sheath) component Eλ directed from the surface to the plasma,
and the microscopic component ES which is present in the vicinity of a
single quantum dot and directed towards it. The plasma effect on the QD
formation is caused by these two electric field components, which affect
the surface diffusion rate.

Let us estimate the change in the surface diffusion activation energy
caused by the microscopic electric field component ES, which originates
due to the presence of the nanostructures on the surface. In general, an
adsorbed particle has a dipole moment p̃ and polarizability α. The total
dipole moment in the electric field E(r) is P̃ = p̃ + αE, and the energy
acquired by an adatom in one jump along the lattice spacing λlat is [343]

We =
∂E
∂r

[
p̃ + αE(r)

]
λlat (6.31)

which can be conveniently normalized (for simplicity of notations, only
a radial component of the electric field gradient is included)

εe = − λlat

kBTs

∂2φ

∂r2

[
p̃ + αE(r)

]
(6.32)

and expressed in terms of the electrostatic potential φ. Thus, to deter-
mine εe, one needs to know the distribution of the microscopic electric
field in the vicinity of nanostructures.
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An example of such distribution is shown in Figure 2.13. Generally,
this electric field can be determined using the following relationship be-
tween the electrostatic potential and the density of surface charges σ

φ =
∫∫

S
dφ =

∫∫
S

σdS
4πε0r

, (6.33)

where S is the surface of a nanodot, r is the distance between the surface
and point of potential determination. Surface integral (6.33) depends on
the quantum dot growth shape. There are three main cases: flat quantum
dot (the quantum dot height is less than the radius h � r0); quantum dot
in the form of a spherical segment; and a cylindrical quantum dot.

For the flat quantum dot, the calculations lead to the dependence

φ(r) =
rσ

πε0

[
K2(r̄0) − (1 − r̄2

0)K1(r̄0)
]
, (6.34)

where r̄0 = r0/r, and K1,2 are the elliptical integrals of the first and the
secon kind, respectively. When r → ∞, r̄0 → 0, and Equation (6.34)
reproduces the potential of a point charge.

If a nanodot has the shape of a semispherical segment, one obtains

φ(r) =
σ

4πε0

∫ π/2

0

∫ 2π

0

r · r̄2
0dαdβ√

r̄2
0 − 2r̄0 cos(α) cos(β) + 1

(6.35)

for the electrostatic potential. Equation (6.35) can be integrated numeri-
cally and used in simulations.

If the nanodot has a cylindrical shape, both lateral and flat surfaces
make a contribution to the total electric field. The contribution of the
flat surface is calculated according to Equation (6.34), whereas the lateral
cylindrical surface produces the following potential distribution

φ(r) =
σ

4πε0

∫ H

0

∫ 2π

0

rr̄0dαdh̄√
h̄2 + r̄2

0 + 1 − 2r̄0 cos(α)
, (6.36)

where h̄ = h/r and h is the height of the cylindrical QD.
After the appropriate electrostatic potential is determined using Equa-

tions (6.34)–(6.36), the electric field-related variation of the diffusion ac-
tivation energy can be found through Equation (6.31). In this case the
surface diffusion coefficient is modified

DS = λ2
latν0 exp

[
− εd − We

kBTe

]
, (6.37)

where εd is the surface diffusion activation energy in the absence of the
plasma-related effects.
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Figure 6.26 Dependence of the surface
diffusion coefficient on the surface tem-
perature with surface diffusion activation
energy in a range of 0.65 to 0.75 eV as a
parameter, with and without the plasma-
related electric field, for the substrate
bias −100 V (a) and −150 V (b). Panel

(c) shows the dependence of DS on the
surface diffusion activation energy with
the surface temperature as a parame-
ter. The adatom dipole moment is 0.5 D
(1.6 × 10−30 C ·m) and the substrate bias
is −100 V [343].

The above dependencies can potentially provide a significant decrease
in surface diffusion activation energy and hence result in a higher rate of
adatom supply to quantum dots. In addition, according to the detailed
analysis in the previous subsection, this factor also contributes to more
effective formation of quantum dots with a better crystalline structure.
The calculated dependencies of the surface diffusion coefficients on the
substrate temperature for various substrate biases and surface diffusion
activation energies shown in Figures 6.26(a) and (b) demonstrate a strong
increase with the surface temperature and a significant reduction with
the surface diffusion activation energy.

Figure 6.26(c) illustrates the dependence of the surface diffusion coef-
ficient in the electric field on the surface diffusion activation energy. This
dependence spans over nearly three orders of magnitude when the sur-
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Figure 6.27 Scanning electron micrograph and numerically simulated
self-organizing patterns of SiC quantum dots [343].

face diffusion activation energy changes from 0.1 to 0.7 eV, thus demon-
strating a great potential for controlling the diffusion and hence the self-
organization processes on plasma-exposed biased surfaces covered with
the growing quantum dot arrays.

As we have seen in Section 6.4, the value of the surface diffusion co-
efficient (6.37) is crucial for the self-organized development of nanodot
arrays. It is instructive to recall that quantum dots in the array grow
mainly by the mass supply from the two-dimensional field of adatoms
with the adatom density ηa described by the following diffusion equa-
tion

∂ηa

∂t
= DS

(
∂2

∂x2 +
∂2

∂y2

)
ηa + Ψ+ − Ψ−, (6.38)

where Ψ+ and Ψ− are the influx and evaporation flux from the substrate
surface.

The two-dimensional adatom field in which the quantum dots grow
causes the spatial self-ordering of the array through re-distribution of the
adatoms between quantum dots, in a way we have seen in Section 6.4.
These processes are illustrated in Figure 6.27, where the fragment of an
SEM micrograph (the experimental details are described elsewhere [50])
is shown along with the simulated pattern, on which the quantum dots
numbered ’1’ and ’2’ displace themselves in a way which eventually re-
sults in a better (more uniform) nanopattern [343].
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The examples given in this section certainly do not cover the whole
range of possible effects the plasma environment may exert on the self-
organized growth of nanodots and the development of their ordered ar-
rays. Instead, we have only discussed some of the most important issues
such as deterministic matching of the incoming flux of BUs and the actual
demand of building material on the surface. Among numerous possible
effects of the plasma environment, we have highlighted the faster sur-
face diffusion with reduced activation barriers, substantial improvement
of nanodot crystallinity, as well as higher surface temperatures caused
by ion bombardment. These changes alone lead to quite significant im-
provements in nanopattern quality such as in the example shown in Fig-
ure 6.27.

6.6
Concluding Remarks

The main aim of this chapter was to introduce specific and unusual
features of processes that occur on solid surfaces exposed to low-
temperature non-equilibrium plasmas and elucidate plasma-based ap-
proaches to nanoassembly of ordered nanodot arrays. In Section 6.1
we introduced the main requirements and targets for the synthesis of
ordered arrays of quantum confinement nanostructures and their inter-
connected networks that need to be achieved before they can be used in
the envisaged applications. The fabrication processes involved need to
be engineered to meet these stringent requirements. As we know from
surface science, the growth of very small quasi-zero-dimensional nanos-
tructures proceeds via self-organization of adatoms and atomic clusters
on two-dimensional solid surfaces.

The main issue we have raised in this chapter was what happens to
the elementary surface processes and self-organized growth of nanos-
tructures if the surfaces are exposed to low-temperature plasmas. Thus,
we have tried to remain within the classical domain of surface science
while demonstrating that the above processes may be quite different in
a new, “harsh” environment. Indeed, we have identified a few things
that are particularly peculiar to surfaces of solids immersed in a plasma.
The most obvious features of the environment we have considered in
this chapter are surface charges, non-uniform microscopic electric fields
in the vicinity of nanostructures, and ion bombardment.

To be more specific, we started from considering one of the most
common semiconductor nanoscale systems, namely Ge/Si and fol-
lowed what difference the plasma environment can bring into the self-
organized growth of Ge/Si nanodot arrays. We have also proposed a
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way to overcome the major difficulties that arise in neutral gas-based
techniques due to uncontrollable fragmentation of few monolayer-thick
continuous Ge films into nanoislands commonly referred to as the
Stranski–Krashtanov growth mode. Using plasma-grown nanoclusters
with typical size distributions, one can control the densities and sizes of
initial seed nuclei, which further develop, via self-organization, into the
nanodot arrays of our interest. In Section 6.1, we further discussed what
happens with the above seed nuclei at later growth stages and which ele-
mentary processes are involved. One of the most intriguing possibilities
is that of developing nanodot arrays with narrow size distributions and
ordered positioning of individual dots, in a self-organized way, without
any pre-patterning of the growth surface.

In Section 6.2, we have discussed the results of numerical simulations
of Ge/Si quantum dot seed pattern formation from atom-only and non-
uniform cluster fluxes. The results of Rider et al. demonstrate that the
NUC flux (nanocluster flux with a depleted influx of atoms) provides
a very narrow size distribution function of the quantum dots seed pat-
tern, with a sharp decrease in the number of QDN consisting of 15 (or
more) atoms. However, if the atoms are deposited only, the seed size
distribution becomes much wider and the numbers of QDNs consist-
ing of 2–3 atoms are almost the same as the numbers of nuclei consist-
ing of 25 atoms. Moreover, the adatom density on the Si(100) surface in
the NUC process can be very low. In particular, this suppresses the un-
wanted formation of new quantum dots during the growth process. The
calculated parameters of nanodot patterns are consistent with relevant
experimental data.

It transpires that it is possible to form a very dense pattern,
(2 × 10−4 ML for smallest QDNs) with the final QDs coverage of 0.5 from
nanocluster-dominating influx, compared to the density of 2 × 10−5 ML
and final coverage of 0.2 for the atom-only case. Therefore, the
nanocluster-based technique can be considered as a viable alternative
QD nanopattern formation method which does not involve the com-
monly accepted Stranski–Krastanov route and, in addition, provides
much greater process controllability.

Therefore, plasma processing turns out to be a promising and com-
petitive fabrication environment for quantum dot arrays; in the example
considered in Section 6.2 the plasma served both as a source for non-
uniform clusters as well as a factor that influences surface diffusion rates.
Future research should be focused on the refinement of this model for
later growth stages and increased focus on the role of surface charges
due to the plasma, not only in the initial formation of nanodots but also
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in the effect of ions on the deterministic placement of QDs in the uniform
arrays required for technological applications.

Interestingly, the sources of size non-uniform clusters which have been
shown advantageous at initial stages of Ge/Si nanodot formation in Sec-
tion 6.2, are numerous. Indeed, there are a number of environments con-
ducive for preparing such clusters – from neutral gases to complex, reac-
tive plasmas. The most important element is the ability to precisely tailor
the cluster size distribution and the most promising pathway from this
point of view is the plasma route [176].

As we have already discussed in Chapters 1–4, the complex chemistry
occuring in a typical plasma discharge results in the formation of a wide
range of species that can act as potential building units - from atoms,
ions, radicals, and molecules to nanoclusters [4]. The amount of each
species produced, however, largely depends on how the plasma param-
eters such as the working pressure, temperature, degree of ionization,
power, and composition of the precursor gas feedstocks can be manipu-
lated to favor certain reactions taking place. Plasmas hold a great deal
of promise in that specifically tailoring cluster distributions for a wide
variety of deposition scenarios is not their sole function, they may also
be used in surface preparation (energetic ions such as Ar+, frequently
included in plasma mixtures are commonly used to activate a deposi-
tion surface, similarly atomic hydrogen, also a common constituent is
employed to terminate surface dangling bonds) in addition to control-
ling the transport of particles and clusters via the plasma sheath to the
substrate [4,176].

Now the importance of low-temperature plasmas in the generation
and transport of BUs becomes clear. However, for the purpose of nan-
odot array fabrication it is particularly important to understand the in-
fluence plasmas exert on surface reactions and processes. What must
be particularly considered in plasmas, as opposed to neutral gas cluster
sources, is the role of ions. As we have seen from Section 6.5, the plasma
ions significantly influence surface dynamics due to their effect on the
surface activation energy. Therefore, the ion flux used may be chosen
such that the surface activation energy may be lowered; this makes the
surface diffusion and associated surface processes increasingly energeti-
cally favourable and therefore more likely to occur [347].

Thus, the plasma ions can substantially increase surface reaction
rates [5]. Given that surface diffusion is the dominant formation mecha-
nism at the initial growth stage, this is very important indeed. In addi-
tion, it has been noted by Wegner et al. [78] that a requirement for clusters
in nanostructured films is that they should possess sufficient impact en-
ergy to dislodge a surface lattice atom in order to anchor the incident
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cluster to the surface. Furthermore, Roca i Cabarrocas et al. [348] noted
that the impact energy of positively charged ultra-small Si nanoparticles
may be controlled by applying a DC potential drop between the plasma
and substrate.

For many technological applications, QDs must be able to be fabricated
in a uniform, regular array [349]; therefore, correct placement of QDs is
also a concern. An article by Krinke et al. [350] reveals that the presence
of ionized species (as typically found in a plasma environment) results in
less agglomeration on the substrate. Instead, a more randomized distri-
bution is obtained – this means less clumping in particular areas on the
substrate [176].

As we have seen from the previous chapters, in the fabrication of other
nanostructures, carbon nano-tips for example, the use of plasmas via
PECVD has resulted in significantly better size and positional uniformity
than that recorded for the neutral gas - thermal CVD route. Similarly, it
has been noted that the growth process of carbon nanotubes depends on
the residence time of the plasma-generated nanotube seed particles in
the preferential growth region. The use of ion fluxes has also been noted
as a way to reduce hydrogenation – leading to higher purity films and
nanostructures. Several authors have also noted that additional external
substrate heating was not required in many plasma-based processes and
in some cases even proved detrimental. It is commonly accepted nowa-
days that due to the greater dissociation of the feedstock gas by plas-
mas and thus the greater variety of species for carbon nanotube growth,
the growth temperatures for PECVD are ultimately lower than those re-
quired for thermal CVD (which employs a neutral gas route). The sub-
strate temperature also affects the elementary surface reactions, carbon
dissolution and diffusion into metal particles, as well as playing a role in
surface preparation. Some of these processes will be considered in more
details in Chapter 7 of this monograph.

It also becomes clear that (sometimes substantially) lower growth
temperatures employed when using non-thermal equilibrium plasmas
broaden the range of substrates that may be processed – including tem-
perature sensitive materials such as polymer substrates. As discussed
in Section 6.5, lowered surface diffusion activation energies and higher
substrate temperatures result in higher diffusion rates. The use of plas-
mas, therefore, is not restricted to the ability to precisely tailor the cluster
size distribution – they are also particularly important in increasing the
rate of surface diffusion, and by extension, the speed of the nanoassem-
bly process. The nanocluster-dominated distributions of Section 6.2 are
very similar to the nanocluster size distribution representative of reac-
tive silane plasmas. Clustering and nucleation in silane plasmas have
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already been discussed in Chapter 4. Other plasma cluster sources, be-
sides reactive plasmas (i.e. silane), include magnetron sputtering, laser
vaporization cluster source (LVCS), pulsed microplasma cluster source
(PMCS) and pulsed arc cluster ion source (PACIS), amongst others [78].
The wide range of choices reinforces the observation that plasmas are
effective tools for the whole spectrum of nanofabrication processes [176].

We reiterate that an in-depth discussion of species production mech-
anisms via the of myriad chemical reactions occurring in complex
plasma discharges and their subsequent modification via manipulation
of plasma parameters represents a significant research effort by itself.
The detailed discussion in Section 6.2 is intended to expose the advan-
tages inherent in using a nonuniform cluster flux instead of an atom-only
flux in the initial QD growth stage. An extensive technical description
of quantum dot fabrication at all stages from species generation, to sur-
face preparation to the final QD product is clearly outside the scope of
Section 6.2. Nevertheless, Section 6.2 provided plenty of convincing ev-
idence that partially-ionized low-temperature non-equilibrium plasmas
can generate suitable non-uniform cluster distributions and, as such, can
be used to effectively control the nuclei nanopattern development, ulti-
mately giving rise to size-uniform and dense patterns of quantum dots.

In Section 6.3, we have discussed one of the most important issues
at the early stages of nanofabrication of binary quantum dot systems,
namely, the ability to control the elemental composition and the inter-
nal structure. This can be achieved by properly balancing the incoming
fluxes of the two elements involved. In the example of SiC/Si QDs con-
sidered, the Si and C adatom fluxes to the quantum dots are not equal
even in the case when the Si and C influxes from the neutral/ionized gas
to the substrate surface are equal. This interesting fact owes to quite dif-
ferent surface mobilities of silicon and carbon adatoms on a Si substrate.
Thus, the deposition process conducted at the equal Si and C influxes to
the surface may result in the undesired formation of non-stoichiometric
SiC nanodots. Based on the extended discussion in Section 6.3.1, one
can draw the following conclusions which may help to improve the pre-
dictability and controllability of nanofabrication of highly-stoichiometric
SiC quantum dots on Si(100) surface [174]:

• the surface temperature and the ratio of Si and C atom/ion influxes
to the substrate surface are the main factors that determine the time
dependence of the ratios of Si and C adatom fluxes kst;

• the use of a transiently increased surface temperature results in a
faster “stoichiometrization” of the Si and C adatom fluxes but may
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be restricted by the substrate and quantum dot material character-
istics;

• correction of the Si and C influx ratio by increasing Si atom flux to
the substrate for 0.1–1 s is very effective in maintaining the Si and
C adatom fluxes ratio close to unity;

• a balanced combination of the elevated substrate surface temper-
ature and increased precursor influx ratio kp at the initial stage of
deposition should be considered as the most promising way to sus-
tain self-assembly of highly-stoichiometric SiC quantum dot nuclei.

Based on the above conclusions, the follow-up work [175] reported
on the possibility of using a time-variable ratio of incoming Si and C
atom fluxes to control the Si/C adatom flux ratio at all stages of the
nanoassembly process. This approach may eventually lead to the syn-
thesis of SiC/Si quantum dot arrays with the required elemental compo-
sition and internal sturucture. In particular, as we have seen from Sec-
tion 6.3.2, binary SiC quantum dots can grow by one of the two scenarios
depending on the surface temperature, forming a carbon core and then
either a Si-enriched under-shell followed by a stoichiometric shell, or just
a stoichiometric shell. An increase in total influx results in the stoichio-
metric composition being reached faster and hence a smaller core and a
thinner shell are obtained.

Both scenarios are of interest, given that deterministic control of com-
position and internal structure is a viable way in which the electronic and
optoelectronic properties of binary quantum dot systems can be finely
engineered [175]. This approach can also be used to find specific process
conditions to synthesize compositionally graded, heterolayered, and hy-
brid binary quantum dot systems for a large variety of semiconducting
materials and nanofabrication processes.

In Section 6.4, we introduced an effective low-temperature plasma-
based technique to control self-organization within an array of Ge/Si
quantum dots for establishing or improving spatial and dimensional or-
der. In particular, it was demonstrated that the self-organization phe-
nomena can be explained by the ability of the system to maintain equal or
unequal fluxes of adatoms about the perimeters of individual quantum
dots. The dynamics of dot growth and displacement act accordingly to
establish this self-organization scenario. Given the above results, several
specific conclusions may assist in improving control and predictability
of plasma-aided nanofabrication of Ge quantum dot arrays on a Si(100)
surface [177]:
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• Surface temperature is a factor that determines the mean size of
quantum dots, with decreased temperatures producing larger dots
while increased temperatures are shown to deteriorate the size uni-
formity within the nanopattern.

• Plasma influx is a factor in the surface coverage of nanodots across
the surface. Lower fluxes result in an increased final coverage
(prior to coalescence) while for higher incoming fluxes the surface
coverage is larger at the point of the maximum dot size unifor-
mity. An apparent disadvantage of the lower influx is the extended
growth time.

• The quality of the initial nanopatterns is an important factor in ob-
taining a high-level spatial order. However, some spatial and size
variation is permitted as the self-organized growth process does
provide a substantial improvement in the spatial alignment and
size uniformity.

• Spatial order may be further improved by decreasing the QD size
in the initial nanopatterns.

• Spatial uniformity may be improved at temperatures as low as
ca. 600 K, which is difficult to achieve via thermal deposition meth-
ods such as CVD.

However, more research efforts should be aimed at establishing ulti-
mate control in the quality of the nanopatterns of Ge/Si and other nan-
odot systems by determining the precise combination of the main pro-
cess parameters and expanding the numerical simulations to account for
the most essential features of QD internal structure, explore the effect of
time-varying process parameters, and, more importantly, appropriately
account for the plasma-related effects on the main elementary surface
processes. Some relevant efforts were reviewed in Section 6.5.

In Section 6.5, we discussed some of the major issues and challenges
on the way to successful and widespread application of low-temperature
thermally non-equilibrium plasmas in the deterministic fabrication of
delicate nanoassemblies (such as arrays of size-uniform quantum dots
on soild surfaces) via precise balancing and manipulating motion and
self-assembly of adatoms. This research area is traditionally covered by
surface science.

One of the major issues we have identified was how to properly
balance the fluxes of plasma-generated building units, the required
nanopattern parameters (e.g. size distribution and number of QDs in
the pattern), and the duration of the growth process. It turns out that
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a large variety of plentiful atomic, molecular, radical, and so on species
common to low-temperature plasmas and very high rates of their depo-
sition on solid surfaces might be another hurdle in this direction.

Several viable ways to achieve the required balance between the de-
mand and supply of the building units and to eventually link macro-
scopic and microscopic processes that occur at spatial scales differing by
up to 9–10 orders of magnitude have been discussed. We have also iden-
tified several important changes the plasma environment introduces to
surface conditions and how these changed conditions can be used to syn-
thesize better nanodot patterns compared to neutral gas-based routes.
Some of the plasma-related effects include faster growth rates, better
crystallization, better control of the average size and size uniformity in
lattice-mismatched systems and also self-ordering of QDs in nanoarrays.
The above conclusions make us very optimistic with regard to the pos-
sibility of successful bridging the 9–10 order of magnitude spatial gap
between plasma physics and surface science.

One of the greatest challenges in this direction is the ability to pre-
dict the energetic characteristics of elemetary surface processes involving
plasma-related electric fields, polarization, surface charges, and so on.
This missing information is expected to be provided by research on the
computational materials science area, focusing particularly on “harsh”
nanofabrication environments.

In Section 6.5, we also addressed some of the most important bene-
fits of using plasma-assisted techniques for the growth of quasi-zero-
dimensional nanostructures. In particular, local energy transfer from
impinging ions upon deposition may result in a substantially enhanced
surface diffusion of adatoms. In this case, the deposited material is re-
moved to the growth sites of individual nanoparticles much faster, with
the rates exceeding up to three orders of magnitude the rates of cor-
responding plasma-unassisted processes. This, in turn, allows one to
significantly improve the crystallinity of the nanostructures and also in-
crease the deposition/growth rates compared with the neutral gas-based
routes. These conclusions are generic and are applicable to a much
broader range of low-dimensional semiconducting nanomaterials and
plasma-based nanofabrication techniques and approaches.

We have also thoroughly discussed the importance of the plasma-
related parameters (surface bias and the presence of the electric field)
and surface conditions for the self-assembly, self-organization and self-
ordering processes on plasma-exposed surfaces. In Section 6.5, it was
shown that the presence of the microscopic electric field strongly af-
fects the kinetics of surface diffusion and leads to better crystallization of
quantum dots and also to better self-organization of large quantum dot
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arrays. The use of plasma-extracted ions with increased kinetic energy
also results in better crystallization by local heating of the nanostruc-
tures, and more effective self-organization of the quantum dot arrays.
Based on these fascinating results, one can conclude that self-organized
nanostructure and nanoarray synthesis can be effectively controlled in a
low-temperature plasma environment.

From the material presented in this chapter, it becomes clear that low-
temperature thermally non-equilibrium plasmas do indeed offer many
competitive advantages for nanofabrication. Most notably, they may
be used in every step of the nanofabrication process, even for such
delicate nanoassemblies as self-organized ordered arrays of quasi-zero-
dimensional quantum dots. The approaches and conclusions of this
chapter will be further refined and applied for plasma-assisted fabrica-
tion of a range of other nanoscale assemblies. Finally, the area of surface
science of plasma-exposed surfaces is new and full of exciting, rapidly
emerging and developing opportunities for everyone involved either
from plasma physics or the surface science side!
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7
Ion-Focusing Nanoscale Objects

To proceed further from the quasi-zero-dimensional nanodots of Chap-
ter 6, it would be logical to increase the nanostructure dimensionality
by one and then consider one-dimensional nanostructures such as nan-
otubes, nanowires, and nanorods. However, as we have stressed in
Chapters 1–3, these and even some two-dimensional (e.g., nanowalls)
nanostructures align vertically in the direction of the electric field in the
plasma sheath. This direction is also the path along which the plasma
ions move from the plasma bulk towards the nanostructures. Thus, both
the one- and two-dimensional nanostructures may focus ion fluxes in a
plasma. Interestingly, tiny pores in the surface also significantly affect
the ion fluxes and often draw them into their interior.

As we will see from the material presented in this chapter, the presence
of intense ion fluxes makes a remarkable difference in terms of improv-
ing the quality of individual nanoscale objects (including nanopores) and
their nanoarrays. For this reason we have decided to combine all these
nanostructures to form one common category of ion focusing nanoscale ob-
jects. However, most common quasi-one-dimensional vertically aligned
nanostructures such as single- and multiwalled nanotubes, conical nan-
otips, and high-aspect-ratio nanorods will be given a higher priority.
Nevertheless, some of the most important effects of the plasma environ-
ment on quasi-two-dimensional nanowall-like structures and nanopores
will be discussed elsewhere in this chapter and Chapter 8. This chap-
ter will predominontly focus on the growth aspects of the ion-focusing
nanoscale objects and particular features the plasma environment con-
tributes to the relevant growth processes. As one can surmise from the
title of this chapter, the effects induced by focused ion fluxes will be in
the spotlight of our consideration.

This chapter will commence with a discussion of electric field-related
effects on the growth of single- and multiwalled nanotubes in two com-
mon cases of the growth of gas-phase-borne and surface-bound carbon
nanotubes (CNTs, Section 7.1). In Section 7.1, we will also consider pos-
sible reasons for so pronounced vertical alignment of one-dimensional



342 7 Ion-Focusing Nanoscale Objects

nanostructures in a plasma and the contribution of surface adatom dif-
fusion (the main source of building material of quantum dots from the
previous chapter) to the nanotube growth. Interestingly, electric field-
related effects make it possible to explain very high growth rates of car-
bon nanotubes in dense plasmas with relatively strong ion fluxes.

Building on this semi-quantitative analysis, in Section 7.2 we will in-
troduce a more rigorous treatment of the effects of ion fluxes, dissocia-
tion and radical creation, and adatom/adradical surface diffusion on the
growth of single-walled carbon nanotubes and carbon nanofibers in low-
temperature plasmas. In particular, it will be shown that ion-induced
hydrocarbon dissociation on nanotube surfaces may be the main process
through which carbon atoms are supplied to the catalyst particles. It will
also be explained why the activation energy of carbon nanofiber growth
is lower in a plasma environment.

Section 7.3 considers the possibilities for controlling the shape of car-
bon nanostructures using plasma-based processes. In many cases this
growth shows strong self-organization features. For example, platelet-
structured carbon nanocones sharpen up during the final stages of their
growth as a result of a complex interplay between adatom diffusion, sur-
face termination, and ion focusing effects.

In Section 7.4 we will consider a striking example of how using a
plasma process environment can lead to a significant improvement in
the overall quality of large microscopic patterns of conical carbon nan-
otips. This improvement is characterized by a better size uniformity and
higher-aspect-ratios of individual nanostructures throughout the entire
nanoarray.

As suggested in Section 7.5, self-organization on plasma-exposed sur-
faces may be even more complicated; namely, it may involve metal cat-
alyst nanoislands and may also develop in all three dimensions. More-
over, this complex self-organization may even lead to the development
of position- and size-uniform carbon nanocone arrays from essentially
nonuniform Ni catalyst nanoislands on an Si(100) surface.

In Section 7.6, examples of other ion-focusing nanostructures are con-
sidered. These examples of relevant nanosclae objects include quasi-two-
dimensional nanowall-like structures and nanopores of various shapes
in solid substrates. And finally, the main points and results discussed in
this chapter are summarized in the concluding section (Section 7.7).
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7.1
General Considerations and Elementary Processes

Modern nanotechnology requires a reasonably high degree of determin-
ism in fabricating nanostructures of various dimensionality such as zero-
dimensional (0D) quantum dots, one-dimensional (1D) nanorods, nan-
otips and nanowires [351–355], two-dimensional (2D) nanowalls [156,
356] and nanocombs [357, 358], and also numerous three-dimensional
(3D) nanostructures (NSs) of complex shapes and nanocrystalline films.

Despite a great variety of shapes, densities, sizes, materials and geo-
metrical characteristics, all nanostructures should satisfy the two main
groups of practical requirements: geometrical and structural [173]. These
requirements are intimately interrelated and strongly influence each
other. Nevertheless, proper geometrical characteristics (e.g., the width,
height, height-to-width (aspect) ratio, and size distribution function)
may be regarded as somewhat “primary”, as the most essential param-
eters. Moreover, as we have already stressed elsewhere in this book,
when the sizes of nanoscale objects fall below the exciton Bohr radius
(ca. 10 nm), their size and shape control their electronic, optical and other
parameters. This is why the development of the methods for shaping
surface nanostructures is one of the most important aims of present-day
research in nanoscience.

At present, there are several methods that ensure, in principle, a proper
shaping of the growing nanostructures [173]; however, controllability of
such methods still requires substantial improvement. Generally speak-
ing, it is often said that the degree of determinism is strongly insufficient
in the modern nanotechnology, meaning a complete control of the inter-
relation between the input, process, and resultant parameters. Analyzing
this problem systematically and revisiting our discussions in Chapters 1–
3, one can see that neutral gas processes such as Chemical Vapor Deposi-
tion (CVD) are not the best candidates for deterministic nanofabrication
due to the intrinsically random nature of such processes. On the other
hand, plasma environments offer long-range forces and extended, long-
range interactions between numerous plasma-generated species. One
can then expect that plasma-based methods, such as plasma-enhanced
chemical vapor deposition (PECVD), can provide, in principle, a much
greater degree of determinism compared to neutral gas routes, owing
to the long-range electric field-based interactions. Here we will discuss
how electric field-related effects and ion fluxes can affect the growth of
ion-focusing nanostructures of different dimensionality and morphology
of their nanopatterns.

In this chapter we consider plasma-based growth of nanostructures on
biased conductive substrates such as those sketched in Figure 7.1. Our
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Figure 7.1 Schematics of growth of various nanostructures
in a plasma environment: (a) conductive nanotips; (b) non-
conductive nanostructures; (c) conductive nanowalls; and
(d) nanopores/nanocavities [173].

main aim here is to present the most essential general features and salient
trends of the plasma-based growth of nanostructures. Figure 7.1 dis-
plays a representative set of four nanostructures with different geometri-
cal and physical characteristics, namely, conductive nanotips/nanocones
(1D or 3D depending on size), non-conductive (insulating) nanoislands
(0D or 3D), conductive nanowalls (2D), and also porous structures and
cavities in the substrate surface. Here, the term “conductive” is used
for materials that do not show any significant voltage drop when a cur-
rent flows onto them. On the other hand, “insulating” nanostructures
show a larger electric resistance which prevents or substantially slows
down electric charge leak from their surfaces. The range of nanostruc-
tures considered in this chapter also includes gas-borne (floating) and
surface-bound carbon nanotubes. The main focus here will be on numer-
ical simulations, which are usually done by splitting the whole complex
model into three main sub-models that describe the microscopic topol-
ogy of ion currents in nanopatterns, surface process, and nanostructure
growth and nanopattern development [173].

In most cases, we will consider a system consisting of a biased sub-
strate with the growing nanostructures immersed in the plasma (Fig-
ure 7.1). However, we usually do not specify the method of the plasma
generation and thus do not restrict ourselves by the plasma parameters;
accordingly, the plasma can be produced, e.g., by inductive and capac-
itive RF discharges, cathodic and anodic vacuum arcs, magnetron and
microwave discharges, pulsed laser deposition or some other configu-
rations of ionized physical or chemical vapor deposition. The plasma
density usually varies in the range 1016–1019 m−3, whereas the electron
temperature Te varies from 2 to 10 eV.



7.1 General Considerations and Elementary Processes 345

Figure 7.2 Equipotential lines of the electric field in the nano-
patterns of: (a) conducting quasi-1D nanostructures; (b) non-
conducting nanoislands; (c) nanopores/nanocavities. View from
the top of ion trajectories in nanopatterns of (d) conducting
quasi-1D nanostructures; (e) non-conducting nanoislands; and
(f) conducting nanowalls [173].

When a nanoassembly process is conducted in an ionized gas environ-
ment, an ion flux from the plasma to the nanoassembly site is controlled
by the electric field E(r) created by the entire population of NSs on the
surface, for example, nanotips or nanoislands as shown in Figures 7.2(a)
and (b). Thus, the microscopic ion fluxes to the various areas of the sub-
strate and NSs are affected by the nanostructures themselves, bias and
the plasma-nanostructure interaction. In the case of conductive nanotip
patterns, the electric potential of the nanotips is the same as that of the
surface. On the other hand, insulating nanoislands can acquire both pos-
itive and negative electric charges, depending on the deposition condi-
tions.

If the NSs are composed of a conductive material (e.g., metal or
graphitic carbon, Figure 7.2(a)), the electric field increases strongly near
conductive peaks (this is the case for nanotips and nanowalls). By com-
parison, in the case of non-conductive or highly-resistive nanostructures
(e.g., hydroxyapatite (HA) islanded films [359], Figure 7.2(b)) the islands
are exposed to the ion flux to the negatively biased substrate and acquire
a positive charge due to the retarded drain of positive charges through
the substrate.

From Figure 7.2, one can see that these two cases feature a very differ-
ent pattern of the electric field. Indeed, in the case of conductive nanos-
tructures, the electric field is “patterned” to attract the ion flux to sharp
structures. On the other hand, the electric field in nanopatterns of non-
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conductive islands features a dipole-like structure due to mirror electric
charges induced in the substrate. In both cases, the electric field appears
to be strongly patterned in the above-surface layer to a thickness several
times larger than the nanostructure sizes [173].

Let us now discuss in more detail the electric field configurations
computed for different nanopatterns. Figure 7.2 shows the topology
of the microscopic electric field for (a) conductive nanotips, (b) non-
conductive nanoislands and (c) cavities in a conductive substrate. From
Figure 7.2(a), one can see that conductive nanotips generate very sharp
potential peaks, which protrude well outside the nanotip height do-
main. Nanoarrays of carbon nanotubes or conducting high-aspect-ratio
nanorods have quite similar electric field distributions. One can thus ex-
pect a reasonably strong focusing of the ion current by the nanotips. In
the case of non-conductive nanoislands (Figure 7.2(b)), the electric field
has a dipole-like shape with the force lines entering the substrate sur-
face; therefore it is apparent that the maximum current density should
be expected on open surface areas between the nanoislands. In the third
case (Figure 7.2(c)), when cavities/pores in a conductive substrate are
considered, the electric field is shaped so as to focus the ion flux into the
interior.

Typical patterns of the ion trajectories for the conductive nanotip and
non-conductive nanoisland patterns are shown in Figures 7.2(d) and (e),
respectively. From Figures 7.2(d), it is seen that the ions are strongly
attracted by the nanotips; as a result, their trajectories are directed to
the nanotips and the ion current increases at the surfaces of conductive
nanostructures. Figure 7.2(e) depicts the opposite situation; namely, ions
are deflected in such a way that they avoid the nanoislands and precip-
itate on the uncovered surface of the substrate. In this case the curva-
ture of the ion trajectories is much larger. This is the consequence of the
dipole-like shape of the electric field in non-conductive patterns, which
generate a stronger field capable of deflecting fast ions in the vicinity
of the substrate surface. Indeed, when an ion starts moving through
the sheath over the nanoisland, it deflects strongly from the nanoisland
centre and moves to the uncovered surface of the substrate. However,
when an ion starts moving between the nanoislands, it does not show
any strong deflection of the trajectory.

Let us now use our knowledge of distributions of electric fields and mi-
croscopic ion fluxes in the vicinity of nanostructures to model the growth
of carbon nanotubes grown in the gas phase and on the surfaces in high-
density plasmas [351]. In the following, we will analyze the conditions
of nanotube growth on solid surfaces and in the gas phase of dense low-
temperature plasmas produced, for example, by an arc discharge. These
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conditions will be related to the ion flux intensity and distribution. In
particular, Levchenko et al. [351] have shown that the densities and mi-
croscopic topology of ion flux distribution appear to be very different
for the plasma and surface-grown nanotubes. This difference ultimately
results in very different growth rates for the surface-bound and plasma-
borne nanotubes.

Before we proceed any further, let us introduce the growth model
and recall the most important basic growth modes of carbon nanotubes.
Some of the basic ideas have already been introduced in Chapters 2
and 3. Nevertheless, despite the apparent simplicity, there is still no
consensus on whether or not metal catalyst nanoparticles are always re-
quired to synthesize carbon nanotubes in these situations. Interestingly,
the reports on metal-catalyzed nanotube growth significantly outnum-
ber those on catalyst-free synthesis. Indeed, in many cases nanotubes
can grow without specifically prepared transition metal nanoparticles.
However, under certain conditions some surface features, such as areas
with a high density of defects and ultra-thin deposits segregated into
small catalyst islands, may trigger nanotube growth. When nanotubes
are produced in the ionized gas phase of high-density plasmas, products
of erosion of liquid and solid fragments from the cathode may also serve
as effective catalysts.

Therefore, in the following we will only consider the catalyst-based
growth of the surface-bound and gas-borne nanotubes. In a plasma en-
vironment, multi-walled carbon nanotubes (MWCNTs) very often follow
the tip growth mode, in which the catalyst particle is located on the top
of the nanotube as shown in Figure 7.3(a). On the other hand, single-
walled carbon nanotubes (SWCNTs) can only grow via the base growth
(also called root growth) scenario (Figure 7.3(b)). For the arc discharge-
grown SWCNTs shown in Figure 7.3(c), the above terms are not applica-
ble. However, it is frequently observed that a bunch of nanotubes may
grow on a single nanoparticle. As a substrate for the nanotube growth Si
or SiO2 are most commonly used. It is also important to stress that the
catalyst particle on which the nanotubes grow in arc discharge plasmas
are usually much larger (up to several µm) than surface-bound catalyst
nanoislands.

Analyzing the nanotube growth from the plasma or neutral gas en-
vironment and using the knowledge we already have from Chapter 6,
we can state that the main processes involved are the same for all the
three cases considered in Figure 7.3: carbon particle (atoms, ions, radicals
such as CH2 etc. – for simplicity these will be further referred to as “car-
bon”) accumulation on the substrate or catalyst particle surface; carbon
diffusion about the substrate, catalyst or nanotube surfaces (surface dif-
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Figure 7.3 Schematic of the three main
scenarios of carbon nanotube growth in a
plasma.(a) Tip-mode growth of MWCNT
on surface; (b) base-mode growth of
SWCNT on surface; (c) and catalytic
growth of SWCNT in dense plasmas.
The catalyst is being drawn partially into
the nanotube in the (a) and (b) scenar-
ios and probably in the (c) scenario.
Distribution of ion flux and direction of
diffusion processes for nanotubes on

the surface in case of (d) MWCNT tip
growth mode; (e) SWCNT base growth
mode; and (f) growth on catalyst particle
in arc plasma. Nanotube parameters:
MWCNT height 2 µm and diameter
100 nm; SWCNT height 1 µm and diame-
ter 2 nm; length and diameter of SWCNT
in arc plasma (f) are 2 µm and 2 nm, with
the diameter of metal catalyst particle
10 nm [351].

fusion); carbon diffusion through the catalyst (bulk diffusion); and car-
bon re-evaporation from the substrate, catalyst and nanotube surfaces.
The nanotube nucleation is often described using the vapor-liquid-solid
(VLS) model [360]. Thus, the processes that determine the carbon balance
at the nanotube growth surfaces (Figure 7.3(a–c)) and eventually deter-
mine the nanotube growth rates and possibly the transitions between the
growth modes (e.g., involving multiplication of the number of graphene
walls) are common for all the above three CNT growth cases [351].
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We reiterate that in this section we will only analyze the ion flux-
related effects that are determined by the electric field, and do not con-
sider the flux of neutral carbon particles to the nanotubes and substrate
surface. In general, the neutral particle flux to the growing nanotube ar-
ray is quite large and may be comparable or even larger than the mean
ion flux, especially when the ionization degree of the plasma is low.
However, the neutral component of the plasma is not affected by the
electric field and thus it provides only a uniform background flux. In
comparison, the ion flux follows non-uniformities of the nano-structured
electric field and leads to many features of the nanostructures which can-
not be obtained through neutral gas-based processes.

The above features appear quite different for nanotubes arranged in
microarrays of different densities. One of the reasons is the number
of different options [351] for carbon delivery to catalyst particles at the
bases or tops of individual nanotubes. In those arrays of a relatively low
density, both neutral and ion fluxes can reach the substrate surface and
thus participate in the nanotube growth through the base growth mecha-
nism. This growth mode requires the carbon delivery to the lower part of
the nanotubes where the metal catalyst particle is located. In this case, a
significant part of the total carbon flux is delivered directly to the surface
and then reaches the catalyst via surface diffusion about the substrate
surface and those sections of the nanotube walls that are closest to the
substrate.

If the density of nanotubes in the array is higher than a certain thresh-
old, direct delivery of neutral species to the substrate becomes problem-
atic or even impossible. The main reason for this is a random orienta-
tion of their velocity vectors which results in a predominant deposition
of neutral species onto side surfaces of the nanotubes. Even worse, the
denser the array, the higher the density of neutral flux deposited onto the
uppermost section of the CNT walls. In this case, the neutral carbon is
being deposited on nanotube surfaces but the ion flux can still reach the
substrate surface and the lower parts of the nanotube side surface and
possibly the catalyst particles anchored to the substrate.

The situation changes even further when the nanotubes form a closely
packed array or a dense forest. In this case, neither neutral nor ion
fluxes can be delivered to the substrate or the catalyst particle (in the root
growth scenario) directly from the plasma. Therefore, carbon material
can only be supplied to the surface-bound catalyst particles via surface
diffusion about the nanotube walls.

In Figure 7.4(a) the calculated ion flux distribution on substrate in a
rarefied square nanotube array is shown [351]. It can be seen that the ion
flux is mainly deposited around the base of the nanotube, exactly where



350 7 Ion-Focusing Nanoscale Objects

Figure 7.4 Distribution of ion flux around
CNTs in regular patterns. (a) Rarefied
pattern; (b) dense square pattern; and
(c) dense hexagonal pattern. In dense
patterns, ion flux demonstrates peaks be-
tween nanotubes die to ions drawing into
inter-CNT gaps. In rarefied patterns, ion

flux is distributed with angular symmetry
around each nanotube. Nanotubes height
1 µm, diameter 2 nm, step between the
nanotubes 50 nm (dense patterns) and
1000 nm (rarefied patterns). Distributions
obtained by MC simulation of ion trajecto-
ries in electric field of nanotubes [351].

the metal catalyst nanoparticle is located. The mutual influence of the
neighboring nanotubes is low, thus the ion flux distribution is symmet-
rical around each nanotube’s circumference. In the case of dense square
and hexagonal patterns (Figures 7.4(b) and (c)) the ion flux on the surface
is mainly distributed between the adjacent nanotubes, thus forming well
pronounced current peaks. The configuration of these peaks reflects the
nanotube arrangement on the surface: in the square pattern, each nan-
otube is surrounded by four radially extended peaks, and in the hexag-
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onal pattern by the three similar peaks. The peaks are rather strong and
exceed the averaged ion current density between the nanotubes by ap-
proximately one order of magnitude [351].

We will now consider the ion flux distribution over the surfaces of
surface-bound and arc discharge-produced nanotubes [351]. These dis-
tributions were computed using the above growth models and assum-
ing that the SWCNT in arc discharge plasmas developed on metal cata-
lyst particles of 10 nm in diameter. The surface-bound nanotubes were
split into two groups: MWCNTs of 100 nm in diameter with a length of
2 µm (Figure 7.3(a), top growth mode) and 1 µm-long SWCNTs of 2 nm
in diameter (Figure 7.3(b), base growth mode). The arc discharge-grown
nanotubes had the same thickness as the surface-bound counterparts, yet
were twice as long.

The results of the calculations and the main diffusion processes that
deliver carbon to the catalyst are shown in Figures 7.3(d–f). The case
of MWCNT is illustrated in Figure 7.3(d), together with typical trajecto-
ries of carbon ions being deposited on the nanotube and substrate sur-
face. From this figure it is clearly seen that the carbon deposition profile
is strongly non-uniform, with the current density much stronger at the
MWCNT top where the catalyst nanoparticle is located. In this area the
ion current density is 4 times larger than at the nanotube base.

Likewise, a quite significant proportion of the total ion flux is de-
posited on the substrate surface as can be seen in Figure 7.3(d). Since the
MWCNT growth proceeds through the metal catalyst particle on its top,
all carbon-bearing species deposited on the nanotube walls and on the
substrate should migrate, mainly by surface diffusion, to the nanotube
top as it is shown in Figure 7.3(d). As a result, the surface of the MWCNT
is exposed to very strong diffusional fluxes. Hence, one achieves a high
surface density of carbon adatoms, which can be a plausible reason for
the genesis of new graphene walls.

The ion current distribution on the SWCNT shown in Figure 7.3(e) is
similar to that of the MWCNT, with stronger non-uniformity of the dis-
tribution and higher flux density at the nanotube top (without a metal
catalyst particle in this case). The degree of non-uniformity reaches 1:10
for the top and bottom parts of the nanotube, respectively; that is, the
current density is lower at the substrate surface. As already mentioned,
we assumed that the SWCNT grow by the base mode, with the catalyst
located at the substrate; thus, the diffusion fluxes differ from those on
MWCNTs and are directed to the SWCNT along the substrate and also
downwards from the nanotube top. As a result, only carbon deposited
directly on SWCNT diffuses along the nanotube [351].
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Figure 7.5 Dependence of carbon nanotube growth rates on the
plasma density, for plasma-grown SWCNT and SWCNT/MWCNT
grown on the surface from the ion flux. Electron temperature 2 eV,
nanotube diameter 2 nm, nanotube length 5000 nm, nanotube
array density factor 0.05 [351].

The third case of the nanotube growing in arc discharge plasmas is
illustrated in Figure 7.3(c). In this case the two distribution peaks are ob-
served (on the nanotube top and on the catalyst particle), with the “top”
peak stronger (due to a larger curvature of the nanotube top and higher
electric field strength). The carbon fluxes in this case are similar to the
case of surface-bound SWCNTs; namely, carbon species deposited on the
nanotube diffuse toward the catalyst particle. On the other hand, carbon
deposited directly on the catalyst diffuses partially along the catalyst par-
ticle and partially through the catalyst [351].

A rigorous analysis of the above fluxes of carbon-bearing species to
catalyst nanoparticles made it possible to calculate the total flux of ad-
sorbed carbon species to the nanotube nucleus Γs [351, 361], which was
then used to calculate the nanotube growth rate

ηgrowth =
Γs

πNwρsd
, (7.1)

where ρs is the surface density of carbon atoms in graphene sheets, Nw

is the number of nanotube walls (Nw = 1 for SWCNT and Nw > 1
for MWCNT), and d is the nanotube’s diameter. The results of calcula-
tions of the nanotube growth rates as a function of the plasma density
are shown in Figure 7.5. It is seen that the growth rate of SWCNT in
arc discharge plasmas is 2 × 105 nm/s for the plasma density 1018 m−3,
and well exceeds the growth rate of the SWCNTs on the surface which
is ca. 3000 nm/s and the growth rate of the MWCNT on the surface
of ca. 400 nm/s for the same plasma density. From Figure 7.5 one can
also see that the dependence of the growth rate on the plasma den-
sity is rather strong. The calculations were made for nanotubes of
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length/height 5 µm and diameters 2 and 100 nm for the SWCNT and
MWCNT, respectively [351].

The results of Figure 7.5 can be compared with experimental informa-
tion on nanotube growth on the surface and in the bulk of arc discharge
plasmas. The growth rates of SWCNT/MWCNT on the surface can be
directly compared with the rates measured in experiments; furthermore,
the experiments demonstrate a good agreement with the calculations of
Levchenko et al. [351]. Growth rates for surface-bound SWCNTs of up
to 2000 nm/s have already been reported [362]; these are in good agree-
ment with the value 3000 nm/s calculated above. For the MWCNT, the
reported rates from 20 to 300 and even 1000 nm/s [363–365] are also in
good agreement with the above rates ranging from 400 to 1500 nm/s ob-
tained for plasma densities of 1018 and 1019 m−3, respectively.

For the SWCNT grown in the bulk of dense plasmas, the growth rate
can be obtained from the typical velocity of nanotubes in the arc plasma
discharge and the width of a typical inter-electrode gap [272]. For the
nanotube velocity 0.05 m/s and inter-electrode gap of 1 mm, one obtains
the growth rate of ca. 250 µm/s, which is also in a good agreement with
the value of 200 µm/s calculated by Levchenko et al. [351] for the plasma
density of ca. 1018 m−3.

Let us now discuss some important features of the nanotube growth
stipulated by the electric field effects. In arc discharge plasmas, mainly
SWCNTs grow. This mode is characterized by a very large and very non-
uniform (Figure 7.3(d–f)) specific flux to the nanotube surface, which
leads to very high growth rates (Figure 7.5). Note that higher fluxes can
be deposited onto both the nanotube top and the catalyst particle. The
latter feature is particularly useful to enhance the nanotube growth in
either the top or the base growth mode, as applicable.

Another important feature of nanotube growth in a plasma is the state
of the metal catalyst, which may be completely or partially molten. In-
deed, metal catalysts, can be considered molten, due to the additional
energy of the surface tension and high curvature [366]. Further, in arc
discharge plasmas the metal catalysts can melt during emission from the
cathode. In some cases carbon diffusion through the molten catalyst may
be much faster than the surface diffusion [170]. This may lead to insuf-
ficient surface densities of those carbon adatoms on nanotube walls near
the catalyst particle. As a result, formation of new walls becomes likely
and in this case rapid growth of SWCNTs is usually observed.

Catalyst poisoning, which is usually associated with covering a cat-
alyst surface by a carbon layer [367, 368], is also unlikely in this case
due to the liquid surface of the catalyst and the high density of the ion
flux which will provide an intense sputtering or etching of the deposited
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amorphous carbon and so restore the catalyst activity [364]. Besides, the
size of catalyst particles used for SWCNT growth in a plasma are rather
large (as compared with the nanotube diameter), and so the conditions
are optimal for accumulation of a large amount of carbon in the catalyst.
This is possible due to the fact that carbon solubility in Fe and Ni is very
large and carbon saturates in Fe at 20 at.% if the particle size does not
exceed 100 nm, and even at 50 at.% in particles of 3 nm in diameter.

In the above, we have always assumed that the nanotubes and other
related one-dimensional nanostructures of our interest are aligned verti-
cally, that is, in the direction of the electric field within the plasma sheath.
However, what is the reason for this remarkable and indisputably elec-
tric field-related effect? Although this fact is acknowledged by everyone
who works in the area, it still remains essentially unclear why exactly it
occurs.

One of the first attempts to explain this phenomenon was undertaken
by Merkulov et al. [160] who demonstrated that PECVD-synthesized car-
bon nanofibers grown in the tip mode align vertically irrespective of their
density on the surface. However, base-grown nanofibers were frequently
observed to grow in random orientations. The alignment cannot be ex-
plained using either the crowding or van der Waals force arguments. In
the top growth mode the catalyst particle follows the direction of the
plasma electric field as the nanofiber develops. Merkulov et al. [160] pro-
posed a mechanism of vertical alignment based on self-adjustable pre-
cipitation of carbon material to the nanofiber walls through the catalyst
particle.

Put simply, if the rates of carbon atom delivery to the left and to the
right are equal, the nanofiber grows straight. These rates depend on the
distribution of mechanical stress around the particle. If the nanofiber
with the catalyst on its tip is bent, the above mechanical stress is medi-
ated through the effect of the electric field, which effectively pulls the
particle and the entire fiber up. This results in the restoration of uniform
and balanced carbon precipitation around the nanofiber circumference
and eventually in its perfectly vertical growth. On the other hand, if the
catalyst particle remains at the nanofiber’s base, the electric field only
further strengthens the stress distribution and the nanofiber may bend
even further.

The above conclusions are further supported by numerical simula-
tions by Bao et al. [369], which suggested that in reasonably dense ar-
rays the vertical alignment of multi-walled carbon nanotubes may be
due to (or at least improved via) direct electrostatic interactions of indi-
vidual MWCNTs within the array. Their numerical results, in particular,
suggest that: (i) the electrostatic repulsive force induced by the similar
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charges of neighboring nanotubes is strong enough to become a major
factor in nanotube alignment; (ii) the electrostatic attractive force along
the the field direction acting on the catalyst particle at the MWCNT tip is
much larger than that on the tube; this effectively pulls the “head” of the
nanotube to the plasma bulk and eventually leads to the vertical growth;
(iii) the magnitude of the attractive electrostatic force acting on the nan-
otube and the catalyst particle is related to the height and diameter of
the MWCNTs as well as to their density in the array [369]. These numer-
ical results also confirm that vertical alignment further improves (and in
some cases quite substantially) when the DC substrate bias is increased.
This is frequently observed in experiments [1].

Now the question is why single-walled carbon nanotubes also show so
strong alignment along the direction of the electric field in the plasma
sheath? This phenomen cannot be explained using the arguments of
uniform and non-uniform stress and carbon material precipitation as we
have done in the case of carbon nanofibers with the catalyst particle an-
chored to their base. Indeed, since the SWCNTs usually grow via the
base-growth scenario, then why do not they bend just like nanofibers in
the same growth mode?

This puzzle remained essentially open until Kato et al. [370] suggested
that the SWCNTs can be treated as dipoles which align in the electric
field within the plasma sheath. In this case, if a single-walled carbon
nanotube is treated as an electric dipole with polarizability P = αE, the
potential energy of the nanotube dipole UE in the electric field created in
the plasma sheath E is

UE = −αE2 cos φ,

where α is the principal term of the polarizability tensor and φ is the
angle between the nanotube and the electric field. Here we recall that
depending on their chirality, SWCNTs can be either semiconducting or
metallic (see Section 3.2).

Since such nanotubes require quite significant thermal activation (e.g.,
growth temperatures at ca. 700–800 ◦C), a substantial amount of free car-
riers should exist even in semiconducting nanotubes [371]. Therefore,
Kato et al. [370] assumed that all freestanding nanotubes in their experi-
ments have a metallic structure. They have also approximated the static
polarizability of metallic SWCNTs using a classical electrostatic model
for a continuous metallic cylinder in an electric field

α = 4πε0
l3

24[ln(l/r)− 1]

[
1 +

4/3 − ln 2
ln(l/r)− 1

]
,

where l and r are the cylinder’s length and radius, respectively [372].
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The absolute value of the maximum potential energy in this case turns
out to be approximately 4.3 eV. In contrast, the thermal excitation en-
ergy UT of the nanotubes grown at Ts ca. 750 ◦C, is ca. 0.088 eV. Hence,
one has |UE| � UT , which means that the magnitude of the electric field
within the plasma sheath is sufficient to align individual SWCNTs verti-
cally [370].

To complete this section, we stress that the range of electric field- and
ion-related effects is not limited to what has been discussed in this sec-
tion, which was mostly devoted to carbon nanotubes and related struc-
tures. We will continue this theme in the following section and focus on
carbon nanofibers and single-walled carbon nanotubes.

7.2
Plasma-Specific Effects on the Growth of Carbon Nanotubes
and Related Nanostructures

As we have seen in the previous section, the electric field in the plasma
and the associated ion fluxes and charging effects cause many interesting
phenomena such as a remarkable vertical alignment and high growth
rates of one-dimensional nanostructures. These growth rates are partly
controlled by the state of the transition metal catalyst particles and are
substantially higher than the rates of development of low-dimensional
epitaxial nanostructures considered in Chapter 6.

In this section we will concentrate on low-temperature growth con-
ditions and show that the plasma conditions affect many aspects of the
growth of carbon nanofibers (CNFs) and single-walled carbon nanotubes
(SWCNTs). As the nanostructures develop, their surface areas increase,
and elementary processes on these surfaces such as adatom/adradical
creation and diffusion become increasingly important.

The plasma-related effects considered in this section include ion-
enhanced production of the required building units on top and lateral
surfaces of the nanostructures followed by their diffusion from the point
of creation to the point of insertion through the catalyst particle and
control of the presence of reactive atomic hydrogen. This is a typical
example of a reactive plasma environment where numerous transforma-
tions of plasma-created species take place not only in the gas phase but
also on the surfaces of individual nanostructures!
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7.2.1
Plasma-Related Effects on Carbon Nanofibers

We will now follow the structure of the original report [167] and consider
the growth kinetics of carbon nanofibers in hydrocarbon plasmas. In ad-
dition to gas-phase and surface processes common to chemical vapor de-
position, the model considered also includes several important processes
that are unique to plasma-exposed catalyst surfaces such as ion-induced
dissociation of hydrocarbon molecules and radicals, interaction of ad-
sorbed species with incoming hydrogen atoms, and also dissociation of
hydrocarbon ions.

This elegant model made it possible to demonstrate that at low,
nanodevice-friendly process temperatures, carbon nanofibers develop
through surface diffusion rather than bulk diffusion mechanisms. For
an extended discussion of these two channels of incorporation of carbon
species into the growing nanostructures please refer to Section 7.1 of this
monograph.

Atomic carbon building units, which are delivered to the growth sites
through surface diffusion, are generated on the (tip-attached) surface of
the catalyst metal nanoparticle via ion-induced dissociation of hydrocar-
bon precursor species. These results explain the lower activation energy
of nanofiber growth in a plasma and can also be used for the plasma-
assisted synthesis of other one-dimensional nanoassemblies [167].

Similar to carbon nanotubes, carbon nanofibers are also one-dimen-
sional nanostructures but with a different arrangement of graphene
sheets; namely, wrapped in cones and stacked in one another. The
top cone supports a metal catalyst nanoparticle as shown in Figure 7.6.
This kind of carbon nanofiber is commonly referred to as bamboo-like
nanofibers which develop in the tip growth mode. For an extended
discussion of other arrangements, properties and applications of CNFs
please refer to the dedicated review [22].

What is more important for the purpose of this monograph is that us-
ing plasma-enhanced CVD (PECVD), it is possible to grow the CNFs
with better vertical alignment in addition to improved size and posi-
tional uniformity, at higher deposition rates and at substrate tempera-
tures remarkably lower than in most neutral gas-based processes [21,22,
170,373]. As we have already discussed in Chapter 3 and Section 7.1, el-
ementary processes on the surface and within an apical metal catalyst
nanoparticle determine the subsequent growth and structure of verti-
cally aligned carbon nanostructures.

However, how the plasma environment exactly (for instance, through
ion bombardment and/or reactive chemical etching) affects these pro-
cesses and leads to frequently reported in experiments
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• higher growth rates;

• lower activation energies for CNF growth; and ultimately

• lower growth temperatures,

remains unclear despite extensive efforts to explain the growth kinet-
ics or invoke modelling of neutral gas-based CVD, atomistic structure
of related nanoassemblies or a limited number of plasma-related effects
(ion/radical composition, surface heating, and so on) [167,231,374–377].
This issue remains one of the major obstacles on the way to deterministic
plasma-aided synthesis of carbon nanofibers and related nanostructures
of nanodevice quality [4,167].

Denysenko and Ostrikov [167] accounted for carbon diffusion over the
catalyst particle surface and through the bulk of the catalyst as well as for
a range of ion- and radical-assisted processes on the catalyst surface that
are unique to plasma environments yet are frequently sidestepped by the
existing models of carbon nanofiber/nanotube growth [378–380]. This
approach makes it possible to conclude that at low surface temperatures
Ts, which are insufficient for effective catalytic precursor decomposition,
the plasma ions play a key role in the production of carbon atoms on the
catalyst surface. The effect of the ion bombardment of the catalyst sur-
face has been quantified and related to a remarkably lower CNF growth
activation energy in the plasma-based process [167]. This has been one
of the most-debated yet intractable issues in the last decade.

Figure 7.6 Processes that are accounted
for in the PECVD. AD = adsorption of
C2H2; DS = desorption of C2H2 (activa-
tion energy EaCH); DIS = dissociation
(δEi); EV = evaporation (Eev); SD = sur-
face diffusion (Es); INC = incorporation
into a graphene sheet (δEinc); BD = bulk

diffusion(Eb); ADH = adsorption of H;
DSH = desorption of H (activation energy
EaH); LAP = loss of adsorbed particles
at interaction with atomic hydrogen;
IID = ion-induced dissociation of C2H2;
ID = C2H +

2 ion decomposition [167].



7.2 Plasma-Specific Effects on the Growth of Carbon Nanotubes 359

Let us now consider the plasma-assisted growth of a CNF with a metal
catalyst particle on top, as shown in Figure 7.6 [167]. It is assumed that
carbon atoms, the primary building units of the nanofibers, are created
on the flat, circular top surface of the particle via a number of elemen-
tary processes (as sketched in Figure 7.6) and then incorporated into the
growing graphene sheets (shown as stacked cones in Figure 7.6) via sur-
face or bulk diffusion. This makes it possible to calculate the CNF growth
rate Ht, single out specific contributions of the two competing diffusion
processes (Hs and Hv for the surface and bulk diffusion, respectively),
and apply these rates to explain and quantify the relevant experimental
results [170,373,381,382].

The total CNF growth rate

Ht = Hs + Hv

can be split into two components originating from the surface

Hs = mC Js/(πr2
pρ)

and bulk

Hv = mC Jv/(πr2
pρ)

diffusion, where Js and Jv are the fluxes of carbon atoms to the graphene
sheets over the catalyst particle’s surface and bulk, respectively [167].

Here, rp is the radius of the catalyst particle, ρ is the CNF material
density, and mC is the mass of a carbon atom. The flux of C atoms throuth
the catalyst bulk is

Jv =
∫ rp

0
(nCDb/r2

p)2πrdr,

where nC is the surface density of carbon atoms, and

Db = Db0 exp(−Eb/kBTs)

is the bulk diffusion coefficient with Db0 a constant and Eb ≈ 2.560 × 10−19 J
(1.6 eV) [373] and, as usual, kB is Boltzmann’s constant.

To calculate the surface diffusion flux

Js = −Ds
dnC

dr
|r=rp ×2πrp

one can assume that diffusing carbon atoms incorporate into the graphene
sheet at the border of the catalyst particle (r = rp), with the rate deter-
mined from −DsdnC/dr = knC, where

Ds = Ds0 exp(−Es/kBTs)
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is the surface diffusion coefficient (please note a similarity to adatom dif-
fusion processes considered in Chapter 6), Ds0 is a constant, Es is the
energy barrier for carbon diffusion on the catalyst surface

k = Ak exp(−δEinc/kBTs)

is the incorporation constant and Ak is the constant that depends on
the carbon nanostructure size [383]. Here, δEinc is the barrier for
C diffusion along the graphene-catalyst interface, which is approxi-
mately 0.640 × 10−19 J (0.4 eV)–0.800 × 10−19 J (0.5 eV) for different nickel
facets [165,373,383,384].

To calculate the surface density of carbon atoms nC it was assumed
that the top surface of the catalyst nanoparticle (here, Ni nanoparticle)
is affected by fluxes of hydrocarbon neutrals (here, C2H2), an etching
gas (here, H) and hydrocarbon ions (here, C2H+

2 ). Similar to the estab-
lished CVD growth models of carbon nanotubes and related structures
this model accounts for adsorption and desorption of C2H2 and H as well
as thermal dissociation of C2H2 on the catalyst surface (Figure 7.6). It is
also assumed that C2H2 and H are adsorbed only on the uncovered part
of the catalyst surface.

Similar to the approach introduced in Chapter 6, this model also rig-
orously accounts for evaporation of carbon atoms from the catalyst sur-
face and for the following processes on the catalyst surfaces, unique to
the plasma environments yet not accounted for in the existing models:
ion-induced dissociation of C2H2, interaction of all the adsorbed species
with incoming hydrogen atoms, and dissociation of hydrocarbon ions
(Figure 7.6) [167].

The model of Denysenko and Ostrikov [167] also includes mass bal-
ance equations for C2H2 and H species on the catalyst surface [385] and
the following equation for atomic carbon on the surface

JC + div(DsgradnC) − OC = 0, (7.2)

where

JC = 2nCHν exp(−δEi/kBTs) + 2(nCH/v0)jiyd + 2ji

is the carbon source term describing the generation of C on the catalyst
due to thermal and ion-induced dissociation of C2H2, and decomposi-
tion of C2H +

2 , respectively.
The second term in Equation (7.2) describes the carbon loss due to sur-

face diffusion. Likewise,

OC = nCν exp(−Eev/kBTs) + nCσads jH + nCDb/r2
p
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Figure 7.7 Hs, Hv and Ht as functions of the substrate temper-
ature for (a) PECVD and (b) CVD. The triangles and circles rep-
resent the experimental points of Hofmann et al. [170] and Ducati
et al. [381] for PECVD and CVD, respectively [167].

accounts for the loss of carbon atoms due to evaporation (with the energy
barrier Eev), interaction with atomic hydrogen from the plasma, and bulk
diffusion. Here, nCH is the surface concentration of C2H2; v0 is the num-
ber of adsorption sites per unit area [385]; ν is the thermal vibrational
frequency; and σads is the cross-section for the reactions of atomic hydro-
gen with adsorbed particles [385].

The flux of the impinging species α is given by jα = ñαvthα/4, where
subscript α =(CH, H) stands for C2H2 and H species, respectively; ñα

and vthα are the volume density and thermal velocity, respectively. Fur-
thermore, δEi is the energy barrier for thermal dissociation of acety-
lene, ji ≈ ni(kBTe/mi)1/2 is the ion flux, ni is the ion density in the
plasma, Te(≈ 1.6 eV) is the electron temperature, mi is the ion mass,
yd ≈ 2.49 · 10−2 + 3.29 · 10−2 × Ei [385], where Ei is the ion energy in eV.
In the above, it was assumed that the C2H2 loss due to ion-induced disso-
ciation is the same as that in the growth of diamond-like films [167,385].

We will now discuss the numerical results that follow from the above
model. To elucidate the relative roles of the surface and bulk diffu-
sion channels under typical experimental conditions of carbon nanofiber
growth in a direct current PECVD system [170,373], Denysenko and Os-
trikov [167] studied the dependence of Ht, Hs, and Hv on the surface tem-
perature. Figure 7.7(a) shows the comparison of the computed nanofiber
growth rates (using ñCH = 5 × 1014 cm−3, ñH = 10−3ñCH, Ei = 500 eV,
ni = 3 × 1010 cm−3, rp = 25 nm, EaCH = 4.640 × 10−19 J (2.9 eV), EaH =
2.880 × 10−19 J (1.8 eV), δEi = 2.080 × 10−19 J (1.3 eV) (Eaα is the desorp-
tion activation energy for species α), Es = 0.480 × 10−19 J (0.3 eV), and
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δEinc = 0.640 × 10−19 J (0.4 eV)) and measured experimentally by Hof-
mann et al. [170].

It is seen that the calculated Ht reproduces the experimental trend in
the CNF growth rate. One can only observe minor deviations at low
(βT = 1000K/Ts > 1.9) and large substrate temperatures (βT < 1.1). The
minor difference at low Ts may be attributed to heating of Ni catalyst
particles by intense ion fluxes from the plasma [231].

The most striking observation from Figure 7.7 is that the surface dif-
fusion curve fits best to the experimental curve in the broad range of
temperatures (βT = 1000K/Ts > 0.9). This confirms and quantifies the
earlier conclusion [373] that the CNF synthesis in the experiments of Hof-
mann et al. [170] may indeed be due to surface diffusion of carbon atoms
over the catalyst particle surface [167].

More importantly, at low substrate temperatures, the temperature de-
pendence of the CNF growth rate due to surface diffusion

Hs ∼ exp(−δEinc/kBTs)

appears to be the same as that of the constant k of carbon incorpora-
tion into graphene sheets. One can thus conclude that the activation en-
ergy in PECVD is about the same as the energy barrier for carbon dif-
fusion along the graphene-catalyst interface. Given that δEinc is only
ca. 0.640 × 10−19 J (0.4 eV) [373], this very low activation energy of the
plasma-based growth of CNF in fact explains the higher growth rates in
plasma-aided processes compared to CVD and some other neutral gas-
based processes [170].

Letting jH = ji = 0, the growth rates for the CVD case (Figure 7.7(b))
have been also calculated [167]. From Figure 7.7(b) one notices that the
computed total growth rate Ht is very close to the experimental results
of Ducati et al. [381]. Moreover, it is clearly seen that at lower tempera-
tures (βT > 1.2), surface diffusion controls the growth whereas at higher
temperatures (βT < 1.0), CNF growth is due to the bulk diffusion. In the
intermediate range 1.0 < βT < 1.2, both growth channels make compa-
rable contributions [167].

It is also interesting to elucidate how the ion and atomic hydrogen
fluxes from the plasma affect the CNF growth rate Ht. The growth rates
Ht as functions of Ts are presented in Figures 7.8(a) and (b) for different
ion and hydrogen atom densities in the plasma, respectively. One can see
from Figure 7.8(a) that at low substrate temperatures the growth rate in-
creases with ji. This increase is mostly due to the enhanced ion-induced
dissociation of C2H2 on the catalyst nanoparticles. On the other hand,
Figure 7.8(b) suggests that Ht decreases with jH because of the larger
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Figure 7.8 Variation of Ht with Ts for
different densities of ions ni (a) and
atomic hydrogen ñH (b) in the plasma
bulk. Curves 1, 2 and 3 in panel (a) corre-
spond to ni = 108, 1010 and 1011 cm−3,
respectively. Curves 1, 2 and 3 in panel
(b) are for ñH = ñCH, 0.05ñCH and

5 × 10−4ñCH, respectively, where ñCH is
the density of C2H2 species in the plasma
bulk. Here, ñH = 10−3ñCH for panel (a)
and ni = 3 × 1010 cm−3 for panel (b).
Other parameters are the same as in
Figure 7.7(a) [167].

loss of C2H2 and C species in reactions with impinging hydrogen atoms
(see Figure 7.6).

Thus, the numerical modelling of the plasma-assisted growth of car-
bon nanofibers accounts for a number of processes on the catalyst sur-
faces which are unique to plasma environments. The results of Deny-
senko and Ostrikov [167] suggest that at low substrate temperatures ion-
assisted precursor dissociation and surface diffusion may be the main
processes enabling rapid, low-temperature growth of carbon nanofibers
in low-temperature plasmas. This is consistent with the experimental re-
sults of Tanemura et al. [382] and Woo et al. [187] suggesting that carbon
nanofibers do not grow when an ion-repelling positive potential is ap-
plied to the substrate or when the ion-attracting negative potential of the
substrate is small. At low Ts, the loss of carbon material on the catalyst
surface in a plasma-based process is mainly due to deposition of etching
gas on the catalyst. On the other hand, at relatively high substrate tem-
peratures (Ts > 800 K), both surface and bulk diffusion may be important
in the CNF growth [167].

In the following subsection we will consider a quite similar approach
to describing and quantifying plasma-related effects in the growth of
single-walled carbon nanotubes on plasma-exposed surfaces. The main
difference with the above case of carbon nanofibers will be that the pro-
cesses of ion-assisted precursor dissociation, etching by reactive hydro-
gen species and associated diffusion of the as-created building units will
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take place on the lateral surface of high-aspect-ratio SWCNTs, which ef-
fectively makes this problem quasi-one-dimensional.

7.2.2
Effects of Ions and Atomic Hydrogen on the Growth of SWCNTs

Let us now extend the diffusion models of Chapter 6 and of the pre-
vious subsection to describe the growth of single-walled carbon nan-
otubes in plasma-enhanced chemical vapor deposition [386]. Similar
to the results in the previous subsection, atomic hydrogen and ion
fluxes from the plasma can strongly affect nanotube growth at low sub-
strate temperatures (≤ 1000 K). Likewise, plasma ion-assisted hydrocar-
bon dissociation appears to be the main process that supplies carbon
atoms for SWCNT growth and is also responsible for the frequently re-
ported higher (compared to thermal chemical vapor deposition) nan-
otube growth rates in plasma-based processes.

However, excessive deposition of plasma ions and atomic hydrogen
can hamper the ability of carbon-bearing species to diffuse freely about
the nanotube lateral surface. Thus, their diffusion length and the lifetime
on the surface may be reduced. The results of Denysenko et al. [386] are
in good agreement with the available experimental data and can be used
for optimizing SWCNT growth in a variety of plasma-assisted processes.

Plasma-grown single-walled carbon nanotubes (SWCNTs) are often
produced using microwave or other specific (e.g., remote plasmas) low-
temperature plasmas with or without moderate biasing of the substrate
to avoid ion-induced damage [387–390]. In many cases, SWCNTs ap-
pear as spaghetti-like networks. Recently, growth of vertically aligned
single- and double-walled CNTs at substrate temperature Ts ≈ 700 K
with moderate substrate voltages (≤ 100 V) was reported [391]. Nozaki
et al. synthesized vertically aligned SWCNTs using atmospheric-pressure
PECVD [145]. Interestingly, in atmospheric pressure plasmas, near-
surface potential drops are very small which makes it possible to avoid
the ion damage of SWCNTs frequently reported in other kinds of plas-
mas. Here we stress that despite a substantial number of publications
on SWCNTs, the controlled plasma-aided synthesis of vertically aligned
SWCNTs at low processing temperatures still remains a major challenge.

As we have stressed several times above, the surface-bound SWCNT
follow the base (root) growth scenario. In this case, the catalyst parti-
cles remain anchored to the substrate [144, 392]. The size of the catalyst
particles and the etching gas can substantially affect the SWCNT synthe-
sis [393]. Zhang et al. [394] noted that reactive hydrogen species may be
unfavorable to SWCNT formation and can etch the latter. However, the
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nanotube wall etching is quite unlikely owing to the excellent structural
stability of the SWCNTs. Nonetheless, as will be shown below, hydro-
gen atoms can effectively etch carbon material as it is deposited onto the
surfaces of the nanotubes or between them. Furthermore, Gohier et al.
synthesized SWCNTs under conditions of heavy dilution of hydrocar-
bon precursor in hydrogen gas [391].

However, the conditions for SWCNT synthesis by PECVD have not
been intensively studied, and knowledge on how the radical and ion
fluxes from the plasma affect the growth is rather scarce. Moreover, it
is still not clearly understood how the reactive species produced in the
plasma reach the catalyst particles anchored to the SWCNTs when the
latter are long and crowded. A recent report [386] filled this gap by re-
porting the results of an in-depth investigation into the growth mecha-
nisms of SWCNTs in low-temperature plasma-assisted processes. Deny-
senko et al. [386] investigated the PECVD growth of SWCNTs by extend-
ing the microenergetic surface diffusion model of Louchev, Sato, and
Kanda [395]. This approach was used earlier to explain the growth of car-
bon nanotube forests by the ball-milling and CVD techniques [379,396].
Simple estimates show that carbon atoms can migrate about the nan-
otube surface at micron scales [397].

Below, the SWCNT base growth will be considered; in particular, de-
position of hydrocarbon neutrals and ions, as well as of the particles
of the etching gas, on and between the SWCNTs will be accounted for.
As in the previous subsection, in addition to the processes common to
SWCNT growth in CVD, the original model [386] also takes into account
processes unique to PECVD, such as the interaction of species adsorbed
on and between the SWCNTs with the incoming etching gas, the decom-
position of the adsorbed hydrocarbon species from ion bombardment,
the decomposition of hydrocarbon ions on the SWCNT surface, etching
and sputtering of carbon films between the SWCNTs, and some other
elementary processes.

Let us consider close-ended growth of SWCNTs. The catalyst nanopar-
ticles are anchored to the base (at x = LNT , where x is along a SWCNT
axis and LNT is the length) of a CNT. The plasma (for example, created
in a CH4/H2 gas discharge) is located above the SWCNTs and the main
particles that interact with the surfaces of the SWCNTs are hydrocar-
bon neutrals (here CH3), hydrocarbon ions (here CH +

3 ) and the atoms
or molecules of an etching gas (here atomic hydrogen H). Please note
that the species participating in the growth of the SWCNTs are different
from those considered in the previous subsection. The CH3 and H radi-
cals are adsorbed and desorbed on the SWCNT surfaces as well as on the
substrate surface between the SWCNTs. The adsorption and desorption
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fluxes of the radicals are [385,386]

jαads = jα(1 − θt) (7.3)

jαdes = θαv0ν exp(−Ea/kBTs), (7.4)

where α = CH and H denote CH3 and H neutrals, respectively.
Here, jα = ñαvthα/4 is the flux of impinging neutral species, vth =√

8kBTs/πmα is the thermal velocity, kB is the Boltzmann constant,
Ea ≈ 2.880 × 10−19 J (1.8 eV) [383] is the adsorption energy, ñα, θα and
mα are the plasma bulk density, surface coverage and mass of species
α, respectively. It is assumed that the SWCNT surfaces and the sur-
face between the SWCNTs are covered by CH3 and H radicals and car-
bon atoms C, and that the total surface coverage by the particles is
θt = θCH + θH + θC, where θC is the surface coverage by C. In Equa-
tion (7.4), v0 ≈ 1.3 × 1015 cm−2 [385] is the number of adsorption sites
per unit area, ν ≈ 1013 Hz is the thermal vibration frequency, and Ts is
the SWCNT surface temperature. It is also assumed that Ts is constant
along a SWCNT.

The adsorbed species can react (for example, CH3(ads) + H(plasma) →
CH4(plasma)) with the atomic hydrogen from the plasma, yielding gas-
phase products. The consumption flux of an adsorbed neutral partici-
pating in an adsorbed-layer reaction is [385,386]

jreac = θαv0σads jH ,

where σads ≈ 6.8 × 10−16 cm2 is the cross section of the adsorbed-layer
reaction and jH is the incident flux of atomic hydrogen.

Carbon atoms can be generated on the SWCNT surfaces by the fol-
lowing reactions: (i) thermal dissociation [398]; (ii) ion bombardment of
adsorbed CH3 radicals; and (iii) decomposition of CH +

3 ions. The carbon
yield due to thermal dissociation is

θCHv0ν exp(−δEi/kBTs),

where δEi ≈ 2.1 eV is the activation energy of thermal dissociation [398].
It is also assumed that ions impinging from the plasma have suffi-

cient energy Ei (≥ 2.1 eV) to decompose the CH3 radicals on the SWCNT
surfaces, and the carbon yield from the ion bombardment is θCH jiyd,
where yd = Ei/δEi, ji ∼ ni

√
Te/mi is the ion flux, Te ≈ 1.5 eV is

the plasma electron temperature, and ni and mi are the ion density
and mass, respectively. The ions bombarding a SWCNT decompose
(CH+

3 →C(ads)+H(ads) + H2(plasma)) on the surface, resulting in deposi-
tion of both carbon and hydrogen on the SWCNTs [386].

The carbon atoms generated on the SWCNT surface by thermal disso-
ciation and ion bombardment diffuse to the catalyst located at x = LNT in
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the tube base and are incorporated into the growing SWCNTs [399]. This
scenario is based on several atomistic microenergetic studies [397, 400–
404] on the activation energy for surface diffusion, concluding that the
carbon atoms can migrate over micron-scale distances along the carbon
SWCNT surface.

Another important assumption is that the characteristic time of sur-
face geometry variation is much larger than that of surface diffusion (i.e.,
LNTVNT/ Ds � 1, where VNT = dtLNT and Ds is the surface diffu-
sion coefficient), and one can describe the SWCNT growth using a quasi-
steady model [383]. Accordingly, the surface diffusion coefficient is given
by

Ds ∼= a2
0ν exp(−δEd/kBTs),

where a0 ∼= 0.14 nm is the interatomic distance, and δEd ≈ 0.8 eV is
the activation energy of surface diffusion for carbon on a SWCNT sur-
face [400,401]. A full list of the processes that take place on the SWCNT
surface included in the model are summarized in Table I of the original
report [386].

The model equations include the mass balance equations for CH3, H,
and C species on a SWCNT surface. Density of carbon adatoms is de-
termined using a one-dimensional diffusion equation. From this set of
equations, one can determine the surface coverages of the species in-
volved as well as the distribution of densities of carbon adatoms over
the entire length of the nanotube. The deposition flux in the area between
the SWCNTs is accounted for separately; this allows one to describe the
growth of thin carbon films in those areas. The above mentioned model
equations are complemented with the appropriate boundary conditions.

One can obtain the following differential equation for the SWCNT
length [383,386,399]

VNT = dtLNT = −ΩDsdxnC |x=LNT =
kΩQCτa sinh(ζ)

sinh(ζ) + (kλD/Ds) cosh(ζ)
, (7.5)

where Ω is the area per unit carbon atom in a SWCNT wall, QC is the
effective carbon flux to the SWCNT surface, and τa is the characteristic
time of residence of carbon atoms on the SWCNT surface, ζ = LNT/λD,
and λD =

√
Dsτa is the surface diffusion length [386].

The growth rate of the carbon film between the nanotubes is

Vdep = dtLdep = jdepMdep/ρNA, (7.6)

where jdep is the effective deposition flux (which accounts for thermal
insertion of neutrals, direct incorporation of ions, ion-induced incorpo-
ration of CH3 neutral radicals, etching and sputtering processes), Ldep



368 7 Ion-Focusing Nanoscale Objects

is the film deposition width, NA is the Avogadro number, ρ is the film
density (e.g., ρ = 1.2 gcm−3), and Mdep ≈ 12 gmol−1 is the mole mass
of the growing film material. To obtain the SWCNT length LNT and the
width of the deposited film Ldep as functions of time t, Equations (7.5)
and (7.6) were integrated numerically using a 4th-order Runge–Kutta
scheme [386].

First we will discuss how the ion and hydrogen atom fluxes affect the
SWCNT growth. Using the above model, Denysenko et al. [386] cal-
culated the SWCNT length LNT , the thickness of the film between the
SWCNTs Ldep, the diffusion length λD, the time characterizing carbon
loss from the surface of SWCNTs, and the surface coverage θC, θCH , and
θH for different substrate temperatures Ts, the ion fluxes ji, the ion energy
Ei, and the hydrogen fluxes jH , that are typical for experiments on CNT
and SWCNT synthesis by PECVD. Here we stress that the growth of the
SWCNTs is possible if at all times no film between the SWCNTs covers
the anchored catalyst particles. This implies that any amorphous carbon
film between the CNTs has to be continuously etched or/and sputtered
away (Ldep(t0) → 0 at any t0), so that they do not block the access of
carbon adatoms to the catalyst particles.

The role of the plasma environment in nanotube growth was quanti-
fied through investigation of the effect of ion flux density, ion energy, and
the ratio of fluxes of atomic hydrogen and hydrocarbon precursor [386].
Let us first consider the dependence of the SWCNT length on the sub-
strate temperature for different ion densities. The increase of the SWCNT
length ∆LNT (= LNT − L0, where L0 is the SWCNT length at t = 0) for
a growth time of t = 1 s as a function of Ts is shown in Figure 2(a). For
comparison, the results for CVD (ji = jH = 0) are also shown. In the
evaluation, the following parameters have been used: ñCH = 1015 cm−3,
jH = 10−3 × jCH , Ei = 2.1 eV (yd = 1), L0 = 1 nm, and ni = 109, 1010, and
1011 cm−3.

One can see from Figure 7.9(a) that at low substrate temperatures the
SWCNT length increases with ji. This increase is due to enhanced ion-
induced dissociation of CH3 and direct decomposition of CH +

3 on the
SWCNTs. These processes increase the effective carbon flux QC, as can
be seen in Figure 7.9(b). The latter can be much larger in PECVD than
in CVD, where ji = jH = 0. Figure 7.9(c) shows that the film thick-
ness Ldep between the SWCNTs also depends on the ion flux density. At
low Ts (< 1000 K) the film thickness increases with increase of ji due to
ion-induced incorporation of carbon atoms and direct incorporation of
CH +

3 [385].
Moreover, similar to the growth of diamond-like films [385], Ldep de-

creases with increase of Ts. As indicated by Equation (7.4), increase of the
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Figure 7.9 The SWCNT length increase (a), effective carbon flux
(b) and film thickness (c) for L0 = 1 nm and different ion densities:
ni = 109 cm−3 (dashed curve), 1010 cm−3 (dotted curve) and
1011 cm−3 (dash-dotted curve). The solid curve corresponds to
CVD (ji = jH = 0) [386].

substrate temperature at Ts > 900◦K is accompanied by increase of the
desorption flux. This results in a much lower total surface coverage, as
well as enhancement of film etching and sputtering. Consequently, Ldep
drops as Ts increases until the film growth between the CNTs stops at a
relatively large (Ts > 1000 K) surface temperature [386]. We recall that in
CVD (ji = 0, jH = 0), Ldep grows with increase of Ts, which is due to the
exponential enhancement of the carbon flux nC(LNT)ν exp(−δEf /kBTs)
to the solid surface [386].

Next, we consider how the SWCNT growth parameters depend on
the energy Ei at which the plasma ions impinge on the CNT surface.
In Figures 7.10(a) and (b) the variations of the SWCNT length ∆LNT =
LNT − L0 and the film width Ldep for the growth time t = 1 s, L0 = 1 nm
and different substrate temperatures are shown. One can see that both
∆LNT and Ldep increase with increase of Ei. The former increases because
of enhancement of ion-induced CH3 dissociation and CH +

3 decomposi-
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Figure 7.10 The SWCNT length (a) and film thickness (b) as
functions of Ei for ñCH = 1015 cm−3, ni = 3 × 1010 cm−3, jH =
10−3 jCH and different substrate temperatures: 800 K (dashed
curve), 1000 K (dotted curve) and 600 K (solid curve) [386].

tion on the SWCNTs, which effectively increases the surface coverage by
carbon. The film width Ldep grows with increasing Ei (Figure 7.10(b))
because of intensification of ion stitching and direct incorporation of
CH +

3 into the growing film. Furthermore, the influence of Ei on Ldep
at Ts = 600 and 800 K is smaller than that at 1000 K, probably because
of a relatively large uncovered area at Ts = 1000 K, which is subject to
etching and sputtering [386].

The influence of atomic hydrogen on the SWCNT growth was also
studied by computing the SWCNT length as a function of the atomic
hydrogen flux for different ion densities ni. At relatively high hydrogen
fluxes (kH = jH/jCH > 0.1) the SWCNT length decreases with increase of
jH for all the ion densities considered. At small hydrogen flux (kH < 10−2

for ni = 3 × 1010 cm−3) ∆LNT increases with increase of jH . The increase
is due to the fact that at low jH the surface coverage by atomic hydro-
gen is large, and θH decreases with increase of jH because of interaction
of atomic hydrogen on the SWCNTs with H incoming from the plasma.
The decrease of θH at kH < 10−2 is accompanied by increase of θCH as
well as the area (1 − θt) uncovered by particles [386].

Let us now discuss the main features of the SWCNT growth model,
as well as some of the results presented in this section in more detail.
First, it was assumed that the surface temperature is constant along the
SWCNTs. If there is a difference between the temperatures of the gas and
the substrate, the SWCNT surface temperature may not be uniform. For
example, the tip of SWCNTs can be additionally heated by neutral and
ion fluxes from the plasma [231]. However, for relatively short CNTs
(≤ 5 µm) the temperature variation along SWCNTs can be expected to be
small [404].
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In their model, Denysenko et al. [386] have accounted for the deposi-
tion of the most important species: hydrocarbon radicals (CH3), etching
gas atoms (H) and ions (CH +

3 ). Generally, in PECVD growth experiments
the species number of ions and radicals that deposit on SWCNTs is much
larger. Moreover, the flux densities of CH3, H and CH +

3 and the ion en-
ergy are input parameters here. In reality, the ion fluxes and substrate
bias can affect the densities of neutral particles in the plasma. Conse-
quently, in order to achieve a better insight of the PECVD of SWCNTs
the model here should be complemented by an appropriate plasma dis-
charge and chemistry model. Ion-induced physical sputtering, which de-
pends on the substrate bias [391] and can affect the plasma parameters
at the surface, was also neglected. However, the model presented here
should nevertheless be useful for qualitative analysis of SWCNT growth
in PECVD, as well as a basis for further theoretical investigations [386].

Further, this model substantially advances the existing approaches in
that it accounts for the most important plasma-related processes on the
SWCNT surfaces. These processes, such as ion-induced dissociation of
hydrocarbons, interaction of adsorbed species with incoming hydrogen
atoms, and dissociation of hydrocarbon ions, are unique to the plasma
environment but are usually not accounted for in many existing models.
Therefore it allows one to estimate how the fluxes of the ions and the
etching gas affect the nanotube growth.

We note that the ions and electrons in the plasma bulk produce a va-
riety of hydrocarbon radicals and excited species which can be easily
adsorbed onto the catalyst and SWCNT surfaces. Moreover, ions bom-
barding adsorbed hydrocarbons can also produce carbon atoms on the
latter surfaces. Denysenko et al. [386] suggested that the effect of ion-
induced C production can be as significant as the generation of carbon
atoms in the plasma bulk and thermal dissociation of hydrocarbons on
the catalyst and SWCNT surfaces. This in fact answers the question “is
there a specific role for ions related to the growth (of CNTs) and [. . . ] how does
it depend on ion energy?” posed by Meyyappan et al. [21], and sheds some
light on the roles of the atomic hydrogen, radicals, species responsible
for CNT growth, contamination by amorphous carbon, and factors de-
termining the CNT growth rates. Most of these conclusions can be rather
straightforwardly verified experimentally.

It is also interesting that for typical experimental conditions the surface
diffusion length is of the order of 100 nm. This may well explain the ob-
servation in the experiments of Gohier et al. [391], where SWCNTs grew
only up to a few hundred nanometers. On the other hand, the model in
which we are interested in this subsection does not explain how carbon-
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bearing species reach the anchored catalyst particles in the experiments
on the synthesis of 20 µm-long SWCNTs [145].

One explanation could be that under the experimental conditions the
activation energy for the carbon surface diffusion is actually smaller than
δEd ≈ 0.8 eV. At small δEd (for example, δEd = 0.13 eV [397]) carbon
atoms on SWCNT surfaces can migrate micron-range distances. En-
hancement of surface diffusion can also occur because of the (positive)
effective charge of the species chemisorbed on the CNT lateral surfaces,
enhancing their acceleration to the substrate bottom in the sheath [386].

Another possible reason that carbon atoms are still able to reach cata-
lyst nanoparticles at the base of very-high-aspect-ratio CNTs is that the
plasma ions deposit non-uniformly onto their surface (see Section 5.1 for
more details). As we have seen in Section 5.1, the location of the peak of
the ion flux deposition on the nanotube surface can in fact be controlled
by varying the DC bias of the substrate. If the substrate bias is low or
absent, the ions are predominantly deposited in the upper section of the
SWCNTs, with the maximum density near their sharp tips.

In this case the carbon adatoms form as a result of ion impact dissocia-
tion, and travel significant distances until they reach the catalyst particle
and contribute to the CNT growth. However, when the substrate bias
becomes larger, more ions are deposited closer to the base of the nanos-
tructures. Under certain conditions, most of the ions land on the lowest
section of the CNT and thus find themselves within a short walk from
the catalyst nanoparticles [386]. We have discussed this possibility for
surface-bound nanotubes of Section 7.1.

In general, the results of Denysenko et al. [386] are in a good agreement
with that of the existing studies on carbon nanofiber growth by PECVD.
In particular, experiments prove that the SWCNT growth rate attains its
maximum at a certain temperature (about 1000 K), and that surface cov-
erage by atomic hydrogen at low Ts can be large [406–409].

In Sections 7.1 and 7.2, the shape of the nanostructures considered did
not change during the growth process. Well, why should and how can
the shape of carbon nanotubes change if their growth is largely deter-
mined by the size of the catalyst nanoparticle either at the CNTs tip or
at its base? The only possibility we have discussed above was the origin
of new walls. There could be other options, such as closing of originally
open-ended multiwalled nanotubes. Nevertheless, CNTs always remain
in a tubular shape and only change their aspect ratio as they elongate.
Interestingly, other nanostructures may change their shape significantly.
Some examples of significant nanostructure reshaping in plasma-based
processes are described in the following section.
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7.3
Plasma-Controlled Reshaping of Carbon Nanostructures

In this section we consider nanoscale objects that are different from the
carbon nanotubes and related structures of Section 7.2. The nanostruc-
tures of interest here are continuous (e.g., crystalline) rather than hol-
low as is the case for the nanotubes; therefore, the structure and the
growth processes are very different. More importantly, their behavior
under plasma exposure is also quite different. One of the most amazing
manifestations of plasma-related effects is the possibility of dynamic self-
reshaping of carbon nanocones into even sharper nanotips with a higher
aspect ratio. We will first present the relevant experimental results on
self-sharpening of single-crystalline conical carbon nanostructures and
discuss their growth kinetics (Section 7.3.1). Further possibilities to re-
shape such nanoscale objects to fit the requirements for electron field mi-
croemitter applications are explored via advanced numerical simulation
in Section 7.3.2.

7.3.1
Self-Sharpening of Platelet-Structured Nanocones

In this section we will follow the original report [258] and discuss the
mechanism and experimental verification of the model for the vertical
growth of platelet-structured vertically aligned single-crystalline carbon
nanostructures by the formation of graphene layers on a flat top surface.
More importantly, plasma-related effects lead to self-sharpening of ta-
pered nanocones to form needle-like nanostructures. This observation is
in remarkable agreement with the theoretically predicted dependence of
the radius of a nanocone’s flat top on the incoming ion flux and surface
temperature. This growth mechanism is also relevant to a broad class of
nanostructures including nanotips, nanoneedles, and nanowires and can
be used to improve the predictability of plasma-aided nanofabrication.

As usual, we start our consideration by stressing the significance of
the nanostructures of interest. Arrays of one-dimensional (1D) verti-
cally aligned nanostructures such as nanocones, nanotubes, nanotips,
nanowires and nanofibers are currently of enormous interest owing
to their unique optical, electronic, mechanical, chemical and other
properties that serve to pave their way into applications as diverse as
gene/drug delivery systems, electronic interconnects in nanoelectronics,
structural scaffolds for composite material reinforcement, photovoltaic
devices, and electron field microemitters [258, 410–412]. Amongst a
plethora of possible nanofabrication techniques, methods based on low-
temperature plasmas have shown an outstanding promise in creating
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arrays of vertically aligned nanostructures (VANs) of various materials
such as carbon, ZnO, InN, GaN, and several other technologically im-
portant material systems [413–415].

Single-crystalline platelet-structured nanostructures is a special class
of nanoscale assemblies made of cylindrical platelets oriented normal to
the growth direction [258]. Depending on the growth shape character-
ized by the aspect (height to width) ratio and tapering, they can develop
into nanorods, nanowires, nanofibers, and nanocones [416]. As we have
already stressed elsewhere in this monograph, the shape selection is pri-
marily controlled by the conditions of the catalyst nanoparticle such as
composition, size and location (e.g., on top or at the base of the VAN)
ans so on [416, 417]. However, it is not always clear exactly what role
the nanofabrication environment plays in this amazing shape selection.
Moreover, it is very difficult to create appropriately tapered nanostruc-
tures, mostly because of relatively poor understanding of the basic pro-
cesses involved.

Levchenko et al. [258] conducted a dedicated experiment on the
plasma-based growth of single-crystalline platelet-structured carbon
nanocones and have shown that by altering the process parameters one
can effectively create tapered nanocones with size-controlled or very
sharp tops. They also proposed a growth model which convincingly
related the radius of the flat top to the surface temperature and the in-
coming ion fluxes. More importantly, the experimental and modeling
results are in remarkable agreement and support the proposed growth
mechanism [258].

Successful synthesis and applications of carbon-based platelet-
structured VANs had been reported earlier [93, 94, 140] (see also Chap-
ter 4 of the relevant monograph [1]). Interestingly, the Ni-based cata-
lyst remains at the base of single-crystalline carbon nanocones, which
often develop into nanoneedle-like structures with an aspect ratio of up
to 100, with or without a flat top [50]. Quite similar structures with
flat tops have been reported for other materials such as ZnO [418]. The
experiment of Levchenko et al. [258] elucidated the role of the plasma-
based environment in the formation of either tapered or very sharp car-
bon nanocones. The nanostructures were synthesized on Ni-catalyzed
lightly-doped Si(100) substrates in low-frequency (460 kHz) inductively
coupled plasmas of CH4 + Ar + H2 gas mixtures under low-pressure
(∼ 6.666 Pa (50 mTorr)) conditions. The surface temperature was main-
tained in the range 400–550 ◦C, while the DC bias was fixed at −100 V.
Other experimental details are the same as in earlier reports of the same
group [50,140].
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Figure 7.11 (a) Array of flat-top carbon
nanocones grown on a Si substrate in
Ar + H2 + CH4 plasma at a substrate
bias of −100 V and surface temperature
500 ◦C, for 22 min into the process;
(b) array of sharp carbon nanocones
grown under the same conditions for

25 min; (c) and HRTEM image show-
ing a typical shape of platelet carbon
nanocones, and structure and direction
of graphene layers (inset). The tapered
nanocone shown on the HRTEM micro-
graph is ∼ 1 µm in height and features a
flat top with the radius 15 nm [258].

The most striking experimental observations were [258]:

• the radius of the flat top of the nanocones decreases as they grow
and the transition to an ultra-sharp needle-like shape occurs at the
final growth stage;

• growth still continues after a complete coverage of Ni catalyst
nanoparticles by nanocone bases and even in cases when the bases
of some nanostructures come into contact.

Figure 7.11 shows two SEM micrographs of tapered flat-top (a) and
needle-like (b) nanocones developed after 22 and 25 min into the growth
process. The nanocone array is rather dense, with the substrate sur-
face coverage reaching approximately 0.5. The observations are consis-
tent with the results of earlier experiments where the radii of flat tops
of tapered nanocones varied in the ca. 8–20 nm range [53]. Addition-
ally, high-resolution transmission electron microscopy (HRTEM) shows
clear horizontal stacks of carbon sheets normal to the growth direction
(Figure 7.11(c)), which is typical for platelet-structured single-crystalline
nanocones.

These observations were interpreted by noting that the “bottom-up”
growth mode implies formation of new graphene sheets at the surface of
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the catalyst particle. Hence, vertical growth of the nanocone should stop
when the catalyst particle is completely covered by the nanocone base,
and therefore their vertical growth at later stages cannot be explained
by the “bottom-up” model. Based on these observations, it was pro-
posed that the growth of a single-crystalline platelet-structured carbon
nanocone proceeds via three stages [258].

In the first stage, the nanocones develop via formation of new
graphene sheets on a Ni catalyst particle anchored to the substrate sur-
face. As a result, nanostructures of a near-cylindrical shape are formed,
with the base and top radii being approximately the same. During the
second stage, when the lateral surface area increases, the nanocones grow
by attachment of carbon atoms to the borders of hydrogen-terminated
graphene sheets. At this stage, the nanocones increase their height via
new layer formation at the catalyzed surface, and widen due to carbon
atom attachment to the borders of the parallel carbon platelets [258].

Here we note that termination of dangling carbon bonds at the periph-
ery of graphene sheets is an essential prerequisite of structural stability
of nanocones, as confirmed by ab initio density functional theory com-
putations of structural stability of tapered structures that resemble real
nanostrtuctures [50] (see also Section 4.4 of related monograph [1]). The
dangling bonds are activated through bombardment of the nanocone’s
lateral surface by the plasma ions and are passivated by attachment of
hydrogen atoms. The dynamic balance of these processes enables a cer-
tain number of dangling bonds, at any time, for bonding with carbon
adatoms migrated from the flat top and substrate surfaces.

After the nanocone radius exceeds the radius of the catalyst particle,
formation of new carbon sheets at the nanostructure base becomes im-
possible and the third stage comes into play. In this case, the nanocone
radius increases in the same way as before, while the only way for the
height to increase at this stage is through the formation of new graphene
sheets on the flat top.

The growth model assumes that the graphene sheets are hydrogen-
terminated at the edges, as shown in Figure 7.12; thus, the entire lateral
surface of the nanocone is hydrogen-terminated. The particle fluxes to
the nanocones and substrate surface are shown in Figure 7.13. The flat
top surface collects a flux of carbon atoms and positive ions. This means
that hydrocarbon radicals are stripped of hydrogen atoms upon landing
on the flat top surface of the nanocones. As was discussed in Section 7.2,
ion bombardment can significantly enhance this process.

Referring to the results discussed in Section 5.1, we can confidently
state that in a plasma the ion flux is strongly focused by the non-uniform
electric field present in the vicinity of the nanostructures and can sub-
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Figure 7.12 Schematics of nanocone structure and growth
mechanism. (a) HRTEM micrograph of nanocone structure that
shows the arrangement of graphene layers; (b) schematic of new
graphene sheets formation on the nanocone top; (c) schematic of
nanocone structure and hydrogen-terminated graphene
layers [258].

stantially increase the total particle flux to the nanocone, as compared
with neutral gas-based processes. Furthermore, carbon adatoms diffuse
on the top surface and can pass to the lateral surface (Figure 7.13), Ψd
of the nanocone. If the adatom surface density and their lifetime on the
surface (which are controlled by the rates of adatom escape to the lat-
eral surface or re-evaporation to the gas phase represented by the flux
Ψe in Figure 7.13) are sufficient, the nucleus of a new graphene sheet
can be formed. Moreover, adatoms from the flat top and substrate sur-
faces may diffuse about the lateral surface and attach to the borders of

Figure 7.13 Schematic of ion and adatom fluxes contributing to
the nanocone growth. A new graphene sheet on the flat top sur-
face is formed by direct carbon influx from a plasma and carbon
outflow by evaporation and diffusional escape to the lateral
surface of the nanocone [258].
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carbon sheets, eventually increasing the nanocone’s radius. Therefore,
formation of new graphene sheets on the nanocone flat top appears to
be the main process which is responsible for nanocone vertical growth at
advanced growth stages [258].

Levchenko et al. [258] obtained the dependence of the radius of the
nanocone flat top on the main process parameters, and related the nu-
merical results to the experimental observations. They assumed that the
surface diffusion flux from the flat top Ψd is determined by the adatom
migration over the edges of graphene sheets. The flux balance on the flat
surface of the tapered nanocone’s top is described by

dn
dt

= Ψi − Ψd − Ψe − Ψc, (7.7)

where n is the adatom density on the surface, Ψi is the total incoming
flux, and Ψc is the flux from the surface due to adatom collisions with
the plasma ions, and all the fluxes are in units of m−2s−1. The surface
diffusion flux from the flat nanocone top is

Ψd = nVL/S = 2nλν/r,

where L = 2πr is the perimeter, S = πr2 is the surface area, ν =
ν0 exp(−εd/ kBTs) is the rate of adatom jumps on a graphene sheet, εd =
1.6 eV is the surface diffusion activation energy [397], kB is Boltzmann’s
constant, Ts is the surface temperature, and ν0 is the lattice atom oscilla-
tion frequency.

The evaporation flux from the flat surface is Ψe = nν0 exp(−εa/kBTs),
where εa is the surface evaporation energy. Furthermore, Ψc = nλ2Ψi.
The initial flux balance equation (7.7) can now be rewritten as

dn
dt

= Ψi(1 − nλ2) − 2nkBTs

h

(
2λ

r
exp(−εd/kBTs) − exp(−εa/kBTs)

)
(7.8)

using the assumptions made above [258].
An assumption regarding the minimum adatom density necessary for

the graphene sheet formation on the flat surface can be explicitly derived
from the requirement that there should be at least two adatoms at a time
on the nanocone flat surface. In this case, from Equation (7.8) one obtains

Ψi

(
1 − λ2

r2
cr

)
− 2kBTs

hr2
cr

(
2λ

rcr
exp(−εd/kBTs) − exp(−εa/kBTs)

)
= 0,

(7.9)

where rcr is the critical radius of the nanocone.
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Figure 7.14 (a) Dependence of nanocone top radius on the ion
flux with surface temperature as a parameter and (b) on the sur-
face temperature with the ion flux as a parameter [258].

If the top radius of the nanocone is less than that described by Equa-
tion (7.9), the nanocone widens since no new graphene sheets can be
formed on the top. Indeed, in this case all adatoms deposited onto the
flat top may escape to the lateral surface and eventually attach to the
hydrogen-terminated graphene borders. And vice versa, the nanocone
shows a fast vertical growth when the top radius exceeds the value de-
termined by Equation (7.9), which provides the formation of new layers.

Let us now consider the dependencies of the critical nanocone top ra-
dius on the process parameters. Figure 7.14 shows the results of the nu-
merical solution of Equation (7.9), which quantify the dependence of the
critical radius on the incoming ion flux (Figure 7.14(a)) and the substrate
temperature (Figure 7.14(b)). From these graphs one can see that the
critical radius decreases, and hence the nanocone becomes sharper, with
increasing incoming flux and decreasing substrate temperature.

This is consistent with the experiments that show higher-aspect-ratio
(better sharpness) in plasma processes that involve biased substrates
and hence an increased ion influx to nanocone top surfaces [93, 140].
One should also point out the very good agreement of the calculated
nanocone radii with the experimental observations presented in Fig-
ure 7.11 and previous reports [50,140].
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What is even more interesting is that the radii of top surfaces of
various platelet-structured nanostructures such as ZnO nanocantilever
(ca. 11 nm [418]) and carbon nanotips (ca. 10 nm) reported by other au-
thors are well within the range predicted by the results in Figure 7.14.
The temperature dependence of rcr in Figure 7.14(b) is also consis-
tent with low-temperature growth of thin nanofibers on biased sub-
strates [419].

The results in Figure 7.14 can be used to explain the observed self-
sharpening of tapered carbon nanocones to form nanoneedle-like struc-
tures. Indeed, as the VANs grow in height, their aspect ratio increases;
leading to a local increase and stronger focusing of the electric field in the
vicinity of the nanostructures. This in turn causes larger incoming fluxes
of the plasma ions and leads to smaller nanocone top radii according to
Figure 7.14(a). This process is self-organized and eventually results in
the very sharp nanocones shown in Figure 7.11(b).

Furthermore, the temperature at the nanocone’s flat top surface is very
likely to increase due to ion bombardment and associated energy trans-
fer. The effect of this local temperature increase is a larger surface area
of the top platelet, as the results of Figure 7.14(b) suggest. In fact, a
competition of the above two effects plays a major role in determin-
ing the equilibrium shape of single-crystalline platelet-structured carbon
nanocones. It is also relevant to mention that the flat top surfaces of
those nanocones in which we are interested are not primarily attributed
to etching/sputtering effects caused by focused ion fluxes. Indeed, quite
similar VANs can be formed in neutral gas-based processes with no ion-
and electric field-related effects [418].

To conclude, we stress that the proposed growth mechanism [258] is
applicable to a variety of other growth routes and platelet-structured
single-crystalline vertical nanostructures such as nanorods and nano-
wires. In the following subsection we will present the results of numeri-
cal simulations which suggest that by steering the ion flux over the lateral
surface of the nanotip, one can effectively reshape and eventually make
it fit the requirements for electron microemitter array applications.

7.3.2
Plasma-Based Deterministic Shape Control in Nanotip Assembly

We will follow the original report [100] and describe the possibility of
deterministic plasma-assisted reshaping of capped cylindrical seed nan-
otips by manipulating the plasma parameter-dependent sheath width. In
turn, this makes it possible to steer the ion flux about the lateral surfaces
of the nanotips and relate the microscopic distributions of the ion current
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density and the nanostructure growth process. More specifically, under
the wide sheath conditions the nanotips widen at the base and when the
sheath is narrow, they sharpen up. More importantly, by combining the
wide- and narrow-sheath stages in a single process, it is possible to syn-
thesize wide-base nanotips with long and narrow-apex spikes, ideal for
electron microemitter applications.

Before we proceed, it should be stressed that the nanostructures of
interest here will be quite similar to what was considered in the pre-
vious section. However, the ultimate aim will be to create very sharp
nanoneedle-like structures, yet wide enough at their bases to be stable
on the substrate. For simplicity, we will refer to such objects as nanotips,
to be consistent with the original report [100]. It is important to men-
tion that such nanostructures and their arrays have a number of unique
and tunable structural and electronic properties and possess outstand-
ing flexibility with regard to functionalization and eventual nanodevice
integration [420]. Ordered arrays of C, Si, W, WO3, GaAs, GaP, and Al
nanotips with different shapes and capping/functional overcoats have
been successfully syntheisized and tested in various applications [421–
425]. In particular, nanotips can be used in non-volatile data storage ele-
ments, interconnects in nanoelectronic integrated circuits, electron emit-
ting and lasing optoelectronic functionalities, nanoplasmonic and pho-
tonic devices, biosensors, bioscaffolds, protein and cell immobilization
arrays and some others [4,420,426]. The major issues that still await their
solutions are related to deterministic (highly-controllable and predicat-
ble) nanotip synthesis and nanodevice integration [100].

As we have already stressed several times in the introductory chap-
ters, it is crucial both to select the most suitable nanofabrication process
and to optimize the synthesis parameters to achieve the desired size and
shape (which in turn determine the electronic and some other properties)
and also position individual nanotips in the specified device locations.
The success of this endeavor critically depends on the nanoassembly
technique. Currently, neutral gas routes (NGRs), such as various mod-
ifications of the chemical vapor deposition (CVD), molecular beam epi-
taxy, cluster beam deposition are among the preferred fabrication meth-
ods. However, the degree of shape tunability still remains below the
expectations of the as yet elusive deterministic nanofabrication. For ex-
ample, CVD-synthesized conical or pyramid-like carbon nanotips fre-
quently appear short and wide, and also lack vertical alignment. This
compromises their applications as electron microemitters, which, in par-
ticular, demand vertically aligned, sharp and high-aspect-ratio nanos-
tructures [253].
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Figure 7.15 Two nanotip reshaping processes: (a) original (seed)
nanotip, (b) Te = 2.0 eV, Us = 20 V, np = 1.5 × 1018 m−3,
(c) Te = 2.0 eV, Us = 50 V, np = 4.5 × 1017 m−3 [100].

The existing reports suggest that by using a higher-complexity, plasma-
enhanced CVD (PECVD) one can dramatically improve nanotip vertical
alignment in a quite similar way to carbon nanotubes and nanofibers [90]
(see also Section 7.1). Tam et al. [100] conducted a numerical experiment
which involved a multiscale hybrid Monte Carlo (gas phase) and self-
organization of adatoms on the surface. In particular, it was shown that
by manipulating the width of the plasma sheath one can effectively tune
the shape, size and features (such as the apex angle, capping, and base
radii) of the nanotips. Furthermore, by applying a sequence of unipolar
bias voltages to the growth substrate, it appears possible to synthesize
a conical convex-shaped nanoassembly with a base width of ca. 150 nm,
height of ca. 1 µm, and an apex angle of only 2–3◦, a perfectly shaped
nanotip that fits the requirements for the optimized electron field emis-
sion [100,253].

Multiscale numerical simulations incorporated three physical/nu-
merical models [100] (see also Section 3.3 and Table 3.1 for more details
of the spatial scales involved and numerical modules used): (i) micro-
scopic ion flux topography in the immediate vicinity of the substrate
surface and nanotip lateral surfaces (ion motion model) based on the MC
technique; (ii) self-organization of adsorbed atoms (adatoms) on the sub-
strate surface not covered by the nanotips (surface conditions-controlled
adatom diffusion); and (iii) model of the nanotip growth.

The calculated shapes of the nanotips for the two different process
conditions (electron temperature Te = 2.0 eV, substrate bias Us = 20 V,
plasma density np = 1.5 × 1018 m−3 and Te = 2.0 eV, Us = 50 V, and
np = 4.5 × 1017 m−3) are shown in Figure 7.15. It is seen that the denser
plasma case features a quasi-uniform distribution of the ion flux along
the nanotip height (Figure 7.15(a)). Complemented by the diffusion in-
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flux of adatoms to the nanotip border, this leads to the wide tip formation
with a rounded cap and a large apex angle. The second numerical exper-
iment, conducted in the plasma of lower density, provides an increased
influx of the ions to the nanotip base and thus leads to the formation of
the capped tip with a very wide base as can be seen in Figure 7.15(b).

We will now discuss how the sheath width can be controlled and af-
fects the nanotip shape. The width of the plasma sheath depends on the
bias voltage, plasma temperature and plasma density and is the main
factor in determining the microscopic topology of the ion flux (see Sec-
tion 5.1). Ions entering the sheath with a finite velocity (which can be
calculated taking into account that the potential drop in the presheath is
∼ Te/2) begin to accelerate towards the substrate in the direction normal
to the substrate.

If the sheath is large compared with the mean nanotip height, the ions
acquire the energy corresponding to the sheath potential drop in the up-
per layer of the sheath where the influence of the electric field produced
by the individual nanotips is weak. As a result, the ions will acquire an
almost total sheath energy (∼ Us) when entering the irregular electrical
field above the nanotip pattern, and will not deflect in the local fields of
the individual nanotips.

On the other hand, under the narrow sheath conditions, the ions will
have a lower energy when approaching the nanotip surface, and the elec-
tric field created by the nanopattern will deflect low-energetic ions. As
a result, in the wide sheath case the ion trajectories are mostly straight
lines, and the ions land on the top of nanostructures or hit the substrate
without colliding with the lateral nanotip surfaces. In the narrow sheath
case the ion trajectories are curved, and a significant amount of ions in-
corporate into the growing nanostructures via lateral surfaces. This dif-
ference in ion energies and trajectories is decisive in the nanotip shape
control [100].

Thus, by appropriately manipulating the plasma parameters, one can
effectively control the nanotip shape. However, as can be seen from Fig-
ure 7.15, none of the growth processes (with either a wide or a narrow
sheath) produces the optimum nanotip shape (with a wide base and a
sharp tip) for microemitter applications. Indeed, either the base is not
wide enough (Figure 7.15(b)) or the tip is not sharpened (Figure 7.15(c)).
A possible solution for this problem is to combine the above two pro-
cesses: the first one with a wider sheath to form a wide base first, and
then, by narrowing the sheath, shape up a thin and sharp top (Fig-
ure 7.16).

The process depicted in Figure 7.15 is an example of sophisticated
deterministic nanotip shape control in plasma-aided nanofabrication.
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Figure 7.16 Reshaping nanotips in a two-stage process:
(a) original nanotip; (b) formation of the nanotip base (Te = 2.0 eV,
Us = 50 V, np = 4.5 × 1017 m−3); (c) formation of the emissive
spike (Te = 2.0 eV, Us = 20 V, np = 1017m−3 ) [100].

Combining two stages that form first a wide base, and then a thin low-
apex top, one can obtain an optimal nanotip microemitter structure [253]
with a low electrical resistance, high mechanical strength, rigidity, and
a very high electron emission current from the emission spike (Fig-
ure 7.15(c)).

During the first stage, the process is carried on at a substrate bias
voltage of 50 V, electron temperature of 2.0 eV, and the plasma density
4.5 × 1017 m−3. In this case, the focussing of the ions by the nanopattern
is weak, and the nanotips mainly grow due to the diffusion fluxes over
the substrate surface and by direct ion incorporation into the nanotip
base.

At the second stage (Te = 2.0 eV, Us = 20 V, np = 1017 m−3), narrow-
sheath conditions cause a strong focusing of the ions to the upper part of
the nanotips close to the top. As a result, a high and narrow spike grows
atop of the wide-based nanotip shown in Figure 7.15(c).

Therefore, by appropriately manipulating the plasma process condi-
tions (such as the electron temperature, plasma density and the sub-
strate bias which control the density and energy of ion fluxes), one can
effectively control the shape of nanotips and tailor their shape accord-
ing to the specific requirements in a particular application. However,
one should always keep in mind the requirements not only for individ-
ual nanostructures but also for their arrays and networks. Such require-



7.4 Self-Organization of Large Nanotip Arrays 385

ments and the ways to achieve them by using plasma-based techniques
will be discussed in the following section.

7.4
Self-Organization of Large Nanotip Arrays:
Why Using Plasmas is Better Than Neutral Gas Routes?

In this section we will show that, owing to selective delivery of ionic
and neutral building blocks directly from the ionized gas phase and via
surface migration (see Figure 3.13), plasma environments offer a higher
degree of deterministic synthesis of ordered nanoassemblies compared
to thermal chemical vapor deposition. The results of hybrid Monte
Carlo (gas phase) and adatom self-organization (surface) simulation by
Levchenko et al. [52] suggest that higher-aspect-ratios and better size and
pattern uniformity of carbon nanotip microemitters can be achieved via
the plasma route.

This time we begin by recalling the essence of the concept of deter-
ministic nanoassembly which is both a current demand and the ultimate
crux of modern nanoscience and nanotechnology (see Chapter 1). At the
macroscopic level, this implies the ability to adequately select and adjust
the process parameters to achieve the desired properties of individual
nanoassemblies (NAs), such as their positioning, alignment, shape, ele-
mental composition, crystallinity, and so on [427–429].

At the microscopic level, determinism implies a certain degree of
control over the building units that self-assemble into the required
nanoassemblies and optimization of elementary processes in the nano-
fabrication environment [4]. Therefore, the choice of the most favorable
environment, which should be dictated by the desired parameters of the
nanoassembly, turns out to be a critical factor to reduce process costs and
achieve the long-held but as yet elusive goal of deterministic nanofabri-
cation [52].

In their article [52], Levchenko et al. used the microscopic-level view-
point and argued that partially ionized environments of the plasma-
enhanced chemical vapor deposition (PECVD) can offer a better deal
of controlling the size, shape, and pattern uniformity in deterministic
synthesis of selected nanoassemblies, compared to charge-neutral ther-
mal CVD. The main focus of their work was on arrays of conical car-
bon nanotip microemitter structures (representative scanning electron
micrograph images of these nanostructures are shown in Figures 3.9(b)
and 7.11) which ideally should have the highest possible aspect (height
to width) ratio for higher electron emission yield [253].
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A hybrid Monte Carlo (gas phase) and adatom self-organization (sur-
face) simulation were used to demonstrate that the ionized gas envi-
ronment is decisive in sustaining the growth of tall and sharp nanotip
structures as opposed to the short and wide nanotips grown by the
CVD under the same process conditions [52]. These multi-scale numer-
ical simulations include the motion of neutral and ionic building units
in the partially-ionized gas phase and the growth of the nanotips by
adatom and adion insertion via surface migration and directly from the
gas phase. This process is sketched in Figure 3.13. In this scenario,
developing conical nanostructures selectively focus ionic building units
onto their lateral surfaces effectively excluding them from migration over
open substrate areas. Ultimately, this results in faster growth rates and
eventually in the sharper and longer nanotips grown by the PECVD [52].

The model and numerical approach in this case uses the same modules
as in Section 7.3.2, with the only major difference in the nanostructure
growth module, in which all nanotips within the array were allocated
unique numbers and were treated separately, accounting for incoming
ion fluxes and adatom fluxes over the surface. In this model of the nan-
otip growth on nickel-catalyzed Si(100) surface, the growth simulation
starts from a small nanotip nucleus.

It is also assumed that the outer carbon layers of the growing nanotips
are able to accommodate insertion of adatoms arriving to the nanotip
base from the open surface areas and adions landing directly onto the
lateral surfaces from the ionized gas phase. This simple model is an ade-
quate representation of the dynamic growth of various carbon nanofilms
and nanostructures that involve hydrogen-terminated surfaces. For
more datails of hydrogen termination of these carbon nanocone-like
structures, please refer to Section 7.3.1 and also to Sections 4.3 and 4.4
of the related monograph [1].

The surface self-organization module incorporates the following pro-
cesses: surface diffusion of adsorbed species to the nanotips, evaporation
of adatoms from nanotips to the gas phase and to the two-dimensional
vapor, and attachment of adatoms to the nanotip borders. This module
also includes a dynamic growth and reshaping of the nanotips, which is
described by

(∂Vn/∂r0n)dr0n = Jsndt (7.10)

(∂Vn/∂hn)dhn = Jendt, (7.11)

where Vn, r0n, and hn are the volume, base radius, and height of n-th
nanotip, respectively. Here, Jen is the combined flux of ions and neutrals
from the plasma bulk to the n-th nanotip lateral surface, Jsn is the total
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surface flux of adatoms to the nanotip’s border, and

∂Vn/∂ron = (2/3)πr0nhn

and

∂Vn/∂hn = (1/3)πr2

are the shape- and size-dependent nanotip growth functions in the radial
and vertical directions, respectively.

It was thus assumed that the influx of adsorbed species to the bor-
der of each individual nanotip causes an increase in its radius, whereas
the direct influx from the ionized gas phase leads to an increase in the
nanotip’s height. The model also implicitly involves adatoms that dif-
fuse through the catalyst bulk by assuming the rate of their delivery and
insertion into the nanotips is the same as that of the surface-migrating
adatoms; the corresponding fluxes are included into the adatom fluxes
onto nanotips from open surface areas Jsn. It is further assumed that
the surface fluxes Jsn are stationary and are sustained under conditions
when equilibrium between the species deposition and their removal due
to the reactive chemical etching and physical sputtering (not considered
in detail here) is established [52].

The simulation starts from the pre-set pattern of 400 nanotip nuclei
covering the simulation area of S = 1 µm × 1 µm. As the height and
radius of the nuclei increase, they reshape to the conical nanotips. In
computations, the following set of parameters was used: plasma den-
sity np = 1017–3 × 1018 m−3, electron energy 2.0–5.0 eV, bias voltage
US = 20–50 V, surface temperature TS = 750 K, gas temperature TG =
1000 K, gas pressure PG = 1 Pa. This set of parameters is representative
of PECVD of carbon nanotip structures in RF plasmas [50,93,94,140].

The microscopic topography of the ion flux on open surface areas and
nanotip lateral surfaces was simulated by a Monte Carlo method simi-
lar to Section 5.1. An initial surface coverage µ0 was 0.1, a typical value
in the low surface coverage case. The simulations were terminated at
higher surface coverages when nanotip coalescence becomes unavoid-
able. An initial distribution function of the nanotip base radii was cho-
sen Gaussian. Thus, the results obtained from the multi-scale simulation
of the building unit dynamics in the gas phase and on the surface served
as the input conditions required for detailed simulation of the nanotip
growth kinetics by integrating Equations (7.10) and (7.11) for each indi-
vidual (n-th) nanotip from the entire nanopattern.

A representative three-dimensional distribution of the ion current den-
sity on the nanostructured substrate surface (however, from a different
array than published in Figure 2 of the original report [52]) is shown
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Figure 7.17 Developed carbon nanotip patterns (a) grown by
CVD and (b) by PECVD in a plasma with density 3.0 × 1018 m−3.
In both cases the numerical simulation was terminated when the
surface coverage reached 70% [52].

in Figure 2.11. The positions of individual carbon nanotips can be eas-
ily identified as well-pronounced sharp ion current peaks, surrounded
by the significantly reduced background ion flux onto open surface ar-
eas. Evidently, the simulated 3D ion current distribution suggests an
enhanced influx of the building units directly to the nanotip lateral sur-
faces, without allowing them to deposit on open surface areas and mi-
grate to nanotip borders over the surface. Furthermore, such a strongly
focused microscopic pattern of the ion deposition enables one to control
the growth rates and aspect ratios of the nanostructures [52].

A striking observation of numerical experiments of Levchenko et
al. [52] is depicted in Figure 7.17, which suggests that the nanotips grown
on plasma-exposed surfaces (Figure 7.17(b)) are much taller and sharper than
those grown by the CVD process (Figure 7.17(a)) under the same deposition
conditions. To quantify this main conclusion, the dependence of the mean
nanotip apex angle α and mean nanotip height hm on the mean nanotip
radius (Figure 7.18) with the plasma density as a parameter was studied.

Another important feature of the development of the nanotip array
is the essentially different behavior of the apex angle at the initial and
developed growth stages. Specifically, an initial increase of the apex an-
gle is followed by its gradual decrease resulting in nanotip sharpening
with time. This self-sharpening phenomenon is quite similar to what
was discussed in Section 7.3.1 and may be explained as follows [52].

When the nanotip height is small, the non-uniformity of the electric
field is too weak to focus the ion current onto the nanotip lateral sur-
faces, and so the ions are predominantly deposited to open surface areas
where they are neutralized and become adatoms. In this case the nanotip
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Figure 7.18 Dependence of the nanotip apex angle (a) and mean
height (b) on their mean radius for the neutral and plasma-aided
processes with the plasma density (m−3) as a parameter [52].

growth is predominantly maintained by the adatom BUs that migrate
over the surface to nanotip borders.

As a result, the nanotip base radius increases rapidly, with the height
increasing slowly. When the nanotips become taller, the ion current
is focused by non-uniform electric fields and thus is increasingly di-
verted to their lateral surfaces. This causes, in turn, a noticeable de-
crease in the apex angle. This effect turns out to be more pronounced
in denser plasmas, and the sharpest nanotips have been observed for
np = 3×1018 m−3 [52].

Indeed, higher plasma densities result in better precipitation of the
ionic BUs onto the nanotip surfaces. This also results in smaller sheath
widths and more focused ion deposition onto the upper sections of the
nanostructures, closer to their crests. Furthermore, one can achieve as-
pect ratios of more than 30 by using the PECVD route. In comparison,
the neutral gas-based process can offer nanotip aspect ratios below 20
under the same conditions. Moreover, dynamic changes of the nanotip
aspect ratios turn out to be more pronounced in the plasma-aided pro-
cess. In other words, the chances of an initial nanotip nucleus evolving as
a sharp, high-aspect-ratio nanocone is much higher on plasma-exposed
surfaces. These results further support the conclusions of Section 7.3.1
obtained from a quite different viewpoint.

Another very important conclusion is that the plasma-based process
makes the nanotip array more uniform in the substrate plane by significantly
improving the uniformity of nanotip diameters. Figure 7.19 shows the square
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Figure 7.19 Square deviation of the nanotip radius distribution
function on their mean height for PECVD and CVD processes with
the plasma density (m−3) as a parameter [52].

deviation σ(R) of nanotip radii from the mean radius as a function of the
nanotip mean height and reflects the main features of the nanotip radii
distribution function (NRDF).

It can clearly be seen that the distribution of radii of the nanotips syn-
thesized by the plasma-aided process is much more uniform compared
to the CVD process. This difference is most pronounced for mean nan-
otip heights exceeding 100 nm. In this case σPECVD(R) is almost 10 times
smaller than σCVD(R). For more discussions on the reasons for the im-
proved size uniformity of nanotips in the surface plane please refer to
the second report of the same group [173].

Self-Organization of Large Nanotip Arrays It is noteworthy that the
above “macroscopic” model does not include atomic forces or interac-
tions of individual atoms and is based on physical evaporation of adions
and adatoms in and out of the growing conical nanotip structures. The
model builds on the established, commonly used, well proven and jus-
tified principles and approaches of surface science to surface diffusion
phenomena and island nucleation and growth [277,278,430]. These mod-
els have been advanced by involving individual treatments of the growth
process of 400 “macroscopic” nanotips (each containing approximately
1.5–2 million atoms) arranged in an array on the plasma-exposed sur-
face.

Here we stress that these hybrid multiscale simulations bridged pro-
cesses occurring at length scales different by several orders of magnitude
and involved a very large number of atoms and ions, and so are far be-
yond the capabilities of the present-day ab initio atomic-level numerical
techniques, such as the Molecular Dynamics (MD) of Density Functional
Theory (DFT) approaches. Therefore, atomistic models would only of-
fer a better deal of accuracy when considering the growth of individual
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nanostructures with a substantially reduced number (typically not ex-
ceeding a few hundred) of atoms.

We emphasize that a number of recent experimental and compu-
tational results corroborate the fidelity of the chosen nanotip growth
model. These include:

• SEM analysis of the nanotip shapes at different growth stages (see,
e.g., Figure 7.11 and References [50,140]);

• experimental evidence of the nanotip sharpening when a DC bias is
applied to the substrate (see Section 7.3.1 and original report [258]
for more details);

• Transmission Electron Microscopy (TEM) of carbon nanotips com-
posed of parallel graphite layers and terminated by hydrogen on
lateral surfaces and made of stacked conical sheets (Figure 7.11).
These show that the nanotips are crystalline and fully filled by car-
bon atoms and have apex angles (ca. 5–9 degrees) and geometrical
sizes very similar to the results of the above numerical simulations;

• Results of ab initio DFT computations showing that (substantially
downscaled) nanotips made of parallel graphite layers and termi-
nated by hydrogen on lateral surfaces represent a stable atomic
configuration (Reference [1], Section 4.4).

In the following section we will discuss an even more amazing bit
of evidence that plasma environments can even contribute to the cre-
ation of uniform arrays of carbon nanocones from non-uniformly frag-
mented catalyst films. Even more interesting is that some of the processes
considered in Sections 7.1–7.4 will take part in a more complex three-
dimensional self-organized nanoarray development on plasma-exposed
surfaces. This self-organization is powered by the higher complexity and
unique features of the low-temperature plasma process environment.

7.5
From Non-Uniform Catalyst Islands to Uniform Nanoarrays: Plasma-
Directed Three-Dimensional Self-Organization in Large Nanotip Arrays

In this section we will follow the original report [95] and consider the
self-organized growth of uniform carbon nanocone arrays using low-
temperature non-equilibrium Ar + H2 + CH4 plasma-enhanced chemi-
cal vapor deposition (PECVD). The experiment of Tsakadze et al. [95]
shows that size-, shape-, and position-uniform carbon nanocone arrays
can develop even from non-uniformly fragmented discontinuous nickel
catalyst films.
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Here we will consider the three-stage scenario by which the primary
nanocones grow on large catalyst particles during the first stage and the
secondary nanocones are formed between the primary ones at the second
stage. During the last stage, plasma-related effects lead to preferential
growth of the secondary nanocones and eventually a uniform nanopat-
tern is formed. More importantly, this does not happen in a neutral gas-
based CVD process with the same gas feedstock and surface tempera-
ture. The proposed three-stage growth scenario is supported by the nu-
merical experiment which generates nanocone arrays very similar to the
experimentally synthesized nanopatterns [95].

This self-organization process can be explained in terms of re-distri-
bution of surface and volumetric fluxes of plasma-generated species in a
developing nanocone array. One of the main conclusions of the original
report [95] is that plasma-related self-organization effects can significantly re-
duce the non-uniformity of carbon nanostructure arrays which commonly arises
from imperfections in fragmented Ni-based catalyst films.

Before we proceed with a description of the relevant experiments and
theoretical interpretations, we will highlight the significance of the car-
bon nanostructures of our interest in various applications. The unique
electrical, magnetic, optical and mechanical properties of nano-carbons
including microporous carbons and vertically aligned carbon nanostuc-
tures such as nanocones, nanorods, nanotubes, nanotips, and nanofibers
make them fascinating and attractive structures for a variety of poten-
tial applications such as electron-emitting panels, polymer-carbon rein-
forced composites, sensors, supercapacitors and various nanoelectronic
devices [53, 431–445]. Here we recall that one of the ultimate goals of
plasma-aided nanofabrication is to achieve a reasonable level of control
and predictability in the ordering, size, and architecture of such nanos-
tructures [4,95] (see also Chapters 1–3 of this monograph).

As already mentioned above, catalyzed chemical vapor deposition is
a popular method for assembling vertically aligned carbon nanostuc-
tures (VACNs). Nevertheless, a substantial lack of controllability in the
size, position and shape of the VACNs assembled by the CVD method
has stimulated research into alternative methods of fabrication such as
PECVD and other plasma-based techniques. As we have seen in Chap-
ters 2 and 3 and previous sections of this chapter, plasma-enhanced CVD
(PECVD) has an outstanding ability to produce high-quality vertically-
aligned nanostructures [93,446,447].

In addition to precursor dissociation on the surfaces of catalyst par-
ticles, common to CVD, the plasma-based approach also involves dis-
sociation of carbon-bearing precursors into multiple reactive species
that incorporate into the developing nanostructures directly from the
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plasma. Furthermore, by applying a negative bias to the substrate, one
can achieve an excellent ordering of the carbon nanostructures in the
preferential growth direction (see Section 7.1 for more details). Another
amazing plasma-related possibility is that self-assembled carbon nanos-
tructure arrays can be grown without any external heating of the sub-
strates, as they are heated internally by intense substrate bias-controlled
ion fluxes [94] (see also Chapter 4 of the related monograph [1]).

The growth of vertically aligned nanostructures on a catalyzed solid
(e.g., Ni-catalyzed highly-doped n-Si(100)) surface usually exhibits very
complex behavior, which is still far from being completely understood
despite the large number of experimental and theoretical works pub-
lished on this topic. Apart from the deposition conditions such as deposi-
tion rate and degree of ionization, the surface conditions such as surface
temperature, catalyst fragmentation and surface roughness also strongly
influence the parameters of the final nanostructure array. In particular,
it is commonly believed that uniform fragmentation of an initially con-
tinuous Ni catalyst layer into a discontinuous islanded film is an essen-
tial prerequisite in the fabrication of highly-uniform arrays of vertically
aligned carbon nanostructures [95].

However, this is not always the case. In many cases catalyst layers turn
into very non-uniformly fragmented nanoislanded films, quite similar to
the case of stress-driven Stranski–Krashtanov fragmentation discussed
in Section 6.1. This immediately prompts a question: If the surface pat-
tern of catalyst islands is non-uniform (both in sizes and positions on the
substrate), would it still be possible to grow size- and position-uniform
nanotip arrays?

The main conclusion of the experimental and computational work of
Tsakadze et al. [95] is a definite yes: if a low-temperature, thermally
non-equilibrium plasma is used. Tsakadze et al. [95] also proposed a
complex mechanism for the self-organized growth of uniform carbon
nanocone patterns on a nickel-catalyzed n-Si(100) substrate. Moreover, it
was shown that plasma-related effects can substantially improve the uni-
formity of the nanostructure arrays grown on essentially non-uniformly-
fragmented Ni catalyst film.

7.5.1
Experiment and Film Characterization

Let us briefly summarize the details of the experiment of Tsakadze et
al. [95]. The nanostructures were grown in a low-frequency inductively
coupled plasma (ICP) reactor with an external coil configuration de-
scribed in detail elsewhere [189] (see also Chapter 2 of the related mono-
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graph [1]). A schematic diagram of the experimental setup used for the
plasma-assisted synthesis of carbon nanocones is shown in Figure 4.1. A
lightly-doped n-Si(100) wafer coated with a pre-deposited 30-nm-thick
Ni-based catalyst layer was used as a substrate. The wafer was placed
on the top surface of a DC-biased substrate stage positioned in the area
of the maximal electron/ion density in the plasma reactor. Initially,
the plasma chamber was evacuated to a base pressure of ∼ 0.0013 Pa
(10−5 Torr). The base pressure was monitored by Pirani and Penning
gauges. The gas pressure inside the chamber was controlled by a capac-
itance manometer which was connected to a power supply digital read-
out. A capacitance L-type network was used to optimize the RF power
transfer to the plasma source.

Reactive gases Ar, H2, and CH4 were introduced into the chamber
sequentially. At first, argon was introduced to ignite the plasma and
condition the substrate surfaces. After a 30 min-long substrate condi-
tioning in argon, hydrogen was added for 20 min catalyst activation in
a Ar + H2 mixture followed by the introduction of high-purity methane
into the chamber. In the growth regime of interest here, termed the float-
ing temperature growth (FTG) regime [94], the substrates were heated
internally by the hot working gas and intense ion fluxes controlled by
the DC bias applied to the substrate. The total pressure of the gas mix-
ture was maintained at 5.999 Pa (45 mTorr) and the substrate tempera-
ture was 500 ◦C [95]. The high-density (ne,i ca. 1012 cm−3, where ne,i is
the electron/ion density) plasma was sustained with RF power densities
of 0.09–0.11 W/cm2, while V = −300 V DC bias was applied to the sub-
strate stage. Under such conditions, the high-density, vertically aligned
nanocone-like structures were developed.

The crystal structure of the films was analyzed using an X-ray diffrac-
tometer (XRD) operated in a 2Θ mode, wherein the incident x-ray wave-
length is 1.5405 Å (Cu Kα line). Raman spectra of nanostructured carbon
films were acquired at room temperature. The excitation wavelength of
the Raman spectrograph was 514 nm, with the spot size being approxi-
mately 2 square micrometers. High-resolution scanning electron imag-
ing was conducted with the aid of a field-emission scanning electron mi-
croscope. More details on the experimental facility, process parameters,
and material characterization can be found in earlier reports of the same
group [93–95,189].

We will now consider the self-organized growth of the carbon nano-
cone arrays [95]. To do this, we will first describe the experimental obser-
vations on how such arrays develop and then elaborate on their growth
kinetics and compare the latter to the non-uniform nickel catalyst frag-
mentation at the preliminary catalyst activation stage. The main accent
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Figure 7.20 FE SEM images for different growth times:
(a) 5 min; (b) 10 min; (c) 20 min [95].

will be on the self-organization-related features of the formation of uni-
form arrays of the carbon nanocones on non-uniform catalyst pattern.

Scanning Electron Microscopy images of nanocone-like structures
grown under floating substrate temperature conditions are shown in Fig-
ure 7.20 for three consecutive times: 5 (initial stage of growth), 10, and
20 min (final structure) [95]. The main feature noticeable in this figure is
the presence of two very different types of carbon nanocones. The first
type, which are large structures called primary nanocones, have heights
up to hP = 800 nm and base radii up to rP = 300 nm (Figure 7.20(a)). One
can see that the primary nanocone array is very non-uniform, with height
dispersion reaching 300%. In this case the dispersion of the nanocone
base radii may reach up to 500%.

In addition, some primary nanocones have a specific shape resembling
aggregates of several closely-located (contacting) nanocones. The surface
area free of primary nanocones is much larger than the covered area;
thus, the surface coverage with primary nanocones µP (hereinafter re-
ferred to as the primary surface coverage) is approximately 0.25 [95].

From Figure 7.20 one can also notice that between the large nanocones
there is a dense pattern of very small secondary nanocones which are
typically ten times shorter than the primary ones. The small secondary
nanocones have height hS and base radius rS of approximately 8–12 nm
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and cover nearly the entire surface of the substrate not yet covered with
the primary nanostructures. The surface coverage by the secondary
nanostructures (secondary coverage) is thus µS ≈ 1 − µP. The difference
between the two patterns is well pronounced, one can thus confidently
state the presence of two nanocone patterns with distinctive shapes.

As can be seen in Figure 7.20(b), increasing the growth time to 10 min
changes the nanocone array completely. It is seen that the two (pri-
mary and secondary) arrays equalize and transform into a pattern which
inherits some features of both the primary and secondary arrays: the
nanocone height reaches 800 nm and the final surface coverage µF ap-
proaches unity.

A further increase of the deposition time to 20 min results in the de-
velopment of the final pattern shown in Figure 7.20(c). Interestingly, in
the final array the nanocone height hF does not change significantly com-
pared with the 5 min array. However, the size- and shape uniformity of
carbon nanocones improve substantially as can be seen in Figure 7.20.

One can also observe that the base radii of the nanostructures reduce
to ≈ 40 nm; moreover, the aggregates of several contacting nanocones are
absent in the developed nanopattern. Figure 7.20 also suggests that the
nanocones are uniformly distributed over the substrate. In this case the
distributions of the nanocone heights and base radii appear to be very
uniform, with the dispersion not exceeding 25%.

Even more important is that the pattern exhibits a high order and a
high density over the surface. It is also worth noting that, quite simi-
lar structures of carbon nanocones and nanowires can be obtained us-
ing a combination of DC plasma deposition and lithographically pre-
patterned catalyst [95].

Raman spectra of the samples synthesized in processes of different du-
rations feature the D band at ca. 1351 cm−1 which is due to the presence
of amorphous carbon or defects, and the G band at ca. 1592 cm−1 which is
a characteristic of longitudinal vibrations along the graphite lattice [184].
It is commonly accepted [448] that the ratio of the intensities of G and
D bands quantifies the relative disorder of the graphitic material in the
specimen. Interestingly, after 5 min of deposition the intensity of the D
peak was higher than that of the G peak, indicating that the specimen
contained a substantial amount of defects. However, at a longer nanos-
tructure growth time of 20 min, the ratio of the G and D bands (for sim-
plicity, referred to as the G:D ratio) increased [95]. This demonstrates an
increase in the graphite crystallite size and a decrease in the amount of
unorganized carbon in the samples [449].

From the XRD spectra (Figure 7.21) one can observe the evolution of
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Figure 7.21 XRD spectra for different growth times:
1) 5 min; 2) 10 min; 3) 20 min [95].

the crystalline structure of the nanostructured carbon surface. In par-
ticular, one can notice the presence of the amorphous carbon phase af-
ter 5 min of deposition (curve 1). With increasing deposition time, the
amount of the amorphous phase decreases, giving rise to a crystalline
structure. Moreover, some new peaks appear in the spectra. From the
XRD spectra, we can conclude that the intensity of the peak at 2Θ = 29◦

corresponding to (002) increases, reaching its maximum value in speci-
mens synthesized in a 20 min deposition process.

As suggested by Tsakadze et al. [95], this can be attributed to the fact
that the sample grown in a 20 min process exhibits the highest crys-
tallinity and uniformity of the vertically aligned nanostructures. Here
we note that the peak at 2Θ = 34◦ is attributed to the Ni catalyst. Other
important peaks (103), (104), (105), (108), and (013) are also marked on
Figure 7.21. It can be noted that (013) peak is weaker than (002) after 5
minutes of deposition, after 10 minutes these peaks are approximately
equal, and then the (002) peak becomes the highest carbon-related peak.
This is a good indication of the development of vertically oriented crys-
talline structures in the final pattern deposited for 20 minutes.

It also needs to be stressed that Tsakadze et al. [95] observed a striking
similarity of the islanded catalyst film (see inset in Figure 7.22) to the
primary nanocone array shown in Figure 7.20(a). In this case, the surface
coverage of the catalyst islands (approximately 0.25) also corresponds to
that of the primary nanocone array.

7.5.2
Growth Model and Numerical Simulations

Let us now recall the most striking observation of Tsakadze et al. [95];
namely, nanocone arrays in a low-temperature plasma exhibit very com-
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Figure 7.22 Simulated pattern of fragmented Ni catalyst film
on Si substrate surface. The inset shows the corresponding FE
SEM micrograph of the fragmented Ni catalyst film obtained in the
experiment after 20 min-long treatment in Ar + H2 plasmas [95].

plex behavior, including the formation of two very different patterns of
large (primary) and small (secondary) nanostructures. This is followed
by the pronounced equalization and transformation into a single array
of narrower and more uniformly distributed nanocones. Indeed, their
results suggest a strong similarity of the islanded catalyst film with the
primary nanocone pattern and a major difference from the final pattern
topography. More importantly, uniform nanocone arrays can develop from
an essentially non-uniformly fragmented Ni catalyst! What is more, a similar
phenomenon was not observed in a CVD process at very similar process
conditions [95].

We will now discuss the growth scenario of the nanocone array pro-
posed by Tsakadze et al. [95]. It was assumed that the nanocones grow on
the Ni catalyst particles and their growth shape is formed due to the car-
bon supply both from the substrate surface and directly from the plasma
to nanocone surface, which is quite similar to what happens in the case
of carbon nanotubes of Section 7.1 (see also Figure 7.13). The growth
scenario of interest here includes one preliminary and three main stages.
During the preliminary stage, a Ni-based catalyst film is fragmented into
separated islands. Then, during stage 1 (the primary nanocone growth
stage), an array of primary nanocones is formed on the large catalyst
islands, which grow due to the carbon adatom supply from the sub-
strate surface to the nanocones through the metal catalyst, as well as
through the deposition of ions and atoms delivered from the plasma to
the nanocone surfaces, similar to Section 7.4.

It is important to mention that in a plasma-based process the solubility
of carbon in a Ni catalyst is very high [255], in particular, due to surface
heating and activation via intense ion bombardment. This is yet another
benefit of plasma-based synthesis of nanostructures via transition metal-
catalyzed growth. Therefore, carbon adatoms penetrate relatively easily
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into the catalyst, diffuse through it and finally incorporate into growing
nanocones. At this stage, the density of carbon adatoms on the substrate
surface is very low due to the very intense outflow of adatoms to the
large catalyst islands not yet covered by nanostructures. Moreover, small
catalyst islands are depleted with the carbon due to the high equilibrium
density of adatoms at their borders, and thus they cannot sustain the
growth of nanocones on their surface [95].

Subsequently, the primary nanocones grow, their height and base ra-
dius increase and finally the large catalyst islands become completely
covered with nanocones. At this moment, the whole situation on the
substrate changes completely, and the second stage (the direct growth
stage) comes into play [95]. At this stage, the nanocone walls completely
cover the edges of large catalyst islands and contact with the substrate
surface. Therefore, carbon adatoms can no longer penetrate into large
metal catalyst islands and are thus unable to incorporate into the primary
nanocone structure through the catalyst. Instead, carbon adatoms are
forced to diffuse about the nanocone surfaces as sketched in Figure 7.13.
Hence, incorporation of carbon material into the nanocone structure is
retarded and adatoms are set to migrate back from the nanocone walls to
the silicon substrate surface.

This leads to a rapid increase in the carbon adatom density on the sur-
face. As a result, the small catalyst islands (visible in Figure 7.22 (picture
on the left) between larger ones) saturate with the carbon and give rise to
the growth of secondary nanocones on their surfaces. Thus, a secondary
array of small nanocones is created. We stress that the growth rate of the
small nanocones is higher compared to the primary nanocones. There-
fore, the two nanocone arrays (primary and secondary) tend to equal-
ize. Finally, the primary nanocones that were still growing during Stage
2 reach the height at which ion focusing by microscopic electric fields
becomes significant. Under the surface biasing conditions of our exper-
iment, ion sputtering effects are quite strong [450]. For more ion-related
effects on the growth of carbon-based nanostructures, please refer to Sec-
tions 7.1–7.4.

As a result of the above processes, the height of the primary nanocones
decreases. In fact, this is one of the most important features of stage 3,
the equalization stage. In this stage, two important processes deter-
mine the development of the nanocone arrays. First, sputtering of large
primary nanocones decreases their height and base radii due to a very
strong electric field at their top (for more details see Section 5.1). Second,
the secondary nanocones grow faster. These two concurrent processes,
namely the growth and the sputtering by ion bombardment, determine
the nanocone shape formation at this stage. At the end of stage 3, the
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two (primary and secondary) nanocone arrays equalize and form a fi-
nal nanopattern. Moreover, the dispersion of their height and base radii
tends to minimize due to the concurrent ion sputtering and nanostruc-
ture growth. A quite similar conclusion has been made in Section 7.4.
These processes tend to equalize the distribution functions of the geo-
metrical characteristics of the nanostructures, and the final pattern de-
picted in Figure 7.20(c) is eventually formed.

To simulate the development of uniform patterns of carbon nanocones
from size- and position-non-uniform nickel catalyst nanoparticles, all
modules described in Section 3.3 were used. The first step on this di-
rection is to appropriately model the fragmentation of the nickel catalyst
film. The simulated final catalyst pattern is depicted in Figure 7.22 and is
fairly similar to the SEM micrograph in the inset of the same figure. Sub-
sequently, the simulations proceeded using the atom/ion delivery, car-
bon adatom nucleation and nanostructure growth models. The results of
these numerical experiments are shown in Figure 7.23.

Firstly, one can observe the growth of primary nanocones on large cat-
alyst particles, consistent with the predictions made using the empirical
growth model described above. The numerical experiments of Tsakadze
et al. [95] also suggest that at this stage the growth rates of the primary
nanocones grown on large catalyst islands are much higher compared
with the rates of growth of the secondary nanocones. This results in the
formation of the primary nanocone array (Figure 7.23(a)) with the char-
acteristic height and base radius (500 and 300 nm, respectively), which
is quite consistent with the experimental nanocone size distributions de-
duced from Figure 7.20(a).

During the next growth stage, the density of carbon adatoms on
the substrate surface increases. Consequently, the growth rate of the
secondary nanocones (which develop between the primary nanostruc-
tures) also increases. As a result, an initial secondary pattern of small
nanocones forms between the primary nanocones as can be seen in Fig-
ure 7.23(b). The results of numerical experiments also suggest that the
growth of the primary nanocones is retarded, whereas the secondary
nanocones grow faster, tending to equalize the two arrays [95].

As the nanostructures elongate, ion sputtering significantly reduces
the height increase of the primary nanocones. This leads to a signif-
icant decrease in the difference between the primary and secondary
nanocone arrays. Finally, due to the simultaneous decrease in the pri-
mary nanocone height and an intense growth of the secondary pattern,
the two arrays equalize completely so one can no longer distinguish be-
tween them; this is clearly seen in Figure 7.23(c).
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Figure 7.23 Simulated nanocone arrays: (a) the primary
nanocone array on an islanded catalyst film; (b) the primary
nanocone array and secondary self-assembled nanocones be-
tween the primary nanocones; (c) the final equalized pattern.
Insets show the corresponding experimental patterns [95].

Thereafter, the entire pattern grows in a uniform fashion [95]. This
can be explained by noting that in dense arrays the ion currents to
the nanocones are reduced significantly. This is consistent with reports
which suggest a strong dependence of the ion current in dense arrays
or forests of vertically aligned nanostructures on the surface density of
these objects [34].

To conclude this section, we stress that by using a plasma process one
can substantially improve the uniformity of a carbon nanocone array grown
from a non-uniformly fragmented catalyst layer. More importantly, this pro-
cess occurs via three-dimensional self-organization where the systems
involved interact in a way to improve the uniformity of the final nanoar-
rays. The plasma plays a prominent role at all stages of this complex
self-organizing process.
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7.6
Other Ion-Focusing Nanostructures

As we have seen from the previous sections of this chapter, ions con-
tribute to the nanoassembly processes quite differently compared to their
neutral counterparts. The main focus so far has been on quasi-one-
dimensionl nanostructures such as nanotubes, nanorods, nanoneedles,
and so on. However, there are some other nanoscale objects that are capa-
ble of focusing or significantly affect microscopic ion fluxes in their vicin-
ity. These objects may have a different dimensionality as is the case for
nanowall-like structures or represent a sort of “inverted” nanostructures.
The latter is the case for various voids, pores, and channels which may
be created in solid substrates either through bottom-up self-assembly or
top-down nanofabrication (e.g., using lithography).

Similar to other nanostructures already mentioned in this book, the
specific effect of nanowalls and nanopores on the ion flux depends on
the material from which they are made. As we have seen in Chapter 5,
conducting and dielectric nanostructures affect the ion fluxes very differ-
ently. As a rule of thumb, if a conducting object is able to concentrate the
electric field lines and consequently focus ion fluxes, an identical object
made of an insulating material would be expected to exert an opposite
action. In this section we will only briefly recap some of the most inter-
esting results related to the above two types of nanoscale objects. In the
following, we will discuss some of the features of ion-assisted growth of
carbon nanowall-like structures followed by a brief summary of possible
ion-related effects on the development of nanoporous/voided structures.

Let us now compare the growth kinetics of carbon nanowall-like
nanostructures in the plasma and neutral gas synthesis processes pre-
dicted via multi-scale hybrid numerical simulations [345]. Interestingly,
the low-temperature plasma-based process shows a significant advan-
tage over the purely neutral flux deposition. Similar to the case of con-
ical carbon nanotips, a plasma-assisted process provides a notably bet-
ter uniformity in respect of the size distribution within the developed
nanoarray.

More specifically, Levchenko et al. [345] have demonstrated that the
uniformity of nanowall widths is expected to be the best (square de-
viations not exceeding 1.05) in high-density plasmas of 3.0 × 1018 m−3,
worsens in lower-density plasmas (up to 1.5 in 1.0 × 1017 m−3 plasmas)
and is the worst (up to 1.9) in a neutral gas-based process with the same
parameters. Similar to quasi-one-dimensional nanostructures of previ-
ous sections, this significant improvement can be attributed to the fo-
cusing of ion fluxes by irregular electric fields in the vicinity of plasma-
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Figure 7.24 (a) Scheme of electric field lines and representative
profile of calculated ion current distribution on lateral surface of
nanowall; (b) adatom density field on the open surface between
nanowalls for surface coverage µ = 0.12. Nanowalls (top view)
are shown as thin golden strips (not to scale) [345].

grown nanostructures, and also to the differences in the two-dimensional
adatom diffusion fluxes in the plasma and neutral gas-based processes.

Figure 7.24(a) shows a representative distribution of the ion current on
the lateral surface of a typical nanowall [345]. It is seen that the ion cur-
rent is effectively re-distributed in the electric field created by the nanos-
tructures. Furthermore, the density of the ion current in the upper part of
the nanostructure is significantly increased and becomes larger than its
mean value on the open surface areas uncovered by nanowalls. A profile
of the computed adatom density in the trenches between the quasi-two-
dimensional nanostructures is shown in Figure 7.24(b), for the surface
coverage µ = 0.12. The golden strips correspond to the nanostructure
bases. It is seen that the surface density peaks in the areas between the
nanowalls and tends to the equilibrium density near the nanostructure
borders.

Interestingly, the nanowall-like structures develop quite differently in
neutral gas-based processes. The most notable observation from the nu-
merical experiments [345] is that the distribution function of nanowall
widths broadens in a neutral gas-based processes. Moreover, the maxi-
mum of the distribution function decreases with time. As a result, the fi-
nal distribution function appears to be significantly wider than the initial
one, thus reflecting a larger and continuously increasing dispersion of the
nanostructure widths. A comparison of the width distributions from the
plasma- and neutral gas-based processes shows that (i) the maximum
is higher in the plasma-based process; and (ii) the width of the nanos-
tructure size distribution is significantly higher in a neutral gas-based
process.

Moreover, the quasi-two-dimensional nanostructures grown from the
low-density plasma have a smaller mean width. Figure 7.25 illustrates
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Figure 7.25 Dependence of square deviation σ on the mean
nanowall width with the plasma density as a parameter [345].

the dependencies of the square deviation σ of the nanostructure width
distribution function on their mean width and deposition time, for a
plasma with electron temperature Te = 5.0 eV and working gas pressure
of 2 Pa. One can see that the difference in σ is quite strong: at a mean
width of 120 nm, the deviation reaches σ = 1.9 in the neutral gas process
but remains almost twice as low (σ = 1.05) in the plasma with the density
3 × 1018 m−3.

As suggested by Levchenko et al. [345], one of the main advantages of
ionized gas-based processes is the increased energy of the incident parti-
cles (e.g., ions), compared with the energies of atoms/molecules in neu-
tral gas. An increased energy of the particle-surface interaction provides
a range of beneficial effects, such as heating of the surface, increasing the
species reactivity, control of the surface reactivity via dynamic termina-
tion/activation of surface dangling bonds and several others. Some of
these important plasma-related controls have already been mentioned in
this book. As a result, the nanowalls grown by using plasma may fea-
ture an improved structure, crystallinity, and ordering. Additionally, the
ionized gas processes make it possible to generate reactive species (such
as atomic hydrogen) that can cause amorphous to crystalline structural
transformations. Thus, the use of plasma-based processes for the surface
treatment is in most cases more advantageous than the neutral gas-based
techniques.

Nevertheless, simplicity, convenience and safety remain the advan-
tages of a gas process, which make it quite difficult to make the fi-
nal choice of the optimum nanofabrication environment. However,
poor “geometrical” controllability in gas-based processes, due to the
diffusion-like, undirected flux of the neutral atoms to the nanostructures,
may be the main decisive factor in favor of the plasma-based techniques.
Moreover, in neutral gas-based processes it appears difficult to control
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the selective delivery of neutral particles to the nanostructures, which in
turn compromises the ability to effectively control the quality of devel-
oped nanopatterns.

Here again we stress that in plasma-based processes, a better controlla-
bility can be achieved on account of the presence of ionized species in the
gas phase and of patterned (focused by the nanostructures) electric fields
in the immediate vicinity of the nanopattern. This enables one to selec-
tively control the building block delivery processes. Indeed, it becomes
possible to use the microscopic electric field to deliver the building mate-
rial directly to the lateral surfaces of the nanowalls, which results in a sig-
nificant increase of the direct (from the gas phase) particle incorporation
into the nanostructures compared with the neutral gas processes [345].
Moreover, the electric field becomes an efficient control in re-distribution
of the ion flux deposited to different trenches between the nanowalls.

The main distinguishing feature of the nanowalls nano-topology ob-
served in the numerical experiments of Levchenko et al. [345] is the
broadening of nanostructure size distributions with time (increasing
mean width). This phenomenon can be understood through a careful
examination of diffusion-caused re-organization of the adatom density
field on the surface. It is possible that small nanostructures located near
larger ones can get into the surface areas with depleted adatom densities.
This depletion effectively decreases the diffusion influx to the borders of
nanowalls and hence retards their growth. Thus, it turns out that the
mutual interaction of growing nanostructures is essential even when the
surface coverage is small and should always be taken into account.

In the neutral gas process the atom influx to the substrate surface is un-
controllable and the atoms are deposited uniformly on the entire surface.
In this case the above adatom density depletion process strongly affects
the growth of smaller nanostructures. Moreover, narrower nanostruc-
tures grown in the plasma create a stronger electric field, which forces
the ions to deflect while traversing the sheath and eventually deposit
on the substrate surface near the narrower nanowall. Thus, an effective
re-distribution of the diffusion fluxes takes place, which gives an extra
boost for the growth of the narrower nanostructures. As a result of the
plasma process, the width distribution function equalizes, and eventu-
ally a nanopattern of very similar nanowalls is developed [345].

Using quite similar arguments, one can predict the evolution of nano-
sized cavities, pores and trenches in solid surfaces exposed to low-
temperature plasmas. Using ion fluxes offers several additional possibil-
ities for processing the surfaces of such voided structures. The processes
involved in the profile evolution of such structures are in most cases very
complex and involve deposition of “sticky” and “non-sticky” species in
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Figure 7.26 Representative screenshots of the development
of cavities in (a) plasma-based and (b) neutral-based pro-
cesses [173].

their neutral and ionic forms, chemical etching and physical sputtering
of the pore surface material, and several others. While “sticky” species
would normally incorporate into the film developing on the pore sur-
face, “non-sticky” species may need to travel, and sometimes quite a
significant distance, before they can directly participate in the growth
process.

Two different possibilities in the development of cavities in a neutral
and ionized gas-based processes are illustrated in Figure 7.26 [173]. From
this figure one notices that the ion fluxes can penetrate deeper into the
cavity and so deepen it through reactive ion etching, as commonly used
in microelectronic manufacturing of tiny trenches on silicon microchips.
Deposition of ionic species (and also their contribution to the etching)
on sidewalls leads to the reshaping of the cavity, which is the case con-
sidered became smoother. However, if the ion species are “non-sticky”,
their reactivity and energy are sufficient for the etching of the substrate
material, and their flux is highly-anisotropic; consequently, the cavity
may deepen without any significant reshaping.

On the other hand, the flux of neutral species is isotropic and if they
are sufficiently “sticky”, predominant deposition near the cavity opening
may lead to significant clogging of the cavity and eventually result in the
formation of a closed pore in the substrate as shown in Figure 7.26(b).
The interaction of ionic and neutral species with nanoporous structures
and dense arrays of closely-packed nanostructures will be considered in
more detail in Chapter 8.
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7.7
Concluding Remarks

One of the main conclusions of this chapter is that in a low-temperature
plasma, in contrast to the neutral gas-based processes, one can synthe-
size nanostructures of various dimensionality and shapes with a larger
surface density, desired geometrical parameters, and narrower size dis-
tributions. This effect is largely attributed to strong ion focusing by ir-
regular electric fields in the nanopatterns, which effectively redistributes
the influxes of plasma-generated building units and thus provides a se-
lective control on their delivery to the growing nanostructures [173].

In Section 7.1 we have considered some of the effects related to the
presence of electric fields in the vicinity of one-dimensional nanostruc-
tures. As we have seen, plasma-related electric fields turn out to be very
important for various aspects of the nanostructure growth. The most
striking example of this effect is the alignment of surface-bound nanos-
tructures along the direction of the electric field. A comparative analysis
of the growth conditions has been made for nanotubes developing in
three different cases; namely, surface-bound carbon nanotubes (CNTs) in
the top and base growth modes.

In the above cases, we have focused primarily on the relations be-
tween the magnitudes and distributions of ion fluxes and the nanotube
growth rates. It turns out that a variation of the plasma parameters af-
fects the nanotube growth on the surface and in arc discharge plasmas
in quite different ways. We have also stressed that the total fluxes to
nanotubes and their distributions are different enough to cause very dif-
ferent growth rates and, moreover, to provoke transitions between the
nanotube growth modes. As a result, the ion fluxes to a single nanotube
on the surface and in the arc plasma can differ by a factor of 106 giving
rise to the difference in the corresponding growth rates by three orders
of magnitude [351].

The conditions of the metal catalyst also appear to be very differ-
ent with respect to melting and poisoning. An interesting possibility
in this regard is that the catalyst poisoning, which is almost inevitable
for surface-bound nanotubes, can be significantly reduced or even com-
pletely avoided in arc discharge plasmas. One of the reasons is that the
plasma ions effectively participate in catalyst “conditioning” and so re-
duce its oversaturation with carbon.

One can conclude that the quite different growth conditions for the
nanotubes on the surface and in the bulk of the arc discharge plasma
are intimately related to the effects exerted by the electric field and the
plasma ions, and appear to be among the major factors in favor of the se-
lection of the nanotube growth mode as well as its final structure (single-
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wall, double/few and multi-wall, chirality, and so on) via kinetics of
carbon supply, which eventually determines the diffusion-limited and
supply-limited scenarios if the nanotube growth [351].

One of the most remarkable effects caused by the presence of electric
fields in the plasma sheath and in the vicinity of nanostructured surfaces
is vertical alignment of one-dimensional nanostructures. This alignment
markedly differs the plasma-based processes from neutral gas-based
ones. Even though a large number of such nanoscale objects show this
effect, the actual reasons behind their alignment along the direction of
the electric field are not completely understood, and more importantly,
may be different for different nanostructures.

For example, for carbon nanofibers grown in the tip growth mode,
the alignment is due to the electric field-assisted, self-maintained uni-
form precipitation of carbon material through the catalyst particle. On
the other hand, similar nanofibers but with the catalyst particle at their
base do not show vertical alignment. Amazingly, single-walled carbon
nanotubes, which also develop in the base growth mode, do align in the
direction of the electric field.

This difference can be explained by metallic features of SWCNTs which
can be either metallic or semiconducting depending on their chirality.
For many vertically aligned nanostructures arranged in arrays, similar
charging and direct electrostatic repulsion, complemented by a strong
electric pull from the electric field in the sheath, appears to be an impor-
tant factor in ensuring their ordering both in the growth direction and
over the substrate. For other nanostructures with different dimension-
alities, elemental composition and internal structure, the electric field-
related effects may manifest quite differently.

The topic of electric field- and ion-related effects on the growth of car-
bon nanotubes and related structures was continued in more detail in
Section 7.2 where two examples of carbon nanofibers and single-walled
carbon nanotubes were considered. In particular, ion-assisted dissocia-
tion of a hydrocarbon precursor on the open surface of the catalyst parti-
cle located on top of the nanostructure appears to be one of the main pro-
cesses that lead to the creation of the required building units of the CNFs.
Moreover, the catalyst nanoparticle creates a unique channel to transport
the as-created BUs to the graphene sheets of the CNFs, namely, over its
top surface. In this way some carbon atoms may completely avoid the
necessity to diffuse through the nanoparticle bulk and this may make
the surface diffusion a main contributor to the plasma-assisted growth
of CNFs. However, one should be very careful not to overdeposit carbon
material onto the catalyst particle’s open surface as this may terminate
the growth process completely. Amazingly, once again the plasma can
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help! Indeed, atomic fluxes of hydrogen and inert gases can be used to
remove unwanted deposits from the surface and thus keep the nanopar-
ticle catalytically active.

Models based on surface diffusion turn out to be very useful to desribe
the growth of single walled carbon nanotubes in plasma environments.
In Section 7.2.2 we have introduced the model of Denysenko et al. [386],
which accounts for the interactions of hydrocarbons and carbon atoms
with the etching gas, dissociation of adsorbed hydrocarbon neutrals due
to ion bombardment, and decomposition of hydrocarbon ions and ther-
mal dissociation of hydrocarbons on SWCNT surfaces. This model also
accounts for those effects of particular importance for the CNT synthe-
sis such as growth and etching of the film between the SWCNTs, carbon
sputtering and some others.

Using the model the conditions under which a plasma environment
can be beneficial for the SWCNT growth can be predicted. The main
advantages of ion and atomic hydrogen deposition and interaction on
the CNT surfaces are [386]:

• Ion-induced dissociation of CH3 radicals and decomposition of hy-
drocarbon ions on CNT surfaces is an essential source of carbon
atoms required for their growth. At low processing temperatures
these two processes, unavailable in thermal CVD, become domi-
nant. This makes it possible to grow SWCNTs at much higher rates
than that in CVD at low temperatures. This conclusion is quite
similar to the case of carbon nanofiber growth discussed in Sec-
tion 7.2.1.

• Reasonably strong fluxes of atomic hydrogen can completely etch
away the amorphous carbon films developing between the nan-
otubes. This keeps the anchored catalyst particles accessible to the
carbon adatoms which then eventually reach the SWCNT base and
are incorporated into the growing nanostructures.

• The impinging atomic hydrogen can condition the CNT walls from
unwanted adsorbates and facilitate the diffusion of carbon adatoms
towards the catalyst nanoparticles.

• A reasonable increase (e.g., by varying the substrate bias) of the ion
energy leads to a larger supply of atomic carbon to the CNT walls
and thus faster SWCNT growth.

• In combination with the results discussed in Section 5.1, one can
conclude that by varying the bias voltage within certain limits
(which depend on the process and SWCNT parameters), micro-
scopic ion fluxes can be concentrated in the lower CNT sections;
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this leads to substantially reduced distances the carbon adatoms
have to migrate from the point of deposition to the catalyst par-
ticle. This can further boost the growth process. It also explains
the very high growth rates of ultra-long plasma-synthesized car-
bon nanotubes.

• A suitable combination of the above factors can enable rapid
growth of very-high-aspect-ratio SWCNTs at surface temperatures
substantially lower than that in thermal CVD.

However, as the processing temperatures decrease, one should min-
imize a number of adverse effects by carefully balancing the incoming
fluxes of the plasma ions and the etching gas. For example, excessive pro-
duction of atomic hydrogen and/or other adsorbates can significantly
affect the diffusion and residence of carbon adatoms on the CNT surface.
This can result in a significantly slower CNT growth since less carbon
adatoms can reach the anchored catalyst particle. On the other hand,
if the ion flux is too high and the etching process is not strong enough,
amorphous carbon deposition can occur and eventually block the access
of carbon adatoms to the catalyst particles. This can eventually terminate
the growth process [386].

It is important to emphasize that the plasma-related effects are partic-
ularly important for surface temperatures Ts ≤ 1000 K. At high sub-
strate temperatures thermal processes dominate over the ion-induced
processes, so that the benefits (except perhaps the vertical CNT align-
ment by the sheath electric field discussed in Section 7.1 and the radical-
and excited-species production in the plasma, see Sections 4.1 and 4.2) of
the latter diminish.

The results and the models described in Section 7.2 can be used for op-
timizing carbon nanofiber and nanotube synthesis and eventually bring
it to the as yet elusive deterministic level. More importantly, the main
conclusions are not restricted to CNTs or CNFs and may be relevant to
the plasma-assisted catalyzed growth of a broader range of nanoassem-
blies, which makes these results even more valuable.

In Section 7.3, our focus was on conical nanostructures completely
filled with carbon material. These objects can be crystalline, amoprphous
or mixed-phase. Very different arrangements of atoms inside the nanos-
tructures makes it possible to reshape them using plasma-based pro-
cesses. And what is even more interesting is that this reshaping can be
dynamic and self-organized.

For example, conical carbon nanocones with a platelet-like structure
considered in Section 7.3.1, continue their growth until all available av-
enues are exhausted. At early stages, their growth proceeds via the ad-
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dition of new carbon sheets (platelets) at the base where the catalyst is
located. As the structures grow, their bases cover the catalyst and this
“base” growth is discontinued. Despite this, the nanocones continue
their development using the open top surface.

More importantly, the nanocone growth rates and the radius of its top
surface can be precisely controlled by adjusting the ion fluxes which are
progressively focused closer to the tip as the nanocone grows. This re-
sults in plasma-controlled self-sharpening of the nanocones which even-
tually develop into sharp, high-aspect-ratio nanoneedles.

Furthermore, multi-scale hybrid numerical simulations presented in
Section 7.3.2 suggest that, in principle, nanotip-like structures can be
“moulded” into any desired shape by precisely controlling the distribu-
tion of microscopic ion fluxes over their lateral surfaces. Manipulation
of the main plasma parameters appears to be an efficient “turning knob”
in the deterministic synthesis of the multi-purpose nanotip arrays. It is
remarkable that the strong and plasma parameter-dependent DC electric
field in the sheath is a crucial factor (absent in neutral gas routes) that en-
ables a certain degree of deterministic synthesis of the desired nanopat-
terns. By using multistage processes and adopting specific sequences of
the plasma parameters, one can create a vitually unlimited continuum of
exotic shapes [100]. This approach is also generic and may be applicable
to a much wider range of nanoassembly synthesis and post-processing.

In Section 7.4 we continued to explore the effect of the electric field and
ion fluxes on the shapes of nanocone-like structures arranged in a micro-
scopic pattern on a nickel-catalyzed silicon substrate. We also posed the
question, why should one use ionized gas environments to synthesize
arrays of carbon nanotip microemitters? The answer is that the plasma-
aided process, in contrast to the neutral flux deposition, is a very efficient
tool to control the nanotip aspect ratio, a critical factor in microemitter
array applications. Moreover, the plasma-aided process offers a greater
level of uniformity of carbon nanotip base radii within the entire nano-
pattern.

These two important factors can be controlled by adjusting the plasma
parameters such as the degree of ionization, plasma density, electron
temperature, and so on. Physically, a certain degree of determinism
in the plasma-assisted synthesis of carbon nanotips can be achieved by
properly manipulating the two building block delivery channels: via sur-
face migration and directly from the ionized gas phase. It becomes evi-
dent that an increased influx and controllable deposition of ionic build-
ing units directly onto the nanotip lateral surfaces can be used to deter-
ministically control the geometric shape of the nanotips.
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In Section 7.5, we considered a more complex case of three-
dimensional self-organization in arrays of carbon conical nanostructures
synthesized in high-density, low-temperature plasmas. The experiments
reveal a complicated scenario of the nanocone pattern development.
The results of Tsakadze et al. [95] suggest that highly-uniform arrays of
carbon nanocones can be synthesized via three-stage self-organization
which involves the growth of the primary nanocone pattern on large
catalyst islands followed by the growth of the secondary nanocones be-
tween the primary ones. Eventually, the nanostructures equalize in size
and shape. Here we stress that this does not happen in a neutral gas-
based process with very similar process parameters.

Therefore, the plasma environment plays a unique role in self-
organized growth of highly-uniform carbon nanocone arrays. Moreover,
plasma-based processes can be used to improve the uniformity of nanos-
tructure growth which often suffers from non-uniform catalyst fragmen-
tation during the preliminary growth stage. Raman spectra of as-grown
nanostructures show that the developed nanocone arrays exhibit a high
G:D ratio which is indicative of fairly large sizes of sp2 crystallites. At the
same time, the XRD analysis shows excellent crystallinity of the nanos-
tructures. The semi-empirical growth scenario is justified by numerical
experiments that adequately describe all the stages of the nanocone ar-
ray development. This effort should be extended to incorporate more
complex plasma and surface-related phenomena and involve other car-
bon nanostructures, such as very-high-aspect-ratio single-walled carbon
nanotubes.

The final section of this chapter, Section 7.6, was devoted to a brief
discussion of plasma-related effects on other nanoscale objects with the
ability to focus ion fluxes. Two examples of quasi-two-dimensional
nanowall-like structures and nano-sized pores were considered. In
the first example, the comparison of the development of surface nano-
topology in neutral and ionized gas-based processes shows that only a
slightest broadening of the nanostructure width distribution takes place
when a dense plasma is used. The square deviation of the nanostruc-
tures widths increases to 50% in less dense plasmas, and reaches 90%
in the neutral gas process. Moreover, the plasma-aided process strongly
influences the width of the nanowall-like structures due to the delivery
of the building units directly to the nanoassembly sites.

The second example of ion-focusing nanostructures briefly consid-
ered at the end of Section 7.6 is related to possible implications of us-
ing ion fluxes to control the feature development in solid substrates fac-
ing the plasma. Due to faster and highly-directional penetration of ionic
species into ultra-small cavities, such features may develop quite differ-
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ently in ionized and neutral gas-based processes. Indeed, poorly con-
trolled fluxes of “sticky” neutral species may cause substantial clogging
of the developing nanofeatures. Moreover, under conditions of exces-
sive attachment of neutral species in the upper areas of a cavity, a closed
nanopore can be formed. The discussion of interactions of neutral and
ionic species with nanopores and nanostructures arranged in dense ar-
rays will be continued in Chapter 8.

To conclude this chapter, we stress that low-temperature plasma-based
processes, in contrast to the neutral flux deposition techniques, provide
a very effective control of the nanoscale surface topology, which may in-
clude various nanostructures of different dimensionality erected on the
surface and impression-like features created in the substrate material. As
we have seen in the cases of one-dimensional conical nanotips and two-
dimensional nanowall-like structures, the use of the ion flux in addition
to the neutral one ensures a much better uniformity of the nanostructure
sizes. This indicates a superior potential of the plasma-based processes to
achieve the as yet elusive deterministic shape control of selected nanos-
tructures.

The results presented in this chapter allow us to confidently state that
in the plasma-based process one can control the surface nanoscale mor-
phology by changing, for example, the plasma density and degree of ion-
ization. Physically, this control can be achieved by varying relative inten-
sities of the direct (from the gas phase) and diffusion (over the surface)
fluxes to the nanostructure surfaces, which is impossible in the neutral
gas. Besides, it is worth mentioning that the structure and geometrical
shape of the nanostructures also depend on the ratio of direct and sur-
face diffusion fluxes. In most cases, an increased influx of the species
from the plasma directly to the nanostructures and their subsequent re-
distribution about their lateral surfaces lead to notable changes in the
surface nanoscale morphology.

The importance of ion-assisted processes becomes even higher in treat-
ment of temperature-sensitive materials, which have to be processed at
reasonably low surface temperatures. Under such low substrate tem-
perature conditions, the surface diffusion may become negligible and
the growth is mainly due to the direct influx of ions and other reactive
species from the plasma.

These processes, largely uncommon to neutral gas-based routes, dem-
onstrate the outstanding promise of the plasma nanofabrication pro-
cesses to achieve the as yet elusive deterministic control of nanostructure
growth processes and, ultimately, their physical characteristics and func-
tionalities so much needed for the development of the next generation of
nanodevices.
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8
Building and Working Units at Work:
Applications in Nanoscale Materials Synthesis
and Processing

This chapter intends to show some examples of the use of specific
building and working species generated in a plasma in representative
nanoscale applications. The examples presented in this chapter will in-
volve a variety of plasma-created (or more precisely, created with sub-
stantial plasma assistance) species such as ions, neutral radicals and
atoms, as well as neutral and charged nanoclusters. The role of any
particular species is determined by the envisaged application. In some
applications a species can play the role of a building unit and that of a
working unit in some others. For example, plasma-generated ions can be
used as building material but can just as satisfactorily, serve a variety of
other purposes ranging from surface conditioning and site preparation
to reactive etching and physical sputtering.

In Sections 8.1 and 8.2 the main focus will be on showing further
advantages offered by ion-assisted processes compared to neutral gas-
based routes. In particular, it will be shown that ions, driven by electric
fields in the vicinity of nanostructured surfaces, have a greater ability
to penetrate into very dense arrays of nanostructures and nanoporous
templates. This ability can be used to enable a range of post-processing
options such as overcoating, functionalization, and reshaping. This wide
range of sophisticated processes cannot be implemented in neutral gas-
based processes due to the intrinsic randomness of motion of neutral
species. Section 8.1 also shows different possibilities to control ion flux
penetration into arrays of vertically aligned one-dimensional nanostruc-
tures by varying the plasma process parameters.

In Section 8.2 we will consider a very interesting example of controlled
synthesis of an ordered array of gold nanodots using ion-assisted depo-
sition through a nanoporous template. By adjusting the ion energy and
fluxes, one can manage to effectively deposit nanodot structures without
any significant clogging of nanopores in the template.

In the following example (Section 8.3) we will see how plasma-created
working units (in this case it will be oxygen atoms) can interact with the
surfaces of thin metal foils and create the most essential building units
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and also suitable surface conditions for their assembly. In this case, reac-
tive oxygen plasmas are used to extract building units from a metal foil
and cause solid-liquid-vapor growth of metal oxide nano-pyramids and
nanowires.

In Section 8.4, it will be shown that plasma-generated TiO2 nanoclus-
ters can play a significant role in the synthesis of nanocrystalline titania
films with varying presence of anatase and rutile phases. The resulting
nanocrystalline structure plays a major role in enhancing biomimetic re-
sponse of titania bioimplant coatings. As usual, this chapter concludes
with a summary of important findings and, in particular, plasma-related
effects that benefit the nanoscale assembly processes concerned.

8.1
Plasma-Based Post-Processing of Nanoarrays

A very large number of vertically aligned nanostructures have re-
cently been studied in order to discover their highly unusual proper-
ties and convert them, via research and develoment, into commercial
nanotechnology-enhanced products. Examples of relevant applications
include, but are not limited to, chemical sensors and catalysts, reinforced
nanocomposites, numerous optical and photonic functionalities and de-
vices, viable alternatives to silicon-based microelectronic devices and
circuitry, electron field microemitters, advanced bioscaffolds and biosen-
sors, protein immobilization, and cell proliferation arrays [4, 34, 96, 451–
458]. These structures can be made of a variety of metallic, semiconduct-
ing, and dielectric materials including carbon, silicon as well as a broad
range of pure, binary, ternary, and quarternary (ZnO, SiCN, SiCAlN, etc.)
materials [459,460]. Their composition and other properties are tailored
to meet the requirements of their ultimate function in nanodevices.

Moreover, there has been a rapidly increasing interest in post-
processing (e.g. nanofilm coating, surface functionalization, and doping)
of various nanoassemblies to enable new functionalities (e.g. biomimetic
response or photoluminescence) and/or enhance their performance (e.g.
field emission intensity). For example, the efficiency of electron emission
from silicon nanotips can be greatly improved by coating them with car-
bon [459], whereas coating of Si nanotips with TiO2 and capping with
SiC leads to a substantial improvement of their wettability shown by
increased water contact angles [461]. The latter property is crucial for
advanced biomedical applications.

Meanwhile, doping ZnO nanorods with Ga or Al atoms not only im-
proves electron field emission and photoluminescent properties but also
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significantly aids nanorod growth [462]. In another example, carbon nan-
otubes can be functionalized with various sugars and phosphocholine
polymeric structures to become water soluble; this feature opens up a
new avenue for applications in biosensing, controllable drug delivery,
and gene therapy [463].

Recent research suggests that post-processing (e.g. coating, doping,
or functionalization) of nanotube surfaces can significantly improve sev-
eral structural, electronic, mechanical and other CNT properties and dra-
matically expand the field of CNT aplications. This opens broad av-
enues for the use of CNTs in various advanced devices that require con-
trolled electric capacitance, thermal resistivity, hydrophobic properties,
or inter-connection between different nanotubes in nanoelectronics [464–
467]. Relevant examples include coating of carbon nanotube surfaces by
amorphous SiO2 for better integration in silicon-based ULSI microelec-
tronic technology, deposition of non-wetting polymer layers for biode-
vice applications, or tungsten disulfide films for the development of
new-generation light-emitting devices [468]. Meanwhile, functionaliza-
tion of nanotube surfaces is commonly achieved, for example by using
neutral fluxes of atomic hydrogen, organic molecules or fluorine-based
species [172].

Despite all the research, uniformly processing large and/or dense ar-
rays of nanostructures still proves a major challenge [34]. The main issue
is to achieve a high level of control of the fluxes of reactive species and
to direct them onto specific surface areas of the nanoassemblies. The lat-
ter areas can be post-processed selectively. Post-processing can include
coating (e.g. monolayer coating), functionalization, doping, etching of
selected areas, and some other technologically important processes. The
existing techniques such as atomic layer deposition (ALD) [469] plasma
enhanced CVD (PECVD) [461] and ion beam assisted deposition [470]
are some of the possibilities in achieving this purpose. The ALD and its
ion-assisted equivalent plasma enhanced ALD (PEALD) produce high-
quality monolayer coatings.

However, a very limited choice of materials and reactive precursors
make these (and many other) techniques material- and process-specific,
which greatly limits their generic applicability and cost efficiency [471].
These methods also have a limited applicability for post-processing of
dense nano-arrays where penetration of neutral species in narrow inter-
nanostructure gaps is insufficient to coat all sections of the nanostruc-
tures [172].

In the following two subsections, we will consider two examples of
uniform and selected-area post-processing of dense forests of carbon
nanotubes and also nanorod arrays with different surface density. In
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both cases, plasma-based techniques offer significant advantages com-
pared to thermal CVD processes.

8.1.1
Post-Processing of Nanotube Arrays

The primary aim of this subsection is to show some advantages of the
plasma-based post-processing of dense arrays/forests of carbon nan-
otubes, as compared to neutral gas-based CVD. To do this, we will
summarize the results of the original report [172] where such advan-
tages were shown by means of multi-scale hybrid numerical simulations.
More specifically, by controlling plasma-extracted ion fluxes and vary-
ing the plasma and sheath parameters, one can selectively coat, dope, or
functionalize different areas on nanotube surfaces.

Interestingly, optimum conditions for the uniform deposition of ion
fluxes over the entire nanotube surfaces appear to be very different for
the arrays of different density. The most apparent advantage of the plasma
route is the possibility of uniform processing of lateral nanotube surfaces in very
dense arrays. This is very difficult, if possible at all, in neutral gas-based
processes where radical penetration into the inter-nanotube gaps is in-
sufficient.

Levchenko et al. [172] simulated a process of nanotube array coating/
treatment in neutral and ionized gas-based environments and consid-
ered a uniform array of carbon nanotubes of 2 µm in height and 100 nm
in diameter. The nanotubes were arranged in a hexagonal pattern where
the spacing ∆ between the nanostructures was varied from 500 nm in
a dense nanotube forest to 4 µm in a sparse CNTs array. The spac-
ing between the nanotubes is commonly controlled by pre-patterning
of Ni/Fe/Co catalysts. In a neutral gas-based process, species of mass
mn move in all directions and their averaged thermal velocity is Vn =
(2kBTg/mn)1/2, where kB is Boltzmann’s constant, and Tg is the gas tem-
perature (in K).

In the plasma-based process, the ions are extracted from the plasma
bulk and appear at the sheath border with their velocities directed nor-
mally to the substrate surface. For simplicity, only neutral Si and single-
charged Si + silicon species with the atom mass of 28 were considered.
The potential drop Us across the near-substrate sheath was varied from
the floating potential to a typical DC substrate bias of −50 V, and the
electron temperature Te was varied from 2 to 5.0 eV. These are typical
conditions for the synthesis of defect-free, undamaged carbon nanotubes
in low-temperature plasmas [172].
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The simulation was made for the case of elongated cylindrical nan-
otubes with hemispherical caps on top. Similar to Section 5.1, the total
electric potential created by an array of N nanotubes

φ(r) = φw + ΣN
1 φS,i + ΣN

1 φc,i

was decomposed into the potential of the flat substrate surface φw, po-
tentials created by cylindrical lateral surfaces of each (i-th) nanotube φS,i,
and potentials of the caps of each (i-th) nanotube φc,i. The distributions
of the atom/ion fluxes over the nanotube surfaces were computed using
the Monte Carlo technique, with the total number of the species traced
up to 105 (see Section 5.1 for more details).

The results of the atom/ion motion simulations were used to plot the
atom and ion flux distributions along the nanotube length. The simula-
tion area in the substrate surface was 25 × 25 µm. The nanotubes were ar-
ranged into hexagonal patterns, in which the number of the CNTs varied
from 200 (rarefied array) to approximately 104 (dense array). The study
was limited to delicate post-processing such as deposition of ultra-thin
(a few monolayer) coatings onto nanotube surfaces, using a dose that
was varied from 1 to 5 monolayers (ML), where 1 ML is ca. 4 × 1018 m−2

for silicon. The nett dose actually required to deposit a single monolayer
over all nanotube surfaces (excluding the open surface areas) varied from
0.05 ML for a rarefied array (∆ = 4 µm) to 3 ML for a high-density array
(∆ = 0.5 µm). The other parameters in the numerical experiments of
Levchenko et al. [172] are: plasma density np = 1017–5 × 1018 m−3, gas
temperature Tg = 1000 K, and gas pressure p0 = 1 Pa.

The most important observation is that the trajectories of neural and
ionic species in dense nanotube arrays are very different. Indeed, neutral
species were randomly distributed in the velocity space and mainly de-
posited onto the upper parts of the nanotube surface, showing a shallow
penetration into the inter-nanotube gaps (Figure 8.1(a)). In contrast, the
ions were effectively focused by the electric field and drawn deeper into
the voids between the nanotubes. Afterwards, the ions were deflected
by the electric field created by the cylindrical nanotube segments and
eventually deposited on their lateral surfaces as shown in Figure 8.1(b).

Moreover, the penetration of silicon atoms into inter-nanotube gaps
is more or less satisfactory only when the spacing is large enough (i.e.
when the spacing is equal to the nanotube height), and significantly de-
creases when the inter-nanotip gaps become smaller. It is remarkable
that the non-uniformity of the neutral flux deposition reaches 50% for
∆ = 1 µm and even 98% for ∆ = 500 nm. Keeping in mind that a CNT
array with the spacing ratio ∆/h (inter-nanotube spacing to nanotube
height) of 0.5 and below is a typical example of a dense nanotube forest,
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Figure 8.1 Neutral (a) and ion (b) fluxes in a dense nanotube array [172].

one can conclude that the neutral gas-based coating/functionalization in
this case is very non-uniform due to unsatisfactory neutral flux penetra-
tion into the inter-nanotube space. In this case, the atoms may reach the
lower parts of the nanotube only via migration over the lateral surfaces,
a process with a quite limited controllability [172].

The results of computations made for the ion flux extracted from the
plasma under various parameters are shown in Figures 8.2(a) and (b), for
the two different inter-nanotube spacings of 500 nm and 2 µm, respec-
tively. It is clearly seen that the ion flux distribution over the nanotube
lateral surface is quite similar for small and large inter-nanotube gaps.
However, the effect of the plasma-surface sheath width appears to be

Figure 8.2 Normalized distribution of the ion flux over the nano-
tube lateral surface with the sheath thickness as a parameter
[172]. The spacing between the nanotubes is (a) 500 nm; and
(b) 2 µm.
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very strong in both cases. Indeed, when the plasma sheath is thin (which
is the case for the higher plasma density or electron temperature and/or
lower substrate bias), the ion flux is predominantly deposited onto the
upper sections of the nanotubes.

When the sheath is enlarged (e.g. by decreasing the plasma density
or electron temperature and/or increasing the substrate bias), the maxi-
mum of the ion flux distribution is shifted towards the substrate surface.
In this case the flux covers the entire lateral surface of the nanotubes,
and becomes very uniform for the sheath of the 0.02 mm width, as can
be seen in Figure 8.2. A further increase of the sheath width causes more
ions to deposit in the areas closer to the substrate surface (bold dotted
lines in Figure 8.2). When the sheath width increases to λ = 0.05 mm
(e.g. when Te = 5.0 eV, np = 2 × 1018 m−3, and Us = −50 V), one obtains
a triangle-like ion flux distribution with the maximum near the substrate
surface [172].

Thus, the use of the plasma-based process is expected to lead to a better
controllability of the distribution of the working units required for post-
processing of dense nanotube arrays. Indeed, in contrast to the neutral
gas route, the ion current can be selectively directed to the upper or lower
sections of the nanotube lateral surfaces, and, if necessary, can be uni-
formly distributed over the entire CNT surface with the non-uniformity
over the entire nanotube length (2 µm) not exceeding 20% (short dashed
lines in Figure 8.2). It is noteworthy that the uniform ion flux distribution
can be obtained even for rather dense nanotube forests.

The possibility of selective coating and functionalization of different
parts (e.g. of upper or lower sections of the cylindrical surfaces or
caps) of CNTs arranged in dense arrays is undoubtedly very promis-
ing for complex post-processing. For example, ultra-thin films of highly-
emissive materials may be required at the upper parts of the nanotubes to
enhance the electron field emission, whereas surface coating by highly-
conducting materials or introduction of special dopants can be useful
to enhance the conductivity of the CNT-based microemitters. Such a
complex treatment can be achieved by using a two-stage plasma-based
process, whereby the species of a low-work-function material can be di-
rected to the upper sections, followed by the uniform deposition of the
ions of a highly-conductive material over the lateral nanotube surface.

This effect can also significantly improve the controllability of the fab-
rication of the post-processed arrays of carbon nanotubes. Indeed, by
manipulating the plasma parameters, ionic building units can be selec-
tively delivered to metal catalyst particles located either on top or at the
base of the nanostructures depending on the prevailing CNT growth
mode. This can also affect the thermokinetic growth mode selection,
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which in turn controls the nanotube structure (single- or multi-walled,
capped or open-ended, chirality, etc.). To this end, selective and highly-
controlled delivery of reactive species from the plasma to specified areas
of dense-arrayed CNTs can be instrumental for the deterministic tuning
of nanotube properties required in the envisaged applications [172].

8.1.2
Functional Monolayer Coating of Nanorod Arrays

As we have mentioned in the previous subsection, uniformity of post-
processing of large-area, dense nanostructure arrays is currently one of
the greatest challenges in nanotechnology. One of the major issues is to
achieve a high level of control in specie fluxes to specific surface areas of
the nanostructures. As suggested by the numerical experiments [34], this
goal can be achieved by manipulating microscopic ion fluxes through
varying the plasma sheath and nanorod array parameters.

Using a multi-scale hybrid numerical simulation, Tam et al. [34] simu-
lated the dynamics of ion-assisted deposition of functional monolayer
coatings onto two-dimensional carbon nanorod arrays in a hydrogen
plasma. The numerical results show evidence of a strong correlation
between the aspect ratios and nanopattern positioning of the nanorods,
plasma sheath width, and densities and distributions of microscopic ion
fluxes. Specifically, when the spacing between the nanorods and/or their
aspect ratios are larger, and/or the plasma sheath is wider, the density of
the microscopic ion current flowing to each of the individual nanorods
increases, thus reducing the time required to apply a functional mono-
layer coating down to 11 s for a 7 µm-wide sheath, and to 5 s for a 50 µm-
wide sheath.

Numerical experiments from Tam et al. [34] aimed to quantify the de-
pendence of the microscopic ion fluxes in the vicinity of ordered hexag-
onal/square arrays of carbon nanorods on the nanopattern and plasma
sheath parameters and elucidate the temporal dependence of the surface
coverage of nanorods by an atomic hydrogen monolayer. Their numeri-
cal results provided the optimized process parameters that minimize the
time required to deposit a monolayer coating onto a nanorod array.

The computed monolayer development times have been found to be in
remarkable agreement with previous experimental results on hydrogen
plasma-based functionalization of related carbon nanostructures [406,
472]. The results considered in this subsection are generic in that they
can be applied to a broader range of plasma-based processes and nanos-
tructures, and contribute to the development of deterministic strategies
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Figure 8.3 Normalized ion current densities to lateral surface
of the nanorods with different parameters: (a) R = 20 nm,
∆ = 100 nm, λs = 7 µm; (b) R = 40 nm, ∆ = 100 nm,
λs = 7 µm; (c) R = 20 nm, ∆ = 500 nm, λs = 50 µm;
(d) R = 40 nm, ∆ = 500 nm, λs = 50 µm [34].

of post-processing and functionalization of various nano-arrays for na-
noelectronic, biomedical and other emerging applications [34].

Figure 8.3 shows the normalized ion current density distribution along
the lateral surfaces of the nanorods at different inter-nanorod spacing ∆,
plasma sheath width λs and nanorod radius R. One can see that when
the inter-nanorod spacing or the sheath width are small, a larger propor-
tion of ions deposit on the upper sections of the nanorods. On the other
hand, when ∆ or λs are increased, the ions land closer to the substrate
level. Moreover, the maxima of normalized ion current density distri-
butions are shifted upwards from the substrate level (Figures 8.3(a) and
(b)). These distributions make it possible to work out how a monolayer
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Figure 8.4 Temporal dynamics of the development of the
monolayer coating to lateral surfaces of the nanorods of radius
R = 40 nm (a) and R = 20 nm (b). Other parameters:
λs = 7 µm and ∆ = 100 nm [34].

overcoat develops in time and gradually covers the entire nanorod sur-
faces [34].

Figures 8.4 and 8.5 show the temporal dynamics of the development of
a monolayer coating over the surface of a representative nanorod. These
figures show that carbon nanorods with smaller radii are coated with a
hydrogen monolayer faster than their wider counterparts. Indeed, thin-
ner nanorods are usually coated in approximately half of the time re-
quired to coat thicker nanostructures.

Another important conclusion is that when the inter-nanorod spacing
is smaller, more time is required to coat the nanostructures. Moreover,
in high-density arrays immersed in a plasma with a narrower sheath
(Figure 8.4 with ∆ = 100 nm and λs = 7 µm), the middle section of the
nanorod is coated earlier than its other surface areas. Conversely, in low-
density arrays post-processed in a plasma with a wider sheath, such as
the one in Figure 8.5 with ∆ = 500 nm and λs = 50 µm, the areas closer
to nanorod bases are coated first. Therefore, by varying the sheath width,
one can deposit hydrogen monolayer coatings over selected surface areas of the
nanorods. This can be achieved, for example, by changing the plasma
density and/or electron temperature.

Let us now continue discussing the issue of ion penetration into small
inter-nanorod gaps. As we have seen in Section 8.1.1 and the original re-
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Figure 8.5 Same as in Figure 8.4 for λs = 50 µm and ∆ = 500 nm [34].

port [172], when an array becomes more dense, the ion penetration into
it deteriorates. One can expect that in this case fewer ions reach the lower
sections of the nanorods. This implies that the ion penetration into the
arrays improves when the inter-nanorod spacing is increased; accord-
ingly, this obvious conclusion leads to an increased coating thickness at
the base sections of the nanorods.

From Figure 8.3, one can see that when ∆ is small, there is a relative
reduction in the ion current densities towards the lower sections of the
nanostructures. In fact, it can be seen (with the exception of the very
upper sections) that the ion current is evenly distributed over the lateral
nanorod surfaces. Likewise, when the nanorod radii are larger, there
is a reduction in the ion penetration into the arrays. In this case the
densities of ion currents flowing onto the nanostructure areas closer to
the substrate decrease. In this case, the largest fraction of the ion cur-
rent is deposited onto the upper sections of the nanorods which face the
plasma [34].

A similar argument helps to explain the effect of the plasma sheath
thickness. It appears that increasing λs is an efficient means of reduc-
ing the ion deflections from straight downfall trajectories and eventually
improving the ion penetration into the spaces between the nanorods. In
contrast, enlarging the plasma sheath results in a major increase in the
number of ions landing on the upper parts of the nanostructures.
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The effects of changing the plasma process and nanopattern param-
eters on the dynamics of monolayer coating deposition is visualized in
Figures 8.4 and 8.5. A striking observation is that the monolayer cover-
age of the nanorods by hydrogen atoms does not necessarily start at the
substrate level as would be expected for a single nanostructure on the
surface. This conclusion is consistent with the results presented in Fig-
ure 8.3. Both Figures 8.4 and 8.5 also suggest that thinner nanorods can
be fully coated faster than the thicker ones. Since we already know that
the time it takes to coat the nanorods is proportional to the ion flux den-
sity, one can expect that less dense arrays of higher-aspect-ratio nanorods
need the shortest amount of time to be fully coated. Thus, examining Fig-
ures 8.4 and 8.5 it follows that the time needed to coat the nanorods in
a denser array is longer compared to a sparse array. This can be under-
stood by noting that in this case there are more nanorods in the array,
whereas the total incoming flux remains the same [34].

It is imperative to point out that the computed time required to deposit
a monolayer coating is consistent with the experimental observations,
which suggest that it takes approximately 30 s to functionalize single-
walled carbon nanotubes with hydrogen [472]. The small difference in
time was explained by noting that the solid nanorods simulated by Tam
et al. [34] are very different from hollow carbon nanotubes post-processed
in the experiments of Khare et al. [472].

Here we recall that the nanotubes are hollow tubules without dan-
gling bonds on lateral surfaces, while the nanorods usually have a crys-
talline structure and therefore have more readily available bonding sites
on their surfaces. In the latter case the ions can bond onto the nanorods
when they land on the lateral surface. On the other hand, the ions that
come into contact with carbon nanotubes may not bond at the point of
impact; moreover, they need to migrate over lateral nanotube surfaces
to be able to insert into the nanostructure through a metal catalyst par-
ticle on top or at the base of the nanotube. Hence, one can expect that
nanorod-like structures can be functionalized by atomic hydrogen faster
than nanotubes. This conclusion is also applicable to other material sys-
tems [34].

However, even though less dense arrays can be coated faster when the
plasma sheath thickness is larger (Figure 8.5), there is a danger that a
strong non-uniformity in ion flux distributions over the lateral nanorod
surfaces (Figures 8.4(c) and (d)) can result in non-even coatings, with
thicker layers forming closer to the nanostructure bases. This effect is
consistent with the results in Figure 8.3, which clearly show that very few
ions land at the upper areas of the nanorods when ∆ is large. This effect
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can be even stronger for heavier ions, which gain a larger momentum
(compared to H+ ions) while traversing the plasma sheath.

From an applications point of view, uniform monolayer coatings
should be applied at the highest possible deposition rate. However,
minimizing the time to coat the nanorods (e.g. by enlarging the plasma
sheath) can somewhat compromize the coating uniformity. More-
over, non-even ion current distribution along the lateral surfaces of the
nanorods can result in a buildup of undesired amorphous layers.

Nonetheless, by appropriately balancing the effects of variation of the
plasma and array parameters λs, ∆, and R, one can work out the opti-
mized process parameters to apply uniform monolayer coatings over the
entire nanorod surfaces with reasonably high deposition rates. To this
end, the numerical experiments of Tam et al. [34] are particuarly impor-
tant since they can be used to predict the distributions of ion fluxes over
the surfaces of vertically aligned nanostructures under different process
conditions with a sub-nanometer precision.

In the following section, we will continue to show examples how ma-
nipulation of plasma-generated ion fluxes can be used for deposition of
metal nanodots using a nanoporous template. In this process, the issue of
how the ions pass through the holes and where exactly they land is par-
ticularly important to minimize the undesirable template clogging and
maximize the nanodot quality and growth rates.

8.2
i-PVD of Metal Nanodot Arrays Using Nanoporous Templates

In this section we will follow the original report [473] and present
the results of numerical simulation of plasma-based, porous template-
assisted nanofabrication of Au nanodot arrays on highly-doped silicon
substrates. In particular, we will consider the three-dimensional micro-
scopic topography of ion flux distribution over the outer and inner sur-
faces of the nanoporous template in the close proximity of, and inside the
nanopores. In this case, by manipulating the electron temperature, the
cross-sheath potential drop, and additionally altering the structure of the
nanoporous template one can control the ion fluxes within the nanopores
and eventually maximize the ion deposition onto the top surface of the
developing crystalline Au nanodots and minimize amorphous deposits
on the sidewalls that clutter and may eventually close the nanopores
thus disrupting the nanodot growth process.

Arrays of metallic (e.g. Au and Ag) nanodots, the main focus of this
section, have recently shown an exceptional promise for nanofabrication
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of nanoplasmonic arrays and photonic crystals [474,475]. The nanodots
represent individual nanostructures arranged in nanopatterns; therefore,
the main problem in their fabrication is in maintaining a reasonable de-
gree of control over the formation of highly ordered patterns of the nan-
odots of the required size, shape, composition, ordering and other pa-
rameters [473].

At present, three main techniques of nanodot assembly are commonly
used: strain-driven Stranski–Krastanov (SK) segregation [477], catalytic
growth [4], and porous template (PT) techniques [478]. Each method has
specific advantages and disadvantages [479]. As we have already dis-
cussed in Chapter 6, the Stranski–Krastanov mode is essentially limited
to moderately lattice-mismatched systems and is usually not applicable
to material systems with a lattice mismatch less than 2–3% or exceeding
7–8%. The catalyzed growth technique is more flexible to the material
properties since it involves an intermediate catalyst layer. Several exam-
ples of catalytic growth have already been considered in Chapter 7.

However, both the SK and the catalytic growth techniques exhibit a
relatively poor spatial ordering and size distribution of the developed
nanodot patterns. Therefore, these approaches may prove to be imprac-
tical for large-area arrays. Moreover, they may even lead to a quite poor
uniformity of the nanodot shapes and sizes [477].

On the other hand, nanofabrication approaches based on nanoporous
templates provide a much better degree of nanodot ordering [476], com-
pared with the above two methods. In this case the accuracy in the
nanodot positional ordering is only limited by template imperfections,
which usually do not exceed a few percent. This degree of accuracy
significantly exceeds the typical disorder levels which account for 50 to
100% in the SK and catalyzed growth methods. Besides, the PT tech-
nique is a cost-efficient method appropriate for the synthesis of large-
area nanoarrays. A variety of materials, including metals Au, Ag, Ni, Fe,
and Co, can be deposited through nanopores in the template.

Numerous deposition techniques such as the molecular beam epitaxy
(MBE), chemical vapor deposition (CVD), plasma-enhanced chemical
vapor deposition (PECVD), ionized physical vapor deposition (i-PVD),
thermal evaporation (TE), plasma-asssited sputtering, and pulsed laser
deposition (PLD) can be used to create and deliver the atomic/radical
building units to the nanodot growth sites within the nanopores. How-
ever, this process is extremely delicate and case-specific because of the
ultra-small size of the nanopores.

In Section 8.1, we have stressed that neutral species have a significant
difficulty with penetrating deep inside features of even micrometer sizes;
this is a common yet not completely resolved problem in copper met-
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allization of micron-sized trenches in silicon wafers in ULSI microelec-
tronic technology. Ionizing metal vapor and using electric field-directed
ion fluxes (basic principle of the i-PVD approach) has been an effective
solution of the above problem in the micrometer size range.

However, application of i-PVD for templated nanodot synthesis still
remains in its infacy despite numerous reports on successful uses of this
approach for the synthesis of self-assembled nanoparticles on solid sur-
faces. Therefore, there is a vital demand to develop suitable i-PVD-based
nanodot synthesis processes and explore viable parameter ranges. This
is particularly important in view of the excellent prospects of improved
nanodot crystallinity due to higher energies of ionic building units com-
pared to their neutral counterparts [473].

Yuan et al. [473] reported on the optimized i-PVD-based process con-
ditions for the synthesis of ordered arrays of gold nanodots on a highly-
doped silicon substrate covered by a nanoporous conducting template.
In particular, it was shown that manipulating the process parameters
and adjusting the aspect ratio of the nanopores and the spacing between
them makes it possible to develop a highly-ordered array of cylindrical
gold nanodots. Moreover, using energetic ion fluxes appears to be favor-
able for achieving a very high degree of nanodot crystallization and their
structural/compositional uniformity.

Here we consider a conducting system that consists of a nanoporous
template on top of the silicon substrate. This system is exposed to a
low-temperature plasma with typical electron density in the range of
1017–1018 m−3 and electron temperature of 2.0 to 5.0 eV, separated from
the solid surface by the plasma sheath. This approach is applicable to
a broad range of i-PVD systems, whereby positively charged metal ions
(Au+ in this case) can be generated. For simplicity, only single-charged
ions are considered. It is assumed that collisions of Au+ ions with gas
molecules can be neglected.

A highly-doped (either n- or p-type) silicon substrate is covered with
a porous mask of 300 to 500 nm height that has holes (nanopores) ar-
ranged in a hexagonal pattern with fixed spacing between the nanopores
a = 100 nm and the nanopore diameter varied from 40 to 80 nm (Fig-
ure 8.6). The template material can even be dielectric as is the case for
porous anodized alumina templates commonly used for templated syn-
thesis of ordered arrays of carbon nanotubes and related nanostructures.
For consistency, it was assumed that if the template itself is dielectric or
semiconducting, its surface is pre-coated by an ultra-thin metal layer (as
is commonly done for scanning electron microscopy of insulating mate-
rials).



430 8 Building and Working Units at Work: Applications

Figure 8.6 Schematics of the mask/substrate system (MSS) [473].

Alternatively, this ultra-thin conducting layer can be formed during
a preliminary process that can also be conducted in a high-vacuum i-
PVD environment. Therefore, the whole surface system that consists
of the nanoporous mask and the silicon substrate is conducting and is
hereinafter referred to as the mask/substrate system (MSS) [473]. In this
setup, an ion flux is extracted from the plasma bulk and accelerated in a
thin sheath between the MSS and the plasma, and is then deposited on
the mask and substrate surfaces, including nanopores.

The ion motion was traced using the same Monte Carlo approach as
in Sections 5.1 and 8.1. During the simulation, the coordinates of the ion
impact on the MSS surface (including the interior of the nanopores) were
recorded, and thus the microscopic topography of the ion current over
the MSS surface was obtained. The parameters used for the simulation
are listed in Table 8.1. For more details of the modeling of the electric
field produced by the template and the ion motion in it please refer to
the original publication [473].

The dependencies of the relative deposition rate of Au+ ions as a func-
tion of the electron energy and MSS potential are shown in Figure 8.7.
Here, the relative deposition rate µ = jS/jl is defined as the ratio of the
density of ion current to the initially open areas of Si substrate inside the

Table 8.1 Parameters used to simulate the i-PVD of Au nanodots [473].

Group h, nm d, nm Us, V

A 500 40 25
B 500 40 75
C 500 80 75
D 300 40 25
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Figure 8.7 Dependence of the relative deposition rate on the
(a) electron temperature; and (b) substrate potential for plasma
density np = 1.0 × 1018 m−3 [473].

nanopores jS (this surface becomes the surface of predominant growth
of the nanodots) to the density of the ion current on the lateral surface of
the nanopore in porous template jl , see Figure 8.7(b).

It is apparent that the higher the relative deposition rate, the more ions
can be deposited onto the bottom surface of nanopore. In Figure 8.7 one
can also see that the relative deposition rate decreases with the electron
temperature Te; this effect becomes stronger at higher bias potentials Us.
On the other hand, the deposition rate increases with Us and is stronger
for larger nanopore diameters, that is, for the mask holes with a smaller
aspect ratio κ = d/h [473].

Let us now consider the computed profiles of the ion deposition over
nanopore surfaces. Here we make an assumption which is supported
by the experimental works on quantum dot deposition through the
mask [480]. It was assumed that only the ion flux deposited on the
substrate surface in the nanopores, that is on the bottom surface inside
the nanopore, can form a nanodot [473]. In this case all the material de-
posited on the mask surfaces (on the upper and lateral mask surfaces,
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including nanopore sidewalls) is not involved in the nanodot formation
and is completely removed together with the mask during later process
stages.

There is a number of reasons for this assumption. Firstly, the material
deposited on the upper surface of the mask (top deposit) is apparently
not bound to the nanostructures formed in the nanopores, and hence
can be removed together with the mask. Secondly, the ions that de-
posit on the substrate surface, that is, on the bottom surface inside of the
nanopore (on the surface of a developing nanodot) impact the growth
surface at nearly the right angle, thus providing a strong and spatially
localized energy exchange with the nanodot atoms.

This in turn leads to their fast incorporation into the crystalline struc-
ture of the growing nanodots. In contrast, ions that impact (mostly amor-
phous) deposits on the nanopore lateral surfaces (side deposit) contact
the lateral growth surface at a very shallow angle. As a result, these ions
are set to diffuse about the surface of the side deposit and eventually
form an amorphous film on the nanopore side walls. This film may only
be weakly bound to the nanodot crystalline structure and can thus be
easily removed from the substrate during the mask removal process.

Using this assumption, Yuan et al. [473] simulated the nanodot growth
profiles by integrating the ion current density over the entire MSS surface
for various plasma and template parameters (Figure 8.8), for the electron
temperature Te = 2.0 eV and plasma density np = 1.0 × 1018 m−3 (which
are typical for low-temperature plasma-based i-PVD). The results of the
calculation (profiles of developing nanostructures, as well as side and
top deposits) are shown for the four groups of plasma parameters which
are listed in Table 8.1.

Figure 8.8 (group A) shows that it is not possible to form nanodots
inside nanopores under process conditions of group A (mask height
500 nm, nanopore diameter 40 nm, bias 25 V). In this case the rate of de-
position to the nanodot growth surface (nanopore bottom) is much lower
than the growth rates of side deposits; hence, the nanopore “closes” well
before a nanostructure is formed inside it. The deposition under condi-
tions of group B (bias voltage increased to 75 V) exhibits a faster nanodot
growth. However, the nanostructures still develop too slowly to com-
pete with the side deposit growth. Thus, in this case nanodot formation
is still substantially hampered due to the rapid increase of the side de-
posit thickness [473].

The best result was obtained for group C (nanopore diameter increased
to 80 nm), which enables nanodot formation with growth rates compara-
ble with those of the side deposits. This can clearly be seen from the bot-
tom left panel in Figure 8.8. The deposition under conditions of group
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Figure 8.8 Ion flux distributions inside the nanopore for the
electron temperature Te = 2.0 eV and plasma density
np = 1.0 × 1018 m−3, calculated for the different groups of
initial parameters [473].

D (decreased mask height at a low bias voltage of 25 V) also appears to
be impractical, since the growth rate of the side deposit again exceeds
the nanodot growth rate. Visualization of the growth process suggests
that nanodots of group C appear to be tall and well-shaped, whereas the
nanodots of group B are shorter and have the shape of truncated cones,
with flat tops and radii that are larger at the base than near the top.

Therefore, the results presented in this section suggest that variation
of the parameters of the plasma and nanoporous template can indeed be
used to deterministically control the shape of metallic nanodots that de-
velop inside the pores. Moreover, one could expect a higher relative ion
deposition rate and a more uniform lateral distribution of the ion flux
density at a lower electron temperature Te and higher cross-sheath po-
tential drop Us [473]. Furthermore, the geometrical characteristics of the
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template also influence the ion current deposition profiles. For example,
increasing the nanopore diameter d leads to better uniformity and higher
deposition rates, whereas a decrease in the mask thickness h results only
in higher relative deposition rates.

One can thus conclude that using a combination of lower electron tem-
peratures, higher cross-sheath potential drops, and larger nanopore di-
ameters may be the optimum way to achieve the ideal relative ion depo-
sition rates and lateral ion flux distributions. Future work in this direc-
tion should be focused on the refinemnet of the nanodot growth model
and its extension to more complex cases that involve different plasmas, a
variety of plasma species (e.g. neutral and cationic radicals and negative
ions), dielectric templates, temporal dynamics of the growth process, ion
collisions with neutrals, as well as several other gas-phase and surface
processes.

In the following section, we will consider a very different approach for
the assembly of nanostructures on solid surfaces. The uniqueness of this
approach is in that it does not involve creation of some building units in
the gas phase and their subsequent transport to the growth surface. In
fact, as we will see from Section 8.3, one sort of BUs is effectively cre-
ated by another one right on the growth surface! This highly-unusual
approach makes it possible to synthesize a variety of metal oxide nanos-
tructures.

8.3
Metal Oxide Nanostructures: Plasma-Generated BUs Create Other BUs
on the Surface

This section is based on the original report [481] on highly-unusual
plasma-assisted synthesis of metal oxide nanostructures on metal foils.
More specifically, we will consider the synthesis of nanostructured cad-
mium oxide films on Cd substrates in a reactive oxygen plasma environ-
ment. In this case, oxygen atomic building units are created in the ion-
ized gas phase whereas cadmium species are extracted from a plasma-
exposed metal foil as a result of interaction of oxygen atoms with the sur-
face. Thus, plasma-generated building units create metal atoms (other
BUs!) and combine with them to form metal oxide continuous films or
well-resolved nanostructures on the surface.

However, the nanostructures, such as crystalline CdO nano-/micro-
pyramids emerge only under very specific conditions determined by the
plasma-surface interactions. These nanostructures grow via direct oxida-
tion of Cd foil exposed to inductively coupled plasmas with the electron
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energy 3.0–7.0 eV, ion density 1.6 × 1016 m−3, neutral oxygen atom den-
sity 1.4 × 1021 m−3, and molecular gas temperature of 370 K [481].

The growth of the CdO pyramidal nanostructures takes place in the
solid-liquid-solid phase, with the rates determined by the interaction of
neutral oxygen atoms with cadmium BUs on the surface. Moreover, the
size of the pyramidal structures can be effectively controlled by the dose
of neutral oxygen atoms impinging on the metal surface. The experi-
ments of Cvelbar et al. [481] suggest that the reactive plasma environment
plays a crucial role in the controlled fabrication of CdO nano-pyramidal
structures.

In recent years, cadmium oxide (CdO) has found applications in vari-
ous fields, and is particularly attractive for optoelectronic devices, gas
sensors, photodiodes, phototransistors and transparent coatings and
functional films, such as transparent conducting oxide layers in pho-
tovoltaic solar cells [482–484]. Under non-stoichiometric conditions (e.g.
in the presence of interstitial cadmium atoms or oxygen vacancies), cad-
mium oxide shows pronounced n-type semiconducting properties.

Meanwhile, crystalline CdO is a direct bandgap semiconductor, with
the bandgap energy Eg varying in the 2.3–2.5 eV range depending on the
grain size. The high electrical conductivity and excellent optical trans-
mittance properties of CdO predominantly in the visible region of solar
spectrum along with a moderate refractive index, makes cadmium oxide-
based materials most suitable for advanced technologies, including low-
emissivity windows, wear resistant coatings, flat panel displays, and thin
film resistors for humidity sensing and other applications. However, the
electrical and optical properties of CdO are very sensitive to deviations
of its elemental composition from the stochiometric value, film thickness,
microstructure, surface morphology and some other factors [481].

Despite a variety of techniques to synthesize CdO with different mi-
crostructure and surface morphology, such as wet chemical processes,
vapor-phase deposition (CVD, PVD and their modifications), chemical
synthesis in reactive oxygen environment, sol-gel methods, spray py-
rolysis, electron beam evaporation, as well as several others [485–497],
dry processes based on reactive plasmas have not received the attention
they merit. Below, we will consider an advanced oxygen plasma-assisted
nanofabrication method of nanostructured CdO from a bulk cadmium
foil [96,481].

This method is based on the “self-catalytic” nanostructure growth,
which does not require any complex metal-organic gas feedstock or addi-
tional surface catalysts. The latter was the case for carbon nanotubes and
related nanostructures considered in Chapter 7. This growth is highly
unusual, and at present there is no adequate explanation of the relation
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between the reactive plasma parameters and the surface nanostructures
grown during the plasma process.

Cvelbar et al. [481] have shown that under certain conditions of the
reactive plasma-based process, cadmium surfaces may feature intricate
nano-scaled structures such as crystalline nano-pyramid arrays. The clue
to explaining these unique and highly unusual surface structures is in
the understanding of the role of neutral reactive species and their inter-
actions with the solid surfaces.

The cadmium oxide nanostructures of interest to us here were fabri-
cated via direct exposure of a high-purity cadmium foil to oxygen plas-
mas. Commercially available high-purity (99.9%) cadmium foil of thick-
ness 0.3 mm was cut into rectangular pieces of ∼ 5 × 5 mm2, and exposed
to RF oxygen plasmas created in a low-pressure glow discharge [498].
The experiments [481] were performed in a vacuum system evacuated
using a two-stage oil rotary pump with an ultimate pressure of approx-
imately 0.1 Pa. After evacuating the glass reactor chamber to the base
pressure, oxygen feedstock gas was continuously released into the reac-
tor chamber.

The plasma was created by a 27.12 MHz RF generator with a variable
power up to 2 kW. The temperature of the sample surface was measured
through an infrared (IR) transparent window with Raytec IR camera
Raynger MX. The plasma parameters were monitored using Langmuir
and fiber optics catalytic probes [499, 500]. The plasma parameters and
the gas temperature were controlled by varying the discharge power and
oxygen gas pressure inside the reactor chamber. The plasma parameters
are as follows [481]: the electron temperature Te ∼ 3.0–7.0 eV, ion den-
sity ni ca. 1016 m−3, and neutral oxygen density nO ∼ 1020–1022 m−3. The
molecular gas temperature Tg was in the range 300 to 450 K. The samples
were treated in the reactive plasma environment for different durations,
depending on the neutral atom dose needed to create the nanostructures.
After the plasma treatment, the samples were analyzed by scanning elec-
tron microscopy Microscopy

Figure 8.9 shows the evolution of the Cd foil temperature during the
first 20 s of treatment in oxygen plasmas. Depending on the equilibrium
surface temperature of the foil, the surface morphology of the plasma-
exposed layer turns out to be quite different. Three distinctive sur-
face morphologies of the nanostructured CdO are shown in Figure 8.10.
When the surface temperature is low, a flat-grain surface morphology is
formed (Figure 8.10(a)).

When the temperature is increased slightly above the melting point
of bulk cadmium (594 K), pyramid-like nano- and microstructures arise
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Figure 8.9 The surface temperature of cadmium foil during expo-
sure to oxygen plasmas with different parameters [481].

as suggested by the electron micrograph in Figure 8.10(b–c). However,
at very high surface temperatures cadmium material evaporates and no
nanostructures are formed. The temporal dynamics of the surface tem-
perature shown in Figure 8.9 corresponds to the above three (flat-grains,
pyramids, and evaporation) typical cases.

The main tendencies observed by Cvelbar et al. [481] are:

• when the equilibrium temperature is too high (long dashed curve
in Figure 8.9), the foil material is evaporated;

• when the surface temperature reaches the melting point of cad-
mium (594 K), pyramid-like nanostructures emerge as can be seen
in Figure 8.10(b–c); in this temperature range a thin surface layer of
the cadmium foil experiences a phase transition from the solid to
the liquid state;

• a flat-grained structure with small oxide grains and no clear nanos-
tructures (e.g. nanobelts, nanowires or nanopyramids) is formed
at lower equilibrium temperatures (300–400 K). For simplicity, we
will further refer to the flat-grained structure as the flat oxide.

When exposed to reactive plasmas, metal materials are normally
heated up via physical (energy transfer) and chemical (chemical reac-
tions) interactions of ions, atoms and gas molecules and radicals with
the surface. Therefore, surface heating via low-energy (a few eV) ion
recombination and/or energy exchange with the feedstock gas appears
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Figure 8.10 SEM images of cadmium
oxide formed on the surface after oxygen
plasma treatment with different plasma
parameters. (a) The standard CdO in
the form of grains is fabricated when the
surface temperature does not reach the
cadmium melting point. (b) The nano-

pyramids are created after the surface
receives the dose 1.5 × 1024 m−2 of oxy-
gen atoms. (c) When the treatment is
continued and the dose is increased to
7.3 × 1024 m−2, larger micro-pyramids are
created over the whole surface sample
area [481].

to be crucial for the growth of the nanostructures. These conditions were
met when the molecular gas temperature was ca. 370 K, and the ion and
oxygen atom densities were 1.6 × 1016 and 1.4 × 1021 m−3, respectively.

In this case, the solid-liquid (S-L) phase was created approximately 6 s
into the discharge run; this eventually led to the growth of small CdO
nanopyramids as shown in Figure 8.10(b). It would appear that, after
transition of the cadmium material to the liquid state the interaction of
the plasma with the surface changes. Moreover, this liquid phase can
serve as an effective nanostructure growth catalyst, similar to the case
of plasma-assisted growth of vertically aligned nanostructures of Chap-
ter 6.

The growth of pyramidal nanostructures is an essentially three-dimen-
sional process, in which nanosized nuclei evolve into micron-sized ob-
jects. Moreover, CdO crystals (S2 phase in the S1− L− S2 system, where
S1 corresponds to the cadmium foil) grow from the S − L phase due to
interactions of neutral oxygen BUs with Cd atoms. First, oxygen atoms
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Figure 8.11 Lateral dimension of CdO pyramids versus the dose
of neutral oxygen atoms deposited onto the sample surface under
the solid-liquid phase conditions. The growth rates in each case
can be deduced by dividing the nanocrystal sizes shown in this
figure by the process time, which was approximately 20 s [481].

are dissolved inside the cadmium melt. Thereafter, the interfacial sur-
face tension pushes cadmium and oxygen atoms (as well as any CdO
molecules formed in the liquid phase) to the outer surface, on which tiny
nuclei of pyramidal nanocrystals are eventually formed.

Once the nuclei are formed, further growth of the pyramidal nanos-
tructures occurs through basal attachment of the solute material to the
nucleus surface. This is quite similar to what happens during the growth
of platelet-structured carbon nanocone-like structures of Chapter 7. The
as-nucleated crystals can only grow vertically outwards from the solvent
if the lateral growth is restricted by strong interfacial tension between the
solute and the solvent.

The effect of the dose of oxygen atoms (solutes) supplied to the surface
is quantified in Figure 8.11. One can see that as the dose of neutral atoms
increases (this dose is controlled by the prevailing rates of dissociation
of oxygen molecules in the discharge), the nanostructure sizes increase
very rapidly until the whole surface is covered with CdO crystals. Then
the growth process slows down, as the surface is covered and there is no
more space to support three-dimensional spread. When this occurs, the
lateral size of the pyramids still increases through basal attachment of
solutes, albeit rather slowly. The two dashed curves in Figure 8.11 show
the lower and upper limits of the CdO pyramid lateral size at different
doses of oxygen atoms.
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An interesting observation is that the pyramid size deviation increases
with the dose of oxygen atoms impinging onto the surface. Probable rea-
sons for the observed increase in size non-uniformity may be related to
increasingly irregular (both in time and space) nanocrystal nuclei forma-
tion as well as higher rates of pyramid growth in the lateral direction
giving rise to a much earlier overlap of individual nanostructures [481].

Thus, the above plasma-aided fabrication process is a very effective
tool for controlling the surface growth of cadmium oxide nano- and mi-
crostructures by varying the dose of neutral oxygen atoms impinging
onto the surface. However, some other conditions need to be fulfilled
to make the observed cadmium oxide nano- or micro-pyramid surface
structures a reality [481]. The initial heating of the metal foil to reach the
solid-liquid phase needs to be quick yet moderate to avoid unwanted
evaporation of the foil material. This can be controlled by adjusting the
plasma parameters such as the plasma density, electron and ion temper-
ature or their energy, neutral atom density, as well as the gas feedstock
temperature. Under certain oxygen plasma conditions crystal pyramids
can grow from the cadmium solid-liquid phase [481].

To conclude this section, we stress that the formation of a liquid phase
during the plasma treatment is not always required for the synthesis
of metal oxide nanostructures via direct oxidative treatment of metal
foils. In fact, niobium oxide, vanadium oxide and iron oxide nanowires
can grow from the supersaturated solid-vapor phase. For more details,
please refer to the orioginal reports [96,501].

In the following section, we will consider an example of where differ-
ent plasma-generated building units are used to synthesise nanostruc-
tured films with unique properties. It will be shown how different ultra-
small nanoclusters created in a plasma-based magnetron sputtering pro-
cess lead to very different nanocrystalline structures, and eventually, a
biomimetic response of nanostructured titanium dioxide films.

8.4
Biocompatible TiO2 Films: How Building Units Work

In this section, following the original work [502], we show how nanocrys-
tallinity, phase composition, and biomimetic response of TiO2 can be
controlled in plasma-assisted nanofabrication. In other words, a genuine
manipulation of the plasma-generated building units to fabricate the
desired nanostructured coatings appears to be a smart way to enhance
biomimetic response.
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Briefly, the original work [502] sheds light on the role of crystal
size and phase composition in inducing biomimetic apatite growth
on the surface of nanostructured titania films synthesized by reactive
magnetron sputtering of titanium targets in Ar + O2 plasmas. Unlike
most existing techniques, this method enables one to deposit highly-
crystalline titania films with a wide range of phase composition and
nanocrystal size without any substrate heating or post-annealing. By
using this dry plasma-based method one can avoid surface hydroxy-
lation at the deposition stage, almost inevitable in wet chemical pro-
cesses. Moreover, high phase purity and optimum crystal size appear
to be the essential requirements for efficient apatite formation on mag-
netron plasma-fabricated bioactive TiO2 coatings.

The formation of biologically active layers on bioimplant surfaces is
crucial for their integration with bone. To this end, materials with the ca-
pability of inducing calcium phosphate layer formation on their surfaces
are often referred to as bioactive materials. Every specific bioactive mate-
rial has different factors that induce and control their bioactive response.
Generally, such factors include reactivity, morphology, roughness of the
surface, crystal size, phase composition, stoichiometry and some others.

Zhou et al. [502] answered the question which has puzzled the minds
of researchers in the last few decades: What is the role of crystal size
and phase composition in sustaining the outstanding biomimetic re-
sponse of titania coatings? It is generally believed that the remarkable
biomimetic response of TiO2 is attributed to the existence of surface hy-
droxyl (Ti–OH) groups and the induced negative charges on the TiO2
surface, which, in turn, draw calcium- and phosphorus-based cations
from the simulated body fluid (SBF) to the implant surface [503–505].
However, this growth model does not explain frequent observations of
different biomimetic responses of amorphous, rutile- and anatase-rich ti-
tania films derived from conventional wet methods, such as sol-gel and
other chemical methods [505–517].

These techniques almost inevitably lead to pronounced surface hy-
droxylation during the film synthesis stage. In these cases the TiO2
surface is grafted with hydroxyl groups even before immersion in the
SBF, which make it extremely difficult to elucidate the effects of crys-
tal size and phase composition on the TiO2 biomimetic response in the
SBF. Moreover, post-annealing of hydroxyl-terminated titania films of-
ten results in a different abstraction of hydroxyl groups from the anatase
and rutile phases, leaving some of the sites on the TiO2 surface acti-
vated and some passivated. Indeed, higher post-annealing tempera-
tures are needed to convert amorphous TiO2 films (synthesized by using
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wet chemical methods) into the rutile phase rather than into the anatase
phase.

Thus, at lower temperatures, when the anatase phase is enriched,
more hydroxyl groups remain on the surface than at higher temperatures
when the rutile phase is formed. The excessive Ti–OH groups might
be the main reason for the frequently reported stronger biomimetic re-
sponses of the anatase-rich titania coatings in the SBF in vitro tests [507,
509, 510]. Therefore, the question of whether the anatase is more bioac-
tive than the rutile phase in the SBF environment still remains essentially
open. It becomes evident that reliable and unambiguous information
about the effects of crystal size and phase composition on the biomimetic
responses can be obtained if the as-grown films with different crystal size
or phase composition are free of surface hydroxyl radicals.

In this section, following the original work [502], we will discuss
the application of a dry magnetron plasma-based method to fabri-
cate nanocrystalline and hydroxyl-free titania films with the controlled
anatase and rutile phase composition and nanocrystal size. We also com-
ment on the role of manipulation of plasma-grown building units in
the fabrication of nanostructured titania films with specific required at-
tributes. The technique in question has been discussed in Chapters 5 and
6 of the related monograph [1] in relation to the plasma-assisted fabri-
cation of biocompatible hydroxyapatite and calcium phosphate coatings
as well as semiconducting nanostructured films and low-dimensional
quantum confinement structures (see also [4] and references therein).

We emphasize that in vitro bio-activity of TiO2 films deposited by re-
active magnetron sputtering is a new and challenging aspect of modern
biomaterials research. Zhou et al. reported on the reactive DC magnetron
sputtering deposition of titania films in Ar + O2 plasmas on unheated sub-
strates. Moreover, the degree of crystal size and phase composition can
be controlled by the process parameters and are unambiguously related
to the biomimetic response in the SBF test environment [502].

8.4.1
TiO2 Film Deposition and Characterization

A reactive DC magnetron sputtering technique without any external sub-
strate heating was used to grow TiO2 films. The distance between the
high-purity Ti sputtering target and deposition substrates was 90 mm.
High-purity argon (99.999%) and oxygen (99.5%) were used as sputter-
ing and reactive gases, respectively. A summary of the process condi-
tions, crystal sizes of anatase a[An(101)] and rutile a[An(101)] phases,
and film thickness d are given in Table 8.2. Here, p0, PD, and Vs are the
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Table 8.2 Process conditions, crystal sizes, and film thickness [502].

Samples p0 (Pa) PD (W) Vs (V) a[An(101)] a[Ru(110)] d (nm)

TOV 1.2 40 0 6.8 - 65
T80W 1.2 80 -100 18.6 16.3 79
T36P 3.6 40 -100 19.1 - 75
T12P 1.2 40 -100 - - 72
T03P 0.3 40 -100 - 3.2 63

working gas pressure, power supplied to the DC magnetron, and sub-
strate bias voltage, respectively.

The “deterministic” choice of deposition conditions was motivated by
the aim to synthesize nanocrystalline titania films with the required crys-
tal size and rutile/anatase phase composition, and ultimately, to relate
the varied film attributes to their biomimetic response. In a sense, a
number of possible “bioactivity turning knobs” of the plasma-assisted
process have been explored. Likewise, the appropriate choice of sput-
tering and reactive gases effectively excludes any hydrogen source and
thus prevents the formation of hydroxyl groups on specimens surfaces
and therefore is favorable for a hydroxyl-free deposition environment.
In this set of experiments, the O2 and Ar flow rates were maintained at
5 and 30 sccm, respectively. Furthermore, the titania films were synthe-
sized under five different sets of process conditions. Other details of the
film deposition, biocompatibility analysis, and characterization can be
found elsewhere [502].

Five TiO2 samples deposited under different process conditions sum-
marized in Table 8.2, have been analyzed. Samples T03P, T12P, and T36P
are synthesized under the same deposition (sputtering) power PD =
40 W and negative DC bias on the substrate Vs = −100 V and different
working pressures (p0 = 0.3, 1.2, and 3.6 Pa, respectively). Sample T0V
was fabricated under the same pressure and sputtering power as T12P
but without any external biasing of the substrate. Specimen T80W was
deposited under the same working pressure and substrate bias as T12P
and a higher sputtering power of 80 W.

This choice of process parameters made it possible to synthesize ti-
tania films with very different crystal size and phase composition [502].
Table 8.2 also summarizes the average film thickness and sizes of An(101)
and Ru(110) crystals in each specimen. X-ray diffraction (XRD) patterns
show that film T03P (deposited at p0 = 0.3 Pa, PD = 40 W, and Vs =
−100 V) features a wide diffraction peak of Ru(110) originating from very
small rutile nanocrystals with an estimated grain size of ca. 3.2 nm. Since
XRD analysis of sample T03P does not reveal any other diffraction peaks,
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it is reasonable to assume that this film is composed of either a pure rutile
phase or a mixture of crystalline rutile and amorphous titanium oxide.

When the total pressure increases from 0.3 Pa to 1.2 Pa, no diffraction
peaks are detected in film T12P (deposited at p0 = 1.2 Pa, PD = 40 W, and
Vs =−100 V). Thus, the film T12P is either purely amorphous or contains
ultra-small nanocrystallites undetectable by the XRD. However, diffrac-
tion patterns of the film T36P deposited at a higher working pressure of
3.6 Pa and the same Vs and PD show pronounced peaks corresponding
to An(101), An(103), An(004), An(200), An(211), and An(204) crystalline
planes (details can be seen in Figure 1 of Reference [502]).

In this case TiO2 has an anatase structure with an estimated nanocrys-
tal size of 19.1 nm (Table 8.2). Furthermore, the intensity of the An(101)
peak is the highest, which is indicative of preferential crystal growth
along the (101) crystallographic direction. An increase of magnetron
sputtering power results in dramatic changes in film composition and
structure. Indeed, sample T80W deposited at a higher (PD = 80 W) mag-
netron sputtering power and with all other parameters identical as T12P,
shows a mixed-phase crystalline structure with estimated anatase and
rutile nanocrystal sizes of 18.6 and 16.3 nm, respectively. Amongst the
variety of diffraction peaks detected, the An(101) and Ru(110) peaks ap-
pear to be the strongest.

Thus, the most efficient growth of anatase crystals proceeds along
the (101) direction, similar to sample T36P. In contrast, the preferential
growth direction of rutile crystals in specimen T80W is quite different
from their growth under T03P conditions. The sole An(101) peak also
persists in the XRD spectrum from film T0V synthesized without any ex-
ternal DC biasing of the substrate. However, this peak is much weaker
and wider and suggests the presence of anatase nanocrystals with a size
of ca. 6.8 nm.

FTIR transmission spectra of the TiO2 films deposited on unheated
silicon substrates under the deposition conditions of Table 8.2 suggest
that the strong absorption peak at ca. 610 cm−1 and two weak absorption
peaks around 740 cm−1 and 815 cm−1 are present in all samples, includ-
ing the pure Si(111) test sample, and are thus attributed to infrared ab-
sorption by the substrate. On the other hand, strong absorption of Ti–O
vibrations in the 400–600 cm−1 spectral range suggests the presence of
Ti–O bonds in the deposited material.

Interestingly, specimen T36P and T80W with larger crystal sizes ex-
hibit a much stronger infrared absorption in this spectral region com-
pared with films T0V and T03P featuring smaller crystal sizes. Moreover,
the amorphous titania film of sample T12P shows almost no infrared ab-
sorption in the 400–600 cm−1 range, very similar to the silicon test sam-



8.4 Biocompatible TiO2 Films: How Building Units Work 445

Figure 8.12 Three-dimensional (0.5 × 0.5 µm) AFM images of
surface morphology of TiO2 films deposited on unheated sub-
strates under different deposition conditions [502].

ple. One can thus conclude that TiO2 films with larger nanocrystal sizes
feature stronger bonding between titanium and oxygen atoms, which is
reflected by intense infrared absorption peaks in the relevant infrared
spectral range.

More importantly, the FTIR spectra do not show any infrared absorp-
tion lines characteristic of hydroxyl group vibrations. Indeed, typical
FTIR spectra of titania films synthesized by wet chemical methods fea-
ture absorption bands around 3400 cm−1 and 3700–3800 cm−1, which are
completely absent in the experiments discussed here. Therefore, the
TiO2 films synthesized by plasma-assisted reactive magnetron sputter-
ing without any external substrate heating and post-annealing are free of
surface hydroxyl (Ti–OH) groups [502].

Figure 8.12 shows three-dimensional surface morphology of the TiO2
films imaged by the AFM in a tapping mode over the surface area
0.5 × 0.5 µm. The process parameters are shown separately for each of
the samples. The surface roughness of samples T36P and T80W is the
largest, followed by T0V, T03P, and amorphous T12P.

Moreover, there is a remarkable correlation between the surface rough-
ness and the estimated size of the nanocrystals [502]. Specifically, films
T36P and T80W with the largest nanocrystal size are the roughest,
whereas the films T0V and T03P with smaller crystal sizes are smoother.
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Meanwhile, the amorphous T12P film appears to be the smoothest. Gen-
erally speaking, a larger crystalline size corresponds to a rougher surface
morphology. However, for all samples the surface roughness remains
smaller than the estimated nanocrystal size, indicating the presence of
amorphous overcoats covering the nanocrystalline matter.

The surface roughness is intimately related to the wettability of the
coating, which is characterized by the water contact angle. Interestingly,
the measured values of the contact angle for all of the specimens fall
within the range of 87–95◦. Reasonably high values of the contact an-
gle suggest low surface energy of the films synthesized by the plasma-
assisted magnetron sputtering technique.

8.4.2
In Vitro Apatite Formation

We now discuss the bioactivity properties of TiO2 films evidenced by the
apatite crystal ingrowth during specimen immersion in the simulated
body fluid. The XRD patterns of the samples after soaking in the SBF for
7 days feature the most prominent (211) diffraction peak at 2Θ = 32◦,
attributed to the apatite crystalline structure.

This peak has been observed in the XRD spectra of the anatase TiO2
films of samples T36P and T0V. Moreover, the intensity of the apatite
diffraction peak is higher for the T36P film with the largest anatase
nanocrystal sizes. No other calcium phosphate phases have been ob-
served in the XRD spectra [502]. FTIR transmission spectra of the TiO2
films after soaking in the SBF for 7 days show the presence of new ma-
terials that contain the PO4 groups and grow on the surfaces of the TiO2
films in the SBF environment.

Furthermore, apart from the anatase TiO2 films of samples T36P and
T0V, the rutile TiO2 film of sample T03P and the anatase/rutile mixed
TiO2 film of sample T80W also induce nucleation (in the SBF) of materi-
als containing PO4 groups on the surface. More importantly, no changes
have been found in the FTIR spectra of the amorphous TiO2 film of sam-
ple T12P immersed in SBF for 7 days.

Figure 8.13 shows SEM micrographs of the surfaces of TiO2 films de-
posited at different deposition conditions and soaked in SBF for 7 days.
A notable apatite precipitation has been observed on the surfaces of the
three samples; two of them have an anatase structure (T0V, Figure 8.13(a)
and T36P, Figure 8.13(c)) and the third one has a rutile structure (T03P,
Figure 8.13(e)). From Figure 8.13(b), related to sample T80W with the
presence of mixed anatase/rutile phases, one can notice a low degree of
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Figure 8.13 SEM micrographs of the surfaces of TiO2 films after
immersion in SBF for 7 days [502].

surface coverage by irregularly shaped particles. Presumably, such par-
ticles contain the PO4 groups indicated by the FTIR analysis.

The most striking observation is the complete absence of any precip-
itation from the SBF onto the surface of the amorphous film T12P (Fig-
ure 8.13(d)). In this case, only loosely attached contaminant particles of
irregular shapes have been observed [502]. On the rutile surface of sam-
ple T03P with a small crystal size of 3.2 nm, apatite particles with an av-
erage size of approximately ca. 1 µm partially cover the surface (with the
average surface coverage not exceeding 20 %) as shown in Figure 8.13(e).
As can be seen in Figure 8.13(c), the anatase film of sample T36P with a
large crystal size of 19.1 nm induces the strongest apatite formation.

Higher-resolution SEM images in Figure 8.14(b) suggest that the thick-
ness of the apatite layer formed on the surface of the anatase film T36P
exceeds 1 µm. Moreover, the porous microstructure of the apatite layer
in Figure 8.14(b) is very similar to that reported elsewhere [359, 505, 507,
511,516,517] (see also Chapter 6 of the related monograph [1]).
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Figure 8.14 High-resolution SEM images of the surface mor-
phology of the apatite layers deposited on anatase TiO2 films
of sample T0V and sample T36P after immersion in SBF for
7 days [502].

A continuous layer of porous apatite also covers the surface of the
anatase film of sample T0V with a smaller crystal size of 6.8 nm. How-
ever, this layer is thinner and less dense as can be seen in Figure 8.14(a).
It is also worth noting that scanning electron microscopy (Figures 8.13
and 8.14) reveals similar trends suggested by the XRD and FTIR results
(not shown here) [502].

8.4.3
Growth Kinetics: Building Units at Work

Let us now discuss the growth kinetics of titania films synthesized by the
plasma-assisted reactive magnetron sputtering process. To elucidate the
elementary processes that occur in the ionized gas phase and on the de-
position surfaces, we adopt the generic “plasma-building unit” approach
that is applicable to a wide variety of plasma-assisted materials synthesis
and processing applications [4] (see also Chapters 1–3).

The overwhelming complexity of possible sequences of multiple el-
ementary reaction steps makes the analysis particularly difficult. How-
ever, by organising the possible elementary building blocks and their dy-
namics in the plasma sheath and on the solid surfaces one can develop
reasonable scenarios for virtually any process of synthesis of various thin
films and nanoassemblies.
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Following the original work [502] and using the available literature
on plasma-assisted synthesis of TiO2 clusters, films, and nanoparticles,
we consider the following range of building and other functional units
(species) that originate in the ionized gas phase: Ti atoms; positive ions
Ti +, Ti 2+, and Ti 3+; oxygen atoms, molecules, and ions (including an-
ions); non-reactive argon neutrals and energetic argon ions; amorphous
titania clusters with the sizes less than 2 nm and crystalline clusters larger
than 3 nm.

In the above, we have noted that the amorphous-to-crystalline tran-
sition in TiO2 nanoclusters takes place when the cluster size exceeds
ca. 2 nm [518]. Each of the species listed above serves a specific purpose.
Specifically, Ti, Ti +, Ti 2+, and Ti 3+ are the titanium source species; oxy-
gen species serve as oxidizing reagents needed for the synthesis of tita-
nia; TiO2 nanoclusters are important building units that directly incorpo-
rate into growing films; energetic argon atoms activate and heat the sur-
face. Likewise, low-energy (room temperature) neutral argon atoms are
non-reactive and while they do not participate directly in the film growth
process, they strongly affect (via elementary ion-neutral and neutral-
neutral collision processes) the transport of titanium species from the
sputtering target to the deposition surface.

Following the charged cluster theory (CCT) [65, 267, 268], one can as-
sume that the nanocluster charge is positive in the specified size range.
The presence of charged clusters in the few nanometers size range
has been surmised by comparing the deposition conditions with the
available results reporting the size dependence of the plasma-grown
TiO2 nanoclusters on the process parameters in a fairly similar plasma-
assisted reactive magnetron sputtering process [267, 268]. The as-
sumption of positive charge is also consistent with other reports on
plasma-generated positively charged clusters and nanocrystallites of
other materials in this size range [92]. Another important point fre-
quently sidestepped in plasma-assisted materials synthesis and process-
ing works is the fact that the plasma bulk is separated from the solid
surface by the non-neutral plasma sheath area, which is collisionless un-
der the low-pressure conditions of the experiments of Zhou et al. [502].

The nanofilm growth kinetics are sketched in Figure 8.15, which il-
lustrates the effect of changing process conditions on the structure and
phase composition of the films of our interest here. We recall that the
T03P sample has been synthesized under a low pressure (0.3 Pa), “nor-
mal” (40 W) deposition power and “normal” (−100 V) bias.

In this case, sketched in the top left drawing in Figure 8.15, energetic
argon ions heat and activate the surface. The background pressure is
rather low for the formation of titania molecules and clustering in the
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Figure 8.15 Growth kinetics of TiO2 films in the plasma-assisted
reactive magnetron sputtering deposition [502].

gas phase. Since the pressure of bombarding argon ions is low, the in-
flux of titanium atoms and ions onto the deposition surface is also low;
upon adsorption they become adatoms and diffuse, together with oxy-
gen atoms, about the silicon surface, to nucleate and form nano-sized
islands on the surface. In this case the growth islands develop into small
rutile nanocrystallites.

Under the low-pressure conditions of T03P, formation of rutile appears
to be energetically favorable. It is instructive to mention that rutile is the
most stable form of TiO2 and its formation is preferred under equilibrium
conditions. Moreover, the critical nucleus size needed for crystallization
is smaller for the rutile phase than for the anatase phase. In this case the
supply of titanium-bearing BUs is too low to create the critical nucleates
suitable for crystallization of the anatase phase. This conclusion is con-
sistent with other reports on preferential synthesis of rutile under very
similar pressures, for example 0.27 Pa [519].

Upon a four-fold increase of the working pressure, the density of ar-
gon and oxygen neutral species increases accordingly in the depositing
sample T12P. Since the heat generated in the plasma process could be ef-
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ficiently transferred out of the deposition chamber by the water-cooling
system, the increase of the process pressure does not lead to any signifi-
cant changes in the temperature of the gas (which thus remains at room
temperature) in thermodynamic equilibrium. According to Pashen’s
curves in this pressure range [520] the density of the energetic argon ions
that are mainly responsible for the sputtering of the titanium target also
increases.

Thus, sputtering of the titanium target becomes more efficient giving
rise to a larger number of titanium-containing building units supplied to
the deposition site. This effect is somewhat hindered by the collisions
of Ti atoms and ions with the argon gas maintained at a higher (than in
the case T03P) pressure. However, since the argon gas temperature does
not significantly change at higher pressures, the titanium species arrive
at the silicon surface with the same kinetic energy as in case T03P owing
to the rapid thermalization in the ambient room-temperature gas.

Therefore, the supply of titanium-bearing building units to the growth
surface in the case T12P is likely to be excessive, which results in purely
amorphous films. In this case the rates of surface diffusion are insuffi-
cient to redistribute the deposited adatoms over the surface; accordingly,
excessive piling up of the building material results in a significant disor-
der in the films.

It is quite possible that the pressure (1.2 Pa) is too low to induce any
noticeable growth of larger crystalline clusters (> 3 nm) in the gas phase
and there are mainly small (< 2 nm) positively charged amorphous TiO2
clusters in the gas phase. Such clusters contribute to the higher content
of the amorphous phase. Moreover, all crystalline clusters with cohesive
energies less than 100.0 eV most likely break into smaller fragments upon
deposition on the biased Si(111) surface. This disintegration of crystalline
nanoclusters further contributes to the buildup of the amorphous phase.

When the pressure is increased to 3.6 Pa (sample T36P, top right sketch
in Figure 8.15), the supply of titanium-bearing building material further
increases and becomes sufficient to generate larger (supercritical) nucle-
ates both in the gas phase and on the surface. Crystalline clusters with
cohesive energies exceeding 100.0 eV are likely to form in the gas phase;
they do not break upon landing on biased silicon surfaces.

In this case the film can contain a large amount of anatase nanoclus-
ters embedded in the amorphous matrix. It is remarkable that other au-
thors also reported purely anatase films in the pressure range exceeding
2.7 Pa [519]. Specimen T0V is synthesized under the same magnetron
sputtering power and gas pressure as the purely amorphous sample
T12P, but without any external biasing of the substrate (sketch in the
middle of the top row in Figure 8.15). In this case, the argon ion bom-
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bardment is significantly reduced and the surface temperature becomes
lower than in cases T03P and T12P.

This condition becomes even less favorable for the rutile phase forma-
tion (compared to conditions T12P and T03P) as higher surface temper-
atures are usually required for the synthesis of rutile crystalline films.
Since the substrate is unbiased, the gas-phase grown charged clusters do
not disintegrate upon landing and the film contains a notable amount of
small nanocrystallites, which is quite similar to T36P. Under such condi-
tions, the surface temperature becomes lower than is necessary to form
rutile crystals via adatom migration about the surface (as was the case
for T03P).

This lower surface temperature reduces the critical nucleate size for
the anatase phase crystallization, and it becomes possible to synthesize
smaller anatase crystals (as can be seen in case T0V). However, it is al-
ready not possible to grow the rutile crystals, as the temperature is lower
and the amount of supplied Ti atoms and ions is approximately the same
as in case T12P.

In the T80W case, the gas pressure and substrate bias are the same
as in T12P, but the magnetron sputtering power is doubled, from 40 to
80 W. In this case, depicted in the bottom left drawing in Figure 8.15, the
plasma density substantially increases, as do the electron-impact ioniza-
tion rates of argon, oxygen, and titanium species. Stronger fluxes of Ar +

ions result in the highest (among the 5 specimens of Table 8.2) surface
temperatures.

This makes it possible to significantly enhance the rates of surface
diffusion and thus avoid piling-up of deposited building material, as
was the case under process conditions T12P. This enhances the nucle-
ation of islands on the surface (Volmer–Weber growth mode in lattice
mismatched systems [179]). If the island growth is unobstructed by the
piling up of undesired amorphous deposits, the resulting island size dis-
tribution is usually Gaussian-like [179].

Therefore, in this case there should be a sufficient number of nucleates
of a suitably small size to act as growth seeds of rutile crystallites. Thus,
rutile nanocrystals are also present in the film, similar to case T03P. On
the other hand, small charged nanoclusters grown in the gas phase also
break upon deposition, as happens under the T12P process conditions.
However, the surface temperature is already high enough and there is
a sufficient amount of supercritical nucleates for the efficient adatom
diffusion-driven crystallization on the surface.

It is important to note that an excessive increase of the bias should in-
crease the likelihood of energetic-ion induced disorder in the TiO2 films.
Indeed, if the energy of the impinging argon ions exceeds the lattice co-
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hesive energy, the crystalline structure can be damaged and the films can
become amorphous [518].

This situation is depicted in the bottom right drawing in Figure 8.15.
However, if the rates of crystallization are larger than those of the crys-
talline structure damage, crystalline structures are still possible. There-
fore, there is a tradeoff between higher surface temperatures and crys-
talline structure destruction caused by energetic argon ions.

Furthermore, heating of the surface to 915 ◦C (by either applying a
larger bias or an external substrate heating) results in the phase trans-
formation of any existing anatase crystals into the more stable rutile
form. Finally, we note that these observations of structural and phase
transformations in titania films are consistent with the report of Zeman
et al. [521].

8.4.4
Building Units In Vitro: Inducing Biomimetic Response

We now comment on the roles of crystal size, and phase purity/compo-
sition in inducing bioactivity of the titania films synthesized by the
plasma-assisted reactive magnetron sputtering deposition [502]. It is
commonly believed that the existence of surface hydroxyl (Ti–OH)
groups is crucial for apatite precipitation on the surfaces of titanium
oxide films in the simulated body fluid [504,505].

After immersion in the SBF with neutral pH, acidic reaction instead
of basic reaction dominates on the surface of TiO2 film since the acidic
hydroxides are deprotonated via the following reaction [511,522]

Ti − OH + H2O ↔ [Ti − O]− + H3O+

which results in an induced negative charge on the TiO2 surface. The
negatively charged Ti–OH− groups serve as precipitation sites for posi-
tive calcium and calcium oxide cations to form calcium titanate or cal-
cium titanate oxide. As a result of positive charge buildup, the sur-
face gradually becomes positively charged. In turn, a positively charged
surface attracts negatively charged phosphate ions that combine with
calcium-bearing species to form amorphous calcium phosphate with a
low [Ca]/[P] ratio.

It is also commonly presumed that the amorphous calcium phosphate
formed as a result of surface hydroxyl-induced precipitation, sponta-
neously transforms into bone-like apatite (which is essentially crys-
talline) by continuously consuming calcium and phosphate ions in the
SBF [503]. Therefore, the existence of Ti–OH groups on the surface is
widely considered to be the most essential prerequisite for the successful
formation of all kinds of bioactive TiO2 films [503].
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For this reason, substantial international research efforts have been fo-
cused on intentional grafting of Ti–OH groups onto titania surfaces, for
example, by sol-gel chemical methods, heat treatment in water vapor,
or hydrogen plasma treatment, and so on. [505, 512, 514]. However, the
existing nucleation models merely based on grafted Ti–OH groups do
not include any charge neutral pathways and also cannot explain why
amorphous TiO2 films produced by existing wet methods do not show
any significant biomimetic response (there is generally a large amount of
Ti–OH groups on the surface of TiO2 films produced by wet methods).

Moreover, none of these models shed any light on how specifically
and how fast the disordered amorphous precipitates transform into crys-
talline apatite to stand a chance of mimicking natural bone apatites.
From a clinical applications point of view, crystallization should be in-
duced instantaneously, without any intermediate resorption frequently
observed in in vitro SBF tests involving hydroxyapatite bioceramics [359]
(see also Chapter 6 of the related monograph [1]).

To single out the effect of crystal size and phase composition on the
bioactivity of TiO2 films, during the synthesis stage the formation of Ti-
OH surface groups, almost unavoidable in wet chemical methods, was
intentionally avoided. Nevertheless, several samples exhibited a notable
bioactivity in the SBF, as is clearly seen in Figures 8.13(a,c,e). We em-
phasize that without the interference from Ti–OH surface groups grafted
during the film synthesis stage one can unambiguously investigate the
effect of crystal size and phase composition on the bioactivity of the de-
posited TiO2 films.

Among 5 remarkably different samples, two are purely anatase and
contain nanocrystals of different sizes (T36P and T0V) [502]. Sample
T03P is a phase-pure rutile, whereas sample T80W is a mixture of rutile
and anatase phases. Finally, sample T12P is amorphous. We recall that
the best biomimetic response is generated by the purely anatase samples
T36P and T0V (Figures 8.13(a) and (c)). Interestingly, the TiO2 surface
coverage by the apatite material is higher in the T0V case (Figure 8.13(a)),
when the estimated anatase nanocrystal size is smaller (ca. 6.8 nm). On
the other hand, the film thickness and surface morphology feature sizes
are larger under process conditions T36P.

This observation can be explained in two respects [502]. Firstly, with
the decrease of crystal size, there are more crystal boundaries, defects
and monoatomic terraces that can serve as sites for the apatite nucleation
and subsequent crystallization in SBF. Lattices of smaller crystals are
strained and are generally more energetically favorable for new building
units to insert and recrystallize in the existing crystal structure. How-
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ever, it is more difficult to insert into larger crystals with established and
strain-relaxed lattices.

This could be the reason why (nucleation-site-free) single-crystalline
anatase exhibits no bioactivity [504]. Secondly, the lattice match (both
lattice parameters and orientation) is an important factor that controls
epitaxial growth and recrystallization of apatite crystals from initial nu-
cleation sites on TiO2 surfaces [507,509,510,515]. When the crystallinity
is low and the nanocrystal size is small, the mutual disorientation of the
apatite and titania lattices increases, mostly because of the higher struc-
tural disorder on the surface. This disorder is highest in amorphous tita-
nia featuring chaotically oriented lattice nanofragments.

Moreover, the surface strain becomes so irregular that the Volmer–
Weber mechanism applicable to the crystal growth in lattice-mismatched
crystalline systems can no longer sustain the apatite crystalization. This
explains, in part, why amorphous TiO2 layers always fail to induce any
apatite formation during immersion in the SBF, which can be seen in Fig-
ure 8.13(d) and was reported elsewhere [507–510]. Therefore, there is a
tradeoff between crystal size, surface defects and structural disorder of
anatase TiO2 films to induce the best in vitro biomimetic response [502].

The phase purity of the titania films is an important element in sus-
taining the required apatite precipitation. Indeed, the phase-mixed
TiO2 film of specimen T80W did not induce any significant apatite in-
growth. This observation can be interpreted, in part, in terms of an
increased structural disorder on the surfaces of phase-mixed systems.
However, it still remains unclear as to why the apatite does not follow
the poly-nanocrystalline growth scenario peculiar to the mixed-phase
anatase/rutile film of sample T80W.

Although only a little apatite formation is observed after the 7-day
soaking of sample T03P in the SBF, this observation does not necessar-
ily indicate the conclusion that the biomimetic response of rutile phase is
worse than that of the anatase phase, as several existing reports suggest.
Perhaps it is the very small nanocrystal size (ca. 3.8 nm) of film T03P that
led to such weak biomimetic response. One can thus speculate that only
when the crystal size of the TiO2 films is similar and the interference of
initial Ti–OH groups on their surface is excluded, it becomes possible to
compare biomimetic responses between anatase phase and rutile phase
not only in vitro but also in vivo.

To conclude this section, we stress that the plasma-based magnetron
sputtering process turned out to be extremely useful in synthesizing
biocompatible titanium dioxide films with the tailored nanocrystalline
structure and phase composition. More importantly, using the argu-
ments that involve the plasma-generated nanocluster building units and
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the generic nanofabrication approach of Chapter 2, one can explain the
relation between the plasma-based process parameters and the film mi-
crostructure. This ability is one of the most important milestones on the
way to deterministic nanofabrication.

8.5
Concluding Remarks

The main focus of this chapter has been on continuing to demonstrate the
advantages and benefits of using low-temperature plasmas for nanofab-
rication. While the pervious sections were mostly related to the growth
processes of various nanostructures, this chapter dealt with other as-
pects of nanoscale processing. In terms of the “cause and effect” ap-
proach introduced in Chapter 2, the species involved have also been from
the working unit rather than merely from the building unit category.
The examples considered in this chapter ranged from post-processing of
surfaces of one-dimensional vertically aligned nanostructures to using
plasma-generated nanocluster BUs to synthesize biocompatible titania
films.

In Section 8.1, we considered two examples of plasma-assisted post-
processing of vertically aligned nanostructures arranged in arrays of dif-
ferent densities. These processes are usually subdivided into thin layer
(e.g. monolayer) coating, functionalization, and doping. In many appli-
cations, it is a requirement that only selected areas are processed. More-
over, different areas of nanostructures may need to be processed differ-
ently. For instance, to enhance field emission properties of carbon nan-
otips, one might think about depositing a thin layer of emitting material
with a very low work function onto the top, implant atoms of rare earth
metals over the entire lateral surface, and deposit a “collar” made of a
sticky material around the base. The first two actions would enhance the
yield of field emission whereas the last one is intended to improve the
nanostructure stability on the substrate.

In Section 8.1.1, the advantages of low-temperature plasmas for post-
processing of dense arrays of vertically aligned carbon nanotubes have
been summarized. Specifically, by using plasma-extracted ion fluxes,
carbon nanotubes can be uniformly coated and treated along their en-
tire length. Moreover, the uniformity of the ion flux deposition is opti-
mal when the thickness of the plasma sheath is approximately one or-
der of magnitude larger than the nanotube length. More importantly, by
manipulating the plasma parameters, one can direct the ion flux to pre-
selected areas on the nanotube surfaces. Interestingly, this effect can also
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be used for deterministic low-temperature plasma-assisted synthesis of
dense arrays of carbon nanotubes [172].

This topic was continued in Section 8.1.2 for carbon nanorods arranged
in microscopic arrays of different density. Similar to the conclusions of
Section 8.1.1, the ion trajectories and deposition can be effectively con-
trolled by the electrostatic potential drop across the plasma sheath. Like-
wise, by changing the spacings between the nanorods, the nanoarray
type, or aspect ratio of the nanostructures, it is possible to steer, with
sub-nanometer precision, the ion flux over the surfaces of the nanorods.
In particular, this makes it possible to optimize the process of carbon
nanorod coating with a hydrogen monolayer [34].

More specifically, the main findings presented in Section 8.1.2 can be
summarized as [34]:

• by altering the spacing between the nanorods one can control the
ion penetration into the arrays, the relative ion deflections and the
magnitude of the microscopic ion current. An increase of the inter-
nanorod spacing leads to better ion penetrations, larger ion cur-
rents to the nanostructures, increases the coating thickness at the
base sections of the nanorods, as well as minimizes the time (be-
ing approximately 11 and 5 s for a plasma sheath with a thickness
of 7 and 50 µm, respectively) required to coat the structures with a
functional monolayer;

• adjusting the plasma sheath width provides a high degree of con-
trol of the ion deflections from straight downfall paths and eventu-
ally their penetration into the array. By enlarging the sheath, one
can reduce the ion deflections and eventually achieve a better and
deeper ion penetration into the arrays. However, this also results
in an increase in the time required to fully coat the nanorods due to
a decrease in the ion current to the nanostructures;

• the aspect ratio of the nanorods strongly affects the ion current to
the nanostructures. Indeed, by reducing the radii of the nanorods,
the ion flux to their surfaces can be greatly increased. The ion pen-
etration is also affected by the radii of the nanorods; however, this
effect is particularly important in sufficiently dense nanoarrays;

• there is a tradeoff between the time needed to deposit a monolayer
coating over the entire surface of the nanorods and the uniformity
of such a coating; for every specific nanorod array, the plasma pro-
cess parameters can be adjusted to produce uniform ion flux distri-
butions over the nanorod lateral surfaces, yet maintaining reason-
ably high deposition rates;
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• finally, the time required to deposit a hydrogen monolayer over the
entire surface of carbon nanorods is in encouragingly reasonable
agreement with the experimental results on plasma-assisted func-
tionalization of related carbon nanostructures in hydrogen-based
plasmas.

The original model of Tam et al. [34] should be refined by inclusion of
more details of the plasma-, nanostructure-, and surface-related phenom-
ena, for example surface charging by microscopic electron and ion fluxes.
This improvement will eventually make it possible to develop higher-
fidelity, microscopic models of the interaction of the plasma-generated
species with the nanostructure surfaces, and so more realistically quan-
tify the growth kinetics of the nanostructures and their functional over-
coats.

Nevertheless, the results presented in Section 8.1 give a clear indica-
tion of how and where exactly the plasma-generated ionic building units
are deposited. The results of such numerical experiments can serve as
input conditions for microscopic models of surface/interface phenom-
ena on the surfaces of a large number of arrayed nanorod-like structures.
Most importantly, this approach is generic, can be applied to a broader
range of nanostructures and materials, and is directly relevant to the de-
velopment of deterministic strategies towards precise and cost-efficient
plasma-aided nanofabrication.

In Section 8.2, we presented the results of Monte Carlo numerical
simulations of transport and deposition of Au+ ions onto the three-
dimensional nanostructured mask/substrate system. The investigation
into the three-dimensional microscopic topography of the ion flux dis-
tributions over the surfaces of the nanoporous template (including the
inner surfaces of the pores) helps one to optimize the plasma process
conditions that make it possible to grow cylindrical metallic nanodots
within the nanopores. Moreover, these numerical experiments can also
be used to predict the nanodot shapes. The relative ion deposition rates
increase and the distributions of ion fluxes over the lateral nanopore sur-
faces become more uniform when the electron temperature or the tem-
plate height decrease.

Additionally, increasing the cross-sheath potential drop or the nano-
pore diameter leads to the same result. The nano-scaled microscopic to-
pography of the electric field is an important factor which causes these
changes. Therefore, by controlling and steering the ion fluxes about the
template, nanopore, and nanodot growth surfaces, one can achieve the as
yet elusive deterministic level in plasma-based, porous template-assisted
nanofabrication of ordered arrays of metallic nanodots.
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Section 8.3 primarily aimed at showing advantages offered by plasma-
aided direct nanofabrication of metal oxides in controlling the growth
and size of nano- and micro-structures on their surfaces. The salient fea-
tures of this method are its simplicity and very high growth rates com-
pared to wet chemical and other neutral gas-based techniques. In fact,
pyramidal nanostructures emerge within ca. 10 s from the discharge ig-
nition.

Other benefits of this plasma-aided fabrication include a complete
absence of additional surface catalyst, extra flexibility in manipulation
of precursor species in the near-surface area, and several others. The
method is based on the self-organization of atoms on the material sur-
face, which is controlled by the process parameters, most effectively by
the density of neutral oxygen atoms and the surface temperature. More
specifically, atomic oxygen building units are created in the plasma and
then interact with the surface (together with oxygen ions) to create suit-
able conditions for the growth of nanostructures. When the surface of
the metal foil melts locally, oxygen BUs penetrate into the liquid phase
and combine with metal atoms giving rise to basal growth of platelet
structured nano-pyramids made of metal oxide. These structures grow
in a rather similar way to single-crystalline platelet-structured carbon
nanotips of Chapter 7. The elegant experiment of Cvelbar et al. [481]
has demonstrated the usefulness of the reactive plasma-based approach
in nanofabrication of arrays of cadmium oxide nano- and micron-sized
pyramidal structures, which are very promising for advanced optoelec-
tronic and other applications.

In Section 8.4 we considered an advanced plasma-assisted DC mag-
netron sputtering deposition of nanostructured titanium dioxide films
on unheated substrates. These films feature different nanocrystal size,
anatase/rutile phase composition, and are free of surface hydroxyl groups
[502]. By using the “plasma-building unit” approach of Chapter 2, one
can explain the growth kinetics of the films with the required crystal size
and phase purity and select appropriate sets of process parameters. For
example, by increasing the working gas pressure from 0.3 to 3.6 Pa, it is
possible to switch the process output from the pure-phase ultrananocrys-
talline rutile to pure-phase nanocrystalline anatase.

By analyzing the biomimetic responses of all of the specimens in
the simulated body fluid (SBF) environment, one can confidently sur-
mise that phase-pure anatase films feature the best biomimetic response,
which is proven by the pronounced apatite precipitation, nucleation, and
crystallization in the SBF and also depends on the TiO2 nanocrystal size.
Bioactive responses of mixed-phase anatase/rutile and ultrananocrys-
talline rutile appear to be weaker.
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Furthermore, since neither amorphous nor single-crystalline anatase
can induce the apatite formation in the SBF, one can conclude that high
phase purity and structural order, as well as optimum nanocrystal size
and surface density of nucleation sites appear to be the essential re-
quirements for efficient apatite crystallization on magnetron plasma-
fabricated bioactive titania coatings.

All the TiO2 films of Section 8.4 have almost no initial hydroxyl groups
on their surfaces, but several of them still exhibit intense biomimetic re-
sponse in SBF. Therefore, one can speculate that the existence of initial
hydroxyl groups on the surface may not be the main decisive factor in in-
ducing the positive bioactive response of biocompatible titania films, as
is commonly believed.

Let us now summarize the main advantages of the dry plasma-based
method of fabrication of nanostructured biocompatible TiO2 films com-
pared with most of the conventional wet chemical methods [502]:

• without interference from initial surface hydroxyl groups that are
almost unavoidable in many wet chemical processes, it is possible
to study more easily the effect of crystal structure (such as crystal
size and phase composition) of the TiO2 films on their bioresponse
not only in vitro but also in vivo;

• in the plasma-based process, one can deposit TiO2 films with a
wide range of crystal size and phase composition by varying the
main process parameters such as the deposition power, total pres-
sure, oxygen partial pressure, substrate bias voltage, distance be-
tween the substrate and titanium target, and so on;

• since the deposition can be operated at room temperatures without
any additional substrate heating or post annealing through the use
of plasma-based methods, it becomes possible to deposit bioactive
titania films on many kinds of temperature-sensitive materials.

These results have an enormous potential to boost the interest of the
research and development community and biomedical industry to-
wards the plasma-assisted fabrication of biomaterials, in particular,
temperature-sensitive and cost-efficient materials such as polymers and
plastics.

Finally, the examples presented in this chapter present interesting pos-
sibilities arising from the unique and highly-unusual properties of low-
temperature plasma environments, where a range of suitable building
and working units can be generated and gainfully used.
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9
Conclusions and Outlook

This monograph aimed at introducing plasma nanoscience as a dis-
tinctive research area, introduce its main aims and approaches and
show how plasma-based environments work in assembling a variety of
nanoscale objects in very different settings ranging from stellar outflows
in astrophysics to laboratory experiments and applications in nanotech-
nology. The main focus of this work has been on presenting specific case
studies that examplify salient benefits and advantages of plasma-based
approaches in various forms of nanoscale assembly and processing.

Moreover, we attempted to highlight the most important aspects
and physical phenomena that make plasma-aided nanoassembly so
markedly different from other, in particular, neutral gas-based processes.
We did not try to provide detailed practical recipes for the synthesis of
specific nanoassemblies or give specific suggestions to researchers with
either experimental or theoretical/computational profiles. In part, this
is because of large number of such recipes and suggestions given in our
earlier related monograph [1].

Neither did we attempt to provide an exhaustive coverage of all (or
even most) uses of low-temperature plasmas for nanoscale processing
and synthesis. Indeed, due to the very large and continuously increas-
ing number of publications, it would be a completely futile attempt to
even briefly mention them all. As we have seen from the previous chap-
ters, the range of related processes begins from traditional processes in
present-day microelectronics such as material ashing and stripping, sur-
face conditioning, passivation/activation, deposition of conformal coat-
ings, reactive chemical etching, physical sputtering on one end, extends
to more common nanostructure synthesis and post-processing (e.g., dop-
ing, functionalization, monolayer coating), and evolves into the as yet
elusive domain of plasma-controlled self-assembly.

The range of nanoscale objects and nanostructured materials with
highly unusual properties that can be created using plasma-based ap-
proaches is also very wide. The examples considered include common
metals, oxides, nitrides, carbon, silicon, various semiconducting and in-
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sulating materials and several others. Interestingly, the properties and
attributes the materials gain through plasma synthesis or treatment ap-
pear to be remarkably different compared with the same materials ob-
tained through other, e.g., neutral gas-based, routes.

We hope that the reader has already received some idea on what
plasma nanoscience is about. It is a common knowledge nowadays that
nanoscale synthesis is object- and process-specific and, taken the emer-
genece of a huge number of nanoscale objects and features, the number of
specific techniques to fabricate them is equally large. Plasma nanoscience
research aims at finding, via better understanding of the elementary pro-
cesses involved, common features in this overwhelming variety of ob-
jects and approaches and elaborate effective “turning knobs” to control
the processes involved, and eventually create physical foundations for
the as yet elusive deterministic nanoassembly. This particular point has
been stressed in Chapter 2.

Every particular chapter aimed at stressing the importance of spe-
cific plasma-related phenomena and at identifying how exatly nanoscale
objects can benefit from the ionized gas environment. For instance,
nanoparticles in stellar outflows nucleate (and eventually develop)
faster in the presence of ions created via photoionization of neutral gas;
nanoscale features on biopolymer surfaces can be created at room tem-
peratures which is not possible in thermal CVD; plasma-synthesized
vertically aligned nanostructures not only grow faster but also have bet-
ter attributes, such as purity, stability, aspect ratio, alignment, and so
on – these examples can go on until all cases of successful uses of low-
temperature plasmas for nanoscale assembly and processing have been
covered. As already stressed above, the number of such cases is ex-
tensive, which is reflected by the exponential growth in the number of
publications in the area.

Despite the very large number of such examples and specific mani-
festations of gainful uses of ionized gas environments, in the end, any
remarkable differences from neutral gas-based approaches are in some
way related to those plasma features that differ them from neutral gases.
The first thing that comes to our mind is that the plasma is an ionized
gas, and the main difference from the neutral gases is therefore in the
ionization, the presence of electric charges, electric fields, polarization,
as well as other unusual attributes such as those related to the ability of
plasmas to dissociate neutral gases into reactive radicals, create a variety
of species, sustain clustering and polymerization, and so on.

Thus, the plasma-related features are what makes all these seemingly
completely different phenomena quite similar. Plasma nanoscience tries
to elucidate how these nanoscale (and even atomic) features are related
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to the available plasma-related controls such as electric charges, electric
fields, ionized species, plentiful radicals, clusters and other particles and
some others. Moreover, as we have seen from a variety of examples pre-
sented above, each of the above “turning knobs” needs to be used with
due care. For instance, ion bombardment can substantially improve crys-
talline properties and growth rates of nanostructured films. On the other
hand, energetic ions can easily destroy some delicate nanostructures and
in some cases even damage the substrate. Thus, reliable knowledge is
required to fully enjoy the benefits of using plasmas for nanoscale syn-
thesis and processing.

Related examples are numerous and even a simple search for “plasma
and nano” through any reliable database immediately returns several
thousand entries. And one could assume that many other reports could
still be found upon a more careful search. Therefore, it would be a futile
attempt to try to cover all the examples where low-temperature plasmas
have been used for nanoscale materials synthesis and processing. For
this reason we decided not to attempt to provide a full coverage of all rel-
evant processes, features, and phenomena and concentrated instead on
those examples that best illustrate the amazing physics behind plasma-
based nanoassembly and show how the building unit-based “cause and
effect” generic approach works in most common cases.

Nevertheless, we do provide a brief overview of a large number (yet
still very far from being exhaustive) of relevant examples in Appendix
B. Due to significant space constraints, we have adopted a very concise
“telegraphic” style when mentioning any particular work. Thus, if the
reader has reached this far, now would be the right time to check the
overview in Appendix B. We believe that a relatively large number of
works mentioned there, in addition to those already discussed through-
out the monograph, will boost the reader’s confidence that plasma
nanoscience is not only an interesting research topic but also a poten-
tial area for substantial research, development and capital investment in
the coming years.

In the rest of this concluding chapter, we will briefly stress the impor-
tance of the fundamental issues of determinism and complexity, sum-
marize some of the most important features and competitive advantages
of plasma-based processes for nanoscale synthesis and also attempt to
highlight some of the most interesting topics for the future research. In
Section 9.1, the fundamental issues of determinism and complexity will
be revisited with the aim of relating the processes of plasma-assisted
nanoscale synthesis in the universe to that in a terrestrial lab and to bring
them even closer than has already been done in the introductory chapter.
Section 9.2 is a brief “dot-point” summary of some of the most important
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plasma-related features of nanoscale materials synthesis and processing.
The final section of this monograph, Section 9.3, gives an optimistic out-
look for the future development of this undoubtedly interesting multi-
disciplinary research area.

9.1
Determinism and Higher Complexity

Let us now consider an interesting example illustrating the usefulness
of using more complex ionized gas environments to assemble highly-
unusual, exotic nanoassemblies in natural and laboratory (and poten-
tially, industrial) environments. To do so, one might pose an obvious
question about the relationship between the vertically aligned carbon
nanostructures and nature’s mastery in the synthesis of cosmic dust dis-
cussed in Section 1.3? To clarify this issue, let us examine the energetic
properties of size-reduced atomistic models of carbon nanotips with dif-
ferent aspect ratios, one of them grown by the plasma technique (bottom
left panel in Figure 9.1) and the other one by the neutral gas process (top
left panel in Figure 9.1).

We stress that one of requirements of efficient electron field emission
is that the nanotips should ideally be highly-conductive and also have
as large an aspect ratio as possible (see Chapter 7 for more details). In-
terestingly, the atomistic nanotip models with smaller apex angles (and
hence, larger aspect ratios) feature a negligibly small energy bandgap,
which make them perfect conductors.

One such model composed of 18 carbon atoms terminated at the pe-
riphery by 18 hydrogen atoms (C18H18) is shown in the bottom right
panel in Figure 9.1. The cohesive energy Ec of this atomistic structure (the
amount of energy that holds the atoms together) is ca. 363.200 × 10−19 J
(227 eV) and the energy bandgap Eg (the difference between the highest
occupied molecular orbital (HOMO) and the lowest unocuppied molec-
ular orbital (LUMO)) is 0.016 × 10−19 J (0.01 eV). The apex angle of this
atomistic model is ca. 43◦.

In comparision, shorter and wider atomistic nanotip models exhibit
semiconducting properties and larger bandgaps. However, such nanos-
tructures have a somewhat better cohesion and structural stability. In-
deed, the structure C51H27 in the top right panel in Figure 9.1 features Ec

ca. 924.160 × 10−19 J (577.6 eV) and Eg ca. 0.210 × 10−19 J (0.131 eV). The
apex angle of this atomistic model is significantly larger at approximately
87◦ as can be seen in Figure 9.1.
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Figure 9.1 Carbon nanotips synthesized through the neutral
(top row) and ionized (bottom row) gas routes and their down-
scaled atomistic models [1,23].

Extrapolating the above results into downscaled atomistic models
(with a few tens to a few hundred atoms) to real nanostructures (which
in the case considered may contain up to 105–106 atoms and even more),
one can conclude that taller and narrower plasma-synthesized carbon
nanocones are less stable than shorter and wider nanostructures grown
by neutral-gas CVD. However, the high-aspect-ratio geometry of the
plasma-grown nanocones strongly affects their electronic spectra, which
improves their conductivity and eventually makes them more suitable
as electron microemitters compared to the nanostructures synthesized
by thermal CVD.

Therefore, without pursuing the specific purpose of enhancing the
field emission, it is worthwhile to synthesize simpler but more stable
(better satisfying the energy minimum principle) structures, with larger
apex angles. More importantly, for this purpose one should use simpler,
neutral gas-based fabrication routes, which are more appropriate for the
synthesis of the wide-base nanotips shown in Figure 9.1. In fact, this is
the “minimum-energy-minimum-effort” scenario advocated by nature’s
mastery (Chapter 1) [23].

However, should one want to synthesize sharper and conducting car-
bon nanotip microemitters, one should use more complex, plasma-based
fabrication routes, which lead to low-aspect-ratio structures shown in the
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bottom left panel of Figure 9.1. The nanocone structures synthesized via
a plasma route have higher energy minima (less structurally stable) and
also require a higher-level-complexity fabrication environment, which
contains an ionized gas component (which, in turn, also needs extra
energy for ionization). Therefore, special-purpose nanostructures of a
higher complexity, for example microemitters, should be fabricated us-
ing higher-complexity nanofabrication environments! Generalizing this
conclusion, one can state that nanofabrication environments of a higher com-
plexity should be used to synthesize more unusual, exotic nanoscale objects.

A similar situation takes place in nature’s nanofab (see Section 1.3 of
this monograph). The degree of ionization (≡ complexity) of the gas
environment in the red giant star exteriors is what controls the rates of
dust nucleation. For example, if the demand, for example to maintain
the chemical balance in the universe, for the dust is low, it is worthwhile
to create it in a cold and rarefied neutral gas, for example area III in Fig-
ure 1.7. On the other hand, if the demand for the dust is higher, then
higher (ion-induced) nucleation rates, and hence, higher ionization de-
grees (area II in Figure 1.7) are required.

In a sense, nature’s nanofab acts as a complex system, in which parts of
different complexity come into play depending on the balance between
the dust demand and supply. We emphasize that in this complex sys-
tem both the neutral- and ionized gas-based nanoassembly routes have
their place and a synergy would cater to all necessary requirements. A
similar synergetic approach should also be used in terrestrial laboratory
experiments [23].

Speaking of higher-complexity environments, we should recall our
discussion about self-organized quantum dot arrays in Chapter 6, where
we have stressed that such “more complex” process environments are
prone to numerous additional controls that are not available in simi-
lar environments of a lower complexity. For example, a comparison of
a plasma with a neutral gas leads us to the appreciation that electric
fields, charges, and ionized ion and electron components are what ac-
tually make the plasma environment more complex. Some may even
stress that since most of the low-temperature plasmas currently used for
nanoscale assembly are weakly ionized, plasma environment is just a lit-
tle bit more complex than the equivalent neutral gas. And despite this
minor “complexity upgrade”, plasma offers so many new and exciting
possibilities to control self-organized processes at nanometer and sub-
nanometer levels. Some examples have been considered in Chapter 6
(see also examples of plasma-based nanoassembly in Chapters 7 and 8).
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9.2
Plasma-Related Features and Areas of Competitive Advantage

The qualitative arguments of the previous section make us believe that in
lab-based nanotechnology it should be possible to use low-temperature
plasma environments to synthesize higher-complexity nanoassemblies
and to do so more efficiently than is presently possible using other tech-
niques. The only thing that remains to decipher is how exactly to do that,
and this is one of the main roles of plasma nanoscience [23].

Having said that, we should now mention some of the most important
advantages of plasma-aided nanofabrication over non-plasma-based ap-
proaches and techniques, and wherever applicable relate these to the
most important features of low-temperature plasmas [5].

A particular advantage of thermally non-equilibrium low-temperature
plasmas is the possibility of directed motion of charged species under
the influence of the electric field. In particular, this allows for highly-
anisotropic etching of substrates as well as controlled, with subnanome-
ter precision, deposition of nanoassembly building units, including in
very narrow gaps in dense arrays of vertically aligned nanostructures
and tiny pores in the substrate. This function is particularly strong at
low gas pressures when the mean free path of the BUs in collisions with
other particles is larger than the distance they have to cross before inser-
tion into nanoscale objects. In high-density (e.g., atmospheric pressure
thermal) plasmas, collision rates may be much higher, thus the directed
motion of BUs is affected to a much larger extent.

In another aspect, low-temperature (in particular, thermally non-
equilibrium plasmas where electrons are hot enough to sustain the ion-
ization at the required level whereas the ions and neutrals can be main-
tained at room temperatures [1]) can be advantageously used for a range
of processes that involve temperature-sensitive materials such as poly-
mers, plastics, and ultra-thin nanolayers.

If necessary, one can also access very high temperatures using
low-temperature thermal plasmas of transferred arcs and inductively-
coupled RF plasma torches, where the temperatures of all three
classes of discharge species (electrons, neutrals, and ions) can reach
ca. 20 000 and 10 000 K, respectively. These high temperatures cannot be
achieved in conventional, combustion-based systems and allow the use
of solid, liquid, vapor, gas, suspension and solution precursors, with the
possibility of complete dissociation of chemical reactants into atoms [5].

Further, high operation pressures (e.g., comparable with the atmo-
spheric pressures) usually mean very high densities of plentiful dis-
charge species. Moreover, the plasma temperature is largely indepen-
dent of the chemical reactions, and there is a very wide choice of both
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reactive and inert atmospheres. In contrast, combustion-based technolo-
gies rely on chemical reactions to heat the gas, and so the atmosphere
necessarily contains combustible gases and the products of combustion.
As such, it is easier to control the process temperature in a plasma en-
vironment, with the added advantage that the plasma environment is
much cleaner.

The high temperature of thermal plasmas further means that very
steep temperature gradients can be obtained. Under such conditions,
gas-phase nanoparticle nucleation becomes pronounced, leading to high
degree of supersaturation and therefore high nucleation rates, which allow
for high-yield synthesis of nanoparticles and nanostructures, something
not achievable by other methods including thermally non-equilibrium
plasma-based ones [5].

Specific examples of situations in which low-temperature plasmas can
be advantageously and purposely used for nanoscale materials synthesis
and processing include those in which [5]:

• specific (e.g., vertical) alignment or electric field-based control of
preferential growth directions of nanostructures is required. This
applies not only to common carbon nanotubes but also to a range
of materials and high-aspect-ratio nanostructures;

• directionality of fluxes and penetration of species is an issue. In
these cases electric field-driven ion fluxes can be a significant
help; for example, in the cases of nanofeature metallization, filling
nanopores, and post-processing of dense nanotube arrays. Low-
pressure operation conditions are more appropriate in this case;

• processes are sensitive to high temperatures of the fabrication en-
vironments and substrates can easily melt or be otherwise dam-
aged. This is the case with polymer processing and deposition
of ultra-thin (as thin as a few atomic layers) conformal layers;
therefore maintaining process temperatures below the melting
points of metallic interconnects is one of the pressing issues in
micro/nanoelectronics. Thermally non-equilibrium plasmas (with
hot electrons and cold ions and radicals) are best suited for this
purpose and have an indisputable advantage over thermal plas-
mas and many other methods and techniques;

• enhanced crystallization is needed without increasing temperature.
In such cases plasma-generated crystallization agents (e.g., reactive
radicals or subplanted ions) can be particularly useful;

• higher dissociation rates of precursor gases and large, yet con-
trolled, amounts of specific radicals are required;
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• pre-formed building units such as nanoclusters or nanocrystallites
are needed; polymorphous silicon films is one such example;

• otherwise neutral species (e.g., radicals) can be ionized for better
control of their motion and interaction with nanostructured sur-
faces. This is the case in various modifications of ionized physical
vapor deposition (i-PVD);

• specific (passivation versus activation) surface preparation is
needed. Low-temperature plasmas can offer a great deal of sur-
face preparation processes assisted by a large variety of working
units (WUs) including atoms, ions and radicals;

• it is necessary to control/enhance catalyst activity but use of other
methods is not straightforward. For example, satisfactory fragmen-
tation of catalyst interlayers can be achieved via reactive chemical
etching or ion bombardment, a process which is otherwise unavail-
able or inefficient;

• both high gas temperatures and high densities of ionized species
are required. This is a definite advantage of thermal plasmas in,
for example synthesis of single-walled carbon nanotubes in the gas
phase;

• condensed precursors are required. High-density (e.g., thermal)
plasmas can provide the energy flux necessary for complete va-
porization of liquids and solids; morever, intense ion-assisted pro-
cesses also make non-equilibrium plasmas an efficient source of
ionized physical vapor of liquid and solid precursors;

• high-rate production or deposition of nanostructures is required.
High-density and higher-temperature (e.g., thermal) plasmas have
a clear advantage in the synthesis of large amounts of nanoparticles
in the gas phase, whereas thermally non-equilibrium plasmas are
better suited for high-rate fabrication of delicate nanoassemblies on
solid substrates.

This list represents only a few examples of many different possibilities
offered by low-temperature plasmas and is by no means exhaustive.
These theoretical capacities have been proven by a number of success-
ful experiments in the last decade. Some of the advantages related to
effective control of self-organizing processes involved in the synthesis of
delicate nanoassemblies on plasma-exposed surfaces predicted via the-
oretical/numerical analysis (see, e.g., Chapter 6), are still awaiting their
experimental realization. These and some other exciting prospects for



470 9 Conclusions and Outlook

plasma nanoscience research in the coming years are discussed in the
following section.

9.3
Outlook for the Future

In this section we will highlight some of the pressing challenges and un-
resolved issues, and map potentially attractive directions for future en-
deavours in this exciting and commercially attractive research field [5].
Due to the overwhelming variety of possible nanoassemblies, processes,
tools and techniques, it would be futile to try to prescribe what should
be done in the field in the near future. It is nevertheless possible to high-
light some of the most important challenges, unresolved issues, and op-
portunities in plasma-aided nanofabrication that arise from the topics
discussed in this monograph.

The ultimate crux of research in plasma nanoscience might be sum-
marized as to fully understand the most effective controls of plasma-based
nanoscale processes with the long-term aim of achieving a deterministic level in
nanofabrication. Rephrasing the famous Richard Feynman statement [2],

one should learn how to create and control the nanoworld, in a plasma
environment, plasma species by plasma species, the way we want them.

In fact, this is what nature’s nanofab does, as we have seen from Chap-
ter 1 (see also Reference [23])!

More specifically, one needs to address the yet unresolved problem of
self-assembly/self-organization of nanoscale objects on plasma-exposed
surfaces (as is the case of surface-bound nanoarrays) or in the ionized
gas phase (e.g., growth of single-walled carbon nanotubes between the
anode and cathode in arc discharges) and elucidate the roles of charges
on plasma-exposed surfaces and plasma-nucleated nanoparticles, elec-
tric potentials (or currents) in the vicinity and across the nanoassemblies,
ion fluxes and ion-flux-related temperature effects. This will not be pos-
sible without precise balancing of delivery and consumption of plasma-
generated building units.

To this end, one needs to properly identify exactly which species are
building units and which ones are working units and thus serve for other
relevant purposes, such as surface preparation [5]. The latter point is
probably one of the most difficult milestones on the way to deterministic
nanofabrication. Indeed, relying on and trying to control wrongly chosen
plasma-generated building units will lead us nowhere. However, even
an incorrect choice is not automatically a dead-end, and lessons learned
through such trial and error may eventually lead to the optimum process.
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From the point of view of nanotool/process design, those plasma
tools and processes that can provide a measured and controlled deliv-
ery of building units (and any required working units) have the poten-
tial to become major competitors to extremely expensive nanofabrication
tools such as metal-organic vapor phase epitaxy (MOVPE) and molecular
beam epitaxy (MBE); the latter presently remains among the most effec-
tive tools for the assembly of arrays of epitaxial semiconducting quan-
tum dots. Moreover, there is a great potential for plasma nanotools used
in combination with other nanoassembly tools such as laser-assisted
methods, chemical vapor deposition, atomic layer deposition (ALD), and
even MBE! It is likely that nanofabrication techniques with the prefix
“plasma-assisted/enhanced” will become even more widespread than
they are now; the existing examples include PE-CVD, PE-ALD, PE-PLD,
PE-MBE, and i-PVD. Further exploration of the opportunities for hybrid
plasma–laser systems to selectively control processes in the ionized gas
phase and on solid surfaces should also be undertaken [5].

Interestingly, a metal surface exposed to a gas discharge is an exam-
ple of a hybrid system where a gaseous plasma meets a plasma of free
electrons. The plasma frequency associated with electron oscillations is
determined by the electron density in metals and the effective electron
mass (which is different from the fundamental constant me) and can be
in the terahertz, infrared, and optical ranges. Collective responses of
free electrons to electromagnetic fields (e.g., laser excitation) can lead to
the excitation of surface plasmons, in other words, electromagnetic sur-
face waves. These waves can alter the energetic states of the surface on
which adatom self-assembly takes place and thus significantly affect the
nanoscale assembly. Moreover, surface plasmons can be used for in situ
real-time monitoring of the nanoarray development process. These and
numerous other exciting possibilities are offered by the new and rapidly
expanding research field of plasmonics [523].

The field of plasma-based synthesis of biomimetic materials and de-
vices and the processing of temperature-sensitive polymer bio-interfaces
is one of the main areas where plasma nanotools display a competi-
tive advantage. It is imperative, however, to be able to identify, gener-
ate and control suitable functional plasma species; that is, some species
for nanostructure formation and some for surface tethering to attract
biomolecules and ultimately improve the bioresponse [5].

In the area of plasma etching of nanoassemblies and nanofeatures, an
important aim is to continue to increase resolution and selectivity and so
ultimately be able to etch ultra-deep trenches at and beyond the limits of
present-day lithographic tools. It would be wise here to pose a decep-
tively simple question:
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Figure 9.2 Electric field-guided self-assembly of intercon-
nected quantum dots on a plasma-exposed surface.
Courtesy of I. Levchenko and K. Ostrikov (unpublished).

When the capacity of the highest-resolution lithography is reached
(problems are already experienced in the sub-100 nm domain), how can
ultra-nanofeatures be etched on essentially self-organized patterns? Are
self-organized ultra-nano-trenches/pores filled with metal (a nanoscale
analogue of copper metallization of silicon trenches) a myth or real-
ity [5]?

One can thus expect a much stronger push towards fabricating func-
tional elements of nanodevices relying merely on plasma-controlled self-
assembly of individual nanostructures and their self-organization into
ordered and interconnected networks. Advanced numerical simulations
suggest that such may become a reality in the near future. Figure 9.2
shows an example of how a nano-scale electric field in the vicinity of a
plasma-exposed Si surface with two growing quantum dots can help to
overcome uncontrollable stress-driven assembly and lead to the creation
of a perfectly aligned interconnection between the QD’s. The experimen-
tal confirmation of this theory is still awaiting its realization. Neverteless,
pilot experiments by Mariotti et al. [524] on the plasma-based synthesis of
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rather disordered networks of gold nanoparticles interconnected by car-
bon leads, suggest that with some more effort this predicted effect may
become a reality within the next few years.

One can thus anticipate that the nanoscale self-organization of nano-
assemblies on plasma-exposed surfaces and in the ionized gas phase will
be a fertile topic for major advances in the coming years. In this regard, it
is imperative that we first understand and can then create the capabilities
to [5]:

• properly identify, generate and then deliver suitable plasma-gen-
erated building units and properly position them, with atomic pre-
cision, for further insertion/self-assembly into nanostructures and
nanoscale assemblies;

• precisely control surface conditions over ultra-small areas, for ex-
ample, by localized energy transfer to specific areas;

• control crystallographic growth directions (e.g., pull nanowires or
deterministically shape nanocrystals) by varying the plasma pro-
cess parameters;

• predict and control catalyst nucleation, self-organization, and sat-
uration with building materials (e.g., nickel catalyst with carbon
atoms) which is essential for the growth of ultra-dense arrays of
nanotube and other nanostructures;

• be able to predict, with subnanometer precision, where a nano-
assembly will nucleate on a range of nanostructured, rough, and
atomically smooth surfaces, and ultimately, learn how to control
nucleation sites;

• remove unwanted amorphous deposits, for example, via plasma
etching, and improve nanostructure crystallization, for example,
via atomic/radical crystallization agents or energetic ion bombard-
ment and subplantation;

• properly manipulate energetic ion beams to improve the quality
of nanostructures without causing any substantial structural dam-
age. As stated by Kato et al. [370], to improve the quality of single-
walled carbon nanotubes for future nanoelectronic applications,
precise control of ion energy will be a crucial issue in any future
plasma nanotechnology;

• precisely manipulate various nanoparticles in the gas phase, in the
vicinity of and upon deposition onto solid surfaces. This is required
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in a broad range of problems spanning from carbon nanotube col-
lection to management of particulate contamination in microelec-
tronics;

• remove unwanted contaminants and enable delivery of, for exam-
ple crystalline nanoparticles to specified nanodevice locations by
using different plasma forces;

• deterministically control self-organization of developing nanos-
tructures into ordered nanopatterns with pre-determined proper-
ties;

• same as above for the plasma-guided, self-organized assembly of
interconnects between the individual nanostructures arranged into
ordered arrays, as well as leads and other connections between the
nanoscale objects, their functionalities and circuit elements;

• balance different scenarios of nanoparticle nucleation in the plasma,
such as homogeneous nucleation and ion-induced nucleation, the
latter being unique to ionized gas environments; and

• implement high-precision, selective-area post-processing, for ex-
ample, functionalization, of a range of nanoscale assemblies to en-
able new and unique functions tailored for specific applications,
e.g., in in vivo biosensors.

The above list is far from being exhaustive and mentions just a few of
the most obvious conclusions that directly arise from the examples given
elsewhere in this monograph.

In the area of fundamental plasma nanoscience research, one should
continue to generate a new understanding which will allow us to iden-
tify common effects exerted by a selected plasma-related feature (e.g., the
sheath electric field or ion flux density) on a range of different nanoscale
objects and both mark and explain any possible similarities or differ-
ences. This will eventually lead to the development of deterministic
strategies and approaches for nanoscale materials synthesis and process-
ing. From the practical, and ultimately commercial perspectives, one
should achieve highly-controlled, predictable, reproducible, and cost-
effective plasma-assisted nanofabrication processes and design the most
appropriate and effective plasma nanotools.

Ostrikov and Murphy [5] stressed that in trying to achieve the above
specific nanoassembly-related aims, low-temperature plasmas should be
made stable, reproducible, and feature an excellent uniformity of the
densities, fluxes, and temperatures of the required species. To this end,
the controlled feed of gaseous, liquid, and solid precursors is essential.
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Plasmas offer a range of means (from “simple” thermal vaporization to
“complex” polymerization) by which to generate the entire spectrum of
building units discussed in detail in Chapters 2–4.

Moreover, the residence time of building units, catalysts and nanopar-
ticles in the plasma reactor should be adjusted to optimize the processes
for which they are intended. For example, to deterministically control
gas-phase synthesis of single-walled carbon nanotubes, metal catalyst
nanoparticles should be confined in the plasma long enough to sustain
the nanotube growth up to the desired length. In this case, the (usually
negative) electric charge the particles acquire in the plasma makes it pos-
sible to levitate them in the vicinity of negatively charged surfaces thus
increasing the nanotube growth time [5].

In most cases, researchers need to make the right choice of the suitable
plasma (and an efficient plasma reactor to generate and use such plas-
mas) in view of their future prospects in the nanoscience research field.
The ideal combination is to have a range of versatile plasma tools in the
lab; if this is not possible, the best advice would be to try to find the
plasma that best suits the needs of the specific nanoassembly problems
that are aimed for. Whatever the final choice, the list of intriguing prob-
lems related to various aspects of plasma-aided nanofabrication is virtu-
ally unlimited (as is the number of different possibilities), just to mention
two extreme problems in carbon nanotube synthesis that need two dif-
ferent plasmas to resolve. Indeed, the problem of finding the ultimate
physical limits of nanoparticle production rates in the gas phase will al-
most certainly require thermal plasmas. Furthermore, in trying to find
the absolute minimum surface temperatures that can still sustain car-
bon nanotube growth, one needs to deal with thermally non-equilibrium
plasmas. Thus, both plasmas have tantalizing future prospects for spe-
cific and, more importantly, relevant purposes [5]!

One of the major issues that still needs a clear, quantitative valida-
tion is the effect of ions, as well as electromagnetic fields, on the for-
mation of nanoassemblies. Recent results on plasma-generated electr-
tic field-assisted growth of zinc oxide nanorods and numerical simula-
tion of plasma-assisted growth of ion-focusing nanostructures of differ-
ent dimensionality (including nanoporous structures), ion-assisted post-
processing of dense carbon nanotube arrays (impossible or inefficient via
neutral gas-based routes), specific roles of plasma-generated species in
controlling surface conditions for precise nanoscale processing in micro-
electronics shed more light on this problem.

It should however be stressed that existing knowledge on the enhance-
ment of nanoparticle and nanostructure nucleation rates due to ioniza-
tion, charge separation, and electric fields needs to be complemented by
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studies of the effect of plasma turbulence, instabilities, and temperature
gradients, which have been known to increase the nucleation and ag-
glomeration rates of dust particles in astrophysical, space and laboratory
plasmas. These important issues are still awaiting a conclusive answer.

Even though the ongoing research efforts are still a long way from fully
bridging the 9-order-of-magnitude gap mentioned in Chapter 1 (see also
Figure 1.11), there are several encouraging computational and experi-
mental results relevant to each specific spatial sub-scale. The relevance
of such advances varies from one sort of nanostructures to another. At
present, it is possible to establish a range of critical dependencies of the
nanostructure sizes, shapes, compositions and other characteristics on
the plasma process parameters (e.g., plasma density, substrate bias, elec-
tron temperature, surface temperature) and to explain such dependen-
cies by following the “cause and effect” approach based on building unit
generation in the plasma, their delivery to nanoassembly sites, and in-
corporation into developing nanostructures (please refer to Chapter 2 for
more details).

Due to the limited space of this monograph (and also because of the
limited time available to prepare it), we did not touch on an important
class of problems related to the possible role of the plasma environment
in the creation of the building blocks of life in the primordial earth. In
the last 50 years, there have been extensive debates on whether or not
life could have originated by chemical processes involving nonbiological
components.

There is a possibility that simple building blocks can arrange into more
complex biochemical assemblies, which in turn lead to living cell cre-
ation. It is accepted that there is a range of common organic molecules
that define life, for example amino acids, nucleotides and some oth-
ers; furthermore, under certain environment-related conditions, these
organic molecules can assemble into macromolecules, for example pro-
teins and nucleic acids. Organic chemistry suggests that effective macro-
molecule formation in most cases requires some sort of catalyst or pro-
cess accelerators. As we have seen from previous chapters of this mono-
graph, some of the features of the environment (such as the electric
charges or fields) may be able to function as such. In this regard, one
of the greatest puzzles of modern science has been centered around the
possible synthesis of basic organic molecules and also suitable macro-
molecules in the atmosphere of primordial earth, when the first primitive
forms of life were created.

It is natural to pose a simple question: What does this have to do with
plasma nanoscience, the main focus of this monograph? Similar to how
we have proceeded in the previous chapters, let us examine the environ-
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ment where the first building blocks of life could have been created. At
that time the earth’s atmosphere was oxygen-deficient and contained wa-
ter, methane (CH4), ammonia (NH3) and hydrogen. Importantly, the fre-
quency of violent electric discharges (lightnings) in the primordial earth
atmosphere was very high. Thus, low-temperature plasmas played a
very significant role in chemical processes in the atmosphere. Experi-
ments conducted under conditions intended to resemble those present
on primordial earth have resulted in the production of some of the chem-
ical components of proteins, DNA, and RNA [525].

Scientists have concluded that these building blocks could have been
available early in the earth′s history [525]. It has also been suggested
that the synthesis of the “building blocks of life” was most effective on
the surfaces of rocks, sand grains and so on, whose most essential com-
ponent is silicon. Does that not resemble some of the problems we have
considered in this monograph? For example, self-assembly of nanostru-
cures on silicon surfaces exposed to low-temperature plasmas. For a re-
cap and in-depth analysis of the relevant efforts and possible pathways
of transformations of organic macromolecules (which have been success-
fully synthesiszed using low-temperature plasmas) please refer to the
available literature (see, e.g., Reference [526] and references therein).

There are many great challenges and unresolved issues in this area,
such as which pathway (among a large number of possible options)
would nature choose to synthesize the self-reproducible building blocks
of life? For a plasma nanoscience researcher, however, the most im-
portant issue is to improve our existing knowledge on a possible role
of the plasma environment in prebiotic synthesis in nanoassembly of
nanometer-sized macromolecules under primordial earth conditions.
This is another area where our knowledge of plasma-controlled molecu-
lar assembly and polymerization could prove indispensable.

There are many other unresolved and unclear issues in plasma nano-
science area, with only a few representative examples given below [5]:

• Can plasma-aided nanofabrication be sufficiently developed to en-
able atomic-scale processing of surface features with at least one di-
mension in the atomic size range such as zero-dimensional clusters
of very small number of atoms, one-dimensional atomic chains,
and two-dimensional monoatomic terraces?

• Can plasma-based devices be made fully compatible with the high-
precision ultra-high-vacuum tools of surface science?

• Is it possible to use low-temperature plasmas to fabricate struc-
tures containing just a few atoms (at any specified position on or
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inside the surface) for quantum computing applications via con-
trolled manipulation of small (compared to typical surface densi-
ties) numbers of atoms/ions?

• Is it possible to use plasma-related “turning knobs” to control the
chirality of single-walled nanotubes, which is currently believed to
be merely determined by the catalyst properties?

• How can one control the nanostructure nucleation sites without
pre-patterning? How can one use plasma-related effects to con-
trol the distribution of surface stresses and temperatures, as well
as any other parameters which in turn determine where exactly the
nanostructures will nucleate?

• Can one use plasma-related effects to control atomic spin directions
and flip rates for quantum computing applications?

• What is the influence of nanoparticle charging and charged species
in plasmas and on solid surfaces and how can they be utilized for
controlled production of a wider range of nanoassemblies?

• How can one control charging states of plasma-generated build-
ing units on the surface? For instance, how can one preserve or
dissipate the charge of ions or clusters when they land on a solid
surface?

• In which aspects of nanofabrication are particular plasmas better
than any others? For example, thermal plasmas or thermally non-
equilibrium low-temperature plasmas?

• Is there “universal” plasma that could be used for each of the most
important nanoscale processes and as such adopted for the next-
generation plasma-based nanotechnology?

• Which plasma-based facilities and associated nanotools should one
adopt to enable next-generation nanoscale and atomic-level pro-
cessing?

The number of these and similar questions is much larger than the
number of the available answers and solutions. Future work in the next
few years should be focused on numerical and experimental identifi-
cation of the most efficient “turning knobs” of plasma-based nanoscale
processes and nanotools and on unlocking their enormous potential for
large-area deterministic nanoassembly [5].

The outlook for research in this important research field is very pos-
itive; moreover, this topic is full of exciting opportunities for scientific
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research and techology-oriented research and development in the near
future. As suggested by Ostrikov and Murphy, the scale of this research
ranges from undergraduate projects to major national and international
research programs [5]. More importantly, this field offers an exciting syn-
ergy of experimental, theoretical, and computational research in a num-
ber of diverse disciplines ranging from astrophysics to structural chem-
istry and from surface science to atomic physics.

9.4
Final Remarks

In this monograph, we have explored various possibilities for achiev-
ing a reasonable level of deterministic control of the quality of vari-
ous nanoscale assemblies through specific manipulation of the plasma-
related process parameters. For example, the assembly and ordering of
semiconductor nanodots can be effectively controlled by adjusting the
surface temperatures and incoming fluxes of building units from the
plasma. This can be achieved, for example, by varying the degree of ion-
ization in the plasma discharge, external bias applied to the surface, par-
tial pressures of working gases, using surface temperature controllers,
and some other means.

Most of the nanoassemblies considered in this monograph were cho-
sen to represent the most common classes of nanoscale objects. For ex-
ample, quantum dots are typical examples of low-dimensional nanos-
tructures with outstanding prospects for optoelectronic, biosensing and
other applications. Beyond these classes of nanoassemblies, the scope of
deterministic plasma-aided nanofabrication is set to launch into more
complicated nanostructures, their ordered arrays and interconnected
networks and eventually fully operational nanodevices. Here we should
stress that the level of determinism that can be achieved is limited by the
possible combinations and sequences of the process and environmental
adjustments. Finding suitable combinations of the process parameters to
create the desired nanoassemblies in a plasma environment is one of the
main objectives of plasma nanoscience.

The examples presented in this monograph suggest that the plasma-
based route is a promising deterministic fabrication approach which
shows good potential in terms of commercial feasibility. The need for
these new techniques and nanodevices is critical as the current cost of
lithographic manufacture increases, and the operational limits of tra-
ditional semiconducting devices are approached. Here we stress that
plasma nanoscience contributes to the improvement of present-day ca-
pabilities of plasma nanotools, with the ultimate goal of achieving fully
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deterministic, yet cost-efficient and microelectronic industry-compatible,
plasma-aided nanofabrication and the development of plasma-based
nanotechnologies.

In many of the examples we have shown some important advantages
offered by the plasma-aided nanoassembly in controlling the growth and
various parameters of typical nanostructures and their arrays. One of
the challenges for the future endeavors is to explore the detailed param-
eter ranges where such plasma-based control is most effective and ef-
ficient. We have also highlighted some other benefits of plasma-aided
nanofabrication compared to neutral gas-based techniques, such as gen-
eration of a variety of building units in the required energetic and chem-
ical states, nanomanipulation of building units by using various forces
in the plasma sheath (such as the electric field in the plasma sheath, ion
drag force, etc.), electric field-controlled alignment of nanoassemblies,
surface-charge controlled self-organization on plasma-exposed surfaces,
and several others. From the fundamental point of view, plasma-aided
nanoassembly simultaneously involves two main approaches of modern
nanoscience, namely, nanomanipulation (e.g., ions by the electric field in
the plasma sheath) and self-organization (including migration on plasma
exposed surfaces and self-assembly) of building units.

Owing to the exciting research opportunities in the area, a broad inter-
national research community should concentrate efforts on deterministic
plasma-assisted synthesis and post-processing of nanoscale assemblies
(from individual nanoclusters to nanostructured biomaterials and pho-
tonic nanocavities) and on better understanding the role and purpose
of the plasma environments and optimizing relevant plasma processes
and nanotools. Future work in the area should be focused on numerical
and experimental identification of the most efficient “turning knobs” of
plasma-based nanotools and of unravelling their enormous potential for
large-area deterministic nanoassembly.

The next important step will be to translate the knowledge obtained
via plasma nanoscience research into industrially-viable process control
strategies for nanomanufacturing. This is important for the delivery of
sustained economic benefits and societal impacts as well as substantial
wealth creation. Fundamental approaches of plasma nanoscience can be
very useful in this regard.

It is now the best time to pose one final “fundamental” question: What
is the plasma nanoscience anyway [23]? Is this surface science of plasma-
exposed surfaces, physics/chemistry of building blocks in the plasma,
physics/chemistry of plasma-surface interactions, physics/chemistry of
nucleation of cosmic dust, plasma engineering of nanostructures and
nanoassemblies, or plasma-based nanoscience? The answer would be
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not only “all of the above”, but also any relevant sub-area/sub-field that
comes along as the role of the plasma in nanoscience and nanotechnol-
ogy becomes clearer and the plasma-based nanoscale processes gradu-
ally reach the as yet elusive deterministic level. Rapid advances in the
area make us very optimistic in this regard.
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10
Appendix A. Reactions and Rate Coefficients
in Low-Temperature PECVD of Carbon
Nanostructures

10.1
Plasmas of Ar + H2+ CH4 Gas Mixtures (Section 4.1)

Rate coefficients for electron-neutral collisions in Equations (4.2)–(4.6)
of Section 4.1 have been calculated by integrating the relevant colli-
sional cross-sections [53]. Table 10.1 summarizes the main electron-
impact reactions involved in the creation of a variety of species in low-
pressure inductively coupled plasmas [527] of Ar + H2 + CH4 gas mix-
tures [53]. Two vibrational excitation reactions with the thresholds of
0.259 × 10−19 J (0.162 eV) and 0.578 × 10−19 J (0.361 eV) [528, 529] for
the electron collisions with CH4 molecules needed to be considered in
Section 4.1. For the inelastic electron – C2H2 collisions 3 vibrational
excitations with the threshold energies ca. 0.144 × 10−19 J (0.09 eV),
0.408 × 10−19 J (0.255 eV) and 0.651 × 10−19 J (0.407 eV) [528,530] need to
be accounted for. Two vibrational excitations of C2H4 with the threshold
energies of 0.160 × 10−19 J (0.1 eV) and 0.576 × 10−19 J (0.36 eV) [528,530]
are also included in the model of Section 4.1.

Likewise, to describe electron – H2 collisions, two rotational exci-
tations with the threshold energies of 0.070 × 10−19 J (0.044 eV) and
0.117 × 10−19 J (0.073 eV) and three vibrational excitation with the
thresholds of 0.826 × 10−19 J (0.516 eV), 1.600 × 10−19 J (1.0 eV), and
2.400 × 10−19 J (1.5 eV) need to be taken into consideration [53,528]. Elec-
tronic excitations of Ar, CH4, C2H2, C2H4, H2, and H are accounted in
the power balance equation (4.6) of Section 4.1. The relevant reaction
cross-sections can be found elsewhere (see, e.g., References [53,528,531]
and the references therein). The number of different vibrational and ro-
tational excitation reactions (noted “vib” and “rot” in Table 10.1) is also
shown in Table 10.1.

A list of the neutral-neutral reactions and reaction rate coefficients
compiled using the available data [191, 192, 536, 537] are given in Ta-
ble 10.2 (Tg in Table 10.2 is the gas temperature in K). Full data on the
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Table 10.1 Electron reactions with atoms and molecules [53].

Reaction Chemical reaction Reference

Ar, excitation e− + Ar → Ar ∗ + e− [528]
Ar, ionization e− + Ar → Ar + + e− [528]

CH4, excitation e− + CH4 → CH ∗
4 + e− (2 vib) [529]

CH4, ionization e− + CH4 → CH +
4 + 2 e− [528,529]

CH4, ionization e− + CH4 → CH +
3 + H + 2 e− [529]

CH4, dissociation e− + CH4 → CH3 + H + e− [532]
CH4, dissociation e− + CH4 → CH2 + 2 H + e− [532]

H, ionization e− + H → H + + e− [533]
H, excitation e− + H → H ∗ + e− [531]

H2, excitation e− + H2 → H ∗
2 + e− (2 rot, 3 vib) [528]

H2, ionization e− + H2 → H +
2 + 2 e− [533]

H2, dissociation e− + H2 → 2 H + e− [534]

C2H4, excitation e− + C2H4 → C2H ∗
4 + e− (2 vib) [528,530]

C2H4, ionization e− + C2H4 → C2H +
4 + 2 e− [528,530]

C2H4, dissociation e− + C2H4 → C2H2 + 2 H + e− [535]

C2H2, excitation e− + C2H2 → C2H ∗
2 + e− (3 vib) [528,530]

C2H2, ionization e− + C2H2 → C2H +
2 + 2 e− [535]

C2H6, ionization e− + C2H6 → C2H +
6 + 2 e− [535]

C2H6, ionization e− + C2H6 → C2H +
5 + H + 2 e− [535]

C2H6, dissociation e− + C2H6 → C2H5 + H + e− [535]
C2H6, dissociation e− + C2H6 → C2H4 + 2 H + e− [535]

C2H5, ionization e− + C2H5 → C2H +
5 + 2 e− [535]

C2H5, ionization e− + C2H5 → C2H +
4 + H + 2 e− [535]

C2H5, dissociation e− + C2H5 → C2H4 + H + e− [535]

CH2, ionization e− + CH2 → CH +
2 + 2 e− [535]

CH2, dissociation e− + CH2 → CH + H + e− [535]

CH3, ionization e− + CH3 → CH +
3 + 2 e− [535]

CH3, dissociation e− + CH3 → CH2 + H + e− [535]
CH3, dissociation e− + CH3 → CH + 2 H + e− [535]

rate coefficients for the ion-neutral reactions can be found in other rel-
evant papers [190, 528, 537–539]. The corresponding rate constants are
shown in Table 10.3.

The set of equations (4.2)–(4.6) of Section 4.1 has been solved by the
time evolution method [53]. To start a numerical cycle an initial esti-
mate of the effective electron temperature is needed. This allows one
to obtain the average electron energy 〈ε〉 = (3/2)Teff and the rate co-
efficients entering (4.2)–(4.6). We note that Equations (4.2)–(4.6) of Sec-
tion 4.1 are nonlinear and time-dependent equations with respect to the
time-varying number densities of different species ni(t) and nj(t). As a
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Table 10.2 Neutral-neutral reactions [53].

Reaction Rate constant k (cm3s−1 ) Reference

H + CH4 → CH3 + H2 2.2 × 10−20T3
g exp(−4045/Tg) [536]

H + CH3 → CH2 + H2 1 × 10−10 exp(−7600/Tg) [536]
H + CH2 → CH + H2 1 × 10−11 exp(900/Tg) [536]
H + C2H6 → C2H5 + H2 2.4 × 10−15T1.5

g exp(−3730/Tg) [536]
H + C2H5 → 2 CH3 6 × 10−11 [537]
H + C2H5 → C2H4 + H2 5 × 10−11 [536]
H + C2H4 → C2H3 + H2 9 × 10−10 exp(−7500/Tg) [536]
H + C2H2 → C2H + H2 1 × 10−10 exp(−14000/Tg) [536]
CH3 + CH3 → C2H6 6 × 10−11 [536]
CH3 + CH3 → C2H5 + H 5 × 10−11 exp(−6800/Tg) [536]
CH3 + CH3 → C2H4 + H2 1.7 × 10−8 exp(−16000/Tg) [536]
CH3 + CH2 → C2H4 + H 7 × 10−11 [536]
CH3 + CH → C2H3 + H 5 × 10−11 [536]
CH2 + CH2 → C2H4 1.7 × 10−12 [536]
CH2 + CH2 → C2H2 + H2 2 × 10−10 exp(−400/Tg) [536]
CH + CH4 → C2H4 + H 1 × 10−10 [536]
CH + CH2 → C2H2 + H 6.6 × 10−11 [536]
CH + CH → C2H2 2 × 10−10 [536]
C2H5 + CH3 → C3H8 4.2 × 10−12 [192]
CH + C2H6 → C3H8 4 × 10−10 [191]

result of the linearization of (4.2)–(4.6), the products ni(t)nj(t) can be re-
placed by ni(t)nj(t − ∆), where nj(t − ∆) is the neutral/charged particle
density at the previous moment of time (t − ∆).

Here, the time step ∆ can be chosen empirically to enable the best con-
vergence of the numerical routine [53]. Therefore, the l.h.s. of (4.2)–(4.4)
can be presented in the algebraic form [nα(t) − nα(t − ∆)]/∆. At the ini-
tial stage one can use an estimated Teff and “plasma-off” densities of Ar,
CH4, and H2. The densities of other non-radical and radical neutrals
have been assumed to be zero at this stage.

For the assumed Teff, the number densities of the species have been
computed from the linearized equations (4.2)–(4.6), the latter set being
solved by the conventional Gauss method as detailed in the original
work [53]. At the next temporal step it is assumed that nα(t − ∆) is equal
to the as-calculated value from the previous step, and repeat the cycle at
fixed Teff until the absolute value of [nα(t) − nα(t − ∆)]/nα(t) becomes
of the order of 10−3.

This routine usually requires approximately 250 computation cycles.
Thereafter, solving (4.2)–(4.6), the corrected densities of H2 and CH4, as
well as the densities of other species have been calculated [53]. This rou-
tine is followed by probing into the plasma quasineutrality condition of
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Table 10.3 Ion-neutral reactions [53].

Reaction k (cm3s−1 ) Reference

CH +
4 + CH4 → CH +

5 + CH3 1.5 × 10−9 [537]
CH +

4 + H2 → CH +
5 + H 3.3 × 10−11 [537]

CH +
3 + CH4 → CH +

4 + CH3 1.36 × 10−10 [537]
Ar + + H2 → ArH + + H 1.6 × 10−9 [538]
Ar + + H2 → Ar+H +

2 2.7 × 10−10 [538]
Ar + + CH4 → CH +

3 + H + Ar 1.05 × 10−9 [539]
H +

2 + H2 → H + H +
3 2.5 × 10−9 [537]

CH +
3 + CH4 → C2H +

5 + H2 1.2 × 10−9 [537]
H +

3 + C2H6 → C2H +
5 + 2 H2 2.0 × 10−9 [190]

H +
3 + CH4 → CH +

5 + H2 1.6 × 10−9 [537]
H +

3 + C2H4 → C2H +
5 + H2 1.9 × 10−9 [537]

H +
3 + C2H2 → C2H +

3 + H2 1.94 × 10−9 [537]
C2H +

2 + CH4 → C2H +
3 + CH3 4.1 × 10−9 [537]

C2H +
2 + CH4 → C3H +

4 + H2 6.25 × 10−10 [537]
C2H +

2 + CH4 → C3H +
5 + H 1.44 × 10−9 [537]

C2H +
4 + C2H4 → C3H +

5 + CH3 3.9 × 10−10 [537]
C2H +

4 + C2H4 → C4H +
8 4.3 × 10−10 [537]

CH +
5 + C2H6 → C2H +

5 + H2 + CH4 5.0 × 10−10 [190]
C2H +

4 + C2H6 → C3H +
6 + CH4 2.03 × 10−13 [537]

C2H +
4 + C2H6 → C3H +

7 + CH3 1.32 × 10−11 [537]
C2H +

5 + C2H2 → C4H +
7 6.7 × 10−10 [537]

C2H +
5 + C2H4 → C3H +

5 + CH4 3.1 × 10−10 [537]
C2H +

5 + C2H4 → C4H +
9 3.0 × 10−10 [537]

Section 4.1, proper adjustment of the effective electron temperature and
subsequent repetition of any number of cycles until the above condition
has been satisfied [53].

10.2
Plasmas of Ar + H2 + C2H2 Gas Mixtures (Section 4.2)

The two-dimensional fluid code used for the numerical simulation of
number densities and surface fluxes of the main building and associated
working (surface preparation) units in an inductively coupled plasma-
based nanofabrication facility is based on a fluid plasma model and con-
sists of a set of fluid equations for electrons, ions, and neutrals, which
are solved self-consistently with Poisson’s equation in a specified spatial
grid in r-z cross-section of a cylindrical chamber described in Section 4.2.
The Ar, H2, and C2H2 gas feedstock is assumed uniformly distributed
in the plasma reactor. Their densities are calculated from the input gas
pressure and temperature by using the ideal gas law [54].
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Table 10.4 Reactions involving hydrogen and argon species [54].

Reaction Class of reactions References
H + e → H + + 2 e Ionization [540]
H2 + e → H +

2 + 2 e Ionization [540]
H2 + e → H + + H + 2 e Ionization [540]
H2 + H2 → H +

2 + H2 + e Dissoc. ionization [237,541]
H2 + H2 → H + + H + H2 + e Dissoc. ionization [237,541]
H + H2 → H + + H2 + e Dissoc. ionization [237,541]
H +

2 + H2 → H + + H + H +
2 + e Dissoc. ionization [237,541]

H + + e → H Recombination [540]
H + + 2 e → H + e Recombination [540]
H +

3 + e → H2 + H Recombination [540]
H +

3 + e → H + H + H Recombination [237,541]
H + + H2 + H2 → H +

3 + H +
2 Recombination [541]

H2 + e → 2 H + e Dissociation [540]
H2 + H2 → H2 + 2 H Dissociation [540]
H2 + H → 3 H Dissociation [540]
H +

2 + H2 → H + + H + H2 Collision-induced dissoc. [540]
H +

3 + H2 → H + + H2 + H2 Collision-induced dissoc. [540]
H +

3 + H2 → H +
2 + H + H2 Collision-induced dissoc. [540]

H +
2 + e → H + + H + e Collision-induced dissoc. [540]

H2 + 2 H → 2 H2 Association [540]
2 H + H → H2 + H Association [540]
H +

2 + H → H + + H2 Charge exchange [540]
H +

2 + H2 → H +
3 + H Charge exchange [540]

H + + H2 → H + H +
2 Charge exchange [237,541]

Ar + e → Ar + + 2 e Ionization [542–544]
Ar + e → Ar ∗ + e Excitation [542–544]
Ar + e → Ar + e Elastic scattering [542–544]

The electron and ion densities are computed from the continuity equa-
tion

∂nj

∂t
+ ∇· �Γj = Rcrea − Rdest, (10.1)

where nj and �Γj are the density and flux of the electrons/ionic species j,
respectively; Rcrea and Rdest are the total creation and destruction rates
for the electron and ion species.

The creation and destruction processes of the species involved for the
various collisions are summarized in Tables 10.4–10.8. [237, 540–545].
The continuity equation is solved by the alternative direction implicit
(ADI) method [54]. The drift-diffusion momentum transfer equation for
electron and ion species is

�Γj = sgn(qj)µjnj�E − Dj∇n, (10.2)

where µj and Dj are the mobility and diffusion coefficients for the
charged species (which can be obtained by using Einstein’s relation) and
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Table 10.5 Electron impact reactions [54].

Reactions Class of reaction References

e + CH3 → CH +
3 + 2 e Ionization [545]

→ CH +
2 + H + 2 e Ionization [545]

e + CH2 → CH +
2 + 2 e Ionization [545]

→ CH + + H + 2 e Ionization [545]
e + CH → CH + + 2 e Ionization [545]
→ C + + H + 2 e Ionization [545]

e + C2H2 → C2H +
2 + 2 e Ionization [545]

→ C2H + + H + 2 e Ionization [545]
e + CH2 → C2H + + 2 e Ionization [545]
→ C + + C + H + 2 e Ionization [545]

e + CH3 → CH2 + H + e Dissociation [545]
→ CH + 2 H + e Dissociation [545]

e + CH2 → CH + H + e Dissociation [545]
→ C + 2 H + e Dissociation [545]

e + CH → C + H + e Dissociation [545]
e + CH +

3 → CH2 + H Dissoc. recombination [545]
e + CH +

2 → CH + H Dissoc. recombination [545]
e + CH + → C + H Dissoc. recombination [545]
e + C2H +

2 → 0 · 33 C2H + H
→ 0 · 33 CH + CH Dissoc. recombination [545]
→ 0 · 33 C + C + H + H

e + C2H + → 0 · 5 C + C + H Dissoc. recombination [545]
→ 0 · 5 CH + C Dissoc. recombination [545]

Table 10.6 Proton impact ionization reactions [54].

Reaction Class of reaction References

H + + CH3 → 0 · 5 CH +
3 + H Proton impact ionization [545]

→ 0 · 5 CH +
2 + H2 Proton impact ionization [545]

H + + CH2 → 0 · 5 CH +
2 + H Proton impact ionization [545]

→ 0 · 5 CH + + H2 Proton impact ionization [545]
H + + CH → CH + + H Proton impact ionization [545]
H + + C2H2 → 0 · 5 C2H +

2 + H Proton impact ionization [545]
→ 0 · 5 C2H + + H Proton impact ionization [545]

H + + C2H → C2H + + H Proton impact ionization [545]

�E is the electric field. Equation (10.2) is solved by using the Scharfetter–
Gummel scheme [546], which can handle large density gradients. It is
assumed that the ion-neutral collision rates and ion/neutral tempera-
tures remain constant within the reactor chamber. The drift-diffusion
momentum transfer equation for the neutrals does not include the first
term that contains the electric field �E.
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Table 10.7 Reactions involving argon and hydrogen species [54].

Reaction Class of reaction References

H + Ar → H + + Ar + e Ionization [237,541]
H + + Ar → H + Ar + Charge exchange [237,541]
H +

2 + Ar → H2 + Ar + Charge exchange [237,541]
Ar + + H2 → Ar + H +

2 Charge exchange [53,237,541,545]
H +

2 + Ar → ArH + + H Proton transfer [53,237,541,545]
H +

3 + Ar → ArH + + H Proton transfer [237,541]
Ar + + H2 → ArH + + H H-atom transfer [237,541]
ArH + + H2 → H +

3 + Ar Proton transfer [237,541]
ArH + + e → Ar + H Recombination [237,541]
H2 + Ar → H + H + Ar Dissociation [237,541]
H + H + Ar → H2 + Ar Association [237,541]

Table 10.8 Miscellaneous electron impact, neutral-neutral, and
neutral-ion reactions [54].

Reaction Class of reaction References

Ar + + C2H2 → C2H +
2 + Ar Charge exchange [137]

CH + CH → C2H + H [137]
Ar + C2H2 + H → C2H + H2 + Ar Abstraction [137]
C2H + H → C2H2 [137]
Ar + C2H + H → C2H2 + Ar [137]
C2H2 + CH2 → CH3 + CH [137]
C2H2 + H2 → CH3 + H [137]
C2H + H2 → CH3 [137]
CH2 + H → CH + H2 Abstraction [137]
CH + H2 → CH2 + H [137]
CH + H → C + H2 Abstraction [137]
H + CH3 → CH2 + H2 Abstraction [53]
H + C2H2 → C2H + H2 Abstraction [53]
CH2 + CH2 → C2H2 + H2 [53]
CH + CH → C2H2 [53]
C2H + C2H → C2 + C2H2 [53]
C2H + H → C2 + H2 Abstraction [53]
C2H2 + Ar → C2 + H2 + Ar Abstraction [53]
e + C2 → e + C2(a 3Πu) Excitation [137]
C2 + H2 → C2H + H [137]
C2(a 3Πu) + H2 → C2H + H [137]

The electron temperature is determined by solving the energy balance
equation

∂

∂t

(
3
2

nekTe

)
+ ∇· �qe + e�Γe· �E + Pcoll = Pabs, (10.3)

where De, Te, and �Γe are the diffusion coefficient, temperature and flux of
electrons, respectively. Here, Pcoll is the energy loss rate per unit volume
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due to the electron-neutral collisions [543]. Furthermore,

�qe = −5
2

neDe∇(kTe) +
5
2

kTe�Γe (10.4)

is the energy flux [54] written in a form similar to that of the fluxes of
charged particles by using the exponential scheme proposed by Scharf-
fetter and Gummel [546].

In Equation (10.3), the absorbed energy is [54]

Pabs = Re(σp|Eθ(r, z)|2), (10.5)

where σp = ε0ω2
pe/(νen − jω) is the conductivity of the cold plasma, ωpe

is the plasma frequency, and νen and ω are the frequencies of electron-
neutral collisions and RF generator, respectively. Here, Eθ(r, z) is the
azimuthal electric field induced in the plasma by an external flat spiral
antenna and can be calculated from

∇2Eθ(r, z) +
ω2

c2 KEθ(r, x) = −iωµ0 Jext,θ (10.6)

which relates the induced electric field to the RF current through the in-
ductive coil Jext,θ , where K = 1 + jσp/ωε0 is the plasma tensor and ε0 is
the dielectric constant [54].

The electrostatic field in the plasma reactor is obtained from Poisson’s
equation

∇2φ =
e
ε0

(ne − n+), (10.7)

where ne is the electron density and n+ is the combined number density
of all positive ions included in the simulation (see Section 4.2). Equa-
tion (10.7) is solved by using the successive-over-relaxation (SOR) algo-
rithm with Chebyshev acceleration.

The time-averaged inductive power deposited to the plasma is given
by Equation (8) of Reference [547]. In this simulation, standard electro-
dynamic boundary conditions on the dielectric and metal surfaces of the
plasma reactor have been used. Further details of the basic version of the
numerical code can be found elsewhere [548].

Finally, Tables 10.4–10.8 provide the details of chemical reactions in the
ionized gas phase included in our discharge model, with the references
to original sources of reaction rate coefficients [54].
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11
Appendix B. Why Plasma-based Nanoassembly:
Further Reasons

The range of nanofabrication processes that can benefit from plasma-
based processes is in fact much broader than we have considered so far
in this monograph. We have only addressed some of the typical advan-
tages of using plasmas in nanotechnology and related them to specific
properties, such as the presence of electric fields, ionized component,
polarization, and some others.

However, due to significant space (and also time) constraints, it was
not practical to provide exhaustive coverage of all the main plasma-
assisted nanoscale processes and related issues. The material in this ap-
pendix is intended to partially mediate this problem by giving the reader
a succinct description of some of the main problems and achievements
to be found in a number of published reports. Some of the works have
already been cited in the main part of this monograph.

We emphasize that the statements that accompany each of the reports
do not aim at describing everything or even the most important results
and conclusions of the relevant work. They rather serve as prompts on
what sort of research has been conducted and to guide the interested
reader to relevant publications. As we have already stressed above, the
succinct, prompt-like descriptions and linked references serve to further
show the widespread use of plasma nanotools and nanoscale processes.

For the convenience of the reader, the references will be split into sev-
eral main categories for easier reference. These categories have been se-
lected to make them consistent with the main part of this monograph.

11.1
Carbon Nanotubes and Related Structures

Bell et al. [549] present a number of plasma-related factors important to
the growth of carbon nanofibers and multiwalled carbon nanotubes by
PECVD. Some of the issues considered are the effect of the sheath electric
field on nanostructure vertical alignment, low-temperature deposition in
plasma environments, and nanostructure reshaping by varying the ratio
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of carbon feedstock gas to the etchant gas. Related articles: [21,231,550–
555].

A large number of carbon nanostructures can be synthesized using
gas-phase processes in atmospheric-pressure thermal plasmas. Gonzalez-
Aguilar et al. [556] reviewed specific roles of thermal plasmas in the
gas-phase synthesis of carbon black and carbon-based nanostructures
(fullerenes and nanotubes) and highlights the advantages and disadvan-
tages of plasma-based techniques compared to other existing technolo-
gies. Related articles: [557–569].

As we have stressed in Chapter 7, thermal plasmas of arc discharges
are particularly suitable for high-rate gas-phase synthesis of high-quality
carbon nanotubes. References [272, 570–581] provide further evidence
to this effect. Many of the above works pay special attention to single-
walled carbon nanotubes.

In addition to the above well-established methods of nanocarbon syn-
thesis, in recent years there has been a strong trend towards carbon
nanostructure and nanoparticle production using low-temperature plas-
mas of submerged arc discharges in liquids such as water, liquid hy-
drogen, molten chloride, toluene, benzene, and so on. This nanoscale
synthesis environment is becoming increasingly attractive owing to its
apparent simplicity, low-cost, high yield, and relatively simple system
design. This environment also provides an effective and fast cooling and
condensation of reactants, which may lead to novel nanocarbon materi-
als with highly-unusual properties [582]. Related articles: [583–589].

In Section 7.3, we considered some examples of ion-assisted reshaping
of carbon nanostructures. Wang et al. [590, 591] experimentally demon-
strated that the shape of conical carbon nanotips sensitively depends on
ion bombardment and proposed a model based on the competition of
processes of ion deposition and ion-assisted etching and sputtering of
the surface. Related articles: [592–595].

Microwave plasma-based CVD is one of the most effective approaches
for the synthesis of various forms of nanocarbons. For instance, car-
bon nanoparticles, nanodiamond, carbon nanotubes and DLC films were
grown using a microwave, most commonly used 2.45 GHz, plasma re-
actor [393, 596]. Interestingly, substrate biasing using a 13.56 MHz RF
source often appears useful to control plasma-generated building units.

Further examples of various aspects (e.g., effect of variation of differ-
ent process parameters) of plasma-assisted growth of single- and mul-
tiwalled carbon nanotubes are given in References [597–604]. Related
articles: [605–607].

Reports [608,610–612] highlight the importance of an appropriate bal-
ance of carbon-bearing building units. In practice, single-walled nan-
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otubes may be grown under low building material supply conditions
(supply-limited growth); whereas MWCNTs appear under much higher
supply conditions (diffusion-limited growth, oversupply of BUs). Sev-
eral papers [609–611,613–620] discuss the role of metal catalyst nanopar-
ticles in the controlled carbon nanotube synthesis. The importance of
these processes has been highlighted in Chapters 2, 3, and 7.

A very large number of articles report on various aspects (effect of pro-
cess parameters, feedstock gases, catalyst, substrate, etc.) of the plasma-
assisted growth (e.g., different modifications of PECVD techniques) of
carbon nanofibers (CNFs, considered in Section 7.2) and related nanos-
tructures [621–645]. In addition, articles [646, 647] report on effective
ways of post-processing (e.g., post-growth catalyst removal and func-
tionalization) of carbon nanostructures. For a more detailed discussion
of the synthesis and properties of carbon nanofibers and related nanos-
tructures please refer to the comprehensive review [22].

11.2
Semiconductor Nanostructures and Nanomaterials

Shieh et al. [342] summarized recent studies on the quantum dot, nano-
grass, porous film, and nanocones that were synthesized using plasma
methods. It contains discussions of the issues of generation and energy
of building units and of the significant reduction of incubation time of
nanograss. Most of the processes appear to be compatible with silicon-
based nanotechnology. Related articles: [313,648–651].

Bapat et al. [85] described a new plasma process for the synthesis of
cubic-shaped silicon nanocrystals for nanoelectronic device applications.
The advantages of using plasma processes for building nanoelectronic
devices are discussed. Related articles: [47,48,84,126,652].

Roca i Cabarrocas et al. [348] studied the synthesis of silicon nanocrys-
tals in RF silane-based plasmas with the aims of: (i) production of de-
vices based on quantum size effects associated with small dimensions
of silicon nanocrystals and (ii) synthesis of polymorphous and polycrys-
talline silicon using silicon nanocrystals as building units. Related arti-
cles: [80,92,653–655].

Koga et al. [656] studied different regimes of silicon nanoparticle syn-
thesis in capacitively coupled RF plasmas. These nanoparticles are very
promising for fabricating nanoporous materials for future low-k inter-
level dielectrics (ILDs) with the dielectric constant ε IDL < 2.0, expected
by the International Technology Roadmap for Semiconductors by the
year 2012. Related articles: [77,123,657,658].
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Cheng et al. [659] performed detailed investigations on the growth dy-
namics and characterization of SiC quantum dots synthesized by low-
frequency inductively coupled plasma assisted RF magnetron sputter-
ing. This technique leads to the formation of nanoislanded nanocrys-
talline SiC films discussed in Chapter 3 of this monograph. Related arti-
cles: [129,660,661].

An intersting case of plasma-based synthesis of core-shell Si/Ge
nanoparticles was reported [662]. These particles ranged in size from
5 to 15 nm, contained a crystalline core and a very thin (typically
1–2 nm) outer shell. For more discussion on plasma-assisted synthe-
sis of core-shell nanoparticles, please refer to Section 6.3 of this mono-
graph. A quite similar plasma-based technique was used to synthesize
SiC/SiN nanopowders and make unique nanocomposites with oxides,
or TiN/AlN [663]. Furthermore, by intermixing SiC and SiN nanolayers,
it is possible to fabricate homogeneous Si3N4/SiC nanocomposites [664].

SiCN nanocrystals and nanotubes with interesting properties can be
grown in a VLS (Vapor-Liquid-Solid) mode from supersaturated Fe cata-
lyst using microwave plasma-enhanced chemical vapor deposition [665].

Hori et al. [666] reported on the possibility of growing GaN quantum
dots on AlxGa1-xN layers by plasma-assisted molecular beam epitaxy.

Shiratani et al. [667] recently introduced a new single-step method to
deposit Si quantum dot films using plasmas of very high frequency dis-
charges in H2 + SiH4 gas mixtures. This technique may significantly im-
prove the electron mobility in Si quantum dot-enhanced solar cells of the
third generation. Related articles: [668,669].

Articles [670–685] show further examples of various aspects of plasma-
assisted synthesis of low-dimensional semiconducting nanostructures
for a broad range of applications. These structures are made of a range of
materials and their synthesis involves various plasma-based approaches.

11.3
Other Nanostructures and Nanoscale Objects

Komatsu [686] showed an interesting example of a successful synergy
of plasma- and laser-assisted processes to synthesize various nanos-
tructured forms of boron nitride (BN) such as microcones for elec-
tron field emission applications. It is stressed that thermodynamically
non-equilibrium forms of BN can be grown under far-from-equilibrium
plasma conditions. Examples of plasma-based processes include plasma-
assisted laser chemical vapor deposition (PALCVD) and plasma-assisted
pulsed laser deposition (PAPLD). Related articles: [687–695].
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Valsesia et al. [696] presented a low-cost and effective technique to fab-
ricate intricate nanopatterns on polymer surfaces for advanced applica-
tions in protein chips, cell immobilization arrays, and eventually inte-
grated bio-nanodevices. This technique (commonly termed nanosphere
lithography) relies on a top-down nanofabrication approach and uses
oxygen plasma etching through a monolayer of polystyrene nanospheres
as an etching mask. Related articles: [697–706].

Polymeric nanospheres can be synthesized using a rapid, repetitive-
burst, continuous wave plasma polymerization process described in de-
tails elsewhere [707]. If properly functionalized, these nanospheres can
be used to fabricate superhydrophobic surfaces for a variety of biomedi-
cal applications.

Thermal plasmas have been successfully used for high-rate synthesis
of TiO2 [708] and SiC [709] nanoparticles. The experimental findings are
consistent with the results of numerical modeling. In some cases plasma-
grown nanoparticles can be used as effective building units, quite similar
to what was discussed in Chapters 2 and 3. Related articles: [710–716].

Atmospheric pressure inductively coupled plasmas have also shown
outstanding performance in highly-efficient synthesis of functional
silicon-based nanoparticles such as dicilicides of molybdenum MoSi2
and titanium TiS2 [717]. Inductively coupled thermal plasma established
itself as a powerful tool for fabrication of functional nanoparticles with
precise control of particle size distribution and stoichiometric composi-
tion. Predictive numerical modeling of thermal plasma characteristics
and nanoparticle nucleation and growth are becoming increasingly im-
portant. Related articles: [718–725].

Article [286], already mentioned in this monograph in respect to the
most important practical requirements for the synthesis of arrays of
quantum confinement structures, also gives several interesting exam-
ples of the plasma-assisted synthesis of low-dimensional nanomaterials.
These examples include self-assembled size-uniform ZnO nanoparticles,
ultra-high-aspect-ratio Si nanowires, vertically aligned cadmium sulfide
(CdS) nanostructures, and quarternary semiconducting SiCAlN nano-
material, which were synthesized using inductively coupled plasma-
assisted RF magnetron sputtering deposition. The observed increase in
crystallinity and growth rates of the nanostructures are explained by us-
ing a model of plasma-enhanced adatom surface diffusion under con-
ditions of local energy exchange between the ion flux and the growth
surface. Some of these effects have been discussed in Chapters 6 and 7.

Low-temperature plasmas have been successfully used for nanoas-
sembly of a range of one-dimensional nanostructures, such as ZnO
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nanorods [726], silica fibers with embedded gold nanoparticles [727], and
Ag/TiO2 core-shell nanofibers [728,729].

RF and microwave plasmas have been applied for the synthesis of
a range of nanoparticles and nanoparticle-made nanomaterials such as
TiO2 [730], iron oxide nanoparticles coated with various types of poly-
mer films including polystyrene, polymethyl methacrylate, polycarbon-
ate and several others [731]. Iron nanopowders can be encapsulated
in situ into a macromolecular thin film structure generated by plasma
polymerization [732]. For more details related to the plasma source and
plasma parameters please refer to Reference [733].

11.4
Materials with Nanoscale Features

Li et al. [734] reported on the plasma-assisted cathodic vacuum arc depo-
sition of nanostructured zirconia (ZrO2) films. The structure and other
properties of these films have been related to the ability to induce the
formation of apatite (See Section 8.4 of this monograph for apatite forma-
tion on surfaces of bioactive materials) in a simulated body fluid. This
ability is crucial for clinical applications such as ball heads in total hip
replacements. Related articles: [735–737].

Cheng et al. [661] has shown the possibility of highly-controlled syn-
thesis of nanocrystalline SiC films using inductively coupled plasma-
assisted RF magnetron sputtering deposition. The mechanism of the for-
mation of nanocrystallites at low process temperatures (ca. 400 ◦C) is dis-
cussed. This work is part of a focused effort to fabricate nanostructured
silicon carbide films with different structure and morphology and using
different plasma-based approaches. For an example of a nanocrystalline
structure of SiC films please refer to Figure 3.4 in Chapter 3.

Using low-temperature reactive plasmas of silane and methane gases
diluted in argon and/or hydrogen, one can synthesize, at low process
temperatures, nanocrystalline SiC (nc-SiC) with a range of excellent pa-
rameters (e.g., nanocrystalline fraction, stoichiometric elemental com-
position) suitable for the future nanodevice applications [739]. By ap-
propriately controlling the process parameters, one can obtain very ho-
mogeneous nanocrystalline cubic silicon carbide films [740, 741]. The
reactive plasma-based approach makes it possible to synthesize amor-
phous, polymorphous, and polycrystalline SiC with different attributes
and properties [740]. In particular, the film properties can be controlled
by varying the degree of hydrogen dilution [742]. Related articles: [129,
743–755].
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An RF plasma CVD reactor has been successfully used to fabricate
Si-C-N-based nanoparticles [756]. This process enables the precise con-
trol of nanoparticle size distribution, elemental composition, and surface
texture; consequently, this may result in improved properties relative to
the SiC and SiN nanomaterials. Furthermore, SiNx films have been syn-
thesized on SiO2 buffer layers by plasma-assisted radio frequency mag-
netron sputtering [757, 758]. These films show a strong photolumines-
cence yield which further improves under conditions of sufficient oxi-
dation and moderate nitridation of SiNx/SiO2 films during the plasma-
based growth process.

Nanoscale plasma processing becomes increasingly important in many
different areas such as nanomaterials for nuclear fusion devices [759–
762], proton exchange membrane (PEM) fuel cells [763–769], and a range
of advanced biomedical applications (surface treatment, bio-active ma-
terials, sterilization, biosensors, etc.) [770–777]. For more details on these
and other relevant applications of low-pressure PECVD, please refer to
the review article [778]. Recent and expected roles of reactive plasmas
and plasma-polymerized films in a broad range of biomedical applica-
tions have also been reviewed [779].

11.5
Plasma-Related Issues and Fabrication Techniques

Anders [347] reviewed the issues of metal plasma production in ion-
ized physical vapor deposition (i-PVD) systems, the energetic conden-
sation of metal plasmas, metallization of ULSI features in microelec-
tronics, and the formation of various nanostructures using such plas-
mas. Selected examples include top-down nanofabrication via a combi-
nation of lithographic pattern delineation and conformal coating as well
as self-organized nanocomposites and nanoporous materials. Related ar-
ticles: [780–782].

Cvelbar and Mozetic [501] investigated the behavior of oxygen atoms
in the vicinity of nanostructured niobium pentoxide (Nb2O5) surfaces.
Recombination of oxygen atoms plays a crucial role in the development
of Nb2O5 nanowires. This mechanism is similar to the one discussed in
Section 8.3 of this monograph. Related articles: [783–785].

As we have mentioned several times in this monograph, it is not pos-
sible to achieve highly-controlled nanoscale processing without reliable
knowledge of the interactions of building and working units with solid
surffaces. This is a vast area of research represented by a substantial
number of publications that clarify the mechanisms of interactions of
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specific species (e.g., radicals) with the surfaces being processed. These
studies make it possible to identify the major precursors of nanostruc-
tures being grown or otherwise predict the outcomes of interactions of
WUs with the surface. Review articles and theoretical and experimen-
tal reports [786, 787, 789–802] clarify the main issues involved. Recently,
Hori and Goto [803] reviewed the status of ongoing investigations into
sticking of radicals on solid surfaces for smart plasma-based nanoscale
processing.

Finally, we stress that the number of relevant publications is large and
our attempt to give some additional (to the main chapters of this mono-
graph) coverage in this appendix is just the tip of the iceberg . . . How-
ever, we sincerely appreciate and are interested in the efforts of every-
one who is involved in any aspects of research related to this mono-
graph. To appreciate these efforts, we have lumped all unnamed rele-
vant references (together with our sincere gratitide) in one concluding
reference [804].
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and C. J. Brinker, Science 304, 567
(2004).

323 F. X. Redl, K.-S. Cho, C. B. Murray and
S. O’Brien, Nature (London) 423, 968
(2003).

324 R. E. Bailey and S. Nie, J. Am. Chem.
Soc. 125, 7100 (2003).

325 N. Onojima, J. Suda, T. Kimoto, H.
Matsunami, Appl. Phys. Lett. 83, 5208
(2003).

326 T. M. Jovin, Nature Biotech. 21, 32
(2003).

327 C. Lang, D. Nguyen-Manh, and
D. J. H. Cockayne, J. Appl. Phys. 94,
7067 (2003).

328 A. I. Yakimov, A. V. Dvurechen-
skii, A. I. Nikiforov, and Y. Y.
Proskuryakov, J. Appl. Phys. 89, 5676
(2001).

329 J. L. Gray, R. Hull, and J. A. Floro,
J. Appl. Phys. 100, 084312 (2006).

330 P. A. Cain, H. Ahmed, D. A. Williams,
J. Appl. Phys. 92, 346 (2002).



References 511

331 M. Brust, Nature Mater. 4, 364 (2005).

332 A. Karmous, A. Cuenat, A. Ronda,
and I. Berbeziera, Appl. Phys. Lett. 83,
6401 (2004).

333 R. Noetzel, Z. Niu, M. Ramsteiner,
H. P. Schoenherr, A. Tranpert,
L. Daeweritz, and K. H. Ploog, Na-
ture 392, 56 (1998).

334 V. Ligatchev, Rusli, and Z. Pan, Appl.
Phys. Lett. 87, 242903 (2005).

335 V. Ligatchev, T. K. S. Wong, and S. F.
Yoon, J. Appl. Phys. 95, 7681 (2004).

336 E. Kasper and S. Heim, Appl. Surf.
Sci. 224, 3 (2004).

337 A. Karmous, A. Cuenat, A. Ronda, I.
Berbeziera, S. Atha, and R. Hull, Appl.
Phys. Lett. 85, 6401 (2004).

338 A. Pascale, P. Gentile, J. Eymery, J.
Meziere, A. Bavard, T. U. Schulli, and
F. Fournel, Surf. Sci. 600, 3187 (2006).

339 M. De Seta, G. Capellini, and F. Evan-
gelisti, Cryst. Res. Technol. 40, 942
(2005).

340 C. Zhao, Y. H. Chen, C. X. Cui, B.
Xu, L. K. Yu, W. Lei, J. Sun, and
Z. G. Wang, Solid State Commun.
137, 630 (2006).

341 T. Takaki, T. Hasebe, and Y. Tomita, J.
Cryst. Growth 287, 495 (2006).

342 J. Shieh, C. H. Lin, and M. C. Yang,
J. Phys. D: Appl. Phys. 40, 2242 (2007).

343 K. Ostrikov, I. Levchenko, and S. Xu,
Self-Organized Nanoarrays: Plasma-
Related Controls, Pure Appl. Chem., in
press (2008).

344 N. Motta, A. Sgarlata, F. Rosei, P. D.
Szkutnik, S. Nufris, M. Scarselli, and
A. Balzarotti, Mater. Sci. Eng. B 101, 77
(2003).

345 I. Levchenko, K. Ostrikov, A. E. Rider,
E. Tam, S. V. Vladimirov, and S. Xu,
Phys. Plasmas 14, 063502 (2007).

346 Q. J. Cheng, S. Xu, and J. D. Long,
J. Appl. Phys. 101, 094304 (2007).

347 A. Anders, J. Phys. D: Appl. Phys 40,
2272 (2007).

348 P. Roca i Cabarrocas, Th. Nguyen-
Tran, Y. Djeridane, A. Abramov,
E. Johnson and G. Patriarche, J. Phys.
D: Appl. Phys. 40, 2258 (2007).

349 A. V. Dvurechenski, J. V. Smag-
ina, R. Groetzschel, V. A. Zinovyev,
V. A. Armbrister, P. L. Novikov, S. A.
Teys and A. K. Gutakovskii, Surf.
Coat. Technol. 196, 25 (2005).

350 T. J. Krinke, K. Deppert, M. H. Mag-
nusson, F. Schmidt and H. Fissan,
J. Aerosol Sci. 33, 1341 (2002).

351 I. Levchenko, K. Ostrikov, and M.
Keidar, Plasma-Assembled Carbon Nan-
otubes: Electric Field - Related Effects, J.
Nanosci. Nanotechnol., in press, DOI:
10.1166/jnn.2008.010 (2008).

352 H. Huang, O. K. Tan, Y. C. Lee, M. S.
Tse, J. Guo, and T. White, Nanotech-
nology 17, 3668 (2006).

353 X. S. Peng, L. D. Zhang, G. W. Meng,
X. Y. Yuan, Y. Lin, and Y. T. Tian,
J. Phys. D: Appl. Phys. 36, L35 (2003).

354 S. Valizadeh, M. Abid, F. Hernandez-
Ramirez, A. R. Rodriguez, K. Hjort,
and J. A. Schweitz, Nanotechnology
17, 1134 (2006).

355 J. C. Johnson, H. Q. Yan, R. D. Schaller,
L. H. Haber, R. J. Saykally, and
P. D. Yang, J. Phys. Chem. B 105, 11387
(2001).

356 Y. Wu, P. Qiao, T. Chong, and Z. Shen,
Adv. Mater. 14, 64 (2002).

357 F. Liu, P. J. Cao, H. R. Zhang, J. Q. Li,
and H. J. Gao, Nanotechnology 15, 949
(2004).

358 Y. Zhang, X. Song, J. Zheng, H. Liu,
X. Li, and L. You, Nanotechnology 17,
1916 (2006).



512 References

359 S. Xu, J. D. Long, L. Sim, C. H. Diong,
and K. Ostrikov, Plasma Proc. Polym.
2, 373 (2005).

360 K. Jiang, C. Feng, K. Liu, and S. Fan, J.
Nanosci. Nanotechnol. 7, 1494 (2007).

361 V. L. Kuznetsov, A. N. Usoltseva, A. L.
Chuvilin, E. D. Obraztsova, and J.-M.
Bonard, Phys. Rev. B 64, 235401 (2001).

362 R. G. Lacerda, A. S. Teh, M. H. Yang,
K. B. K. Teo, N. L. Rupesinghe,
S. H. Dalal, K. K. K. Koziol, D. Roy,
G. A. J. Amaratunga, W. I. Milne, M.
Chhowalla, F. Wyczisk and P. Legag-
neux, Appl. Phys. Lett. 84, 269 (2004).

363 T. Kato, G.-H. Jeong, T. Hirata, R.
Hatakeyama, K. Tohji, K. Motomiya,
Chem. Phys. Lett. 381, 422 (2003).

364 D. B. Geohegan, A. A. Puretzky,
I. N. Ivanov, S. Jesse, G. Eres, and
J. Y. Howe, Appl. Phys. Lett. 83, 1851
(2003).

365 X. Zhang, A. Cao, B. Wei, Y. Li, J. Wei,
C. Xu, and D. Wu, Chem. Phys. Lett.
362, 285 (2002).

366 A. Moisala, A. G. Nasibulin, and E. I.
Kauppinen, J. Phys.: Condens. Matter.
15, S3011 (2003).

367 O. Jasek, M. Elias, L. Zajickova, Z.
Kucerova, J. Matejkova, A. Rek, and
J. Bursik, J. Phys. Chem. Sol. 68, 738
(2007).

368 M. Cantoro, S. Hofmann, S. Pisana, C.
Ducati, A. Parvez, A. C. Ferrari, and J.
Robertson. Diam. Relat. Mat. 15, 1029
(2006).

369 Q. Bao, H. Zhang, and C. Pan, Com-
put. Mater. Sci. 39, 616 (2007).

370 T. Kato, R. Hatakeyama, and K. Tohji,
Nanotechnology 17, 2223 (2006).

371 Y. Zhang, A. Chang, J. Cao, Q. Wang,
W. Kim, Y. Li, N. Morris, E. Yenilmez,
J. Kong, and H. Dai, Appl. Phys. Lett.
79, 3155 (2001).

372 L. D. Landau, E. M. Lifshits, and L. P.
Pitaevskii, Electrodynamics of Continu-
ous Media (Pergamon, Oxford, UK).

373 S. Hofmann, G. Csanyi, A. C. Ferrari,
M. C. Payne, and J. Robertson, Phys.
Rev. Lett. 95, 036101 (2005).

374 N. Grobert, Mater. Today 10, 28 (2007).

375 A. Okita, Y. Suda, A. Ozeki, H. Sug-
awara, Y. Sakai, A. Oda, and J. Naka-
mura, J. Appl. Phys. 99, 014302 (2006).

376 S. H. Lim, H. S. Yoon, J. H. Moon, K. C.
Park, and J. Jang, Appl. Phys. Lett. 88,
033114 (2006).

377 A. Anders, Appl. Phys. Lett. 80, 1100
(2002).

378 O. A. Louchev and Y. Sato, Appl.
Phys. Lett. 74, 194 (1999).

379 O. A. Louchev, Y. Sato, and H. Kanda,
Appl. Phys. Lett. 80, 2752 (2002).

380 J. C. Charlier, A. de Vita, X. Blase, and
R. Car, Science 275, 647 (1997).

381 C. Ducati, I. Alexandrou, M.
Chhowalla, G. A. J. Amaratunga, and
J. Robertson, J. Appl. Phys. 92, 3299
(2002).

382 M. Tanemura, K. Iwata, K. Takahashi,
Y. Fujimoto, F. Okuyama, H. Sugie,
and V. Filip, J. Appl. Phys. 90, 1529
(2001).

383 O. A. Louchev, T. Laude, Y. Sato, and
H. Kanda, J. Chem. Phys. 118, 7622
(2003).

384 S. Hong, et al., Jpn. J. Appl. Phys. 41,
6142 (2002).

385 N. V. Mantzaris, E. Gogolides, A. G.
Boudouvis, A. Rhallabi, and G. Tur-
ban, J. Appl. Phys. 79, 3718 (1996).

386 I. Denysenko, K. Ostrikov, M. Y. Yu,
and N. A. Azarenkov, J. Appl. Phys.
102, 074308 (2007).

387 Y. Li et al., Nano Lett. 4, 317 (2004).

388 M. R. Maschmann, P. B. Amama,
A. Goyal, Z. Iqbal, R. Gat, and
T. S. Fisher, Carbon 44, 10 (2006).



References 513

389 W. L. Wang, X. D. Bai, Z. Xu, S. Liu,
and E. G. Wang, Chem. Phys. Lett.
419, 81 (2005).

390 G. Zhong, T. Iwasaki, K. Honda,
Y. Furukawa, I. Ohdomari, and
H. Kawarada, Jpn. J. Appl. Phys.,
Part 1 44, 1558 (2005).

391 A. Gohier, T. M. Minea, M. A. Djouadi,
and A. Granier, J. Appl. Phys. 101,
054317 (2007).

392 S. Reich, L. Li, and J. Robertson,
Chem. Phys. Lett. 421, 469 (2006).

393 Y. Y. Wang, S. Gupta, and R. J. Ne-
manich, Appl. Phys. Lett. 85, 2601
(2004).

394 G. Zhang, D. Mann, L. Zhang, A.
Javey, Y. Li, E. Yenilmez, Q. Wang,
J. P. McVittie, Y. Nishi, J. Gibbons,
and H. Dai, Proc. Natl. Acad. Sci. 102,
16141 (2005).

395 O. A. Louchev, Y. Sato, and H. Kanda,
J. Appl. Phys. 89, 3438 (2001).

396 L. T. Chadderton and Y. Chen, Phys.
Lett. A 263, 401 (1999).

397 Y. H. Lee, S. G. Kim, and D. Tomanek,
Phys. Rev. Lett. 78, 2393 (1997).

398 O. A. Louchev, C. Dussarrat, and Y.
Sato, J. Appl. Phys. 86, 1736 (1999).

399 O. A. Louchev, Y. Sato, and H. Kanda,
Phys. Rev. E 66, 011601 (2002).

400 A. V. Krasheninnikov, K. Nordlund,
P. O. Lehtinen, A. S. Foster, A. Ayuela,
and R. M. Nieminen, Phys. Rev. B 69,
073402 (2004).

401 A. V. Krasheninnikov, K. Nordlund,
P. O. Lehtinen, A. S. Foster, A. Ayuela,
and R. M. Nieminen, Carbon 42, 1021
(2004).

402 Y.-K. Kwon, Y. H. Lee, S. G. Kim, P.
Jund, D. Tomanek, and R. E. Smalley,
Phys. Rev. Lett. 79, 2065 (1997).

403 N. Kitamura and A. Oshiyama,
J. Phys. Soc. Jpn. 70, 1995 (2001).

404 O. A. Louchev, H. Kanda, A. Rosen,
and K. Bolton, J. Chem. Phys. 121, 446
(2004).

405 P. Reinke, W. Jakob, and W. Moller,
J. Appl. Phys. 74, 1354 (1993).

406 B. N. Khare, M. Meyyappan, A. M.
Casell, C. V. Nguyen, and J. Han,
Nano Lett. 2, 73 (2002).

407 K. S. Kim, D. J. Bae, J. R. Kim, K. A.
Park, S. C. Lim, J. J. Kim, W. B. Choi,
C. Y. Park, and Y. H. A. Lee, Adv.
Mater. 14, 1818 (2002).

408 P. Ruffieux, O. Groning, M. Bielmann,
P. Mauron, L. Schlapbach, P. Groning,
Phys. Rev. B 66, 245416 (2002).

409 A. Nikitin, H. Ogasawara, D. Mann,
R. Denecke, Z. Zhang, H. Dai, K. Cho,
A. Nilsson, Phys. Rev. Lett. 95, 225507
(2005).

410 Q. Wan, E. N. Dattoli, W. Y. Fung, W.
Guo, Y. B. Chen, X. Q. Pan, and W. Lu,
Nano Lett. 6, 2909 (2006).

411 F. J. Gordillo-Vazquez, A. Perea, A. P.
McKiernan, and C. N. Afonso, Appl.
Phys. Lett. 86, 181501 (2005).

412 D. Riabinina, M. Chaker, and F. Rosei,
Appl. Phys. Lett. 89, 131501 (2006).

413 B. S. Kang, S. J. Pearton, and F. Ren,
Appl. Phys. Lett. 90, 083104 (2007).

414 C.-H. Shen, H.-Y. Chen, H.-W. Lin,
S. Gwo, A. A. Klochikhin, and
V. Yu. Davydov, Appl. Phys. Lett.
88, 253104 (2006).

415 T. Yamashita, S. Hasegawa, N.
Nishida, M. Ishimaru, Y. Hirotsu, and
H. Asahi, Appl. Phys. Lett. 86, 082109
(2005).

416 S. McCaldin, M. Bououdina, D. M.
Grant, and G. S. Walker, Carbon 44,
2273 (2006).

417 P. E. Nolan, M. J. Schabel, D. C. Lynch,
and A. H. Cutler, Carbon 33, 79 (1995).



514 References

418 Z. L. Wang, X. Y. Kong, and J. M. Zuo,
Phys. Rev. Lett. 91, 185502 (2003).

419 M. Tanemura, T. Okita, J. Tanaka, M.
Kitazawa, K. Itoh, L. Miao, S. Tane-
mura, S. P. Lau, H. Y. Yang, L. Huang,
IEEE Trans. Nanotech. 5, 587 (2006).

420 A. Hellemans, Science 273, 1173
(1996).

421 B. T. Liu, et al., Appl. Phys. Lett. 80,
4801 (2002).

422 Q. Wang, J. J. Li, Y. J. Ma, X. D.
Bai, Z. L. Wang, P. Xu, C. Y. Shi,
B. G. Quan, S. L. Yue, and C. Z. Gu,
Nanotechnology 16, 2919 (2005).

423 C. H. Oon, J. T. L. Thong, Y. Lei, and
W. K. Chim, Appl. Phys. Lett. 81, 3037
(2002).

424 H. C. Lo, D. Das, J. S. Hwang, K. H.
Chen, C. H. Hsu, C. F. Chen, and
L. C. Chen, Appl. Phys. Lett. 83, 1420
(2003).

425 J. Zhou, L. Gong, S. Z. Deng, J. Chen,
J. C. She, N. S. Xu, R. Yang, and
Z. L. Wang, Appl. Phys. Lett. 87,
223108 (2005).

426 K. Okano, S. Koizumi, S. R. P. Silva,
and G. A. J. Amaratunga, Nature 381,
140 (1996).

427 K. Kang, L. H. Lewis, and A. R. Mood-
enbaugh, Appl. Phys. Lett. 87, 062505
(2005)

428 H. C. Lo, D. Das, J. S. Hwang, K. H.
Chen, C. H. Hsu, C. F. Chen, and
L. C. Chen, Appl. Phys. Lett. 83, 1420
(2003)

429 Y. H. Wang, M. J. Kim, H. W. Shan,
C. Kittrell, H. Fan, L. M. Ericson,
W. F. Hwang, S. Arepalli, R. H. Hauge,
R. E. Smalley, Nano Lett. 5, 997 (2005)

430 J. V. Barth, Surf. Sci. Repts. 40, 75
(2000).

431 T. Kyotani, Bull. Chem. Soc. Jap. 79,
1322 (2006).

432 P. X. Hou, T. Yamazaki, H. Orikasa,
and T. Kyotani, Carbon 43, 2624
(2005).

433 V. Ligatchev and B. Gan, Diam. Relat.
Mater. 15, 410 (2006).

434 U. Cvelbar, B. Markoli, I. Poberaj, A.
Zalar, L. Kosec, and S. Spaic, Appl.
Surf. Sci. 253, 1861 (2006).

435 G. Y. Zhang, X. Jiang, and E. G. Wang,
Science 300, 472 (2003).

436 M. Mannsberger, A. Kukovecz, V.
Georgakilas, J. Rechthaler, F. Hasi,
G. Allmaier, M. Prato, and B. Kuz-
many, Carbon 42, 953 (2004).

437 X. Sun, R. Li, B. Stansfield, J. P. Do-
delet, G. Menard, and S. Desilets,
Carbon 45, 7323 (2007).

438 A. Okita, Y. Suda, A. Oda, J. Naka-
mura, A. Ozeki, K. Bhattacharyya,
H. Sugawara, and Y. Sakaia, Carbon
45, 1518 (2007).

439 A. Burian, J. C. Dore, T. Kyotani, and
V. Honkimaki, Carbon 43, 2723 (2005).

440 B. B. Wang and B. Zhang, Carbon 44,
1949 (2006).

441 Y. C. Sui, B. Z. Cui, R. Guardian, D. R.
Acosta, L. Martinez, and R. Perez,
Carbon 40, 1011 (2002).

442 S. H. Jeong, H. Y. Hwang, and K. H.
Lee, Appl. Phys. Lett. 78, 2052 (2001).

443 Y. J. Kim, T. S. Shin, H. D. Choi, J. H.
Kwon, Y. C. Chung, and H. G. Yoon,
Carbon 43, 23 (2005).

444 K. Bradley, J. Gabriel, A. Star, and G.
Gruener, Appl. Phys. Lett. 83, 3821
(2003).

445 C. Merino, P. Soto, E. Vilaplana-
Ortego, J. M. Gomez de Salazar, F.
Pico, and J. M. Rojo, Carbon 43, 551
(2005).

446 C. K. Tan, K. P. Loh, J. T. L. Thong,
C. H. Sow, and H. Zhang, Diam. Relat.
Mater. 14, 902 (2005).



References 515

447 P. K. Chuang, I. J. Teng, W. H. Wang,
and C. T. Kuo, Diam. Relat. Mater. 14,
1911 (2005).

448 J. Yu, E. G. Wang, and X. D. Bai, Appl.
Phys. Lett. 78, 2226 (2001).

449 P. C. Eklund, J. M. Holden, and R. A.
Jishi, Carbon 33, 959 (1995).

450 A. Anders, Appl. Phys. Lett. 85, 6137
(2004).

451 K. Bradley, J. C. P. Gabriel, A. Star, and
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Carrà, Prog. Cryst. Growth Charact.
Mater. 48, 123 (2004).

788 A. von Keudell, T. Schwarz-Selinger,
and W. Jacob, J. Appl. Phys. 89, 2979
(2001).

789 M. Meier and A. von Keudell, J. Appl.
Phys. 90, 3585 (2001).



References 527

790 M. Meier and A. von Keudell, J.
Chem. Phys. 116, 5125 (2002).

791 C. Hopf, A. von Keudell, and W. Ja-
cob, J. Appl. Phys. 93, 3352 (2003).

792 C. Hopf, A. von Keudell, and W. Ja-
cob, J. Appl. Phys. 94, 2373 (2003).

793 M. M. Millard and E. Kay, J. Elec-
trochem. Soc. 129, 160 (1982).

794 R. d′Agostino, F. Cramarossa, V. Co-
laprico, R. d′Ettole, J. Appl. Phys. 54,
1284 (1983).

795 J. P. Booth, G. Cunge, P. Chabert, and
N. Sadeghi, J. Appl. Phys. 85, 3097
(1999).

796 G. Cunge and J. P. Booth, J. Appl.
Phys. 85, 3952 (1999).

797 E. R. Fisher, Plasma Process. Polym. 1,
13 (2004).

798 P. R. McCurdy, K. H. A. Bogart, N. F.
Dalleska, and R. E. Fisher, Rev. Sci.
Instrum. 68, 1684 (1997).

799 I. T. Martı́n, J. Zhou, and E. R. Fisher,
J. Appl. Phys. 100, 013301 (2006).

800 J. P. Booth, H. Abada, P. Chabert, and
D. B. Graves, Plasma Sources Sci. Tech.
14, 273 (2005).

801 F. Gaboriau, G. Carty, M. C. Peignon,
and C. Cardinaud, J. Phys. D: Appl.
Phys. 39, 1830 (2006).

802 D. Liu, I. T. Martin, J. Zhou, and E. R.
Fisher, Pure Appl. Chem. 78, 1187
(2006).

803 M. Hori and T. Goto, Appl. Surf. Sci.
253, 6657 (2007).

804 This reference is created intentionally
to show the author’s sincere gratitude
to anyone who has ever published or
will ever publish any report on any
aspect related to this monograph. The
number of these reports is very large
(and will undoubtedly increase in the
future) and is far above what is possi-
ble to cover in a single monograph.





529

Index

a
adatom balance factor 289
adatom diffusion about nanotube

walls 349
adatom diffusion equation 331
adatom evaporation 306
adatom migration on SWCNT

surfaces 365
adatom mobility and growth

patterns 263
adatoms 36, 304
adions 36, 104
adsorbed-layer reaction 366
adsorption 360
adsorption energy 366
advantages of plasma nanocluster

deposition of seed nuclei 279
anionic nuclei 180
apatite nucleation in SBF 455
apatite: porous microstructure

447
Ar + H2 + C2H2 plasma 118
Ar + H2 + C2H2 plasma: reaction

rates 486
Ar + H2 + CH4 discharge species

152
Ar + H2 + CH4 plasma 149, 213,

216, 240, 374
Ar + H2 + CH4 plasma: reaction

rates 483
Ar + O2 plasma 441
atomic force microscopy 445
atomic layer deposition (ALD)

417
Au nanodot development in

templated i-PVD 432
averaged elemental ratio factor

297

b
benefits of plasma nanoassembly:

examples 462
binary nanoparticle superlattices

238
binary QD growth: equalization of

adatom fluxes 299
binary QDs: main surface pro-

cesses 296
binary quantum dots: control of

elemental composition 285
bio-TiO2 growth: plasma advan-

tages 460
bio-TiO2 synthesis: deterministic

parameters 443
bio-TiO2: building units 449
bio-TiO2: characterization 444
bio-TiO2: growth kinetics 449
bio-TiO2: hydroxyl-free surfaces

445
bio-TiO2: nanocrystal size vs

apatite formation 447
bio-TiO2: in vitro bioactivity tests

446
bioimplant surfaces 441
biomimetic response: factors 441
Bohm velocity 88
bond formation time 238
bottom-up approach 10
bricklayer’s approach 53
BU delivery module 136
BU flux: deterministic choice 265
BU generation module 136
building blocks of life XVI
building units XV, XVIII, 2, 50,

171
building units of carbon nanotips

386



530 Index

building units: appropriate choice
51

building units: dipole moment 90
building units: effect of collisions

82
building units: external intro-

duction 183
building units: sources 70
building units: stacking into nano-

assembly 126
building units: structural incorpo-

ration 113
bulk diffusion coefficient 359

c
C2H – precursors 192
C2H2-based discharges: main

species 166
C2H+

2 precursors 192
carbon atom production on nano-

tube surface 366
carbon cluster C15 57
carbon diffusion on SWCNT:

activation energy 367
carbon diffusion: through and over

catalyst 352
carbon dimer C2 118, 126
carbon extrusion 73
carbon film growth rates 367
carbon nanocone array: growth

stages 398
carbon nanocones: critical radius

379
carbon nanocones: growth

dynamics 395
carbon nanocones: nanopattern

development 396
carbon nanocones: surface diffu-

sion flux 378
carbon nanofiber growth: effect of

surface diffusion 362
carbon nanofibers: building units

359
carbon nanofibers: contributions of

surface and bulk diffusion 359
carbon nanofibers: growth rate

359, 362
carbon nanofibers: nucleation 131
carbon nanofibers: plasma-related

advantages 357
carbon nanofibers: plasma-related

effects 357
carbon nanofoam 77

carbon nanoparticle nucleation
192

carbon nanostructure growth:
ion and neutral fluxes 159
carbon nanostructure growth:
two heating regimes 215
carbon nanostructure synthesis:

plasma advantages 131
carbon nanostructure synthesis:

problems 132
carbon nanostructures: building

units 117
carbon nanostructures: disordered

nanostructured state 218
carbon nanostructures: G and D

Raman bands 396
carbon nanostructures: growth

conditions 149
carbon nanostructures: nano-

particle management 126
carbon nanostructures: ordered

nano-structured state 217
carbon nanostructures: practical

approach 123
carbon nanotip arrays: multiscale

numerical simulation 385
carbon nanotip microemitters

464
carbon nanotip model:

experimental support 391
carbon nanotip reshaping:

numerical model 382
carbon nanotip self-sharpening

411
carbon nanotip shape: effect of

plasma sheath 383
carbon nanotips: atomistic models

464
carbon nanotips: better aspect ratio

in plasma 388
carbon nanotips: better size

uniformity in plasma 390
carbon nanotips: self-sharpening

380
carbon nanotube growth model

347
carbon nanotube growth: main

scenarios 347
carbon nanotube: manipulation

126
carbon nanotubes XVIII, 13, 52
carbon nanotubes: base (root)

growth mode 347



Index 531

carbon nanotubes: building units
73

carbon nanotubes: catalyst-free
growth 132

carbon nanotubes: chirality control
130

carbon nanotubes: effect of atomic
hydrogen 365

carbon nanotubes: effect of ions
125

carbon nanotubes: metallic vs
semiconducting 129

carbon nanotubes: multiwalled
122

carbon nanotubes: surface-bound
vs gas-borne 407

carbon nanotubes: tip (top) growth
mode 347

carbon nanowall-like structures
402

carbon nanowalls 127
carbon solubility in catalyst 354
carbon solubility in Ni catalyst

398
carbon surface diffusion flux 359
carbon yield from ion impact 366
catalyst fragmentation 61
catalyst poisoning 353
catalyst: Ni/Fe/Co 120
catalytic probes 436
catalyzed CVD of nanostructures

392
cause and effect approach XVIII,

55, 60
CdO evaporation by plasma

exposure 437
CdO nanopyramids 437
CdO nanostructures: nucleation

439
CdO: applications 435
CdO: properties 435
CH3 radical 91, 124
CH4 conversion factor 157
characteristic adatom diffusion

time 323
charge exchange reactions 486
charge transfer rates 94
charge transfer time 238
charged cluster theory 68, 76, 449
charged nanoclusters 67, 75
chemical vapor deposition 64, 67
chirality vector 129

cluster beam deposition 78, 85,
238

cluster growth: Winchester
mechanism 108

clustering in C2H2 plasmas 119
competition of nano- and amor-

phous phases 123
complex self-organized system:

an example 318
complexity XI, 37
computer and communications

revolution 15
conducting and non-conducting

nanopatterns 346
continuous film fragmentation

260
core-shell binary quantum dots

300
cosmic dust expansion 188
critical cluster: radius 185
critical clusters 59, 110

d
dangling bonds 91
Debye length 88
delivery of building units: two

channels 61
density functional theory 99
desorption 360
determinism XVIII, 30, 74
determinism: macroscopic 4
determinism: micro- and macro-

levels 385
determinism: microscopic 4
diamond 12
diamond-like carbon 12
diamond: ultrananocrystalline 12
dissociation 52
DMol3 99
doping ZnO nanorods 416
dust creation 23
dust formation 186

e
EDX analysis 243
effect of heating on surface

morphology 217
effect of ion bombardment 124
effect of ion fluxes: summary 88
effective deposition flux 367
electric field configurations in

nanopatterns 346
electric fields of nanodots of

different shapes 329



532 Index

electric potential in nanoarray
419

electron confinement in QDs:
requirements 252

electron energy distribution
function 110, 152

electron impact reactions 486
electron temperature:
2D distribution 167
electron-neutral reactions 483
electron/ion continuity equation

487
electrostatic interactions of

MWCNTs 355
electrostatic potential:
2D distribution 167
energy minimization principle 11
environment complexity vs nano-

assembly exoticism 466
exciton’s Bohr radius 17

f
faceted nanocrystals 182
features of plasma environment

462
field effect transistor 16
field emission display technology

200
flat-grain CdO surface morphology

436
floating temperature growth

regime 394
flux of carbon through catalyst

360
fluxes of hydrocarbon radicals

360
formation of new carbon sheets

376
fractal growth patterns 262
Frank-van der Merwe growth

mode 258
FTIR spectroscopy 444

g
gas temperature gradient 220
Ge nanocluster size distribution:

plasma-related effects 320
Ge nanoislands: plasma-assisted

crystallization 326
Ge/Si nanodots 258
Ge/Si QD growth: characteristic

energies 306
Ge/Si QDs: improving positional

uniformity 310

Ge/Si QDs: improving size
uniformity 308

graphite 12
graphitic nanofragments 118
growth functions 387
growth mode selectivity: energetics

259
growth of CdO nanostructures:

main tendencies 437
guided self-assembly 13

h
high-density plasmas 346
high-rate nanoparticle nucleation

468
high-resolution transmission

electron microscopy 108, 115,
375

highest occupied molecular orbital
(HOMO) 464

homogeneous nucleation 185
hybrid multiscale simulation 385
hydrocarbon plasmas 117
hydrocarbon polymerization 192
hydrogenated amorphous silicon

57

i
ICT market estimates 16
impalefection of cancerous cells

126
in vitro bio-activity of TiO2 442
in vitro bioresponse: tradeoffs 455
incoming flux: deterministic choice

102
inductively coupled plasma 165,

240, 374, 393, 436, 490
inductively coupled plasma reactor

150
information age 15
integrated plasma-aided nano-

fabrication facility 32, 115
interaction of neutrals with nano-

structured surfaces 436
interfacial tension 439
interstellar space 188
ion bombardment 63
ion conditioning of catalyst 407
ion drag force 82
ion flux 34
ion flux control in nanoarrays:

effect of plasma sheath 421
ion flux control: requirements 201



Index 533

ion flux distribution around nano-
tubes in arrays 351

ion focusing by nanostructures
205

ion focusing by nanotips 388
ion motion equation 203
ion penetration into small gaps

424
ion sputtering 399
ion surface processing 36
ion trajectories in nanoarrays of

different density 419
ion trajectories in nanopatterns

346
ion-assisted dissociation 360
ion-induced nucleation 185, 192
ion-neutral reactions 483
ionization degree 33
ionized physical vapor deposition

(i-PVD) 429
island coalescence 270
island dissolution 270
island nucleation 452

k
kinetic Monte Carlo simulations

99, 322

l
L-shaped nanotubes 128
laser plasma: better nanocluster

uniformity 190
laser plasma: faster nanocluster

growth 190
laser plasma: nanocluster

generation 189
lowest unocuppied molecular

orbital (LUMO) 464

m
mass balance on catalyst surface

360
metal oxide nanowires 440
microscopic electric field:

topography 104
microscopic electric field: effect on

surface diffusion 329
microscopic ion flux topography

387
microscopic ion flux topography:

conducting pattern 205
microscopic ion flux topography:

effect of plasma parameters 211

microscopic ion flux topography:
non-conducting pattern 209

microscopic ion fluxes in nanorod
arrays 423

molecular clouds 188
molecular dynamics simulations

99
monolayer coating of nanorod

array: time optimization 422
monolayer coating of nanorods:

plasma advantages 457
monolayer coating rates: nanorods

vs nanotubes 426
monolayer coating: rates vs

uniformity 427
monolayer coating: temporal

dynamics 424
monolayer deposition time 264
Monte Carlo simulations 204, 382,

419, 430
multiwalled carbon nanotubes

347

n
nano-scale electric field 203
nanoarrays: order and disorder

252
nanoassembly XII, XVI
nanoassembly growth module

137
nanoassembly: balancing demand

and supply of BUs 315
nanoassembly: definitions 4
nanoassembly: macroscopic vs

microscopic models 390
nanoassembly: non-equilibrium

conditions 13
nanoassembly: plasma-related

issues 64
nanocluster deposition 77, 85
nanocluster disintegration 87
nanocluster seed nuclei: deposition

model 274
nanocluster-nanowire interaction

117
nanocluster-surface interactions

76
nanocluster-surface interactions:

summary 94
nanocrystal growth rate: plasma-

related factors 317
nanodevice interconnects: require-

ments for self-organization 256



534 Index

nanodot array fabrication: common
approaches 428

nanodot pattern development: self-
ordering 271

nanodot pattern development: size
uniformization 271

nanodot quasi-displacement 306
nanodots: definition 252
nanofabrication using templates:

problems 428
nanofabrication: definition 5
nanoisland growth and dissolution

267
nanoisland growth modes 63
nanolithography 10
nanomanipulation 10, 253
nanopanthography 10
nanoparticle agglomerates 182
nanoparticle agglomeration 110
nanoparticle BU: control of impact

energy 112
nanoparticle charge reversal point

220
nanoparticle crystallization:

plasma-related improvement
323

nanoparticle deposition 84
nanoparticle dynamics in sheath

and pre-sheath 222
nanoparticle filter 241
nanoparticle focusing by

microstructures 237
nanoparticle growth and crystal-

lization: elementary processes
322

nanoparticle growth in stellar
environments 188

nanoparticle liquid precursors
183

nanoparticle manipulation 84
nanoparticle manipulation: control

parameter choice 246
nanoparticle nucleation 183
nanoparticle nucleation:

effect of ions 184
nanoparticle post-processing 90
nanoparticle potential energy 222
nanoparticle radii distribution

function 219, 225
nanoparticle solid precursors 183
nanoparticle synthesis 29
nanoparticles 3

nanoparticles: thermophoretic
manipulation 113, 214, 226

nanopattern development sub-
module 137

nanopattern: smooth development
270

nanoporous template: relative
deposition rate 430

nanoporous templates 9
nanopowder generation 181
nanopowder generation onset

110
nanorod array: monolayer coating

422
nanorods: square and hexagonal

arrays 422
nanoscale XI
nanoscale processing XIII
nanoscale synthesis: recipes XIII
nanoscience: aims 13
nanoscience: ultimate crux 11
nanosized cavities, pores and

trenches 405
nanostructures of various dimen-

sionality: examples 343
nanostructures: examples of post-

processing 417
nanostructures: geometrical and

structural requirements 343
nanotechnology research directions

25
nanotechnology: aims XII
nanotechnology: two basic

approaches 8
nanotip array development 389
nanotip radii distribution function

211, 390
nanotip shape control: two-stage

process 383
nanotips: ion flux distribution

207
nanotube growth in a plasma:

features 353
nanotube growth rate 352
nanotube growth rates on surface

and arc plasma 353
nanotube growth: important

plasma species 371
nanotubes: electric field alignment

128
nanotubes: surface functionaliza-

tion 417



Index 535

nanowall growth: electric field-
related controls 405

nanowall growth: plasma vs
neutral gas 404

nanowall topology: plasma-related
features 405

nanowalls: plasma-related
improvements 403

nanowires: Si 115
nanoworld 7
nanoworld: examples 8
Nature’s nano-mastery 23
Nature’s nanofab XVII, 466
Nature’s nanofab: basic formula

24
Nature’s nanofab: reproduction

188
neutral flux 33
neutral-neutral reactions 483
Ni catalyst nanoparticle 360
nine-order-of-magnitude gap 4
non-equilibrium vs thermal

plasmas 467
non-uniform Ni catalyst fragmen-

tation 397
nucleation 25, 59
nucleation rate 184
nucleation sub-module 136
nucleation: ion sign effect 185

o
O2 plasma 436
optical emission spectroscopy

118, 151
orbit motion limited approxima-

tion 221
ordered QD networks:

requirements 254

p
pattern self-organization module

137
pattern transfer 9
penetration of ions/neutrals into

dense nanoarrays 420
peripheral carbon bond termina-

tion by hydrogen 376
phase purity of TiO2 vs apatite

nucleation 455
photo-induced nucleation 189
plasma applications at nanoscales

XI
plasma catalyst activation 123

plasma current through substrate
62

plasma enhanced atomic layer
deposition (PEALD) 417

plasma enhanced chemical vapor
deposition 51, 241, 391

plasma forces on nanoparticles
221

plasma interactions with metal
surfaces 438

plasma nanoassembly: summary of
advantages 468

plasma nanofabrication environ-
ment 314

plasma nanofabrication: environ-
ment 32

plasma nanoscience XV, XIX
plasma nanoscience and origin of

life 477
plasma nanoscience research:

ultimate crux 470
plasma nanoscience: aims and

approaches 462
plasma nanoscience: central

question 15
plasma nanoscience: main aim 30
plasma nanotools: controlling BU

supply 316
plasma nanotools: future prospects

27
plasma nanotools: outlook 471
plasma quasineutrality 32
plasma sheath 81
plasma sources: RF 18
plasma substrate heating 63
plasma-aided nanofabrication:

main issues 54
plasma-assisted RF magnetron

sputtering 115
plasma-building unit approach

35, 448
plasma-surface interactions 36, 66
plasma: definition 2
platelet-structured nanocones:

experimental observations 375
platelet-structured ZnO 374
Poisson’s equation 490
polymorphous silicon 78, 108
post-processing of dense nano-

arrays: problems 417
post-processing of dense nanotube

arrays: plasma advantages 418
power balance equation 489



536 Index

pre-sheath 69
prebiotic nanoassembly 477
precursor dissociation 132
precursor influx ratio 289
primary and secondary nanocones

395
primary nanoparticle coalescence

onset 181
proton impact ionization reactions

486
pulsed laser ablation 189

q
QD growth: control of surface

fluxes 282
QDs for nanodevices: some

requirements 302
quadrupole mass spectrometry

150
quantum dot nuclei distributions

279
quantum dot seed nuclei 261
quantum dots 78, 101, 103, 252
quantum dots: AlxIn1-xN 115
quantum dots: applications 255
quantum dots: growth model 305
quantum dots: photoluminescence

115
quantum dots: plasma-related

effects 104
quantum dots: stoichiometric

composition 283

r
radical adsorption and desorption

on nanotubes 366
Raman spectroscopy 396
reactive magnetron sputtering

441
reactive plasmas: examples 69
red giant stars 23, 186
remote plasmas 71

s
S-curve of technology 15
Saha-Langmuir ionization 67
scanning electron microscopy

216, 241, 375, 395, 436, 447
selected-area nanoparticle

deposition 228
selective delivery of ionic BUs

421
selective nanoparticle deposition

213

self-assembly 14, 253
self-assembly vs self-organization

253
self-catalytic nanostructure growth

436
self-organization 14
self-organization approach: the

Holy Grail 257
self-organization in nanocone

arrays: simulation 400
self-organization on plasma-

exposed surfaces: outlook 473
self-organization on plasma-

exposed surfaces: three stages
318

self-organized interconnected
networks 473

self-organized nanoworld 14
sheath voltage drop 155
sheath width 87
sheath: collisional 82
sheath: collisionless 82
Si nanotips 416
Six:Hy nanoclusters 78
SixHy polymerization pathways

179
SixHy radicals 57
Si:H nanoparticles: charge 180
Si:H nanoparticles: nucleation

180
SiC nanoislands 266
SiC QD growth: characteristic

energies 297
SiC QD: stoichiometric

composition 285
SiC quantum dots: growth

dynamics 327
SiC: applications 283
SiC: nanoislanded nanocrystalline

114
SiC: polymorphous hydrogenated

114
SIESTA 99
SiH –

2 anion precursor 110, 179
SiH3 radical 91
SiH –

3 anion precursor 110, 179
silane-based plasmas 78
simulated body fluid 446
single-crystalline carbon nano-

cones: growth stages 376
single-crystalline nanoparticles 79
single-crystalline platelet-struc-

tured carbon nanocones 374



Index 537

single-walled carbon nanotubes
347

single-walled carbon nanotubes:
bandgap 129

single-walled carbon nanotubes:
cap lift-off nucleation 131

single-walled carbon nanotubes:
polarizability 355

single-walled carbon nanotubes:
zig-zag and armchair configura-
tions 130

single-walled nanotubes: why
vertical alignment 355

site-selective nanoparticle
deposition: practical hints 239

solar cells 78, 108, 114
solid-liquid phase 438
spatially averaged (global)

discharge model 152
stellar nucleosynthesis 22
stoichiometric SiC QDs: balancing

surface fluxes 292
stoichiometric SiC QDs: two-step

strategies 293
stoichiometric SiC QDs: working

points 293
stoichiometric SiC QDs: difficulties

283
strain relaxation 260
Stranski-Krastanov growth mode

258, 428
supercritical island 268
suppression of higher hydro-

carbons 193
surface activation 91
surface bond activation/

passivation 173
surface charge calculation 203
surface conditions module 136
surface coverage 264, 395
surface coverage: deterministic

approach 280
surface coverage: time dependence

265
surface defects and dislocations

261
surface diffusion 36, 304
surface diffusion activation energy:

plasma-related change 320
surface diffusion coefficient 305,

360, 367
surface diffusion coefficient:

plasma effect 329

surface diffusion length 367
surface diffusion: activation energy

103
surface diffusion: characteristic

time 104
surface hydroxyl groups and bio-

response 441
surface micro-structures 228
surface microstructures as electro-

static lenses 236
surface passivation 91
surface plasmonics 471
surface potential 81
surface preparation 50, 61, 90
surface processes: characteristic

energies 320
surface processes: plasma effects

98
surface reconstruction 126
surface roughness vs wettability

446
surface science of plasma exposed

surfaces 99
surface science: analytical tools

100
surface science: main aims 249
SWCNT growth: effect of ions and

atomic hydrogen 368
SWCNT growth: elementary

processes on surface 365
SWCNT growth: plasma-related

features 409
SWCNT growth: role of plasma

368
synergy of nanoassembly routes

466

t
tapered carbon nanocones 375
temperature gradient probe 216
templated nanodot growth:

process optimization 434
thermal dissociation 360
thermal dissociation: activation

energy 366
thermal plasma-based nano-

assembly: features 468
thermokinetic growth mode

selection 129
thermophoretic force 113
three-dimensional self-organiza-

tion in nanocone arrays 401
time evolution numerical method

484



538 Index

TiO2: anataze and rutile phases
442

TiO2: effect of ions on crystalline
structure 453

top-down approach 8
top-down nanofabrication:

physical limits 17
α–γ′ transition 181
transport of building units 62
trial and error approach XII
triple-alpha reaction 23
two-dimensional adatom field

305, 331
two-dimensional diffusion

equation 305
two-dimensional evaporation 270
two-dimensional fluid model 166

u
undercritical island 268
uniform surface activation from

non-uniform plasma 173

v
vertical alignment of nano-

structures: explanation 354,
408

vertically aligned nanostructures:
aspect ratio 380

voided nanofeatures: profile
evolution 406

Volmer-Weber growth mode 258,
452

w
wet chemical growth of bio-TiO2:

problems 442
working units XV, XVIII, 50, 171

x
X-ray diffractometry (XRD) 396,
444


