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Preface

The rate of development in modern digital computer systems and software
has led to an almost insatiable demand for ever increasing storage capacities.
In response to this demand the memory manufactures and, in particular
the disk drive manufacturers have over the last decade or so come forward
with spectacular increases in storage capacities and densities. The field of
magnetic memory has been on the frontier of advanced materials development
for many years. The momentum now gained in the technology is such that
storage densities are increasing at something like one hundred percent per
annum and this rate may still be rising. Over the past decades dramatic
progress has been made in magnetic storage systems. In the past few years
areal densities, currently above 50 Gbits/in2, have doubled every 10 months
and are expected to reach 100 Gbits/in2 in the near future. The price per
megabyte has decreased by a factor of 10 in the last decade and is predicted to
drop to USD 0.05 ber megabyte within the next 10 years. The reason is that
the intensive investigations in the field of the nanoscale magnetic materials
promote to the great progress in various kinds of the magnetic storage media
(computer floppy disks, sound/video tapes, etc.).

Among the magnetic storage devices, the hard disk drive (HDD) is the
dominant secondary mass storage device for computers, and very likely also
for home electronic products in the near future. The HDD is an integration of
many key technologies, including head, medium, head-disk interface, servo,
channel coding/decoding, and electromechanical and electromagnetic devices.
Among them, the read head is the only component that has experienced the
most changes, including some revolutionary ones in terms of both the oper-
ating principle and the structural design and fabrication processes during the
last decade. The ever-increasing demand for higher areal densities has driven
the read head evolving from a thin-film inductive head to an anisotropic
magnetoresistive (AMR) head. The technical progress of last years in the
preparation of multilayer thin films promote to discovering the Giant Mag-
netoresistance (GMR) phenomena, consisting in extraordinary changing of
resistivity/impedance of the material while applying external magnetic field.
The GMR- materials are already found applications as sensors of low mag-
netic field, computer hard disk heads, magnetoresistive RAM chips etc. The
“read” heads for magnetic hard disk drives (HDD) have allowed to increased
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the storage density on a disk drive from 1 to 20 Gbit per square inch, merely
by the incorporation of the new GMR materials. The market only in the field
of GMR-nanotechnology is estimated over 100 billion dollars annually.

Magnetic recording has dominated the area of peripheral information stor-
age ever since the beginning of the computer era a half century ago, with tapes
and disks representing the two main application areas. The embodiment of
the technology involves a relatively thin magnetic layer supported by a flexi-
ble or rigid substrate, which can be magnetized by an external magnetic field
and which retains its magnetization after the field is removed. Information is
recorded in the form of oppositely magnetized regions in the surface layer of
the medium utilizing the fringing field of an inductive transducer. Reading
is done by the same or a similar inductive transducer or by a magnetoresis-
tive sensor. The magnetic recording media used in information storage can
be divided into two classes. One of them is a particulate media usually em-
ployed in tapes and flexible disks. They consist of distinct physical particles
of magnetic oxides or metals in an organic binder coated on to flexible poly-
mer substrates. The other class thin film media of magnetic metals or oxides
deposited by sputtering or thermal evaporation on to rigid disk substrates or
flexible polymer substrates. Rigid disk systems exclusively employ sputtered
metallic thin film media. They consist of small magnetic grains separated
from each other by some non-magnetic phase in order to reduce intergrain
exchange coupling which represents one of the main contributors to media
noise in thin film media.

This book is intended to provide an updated review of nanometer-scale
magnetizm for data storage applications, with emphasis on the research and
application of nanoscaled magnetic materials in ultra-high-density data stor-
age. The idea for this book was born at the NATO Advanced Research Work-
shop on Nanostructured Magnetic Materials and their Application (NATO
ARW NMMA2003), held in Istanbul (Turkey) on July 1–4, 2003. The con-
tributions are concentrated on magnetic properties of nanoscale magnetic
materials for ultra-high-density data storage, especially on fabrication, char-
acterization and the physics behind the behavior of these structures.

We would like to thank all the authors for their contributions. We should
also acknowledge the great efforts of NATO Scientific and Environmen-
tal Affairs Division, and Turkish Scientific and Technical Research Council
(TUBITAK), Gebze Intitute of Technology with its president – Prof. Alinur
Buyukaksoy, and others who made major contributions to the organization
of the meeting and made this publication possible.

Gebze Institute of Technology, Bekir Aktaş
October 2006 Lenar Tagirov

Faik Mikailov
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Materials Challenges for Tb/in2 Magnetic
Recording

Ernesto E. Marinero

Hitachi San Jose Research Center, 650 Harry Road, San Jose, CA 95120, USA

Summary. Magnetic recording technology aims to provide the capability of stor-
ing as much as 1012 bits/in2 (1.6 × 1011 bits/cm2) in the foreseeable future. This
remarkable storage density projection is made possible by recent major improve-
ments in the microstructural and intrinsic magnetic properties of the thin film ma-
terials utilized for both recording and reading nanoscale magnetic domains which
form the basis for digitally encoding information. To meet the Tb/in2 goal, fur-
ther reductions in the recording medium grain size, the grain size distribution as
well as increments in the magnitude of the magnetic anisotropy will be required.
Currently used longitudinal recording materials are unlikely to support such high
density targets and a migration to perpendicular recording is expected. On account
of the superparamagnetic limit and the need for stringent control on the domain
size, it is also likely that a transition to patterned media will also be required. The
read sensor sensitivity will also need to increment to provide large enough signals
needed for low error rate. Therefore, breakthroughs in magnetic thin films for the
disk and head components will be required to meet the technology goals.

1 Introduction

The key elements of a hard disk drive are: the recording medium, the write
and read head elements, the mechanical actuator, the signal processing de-
vices and the ancillary electronic components to record, read and to perform
reliable seeking operations. Magnetic thin films play a key role in enabling
this technology. They constitute the storage medium and are the key elements
of the write and read head elements. Data is recorded by locally altering the
direction of the magnetization in the recording medium via the magnetic
field generated when current is passed through the lithographically defined
coils within the recording head structure. The bit size is determined by the
geometry of such write head. Data is read and processed by sensing the out-
of-plane magnetic flux arising at the boundaries between recorded bits. These
small magnetic fluxes are detected by utilizing thin film read heads that ex-
ploit the magneto-resistive effect when subjected to a magnetic excitation.
Today’s read heads which are mainly spin valves employ sensor materials
exhibiting giant magnetoresistance.

To increase the storage density, the magnetic bit size and the inter-bit
separation along and across data tracks must be reduced. This scaling ap-
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proach has worked out very well with only minor changes in the structural
and magnetic properties of the recording layers up to storage densities around
1 Gb/in2 . Significant improvements in reducing the grain size and the in-
tergranular exchange coupling have permitted the extension of longitudinal
recording alloys up to storage densities around 100 Gb/in2. To circumvent
losses in flux amplitude that are inherent to the 1000-fold reduction of the bit
size, higher sensitivity sensor materials have been developed and the physi-
cal spacing between the topmost layers of the recording of the medium and
the read sensor has been reduced from ∼ 100 nm to ∼ 10 nm. Flying re-
liably at such small distances imposes stringent demands on the thickness
and smoothness of the recording thin film structures. In particular, the over-
coat (typically amorphous carbon) thickness must be reduced to a minimum
(< 5 nm) while preserving its mechanical integrity and strength to provide
not only environmental protection to the recording layers, but also mechan-
ical robustness. It is obvious from these overall considerations on magnetic
recording technology, that the microstructural control at the nanoscale level
of the multiplicity of layers that comprise the recording medium as well as
the elements of the read and write head, will play a critical role in extending
the technology to and beyond Tb/in2.

The workshop addressed many facets on fundamental magnetism and ma-
terials growth and characterization that are critical to sustaining the viability
of magnetic recording technology into the XXIst century.

2 Materials Challenges

The microstructural and magnetic properties of the thin films employed in
magnetic storage technology will determine to a large extent the attainable
density recording limits for magnetic recording. Consider first, magnetic thin
films for storing the magnetic information. Increasing linear density requires
that the domain wall between recorded transitions be decreased. Recording
at 1.0 Tb/in2 will require bit dimensions of ∼ 15 nm in diameter (for cylin-
drical bits) and a bit spacing of ∼ 10 nm. It is highly unlikely that current
granular media which consists of magnetic grains segregated by a secondary
non-magnetic phase will meet these requirements. The smallest magnetic
grain diameter attainable with present sputter deposition fabrication meth-
ods is of the order of 5 to 7 nm. In addition, the grain size distribution of said
recording materials is inadequate for meeting the stringent requirements for
recording at the Tb/in2 regime. Therefore a migration to fabrication methods
or growth techniques that provide a regular array of magnetic nanoparticles
is of paramount importance. Utilizing lithographic techniques and current
thin film growth technologies is a viable approach. Nevertheless, it should be
recognized that the minimum feature sizes needed, as well as the spatial dis-
tribution tolerances for Tb/in2 are so stringent that current lithographic tech-
niques will not satisfy said requirements and tolerance limits. Breakthroughs
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in lithography will be needed to meet the aforementioned density goals. Self-
assembly of nanoparticle arrays provides another approach for generating the
desired characteristics of the recording medium. Significant improvements in
this area are discussed in these proceedings. Some of the challenges for self-
assembly growth methods to be of practical use for magnetic recording tech-
nology pertain to the need to provide large areas of self-assembled particles
exhibiting the spatial distribution that have been achieved over small areas,
as well as the need to develop long range magnetic order of the nanoparticle
assembly.

It is important to realize that the island size and thus, the magnetic
volume cannot be arbitrarily reduced. This is on account of the superparam-
agnetic effect. When a single isolated magnetic particle reaches a minimum
critical volume, the magnetocrystalline anisotropy is no longer sufficient to
overcome the thermal energy that tends to randomize the magnetic axis ori-
entation. This limit indicates that isolated spherical Co particle of 7.6 nm
in diameter become superparamagnetic at room temperature. The limit for
a given ferromagnetic material, is determined by the magnitude of its mag-
netic anisotropy energy. Therefore, future recording thin films will need to
employ higher anisotropy materials than current Co-based alloys. A fertile
area of investigation is the permanent magnet field in which anisotropies
exceeding 10 to 200 times that of current recording materials have been
reported. Similarly, ordered alloys such as FePt could in principle provide
stable islands down to ∼ 3 nm in diameter. A critical caveat in the practi-
cal utilization of said high anisotropy materials is their writability. Because
of their high intrinsic anisotropy, the writing coercivity of said materials is
too high to permit current write head devices to control their magnetization
direction. It will become either necessary to employ some form of thermo-
magnetic recording to reverse the magnetization direction. Applying a heat
pulse during the write operation, permits a drastic reduction in coercivity,
thereby allowing current write head devices to be used concurrently with the
heat pulse. Alternatively, nanoscale spring magnet materials could in princi-
ple be employed. Said materials comprise two ferromagnetic structures which
are strongly exchanged coupled. One component is magnetically soft and the
other is magnetically hard. The soft material easily responds to the external
field and through a magnetic torque effect is able to drag the magnetization
of the hard magnet component.

In the area of the read sensor, significant advances will also be required
for Tb/in2 applications. The GMR response needs to be driven to higher val-
ues to compensate for losses in magnetic flux as the domain size is reduced.
Novel spin-valve geometries including CIP need to be explored to extend
GMR coefficients. Additional impetus for the development of higher sensi-
tivity sensor materials has been injected by recent developments in magnetic
tunnel junction devices and other spintronic materials and devices. However,
as the feature sizes in read sensor materials are continuously decreased, ther-
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mal fluctuations of the magnetic order in said magnetic materials will play
a key role in limiting their extendibility to ultra-high density recording. Said
fluctuations labeled as magnetic-noise could become dominant in some mag-
netic read sensor devices with further scaling reductions.

Thus, the future evolution of magnetic storage technology critically de-
pends on major advances in thin films physics, materials development and
fabrication engineering. The proceedings of this workshop provide a wide
range of contributions that seek to provide fundamental understanding and
address solutions to such critical materials challenges.



Scanning Hall Probe Microscopy: Quantitative
& Non-Invasive Imaging and Magnetometry
of Magnetic Materials at 50 nm Scale

Ahmet Oral

Bilkent University, Department of Physics, 06800 Ankara, Turkey

Summary. Scanning Hall probe microscopes have proven themselves to be quan-
titative and non-invasive tools for investigating magnetic samples down to 50 nm
scale. They can be run in a wide range of temperatures and have unprecedented field
resolution which is not affected by external fields. Local magnetometry of very small
volumes is also feasible opening up very promising avenues for characterization of
magnetic nanostructures.

1 Introduction

Scanning Hall Probe Microscopy (SHPM) [1, 2] is a quantitative and non-
invasive technique for imaging localized surface magnetic field distribution on
sample surfaces with high spatial and magnetic field resolution of ∼ 50 nm
& 70 mG/

√
Hz, over a wide range of temperatures, 30 mK–300 K. This

new technique offers great advantages and complements the other magnetic
imaging methods like Magnetic Force Microscopy (MFM) [3], Magnetic Near
Field Scanning Optical Microscopy [4] and Kerr Microscopy [5]. In SHPM,
a nano-Hall probe is scanned over the sample surface to measure the perpen-
dicular component of the surface magnetic fields using conventional Scanning
Tunneling Microscopy (STM) positioning techniques as shown in Fig. 1. The
SHPM system can be designed to enable operation over a wide temperature
range, (30 mK–300 K). The SHPM has started as an obscure SPM method
with very limited performance and applications at cryogenic temperatures,
to a well-fledged magnetic characterization technique with 50 nm spatial res-
olution and extremely high field resolution. The first microscope [1] could get
an image over many hours at 4 K due to noise; in contrast to 1 frame/s scan
speeds of modern SHPMs, even at room temperature. The state of the art
SHPMs’ field resolution is now capable of imaging magnetic vortices in room
temperature superconductors, if one day, someone discovers them. SHPM is
a quantitative and non-invasive method, compared to MFM with similar spa-
tial resolution. The nano-Hall sensor’s used in the SHPMs do not saturate
under high external fields and the technique has been shown to operate up
to 16 T. The microscope can also be used as a local scanning magnetometer
with extremely high magnetic moment sensitivity and can measure magne-
tization loops of individual magnetic nanodots. SHPMs have recently been
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commercialised for low and room temperature applications [6]. The perfor-
mance of the SHPMs can be improved further down to 10–20 nm spatial
resolution, ps time resolution, 6–8 frames/s scan speeds, without sacrificing
the field resolution drastically.

2 Experiment

2.1 Scanning Hall Probe Microscope

The RT-SHPM [6] used in our studies has a scan range of 56 × 56 µm in
XY directions and 4.8 µm in Z direction. The SHPM incorporates XYZ mo-
tors for coarse micro-positioning, a video camera for Hall sensor alignment,
another video microscope integrated into the piezo scanner with ×14 optical
magnification for visualization of the sample and an integrated coil concentric
to the Hall sensor head for the application of external magnetic fields of up to
±40 Oe. Furthermore, a newly developed compact sized powerful pulse coil
can be coupled with the system to apply external fields up to ±25,000 Oe.
The Hall sensor is positioned close to a gold-coated corner of a deep etch
mesa, which serves as STM tip. The Hall probe chip is tilted ∼ 1◦ with re-
spect to sample ensuring that the corner of the mesa is the highest point.
The microscope can be run in two modes: STM tracking and lift-off mode.
In the STM tracking mode, the tunnel current between the corner of the
Hall sensor chip and the sample is measured and used to drive the feedback
loop enabling the simultaneous measurement of both STM topography and
the magnetic field distribution of the sample surface. This mode of operation
gives the highest sensitivity because of the smallest probe-sample separation
at all times, but with the drawback of being slow. In the lift-off mode, the
Hall sensor is lifted off to a certain height above the sample and the head
can be scanned extremely fast (∼ 4 s/frame) for measurements of the local
magnetic field distribution. AFM tracking SHPM has recently been devel-
oped, integrating a micro-Hall sensor onto a SiN AFM cantilever [7] and
onto a GaAs AFM cantilever with sharp tip [8]. The force is measured and
controlled by optical [7] or piezoresistive [8] detection.

The LT-SHPM [6] used in this study is very compact (23.6 mm OD) and
has the same features of RT-SHPM. It can operate between 30 mK–300 K
and tested up to 16 T external fields. The sample can be positioned within
3 mm in XY directions.

The minimum detectable magnetic field is limited mainly by the noise
of the Hall sensor, dominated by Johnson and 1/f noise. Nano-Hall sensors
are driven with a DC current, (IHALL) and the Hall voltage measured using
a low noise amplifier positioned close to the nano-Hall probe. The amplifier’s
gain and bandwidth are adjustable parameters. The minimum detectable
magnetic field with a Hall probe can be written as [2],

Bmin = Vnoise/(RHIHALL) (1)
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Fig. 1. Schematic diagram of Room Temperature Scanning Hall Probe Microscope
(RT-SHPM).

where Vnoise is the total voltage noise at the input of the Hall amplifier. The
voltage noise of the amplifier can usually be made negligible. The Vnoise has
two components; and the Johnson noise due to the series resistance of the
Hall sensor (Rs) and the 1/f noise. It is desirable to drive the Hall probe with
the highest permissible current. However, the voltage noise of series resistance
Rs increases due to heating of the charge carriers and the lattice. Therefore,
the Hall current cannot be increased indefinitely and there is a maximum
useable IHALLmax.

2.2 Hall Probe Fabrication

We earlier exploited excellent properties of GaAs/GaAlAs two Dimensional
Electron Gas (2DEG) Hall probes for cryogenic and room temperature
measurements [9, 10]. In an attempt to overcome Hall sensor dimension
and drive current limitations due to carrier depletion effects in sub-micron
GaAs/AlGaAs 2DEG probes at room temperature, we recently fabricated bis-
muth (Bi) nano-Hall and InSb micro-Hall sensors. Materials with high mobil-
ity and low carrier concentrations are desirable for optimal performance. InSb
has the highest mobility at room temperature. Combination of optical lithog-
raphy and focused ion beam milling is used for Hall probe fabrication. The
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InSb micro-Hall probes were fabricated on high quality epitaxial InSb thin
films with a thickness of 1 µm grown by MBE on semi insulating GaAs sub-
strate [11]. InSb films have a carrier concentration of 2×1012 cm−2 and a Hall
mobility of 55,500 cm2/Vs. The process used for the micro-fabrication of the
InSb Hall sensors was similar to the GaAs 2DEG sensors as reported previ-
ously [2]. Figure 2(a) shows a ∼ 1.5 µm size InSb micro-Hall probe with a Hall
coefficient of RH ∼ 0.034 Ω/Gauss and a series resistance of Rs = 2.2k Ω.
InSb thin film micro-Hall sensors exhibit a noise level of 6–10mG/

√
Hz, which

is an order of magnitude better than GaAs/AlGaAs 2DEG sensors.

Fig. 2. Optical micrograph of a 1.5 µm InSb thin film micro-Hall (a) and a 50 nm
Bismuth nano-Hall probe (b). Gold coated corner of the chip on the left of Hall
cross serves as STM tip.

We have earlier achieved a spatial resolution of 120 nm [12] and recently
50 nm [13] using Bi nano-Hall sensors. However, the minimum detectable
magnetic field with the Bi nano-Hall sensors was higher, 1 G/

√
Hz, than InSb

due to high carrier concentration and low mobility at the room temperature.

3 Results

3.1 Imaging Hard Disk Media and Tape Head

Figure 3 shows the STM topography (a) and magnetic field image (b) of
a CoCrTa Hard Disk sample obtained on NIST calibration sample [14] using
STM tracking SHPM scans. An 800 nm GaAs/GaAlAs 2DEG Hall sensor is
used for the scan. The SHPM images are quantitative giving magnetic field
directly at every pixel as shown in Fig. 3(c).

Figure 4 shows the SHPM images of a sub-micron gap tape head from
StorageTek at various write current levels, from 40 mA to −40 mA. Since
SHPM is quantitative, it is extremely useful for measuring fields generated
by tape heads or hard disk write heads, enabling engineers to design better
heads and the media.
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Fig. 3. Simultaneous STM (a) and SHPM image of a data track in CoCrTa Hard
Disk Sample obtained in STM tracking SHPM mode. (c) shows the cross section
along the arrow.

Fig. 4. 50 µm × 50 µm RT-SHPM images of 800 nm gap StorageTek Tape Head
at (a) +40 mA, (b) +20 mA, (c) 0 mA, (d) −20 mA (e) −40 mA drive current.
(f) optical microscope image of the tape head array.

3.2 Imaging of Magnetic Materials

Figure 5 shows the magnetic and topography images of a polycrystalline
NdFeB sample obtained with the RT-SHPM simultaneously. A 800 nm size
Hall sensor microfabricated from a P-HEMT wafer is used in the experiment.
The sensor had a 3 mΩ/G Hall coefficient and a 25 µA DC Hall current is
passed during the operation of the SHPM.
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(a) (b)

(c)

Fig. 5. Sample and the back of the Hall sensor as seen from the video micro-
scope (a), SHPM image of the NdFeB sample, 56×56 µm scan area, black to white
corresponds to −2300 to +2400 Gauss (b) and simultaneous STM topography of
the sample, black to white corresponds to 300 nm.

3.3 Imaging of Superconductors and Magnetization
Measurements

Magnetic field penetrates into superconductors as quantised fluxons called
Abrikosov vortices. We have imaged vortices in YBCO and BSCCO supercon-
ductors using our LT-SHPMs. Figure 6 shows the image of vortices forming
a regular triangular lattice in BSCCO single crystal [15]. SHPMs can also be
used to perform local magnetization measurements, over an area defined by
the Hall probe size, down to 50 nm scale. The Hall sensors are probably the
smallest magnetometers that can be constructed with extremely high mag-
netic moment sensitivity. Moreover, one can scan the sample and measure the
magnetization over an area, operating it as a Scanning Hall Magnetometer.
We have also performed quasi-real time imaging to investigate how vortices
penetrate into the superconductor. Figure 6 shows snapshots of images ac-
quired at 1s intervals, showing the motion of vortices as they penetrate the
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Fig. 6. Snapshots of SHPM images showing the penetration of individual vortices
into BSCCO single crystal at 77 K as the Hext is cranked up to +4 Oe from 0.

crystal one by one. They stop at the pinning sites momentarily as they are
move under the influence of the external field. One can make movies out of
these snapshots to visualize the events more clearly.

4 Conclusion

SHPMs are becoming indispensable tools for characterizing the magnetic
materials at (∼ 50 nm) scale quantitatively and non-invasively. Improvements
in the spatial resolution (∼ 10–20 nm), time resolution (∼ ps) and scan speed
(∼ 8–10 Frames/s) seem to be feasible, opening up new possibilities, which
can not be imagined before.
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Self-Assembled FePt Nanoparticle Arrays
as Potential High-Density Recording Media

Shouheng Sun

IBM T. J. Watson Research Center, Yorktown Heights, New York 10598, USA

Summary. In this chapter recent synthetic progress in FePt and CoPt nanopar-
ticles and nanoparticle arrays are summarized. The importance of monodisperse
nanoparticles for future ultrahigh density data storage is mentioned. General chem-
ical process for making magnetic nanoparticles and nanoparticle arrays is described.
The synthetic progress that has been made so far and the problems indentified are
summarize. Finally, possible future direction in the synthesis for practical high
density recording applications is pointed out.

1 Introduction

Increasing the recording density of a computer hard disk has spurred tremen-
dous interests in the research and development community of data storage
due to the scientific and technological challenges facing such increase. Present
hard disk is written and read longitudinally and the magnetizations of the
recorded bits lie in the disk plane. The recording system contains a head
with a separate read and write element, as illustrated in Fig. 1A [1, 2]. The
head flies in close proximity to a granular recording medium to reduce the bit
dimension and increase the recording density. Recording media traditionally
have a single magnetic storage layer and consist of weakly coupled magnetic
grains, or particles, of CoPtCrX alloy (X = B, Ta), as shown in Fig. 1B. The
fine microstructure of the grains allows for smaller bits of magnetic transi-
tions (Fig. 1A and B) and narrower gap between the two transitions (the
inset of Fig. 1A), and therefore the higher recording density.

Advances to high density of magnetic recording have resulted primarily
from proportional scaling of the recording apparatus, including write/read
head, media thickness, and grain size. As the signal-to-noise ratio of the
medium depends on the number of magnetic grains within each bit, main-
taining this ratio at an acceptable level requires the development of smaller
magnetically stable grains with high coercivity, low magnetization, and min-
imal magnetic exchange coupling between the neighboring grains [3]–[8]. To
achieve these goals, media based on monodisperse magnetic nanoparticle ar-
rays have been proposed [9, 10]. The particles coated with non-magnetic
layer are pre-synthesized with controlled size and size distribution and are
then assembled on a solid substrate via a self-assembly process. By controlling
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Fig. 1. (A) Schematic drawing of a longitudinal recording system in which B is
the bit length, W is the track width, t is the medium thickness and d is the flying
height of the head above the medium. The inset schematically shows a magnetic
transition gap between two magnetic transitions. (B) TEM image of the modern
recording CoCrPtB media.

deposition conditions, these nanoparticles can form regularly arrayed struc-
ture with characteristic dimensions much smaller than those conceivable with
physical deposition and lithographic methods. Such an array with controlled
magnetics is able to support magnetic recording at the density well beyond
the Terabits/in2 regime.

2 FePt Nanoparticles as Media Materials

The push to higher and higher magnetic recording density has led to the re-
duction of the average size of current cobalt-based magnetic grains to about
8–10 nm, a dimension close to the onset of its superparamagnetic behav-
ior – the thermal energy is comparable with the magnetic anisotropy energy,
resulting in magnetic signal decay and loss of recorded information. There-
fore, in a media containing smaller magnetic grains, high Ku material is
needed to maintain the high magnetic energy KuV, and thus bit stability,
against the thermal agitation. A minimal stability ratio of stored magnetic
energy to thermal energy, KuV/kBT is believed to be 50–70 [1]. FePt ma-
terial at the composition close to Fe50Pt50 is a promising candidate for this
high density media application. It can form an intermetallic compound with
a chemically ordered face centered tetragonal (fct) structure in which the
Fe and Pt atoms form alternative layers along the c direction, its magnetic
easy axis direction (Fig. 2). This fct structured FePt is known to have very
high magnetic anisotropy constant Ku, reaching 108 erg/cm3, a value that
is about 50–100 times larger than that in the CoPtCrX alloys used for the
current advanced media. This large Ku offers stable minimal grains down to
sizes of 2.8 nm, about a factor of 4 smaller than the grain size in typical
100 Gbit/in2 media [1].
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Fig. 2. A unit cell of fct structured FePt.

3 FePt Nanoparticle Synthesis

Small magnetic FePt nanoparticles are commonly fabricated using vacuum
deposition techniques [11]–[14]. As-deposited, the FePt has chemically disor-
dered fcc structure and is magnetically soft. Thermal annealing is needed to
transform the fcc structure into the chemically ordered fct structure. How-
ever, the annealing also results in particle aggregation and strong exchange
coupling among the particles. To reduce the particle size and eliminate the
exchange-coupling, small FePt particles prepared from vacuum deposition
methods are often buried into a variety of insulator matrixes of SiO2 [15]
Al2O3 [16, 17], B2O3 [18] or S3N4 [19]. Alternatively, FePt particles can be
made via gas-phase evaporation [20]. Although the average particle size can
be better controlled during the high temperature annealing, it is still difficult
in using these particles to form regular arrays required for future recording
applications. Different from all the physical deposition processes, solution
phase synthesis offers a unique way of making monodisperse magnetic FePt
nanoparticles. In solution, the particles are first grown in a homogenous nucle-
ation step, followed by an isotropic growth of the nuclei. The small particles
are stabilized by organic surfactants, and stable FePt nanoparticle dispersions
in various solvents can be readily made. In the synthesis, reaction conditions
and the chemical nature of the organic surfactants are often used to tune the
size, shape and composition of the particles. The monodisperse FePt nanopar-
ticles are commonly synthesized by the decomposition of iron pentacarbonyl,
Fe(CO)5, and reduction of platinum acetyacetonate, Pt(acac)2 in a high boil-
ing solvent [21]–[28]. The decomposition of Fe(CO)5 at higher temperature
gives Fe-containing species that can quickly combine with the Pt-containing
species formed from the reduction of Pt salt, yielding FePt nuclei. The par-
ticles grow via the coating of the nuclei with more FePt from the precursors
and the growth is terminated by the reaction conditions and surfactants used
in the solution. Alternatively, the particles can be made via co-reduction of
Pt(acac)2 and iron salt with various reducing agents [29]–[33]. The oleic acid
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and oleylamine are two common organic surfactants used for FePt particle
protection. Oleic acid reacts with the surface Fe to form -COO-Fe and oley-
lamine coordinates to the surface Pt, giving -NH2-Pt. These surface reactions
result in a robust organic coating layer surrounding each FePt particle, pre-
venting them from agglomeration. The reaction is usually conducted in high
temperature solution phase (260–300◦C) to facilitate the decomposition and
reduction reactions and the formation of the FePt particles. The composition
of the particles is controlled by the molar ratio of both Fe and Pt precur-
sors. The size of the particles can be tuned from 2 to 10 nm. The particles
stabilized with oleic acid and oleylamine can be easily dispersed into various
hydrocarbon solvents, facilitating their self-assembly into FePt nanoparticle
superlattices.

4 Self-Assembly of FePt Nanoparticles

Nanoparticles coated with organic surfactants can form close-packed arrays
on a variety of substrates as the solvent from the particle dispersion is al-
lowed to evaporate. This process is called nanoparticle self-assembly. In this
self-assembled structure, the nanoparticles are the building blocks and are
connected by van der Waals and magnetic dipole interactions. FePt nanopar-
ticles prepared from solution phase chemistry and stabilized with oleic acid
and oleylamine are ideal building blocks for constructing FePt nanoparticle
superlattices. Two assembly examples are shown in Fig. 3 [21]. In Fig. 3A, the
superlattice of 6 nm FePt nanoparticles is obtained from a drop (∼ 0.5 µL)
of the dilute hexane/octane (v/v ∼ 1/1) dispersion (∼ 1 mg/mL) of the
particles. The interparticle spacing in this hexagonal close packed 3D ar-
ray is around 4 nm maintained by the oleic acid and oleylamine capping
layers. The original capping layer can be replaced by new capping layers
via surface surfactant exchange and thus interparticle spacing and assembly
structure can be controlled. Figure 3B shows the self-assembled superlattice
of the 6 nm FePt nanoparticles coated with C5H11-COOH and C6H13-NH2

via room temperature surfactant exchange in toluene solution. The assem-
bly exhibits a cubic packed structure. Due to the shorter hydrocarbon chain
presented by C5H11-COOH and C6H13-NH2, the interparticle spacing is now
reduced to only ∼ 1 nm, resulting in higher particle packing density.

5 Thermal Annealing Induced Structural Change
in Self-Assembled FePt Nanoparticle Arrays

As the FePt particles are connected by weak interactions, the self-assembled
nanoparticle arrays are mechanically soft. To make robust particle assemblies,
thermal annealing can be applied to induce chemical reactions among the sta-
bilizers, and the interface reactions between the particles and the substrate.
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Fig. 3. (A) TEM micrograph of a 3D assembly of 6 nm as-synthesized Fe50Pt50 par-
ticles deposited from a hexane/octane (v/v 1/1) dispersion. (B) TEM micrograph
of a 3D assembly of 6 nm Fe50Pt50 sample after replacing oleic acid/oleylamine
with hexanoic acid/hexylamine.

The organic surfactants in the hydrocarbon coating layer are not thermally
stable and tend to react under a controlled annealing condition to give poly-
meric hydrocarbon that surrounds each particle, as illustrated in Fig. 4. For
a 180 nm thick 4 nm Fe52Pt48 particle assembly annealed at 560◦C for 30 min-
utes, the HRSEM images of both surface (Fig. 5A) and cross section (Fig. 5B)
of the assembly show that the ordering in the superlattice array of the parti-
cles is retained [21]. Interparticle spacings, however, are reduced from ∼ 4 to
∼ 2 nm due to the decomposition of the hydrocarbon coating. Some coherent
strain is also observed in the superlattices due to this shrinkage. Rutherford
backscattering measurements on these annealed 4 nm Fe52Pt48 particle as-
semblies indicate 40–50% (at. %) carbon content, indicating that annealing
at high temperature does not result in the loss of stabilizing ligands; rather,
they are converted to a carbonatious coating around each particle.

Thermal annealing also induces the internal particle structure change from
chemically disordered fcc to chemically ordered fct (Fig. 4) [21]. This struc-
ture transition can be easily monitored with the wide-angle X-ray diffrac-
tion (XRD). Figure 6 shows a series of XRD patterns for ∼ 1 mm thick
Fe52Pt48 assemblies as a function of annealing temperature at a constant
annealing time of 30 minutes. The as-synthesized particles exhibit the chem-
ically disordered fcc structure (Fig. 6A). Annealing induces the Fe and Pt
atoms to rearrange into the long range chemically ordered fct structure, as
indicated by the (111) peak shifts and evolution of the (001), (110) peaks
(Fig. 6B–E). At annealing temperatures below 500◦C, only partial chemical
ordering is observed (Fig. 6B, C). The chemical ordering can be increased by
annealing at higher temperatures (Fig. 6D, E) or by increasing the anneal-
ing time. XRD [21], Kerr effect [34], and in-situ HRTEM measurements [35]
on annealed Fe52Pt48 particle assemblies show that the onset of this phase
change occurs at 500–530◦C. While annealing at higher temperatures or for
longer time can increase the chemical ordering, too high a temperature, e.g.
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Fig. 4. Schematic illustration of surface and internal structural changes of FePt
nanoparticles due to thermal annealing.

Fig. 5. HRSEM images of (A) a surface view and (B) a part of the side view
of 180 nm thick 4 nm Fe52Pt48 nanoparticle assembly annealed at 560◦C for 30
minutes under 1 atmosphere of static N2 gas.

> 600◦C, or too long an annealing time will result in either aggregation or
phase separation of the particles. XRD combined with TEM and HRSEM
studies show that the optimum temperature for the phase transformation is
580◦C. It is worth mentioning, however, that the exact structure after ther-
mal annealing depends strongly on the particle composition. Figure 7 shows
a series of XRD patterns of differently composed FePt assemblies annealed
at 580◦C for 30 minutes [22]. It shows that among all these 580◦C annealed
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FePt nanoparticle assemblies, only the Fe56Pt44 assembly yields a high qual-
ity fct phase, an observation that is consistent with those from the vacuum
deposited granular films.

Fig. 6. X-ray diffraction patterns (A) of as-synthesized 4 nm Fe52Pt48 particle
assemblies, and a series of similar assemblies annealed under atmospheric N2 gas
for 30 minutes at temperatures of (B) 450◦C, (C) 500◦C, (D) 550◦C and (E) 600◦C.
The indexing is based on tabulated fct FePt reflections. The diffraction patterns
were collected with a Siemens D-500 diffractometer using Cu Ka radiation (λ =
1.54056 Å).

6 Thermal Annealing Induced Magnetic Property
Change in Self-Assembled FePt Nanoparticle Assemblies

The as-synthesized fcc FePt particles are superparamagnetic at room temper-
ature. They are ferromagnetic only at very low temperature. The temperature
dependent magnetization was measured in a 10 Oe field between 5 and 400 K
using the standard zero-field-cooling and field-cooling procedures. These stud-
ies indicate that superparamagnetic behavior is blocked at 20–30 K. Figure 8
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Fig. 7. XRD patterns of (A) Fe38Pt62, (B) Fe48Pt52, (C) Fe56Pt44, and
(D) Fe70Pt30 nanoparticle assemblies annealed at 580◦C for 30 minutes. The diffrac-
tion patterns were collected with a Siemens D-500 diffractometer using Co Ka ra-
diation (λ = 1.788965 Å).

shows temperature dependent Hc of the 4 nm Fe56Pt44 nanoparticle assem-
blies. At 5 K, the assembly shows an Hc of 4000 Oe (Fig. 8A). This coercivity
drops sharply as the temperature is raised to 15 K (Fig. 8B), and reaches
superparamagnetism at 35 K or above. This low transition temperature be-
tween ferromagnetism and superparamagnetism is consistent with the low
magnetocrystalline anisotropy of the fcc structure of FePt.

Annealing converts the particle structure from fcc to the high anisotropic
fct phase and transforms them into room temperature nanoscale ferromag-
nets. Room temperature coercivities of the FePt nanoparticle assemblies are
tunable by controlling the annealing temperature and time. Figure 9 shows
the room temperature hysteresis loops for 4 nm Fe56Pt44 particle assemblies
that were annealed for 30 minutes at 500, 550, and 580◦C, respectively [22].
The Hc values increase dramatically with annealing temperature, showing the
transition from superparamagnetic to ferromagnetic behavior. The sample
annealed at 500◦C appears nearly superparamagnetic at room temperature.
An expanded view of the low-field part of the loop shows an HC value of
330 Oe and the loop is hysteretic up to 6 kOe (Fig. 9A). This likely results
from a minority fraction of the particles having sufficient anisotropy to be
ferromagnetically ordered at room temperature. The sample annealed 550◦C
increases the ferromagnetic fraction of particles and results in the Hc value
increase to 3200 Oe (Fig. 9B). However, there is still an inflection in the mag-
netization curve near 0 Oe, indicating the existence of low Hc particles. The
sample annealed at 580◦C show a room temperature Hc of above 9000 Oe
with a loop shape typical for isotropic distribution of high anisotropy parti-
cles (Fig. 9C). The coercivity of the 4 nm FePt nanoparticle assemblies also
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Fig. 8. Low temperature hysteresis loops of the as synthesized 4 nm Fe56Pt44
nanoparticle assemblies at (A) 5 K, (B) 15 K, (C) 35 K and (D) 85 K.

Fig. 9. Room temperature hysteresis loops of 4 nm Fe56Pt44 nanoparticle assem-
blies annealed at (A) 500◦C, (B) 550◦C, and (C) 580◦C.
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depends on the composition of the particles. Figure 10 shows the in-plane
coercivity data for a series of 140 nm thick 4 nm FePt samples as a function
of the composition [22]. Figure 10A shows the 5K data of the as-synthesized
FePt nanoparticle assemblies and Fig. 10B is the room temperature data for
the assemblies annealed at 580◦C for 30 minutes. In both cases, the hysteresis
data of the FePt nanoparticle assemblies show similar coercivity dependence
on the composition. The extrapolation of the Gaussian type fit yields the
highest-Hc composition of FePt to be Fe55Pt45, which is consistent with the
earlier reports on vacuum deposited FePt thin films.

Fig. 10. Composition dependent coercivity Hc of 580◦C annealed FePt nanoparticle
assemblies.

7 Self-Assembled FePt Nanoparticle Array
to Support Magnetization Reversal Transitions

The annealed FePt nanoparticle assemblies are smooth ferromagnetic films
and can support magnetization reversal transitions (bits). Atomic force mi-
croscopy studies on a 120 nm thick assembly of 4 nm Fe48Pt52 particles
indicate a 1 nm root-mean-square variation in height over areas of 3×3 mm.
This smooth assembly has an in-plane coercivity of 1800 Oe at room temper-
ature, enough to support the magnetization transitions. Figure 11A shows
the read-back sensor voltage signals from the written data tracks recorded
using a static write/read tester [21]. The individual line scans reveal magneti-
zation reversal transitions at linear densities of 500, 1040, 2140, and 5000 flux
changes per millimeter (fc/mm) (curves a–d, respectively). These write/read
experiments demonstrate that this 4 nm Fe48Pt52 ferromagnetic nanoparti-
cle assembly supports magnetization reversal transitions at reasonable linear
densities that can be read back nondestructively. The thermal stability of
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the transitions was assessed using a dynamic coercivity method which relies
on remanent coercivity measurements as a function of the applied magnetic
field pulse width. Figure 11B shows respective data, from which the ratio of
the energy barrier for magnetization reversal (KuV) to the thermal energy
(kBT) is extracted to be KuV/kBT = 48. This corresponds to an average
anisotropy constant <Ku> of 5.9 × 107 erg/cm3.

Fig. 11. (A) Magneto-resistive (MR) read-back signals from written bit transi-
tions in a 120-nm-thick assembly of 4-nm-diameter Fe48Pt52 nanoparticles. The
individual line scans reveal magnetization reversal transitions at linear densities of
(a) 500, (b) 1040, (c) 2140, and (d) 5000 fc/mm. (B) Dynamic coercivity measure-
ments (HCR) of the sample in (A) at 300 K over a range from 5 ns to 65 s. The
measured data (v) are fit to a dynamic coercivity law for pulse width <10>−6 s
(solid curve).

For an assembly with larger coercivity, thermally assisted writing can be
applied to record the magnetization transitions. For example, a 10 nm thick
assembly of 4 nm Fe58Pt42 nanoparticles that was annealed at 530◦C under
Ar + H2 (5%) for 30 minutes shows an Hc over 5000 Oe at room temper-
ature [36]. Due to this large coercivity, the magnetization of the assembly
can not be saturated or reversed using the normal write/read tester. But the
magnetization directions can be aligned using the thermally assisted writing
technique. A sharply focused laser diode beam with fast pulses (< 100 ns)
can induce the local temperature increase to over 200◦C. The coercivity of
the nanoparticles is reduced at these temperatures and allows for thermally
assisted magnetization reversal of the particles by a relatively weak magnetic
bias field. Figure 12A shows the AFM image and Fig. 12B is the magnetic
force microscope (MFM) image of the 3-layer 4 nm Fe58Pt42 assembly that
has been treated with a focused pulsing laser (93 ns) under a perpendicular
magnetic field (2.5 kOe) [36]. The AFM image shows that the smooth FePt
nanoparticle assembly is intact after the laser treatment. The black spots
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in Fig. 12B indicate the magnetization pointing to out of particle assembly
plane. It was also found that the reduced laser power resulted in smaller bits,
suggesting that it is possible to use pulsing laser to write magnetic patterns
in various packing densities on a thin FePt nanoparticle assembly.

Fig. 12. (A) AFM image (17.4×17.4 mm2) of a 3-layer 4 nm Fe58Pt42 nanoparticle
assembly annealed at 530◦C under Ar + H2 (5%) for 30 minutes and treated with
a focused pulsing laser (93 ns) under a perpendicular magnetic bias field (2.5 kOe).
(B) MFM image of the film in (A).

8 Self-Assembled FePt Nanoparticle Array
as Potential High Density Recording Media

Today, hexagonal Co-alloys are widely adopted for media applications be-
cause of their high uniaxial magnetocrystalline anisotropies. Thermal stabil-
ity limitations, however, make it unlikely that the grain sizes of the Co-alloys
can be further reduced for ultrahigh density requirement. Self-assembled FePt
nanoparticle assembly can be made thinner with higher coercivity and will
permit drastically reduced bit cell sizes and as a result, the increased record-
ing density. For example, at 1 Tbit/in2 areal density, one would still maintain
40 4 nm particles per bit cell with the size of 25.4 nm × 25.4 nm and bit-
aspect-ratio of 1, as opposed to only about 4 grains per bit cell in a more
conventional approach. If only considering the thermal stability alone and
assuming each FePt nanoparticle can be used to support magnetization tran-
sition, one can get a density up to 60 Tbit/in2 in a self-assembled regular
array of ferromagnetic 6 nm FePt nanoparticles with interparticle spacing
smaller than 2 nm [9]. To achieve this lofty goal needs, of course, the solu-
tions for the expected problems, including large-scale disk coating capability,
disk roughness control, and magnetic easy axis orientation control. These
require continued research efforts in producing self-assembled superlattice
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structures with more precise control on magnetics. Shape controlled syn-
thesis and shape induced texture of the nanoparticles may become a more
promising approach to the orientation control on both crystal and magnetic
easy axis of the nanoparticles [37].
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Summary. Photonic crystals, which are periodic composites of macroscopic di-
electric media of different refractive index, affect the propagation of light in much
the same way that semiconductor crystals affect the propagation of electrons. When
photonic crystals are composed of magnetic materials such as rare-earth iron garnet,
they are called as magnetophotonic crystals providing unique optical and magneto-
optical properties. For instance, introduction of the magnetic material into the
medium as a defect yields very large magneto-optical Faraday effect due to the
localization of light at the magnetic defect. In this article, our recent investiga-
tions on one-dimensional magnetophotonic crystals composed of rare-earth iron
garnet films such as Bi-substituted yttrium iron garnet (Bi:YIG) are summarized,
and the very unique properties of the media are demonstrated for the films with
(SiO2/Ta2O5)

k/Bi:YIG/(Ta2O5/SiO2)
k structures.

1 Introduction

Within the past several years, a growing interest in photonic crystals [1, 2, 3,
4, 5] (one-, two-, or three-dimensional periodic structures of dielectric materi-
als) has resulted from their unique photonic bandgaps (an optical analogy to
electron bandgap), where the existence of light (photons) is strictly forbidden.
Since the photonic bandgaps yield a novel mechanism for molding the flow of
light, the photonic crystals are promised as useful media for opto-electronic
devices of next generation.

Our recent calculations [6, 7] have predicted that, when the one-dimen-
sional (1-D) photonic crystals are composed of magnetic materials (magne-
tophotonic crystals), they exhibit remarkable magneto-optical (MO) proper-
ties accompanied by a large enhancement in their Kerr and Faraday rotations.
The unique properties arise from the localization effect of light as a result of
multiple interference of light within the magnetic multilayers.

In this article, our recent investigations [6, 7, 8, 9, 10, 11, 12, 13] on the
magnetophotonic crystals are summarized especially for the case of media
with rare-earth iron garnet, and their capabilities as a new class of magneto-
optical materials are discussed, both from the theoretical and experimental
points of view.
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2 Localization of Light and MO Effect

Unique enhancement of the MO effects were first found theoretically for Bi-
substituted yttrium iron garnet (Bi:YIG) films with disordered multilayer
structures. As shown in Fig. 1, let us consider a multilayer film composed
of NM layers of Bi:YIG and NS layers of SiO2 which are piled up in an
arbitrary sequence. Each Bi:YIG and SiO2 layers have thicknesses of dM and
dS , respectively, and the total thickness of the multilayer film is D. The film
structure is designed by two structural parameters: one is a binary number bN

with N digit; bN = 101110 · · · 01, for instance. Each digit of bN corresponds
to each layer of the film, and “1” and “0” are assigned to the Bi:YIG and
SiO2 layers, respectively. Another parameter is the density of Bi:YIG in the
film, PM , which is defined by PM = NMdM/D. For simplicity, all Bi:YIG
(SiO2) layers are assumed to have the same material parameters.

Fig. 1. Schematic drawing of the multilayer film composed of Bi:YIG and SiO2

layers.

Since the analytical procedure is described elsewhere in detal [6, 7], we
confine ourselves to describe the outline of the theoretical results. A typical
example of transmissivty T , Faraday rotation angle θF , and total rotation
angle θ = θF NMdM of disordered multilayer films is shown in Fig. 2 as
a function of the Bi:YIG density PM , where the film is composed of 16 layers
with b16 = (ABAA)hex structure. As marked by arrows in Fig. 2, films with
(1) PM = 0.09, (2) 0.123, (3) 0.291, and (4) 0.668, show considerably high
transmissivity T and large θF simultaneously: for instance, T of the film with
PM = 0.123 is 91 % and its θF is about four times larger than that of the
Bi:YIG single-layer film (θF = −0.1 deg/µm at λ = 1.15 µm).

In Figs. 3(a) and 3(b), two cases of the field distribution of light are de-
picted for films with PM = 0.123 and 0.668, respectively. In both cases, light
is weakly localized within the films, suggesting that the unique properties
of films originate from the weak localization of light caused by the multiple
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Fig. 2. Transmissivity T , Faraday rotation angle θF (solid curve), and total rotation
angle θ = θF NMdM (broken curve) versus Bi:YIG density PM = NMdM/D for the
film with N = 16, b16 = (ABAA)hex and D = 5 µm, where λ (wavelength of light)
is 1.15 µm.

interference effect. The enhancement in θF due to the localization of light can
be explained from the fact that the localization conditions for two eigenmodes
of lights in Bi:YIG layers (right- and left-hand circularly polarized lights) are
slightly different to each other [4].

These results indicate that the stronger the localization of light, the larger
the enhancement in θF . This is indeed demonstrated in films with the struc-
ture of 1-D photonic crystal with a magnetic defect (1-D magnetophotonic
crystal) which supports the strong localization of light. Figure 4 shows a typ-
ical example of the wavelength spectra of T and θF of the 1-D magnetopho-
tonic crystal: The film structure is expresses by (Bi:YIG/SiO2)8/Bi:YIG2/
(SiO2/Bi:YIG)8 and is designed under the condition of nMdM = nSdS = λ/4
(λ = 1.15 µm) with refraction indices nM and nS of the Bi:YIG and SiO2

layers, respectively. The film exhibits a sharp transmissivity at λ = 1.15 µm
with a huge Faraday rotation: as clearly seen in Fig. 5, θF at λ = 1.15 µm
reaches more than −16 deg/µm without causing elliptical polarization of light
(ηF = 0.0 at λ = 1.15 µm). The localized state of light at λ = 1.15 µm is
illustrated in Fig. 6. In comparison with the case of weak localization of light
in Figs. 3(a) and 3(b), light is, in fact, strongly localized within the film,
yielding the huge enhancement for the Faraday effect.
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Fig. 3. Distributions of light field |E| in films in Fig. 2 when PM = 0.123 (a) and
PM = 0.668 (b). The light submerges into the film at Z = 0 and outgoes from the
film at Z = 5 µm.

3 1-D Photonic Crystal with a Magnetic Defect

In II, the large enhancement in qF due to the localization of light was demon-
strated for the film with (Bi:YIG/SiO2)8/Bi:YIG2/(SiO2/Bi:YIG)8 multi-
layer structure. Practically, however, it is difficult to form such a film by main-
taining the multilayer structure without loosing the good magneto-optical
properties of Bi:YIG layers. Favorably, the large magneto-optical effect is also
available with a dielectric multilayer film containing only one thin Bi:YIG film
as a magnetic defect: Figure 7 shows such a 1-D magnetophotonic crystal,
where a thin Bi:YIG layer (thickness dM ) is introduced as a magnetic de-
fect in the SiO2/SiN periodic multilayer film. In this case, thicknesses of the
SiO2 and SiN layers are designed as dSiO2 = 108 nm and dSiN = 77 nm,
respectively, so as to set the localization wavelength at 650 nm.

The photonic band structure of the medium with (SiO2/SiN)10/Bi:YIG/
(SiN/SiO2)10 structure is depicted in Fig. 8, where the central Bi:YIG layer
had the thickness of dM = 160 nm. In this case, the localization wavelength
was designated to be 650 nm, so that the medium exhibits the photonic
bandgap between 580 nm and 720 nm and the resonant transmission due to
the light localization appears at 650 nm. This resonant transmission of light
corresponds to the localized mode of light, whose wavelength (650 nm) shifts
from shorter to longer wavelengths of light within the photonic bandgap asso-
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Fig. 4. Wavelength spectra of transmissivity T (above) and Faraday rotation
angle θF (below) of the multilayer film with N = 34 and (B:YIG/SiO2)8/
Bi:YIG2/(SiO2/B:YIG)8 structure.

Fig. 5. Faraday spectra (θF and ηF vs. λ) near Fabry-Perot resonance wavelength
λ = 1.15 µm.

ciated with increasing dM . It should be noted that the localized mode shows
very large Faraday rotation reaching approximately −8 degrees, and hence
in the 1-D magnetophotonic crystal, high transmissivity and large Faraday
rotation are fulfilled simultaneously by the use of localized mode. This unique
property is indeed attractive for various opto-electronic applications includ-
ing the optical communication devices and the magneto-optical recording.

In such engineering applications, the most important performance param-
eter of media is the figure-of-merit parameter QF defined by QF = T 1/2|θF |
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Fig. 6. Field distribution of light at λ = 1.15 µm.

Fig. 7. One-dimensional magnetophotonic crystal, where a thin Bi:YIG film is
sandwiched between two dielectric multlayer films.

deg. It is then interesting to evaluate the figure-of-merit parameter of the
localized mode. For the 1-D magnetophotonic crystal with (SiO2/SiN)10/
Bi:YIG/(SiN/SiO2)10 structure, changes in QF of the localized modes were
calculated as a function of the central Bi:YIG layer thickness dM . The re-
sults are summarized in Fig. 9 for three cases of the localized modes with
different orders that are distinguished by the labels (0), (1) and (2). In the
photonic band gap, those localized modes with different orders appear as fol-
lows: When dM = 0 (absence of the Bi:YIG layer), the lowest localized mode
(0) exists at the center wavelength of light within the photonic band gap, and
shifts toward the lower photonic band edge (longer wavelength of light) with
increasing dM . Once when the lowest localized mode disappears in the lower
photonic band, the first localized mode (1) appears from the upper photonic
band, and shifts toward the lower photonic band edge with dM in the same
manner as the mode (0).

As seen in the figure, when dM ≈ 150 nm, the first localized mode existing
at the central wavelength of the photonic band gap shows the transmissivity
T ≈ 50 % and Faraday rotation ϑF ≈ −6 deg, yielding the figure-of-merit
parameter of ϑF ≈ 4 deg. Generally, Bi:YIG single crystal with approximately
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Fig. 8. Photonic band structure of the 1-D magnetophotonic crystal in Fig. 7,
where the central Bi:YIG layer had the thickness of 160 nm.

25 µm thickness shows the maximum figure-of-merit parameter of ϑF ≈ 6 deg.
at λ = 650 nm. Then, almost equivalent value of QF is available with the
1-D magnetphotonic crystal whose Bi:YIG layer thickness is less than 1 % of
the Bi:YIG single crystal.

4 Formation of Bi:YIG Films

To confirm the theoretical results experimentally, 1-D magnetophotonic crys-
tals with Bi:YIG films were formed by using a RF magnetron sputtering appa-
ratus. To materialize the good optical and magneto-optical properties as the
theory predicted, the key is the formation of Bi:YIG films without destroying
the multilayer structure. Then, prior to fabricating the 1-D magnetophotonic
crystals, preparation of Bi:YIG films was examined. The Bi:YIG films were
deposited under the sputtering conditions listed in Table 1: Use of pure Ar as
the sputtering gas was very effective to obtain the films with smooth surfaces
whose average roughness was within ±2.5 nm. To control the film composi-
tion, we used the sputtering target with Bi1.0Y2.5Fe5Ox composition that is
intentionally sifted from the stoichometry composition of garnet. From EDX
and magneto-optical measurements (see Fig. 11), the film composition was
identified as Bi0.7Y2.3Fe5O12.
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Fig. 9. Transmissivity T , Faraday rotation θF and the resultant figure-of-merit
parameter QF = T 1/2|θF | of the localized modes (0), (1) and (2) in the 1-D magne-
tophotonic crystal with (SiO2/SiN)10/Bi:YIG/(SiN/SiO2)

10 structure. In the fig-
ure, λ(0), λ(1) and λ(2) are wavelengths of the localized modes (0), (1) and (2),
respectively.

Figure 10 is the XRD (Cu-Kα line) patterns of film, where the change
in crystallographic structure of films associated with thermal annealing in
an electric furnace at 700◦C in air is clearly seen. The as-deposited sample
had amorphous structure, but was crystallized to single-phase Bi:YIG after
the annealing for more than 10 mins. Corresponding to the change in crys-
tallographic structure from amorphous to single-phase Bi:YIG, the annealed
samples exhibited good magneto-optical Faraday effect: A typical wavelength
spectrum of Faraday rotation of the Bi:YIG film annealed for 10 mins is shown
in Fig. 11. The Faraday rotation angle reached approximately 20 deg/µm at
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Table 1. Sputtering conditions of Bi:YIG film

Background pressure 3.6 × 10−7 Torr

Sputtering gas Ar

Sputtering puressure 7 × 10−3 Torr

Target Bi1.0Y2.5Fe5OX

Substrate #7059 glass plate

Substrate temperature Room temperature

Sputtering power 150 W

Fig. 10. XRD patterns of Bi:YIG film, where the annealing time was taken as
a parameter.

λ = 400 nm, the value of which is comparable to that of Bi:YIG single crys-
tal.

In the above procedure, we employed the post annealing at 700◦C for more
than 10 mins. so as to obtain Bi:YIG single-layer films with smooth surface
and good magneto-optical properties. However, these annealing conditions
are not practically applicable for forming the 1-D magnetophotonic crystals
with a Bi:YIG film which is sandwiched between two dielectric multilayer
films such as SiO2/Ta2O5. This is simply because such a dielectric multilayer
film is unable to stand up to the annealing at 700◦C for more than 10 mins.

Then, to solve the above problem, we developed a pulsed-light annealing
technique with infrared radiation. Figure 12 shows the schematic drawing of
the annealing system: A film sample was placed on a water-cooled sample
stand with a thin In sheet. A glassy carbon plate placed on the film surface
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Fig. 11. Wavelength spectrum of Faraday rotation θF of the Bi:YIG single layer
film annealed for 10 mins.

was heated with pulsed infrared radiation. A typical annealing cycle moni-
tored with a thermocouple detecting the surface temperature of the glassy
carbon is depicted in Fig. 13. As seen in the figure, the system enables us to
anneal a film sample with very high rates for temperature elevation (40◦C/s)
and descent (30◦C/s).

Fig. 12. A schematic drawing of the pulsed-light annealing system.

In Fig. 14, XRD patterns of the post-annealed Bi:YIG films are shown,
where the annealing was achieved with the pulsed-light annealing system
in Fig. 12. In the figure, annealing time that was measured from the room
temperature (see Fig. 13) is taken as a parameter. In this case, films with
the single garnet phase were favorably obtained within the very short post
annealing of 3 mins. In comparison with the conventional annealing with
an electric furnace (Fig. 10), the annealing time is approximately less than
30 %. Corresponding to the change in crystallographic structures of films,
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Fig. 13. Typical example of the annealing cycle with the pulsed-light annealing
system in Fig. 12. Note that the annealing time in this case was measured from the
room temperature (RT).

Fig. 14. XRD patterns of Bi:YIG film after post annealings with the pulsed-light
annealing technique.

the Bi:YIG films thus annealed were actually exhibited considerably good
magneto-optical properties as shown in Fig. 15.

5 1-D Magnetophotonic Crystals

In the 1-D magnetophotonic crystal, we employed the dielectric multiplayer
film composed of SiO2/Ta2O5 pairs. To examine the performance of the di-
electric multiplayer film and to evaluate the usefulness of the pulsed-light an-
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Fig. 15. Wavelength spectra of Faraday rotation for the Bi:YIG films corresponding
to the XRD patterns shown in Fig. 14.

nealing technique, 1-D photonic crystals with (SiO2/Ta2O5)5(Ta2O5/SiO2)5

multilayer structure were first prepared using RF magnetron sputtering with
the conditions listed in Table 2. Total thickness of the (SiO2/Ta2O5)5 film
deviated approximately 10 % in maximum from the expected value which
was determined from the sputtering rates. This caused the slight shift in
the wavelength of localized mode: The designated wavelength was 650 nm
from the refractive indices of 1.5 for SiO2 and 1.8 for Ta2O5, while the ob-
served wavelength was approximately 780 nm. This situation is clearly seen
in Fig. 16, where the wavelength spectra of transmissivity T are shown for
the 1-D photonic crystal before annealing (a) and after pulsed-light annealing
at 830◦C for 15 mins (b). Although the film had the deviation of 10 % in its
thickness, the medium exhibited a clear photonic bandgap between 650 nm
and 900 nm. The localized modeappeared at approximately 780 nm with the
transmissivity reaching 75 %. In comparison with Fig. 16(a) and 16(b), no
significant difference in the photonic band structure is seen, suggesting that
the multilayer structure was maintained after the pulsed-light annealing.

Based on the above results, 1-D magnetophotonic crystals with
(SiO2/Ta2O5)5/B:YIG/(Ta2O5/SiO2)5 structure was formed. The prepara-
tion procedure is summarized as follows: The lower dielectric multilayer film,
(SiO2/Ta2O5)5, was deposited onto a #7059 glass substrate using RF mag-
netron sputtering with the conditions listed in Table 2. Then, Bi:YIG film
with 167 nm thick was deposited directly onto the dielectric film with the
conditions in Table 1. Then, the multilayer film with (SiO2/Ta2O5)5/Bi:YIG
structure was annealed with the pulsed-light annealing technique, by intro-
ducing the infrared radiation onto the glassy carbon plate placed on the front
surface of the Bi:YIG film. The annealing was achieved at 850◦C for 15 mins
in air. Finally, the annealed film sample was covered with the top multilayer
film, (Ta2O5/SiO2)5, by sputtering.
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Table 2. Sputtering conditions for SiO2 and Ta2O5 films

SiO2 Ta2O5

Background pressure < 1.0 × 10−7 Torr

Sputtering gas Ar : O2 = 9.8 : 0.2

Sputtering puressure 10 × 10−3 Torr

Substrate temperature 100◦C

Sputtering power 150 W

Target SiO2 Ta2O5

Sputtering rate 2.3 nm/s 2.1 nm/s

Thickness 111 nm 92 nm

Fig. 16. Wavelength spectra of transmissivity T for the 1-D photonic crystal
with (SiO2/Ta2O5)

5/ (Ta2O5/SiO2)
5 structure: (a) before annealing and (b) af-

ter pulsed-light annealing at 830◦C for 15 mins.
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Fig. 17. Wavelength spectra of transmissivity T (above) and Faraday ro-
tation θF (below) of the 1-D magnetophotonic crystal with (SiO2/Ta2O5)

5/
Bi:YIG/(Ta2O5/SiO2)

5 structure.

In Fig. 17, wavelength spectra of transmissivity T (above) and Faraday ro-
tation θF (below, open marks) of the medium thus obtained are depicted. For
comparison, θF -spectrum of the Bi:YIG signle-layer film with approximately
the same thickness as that in the 1-D magnetophotonic crystal is also plotted
by solid marks. As seen in the figure, the medium exhibited a clear photonic
bandgap between 650 nm and 850 nm accompanied by a localized mode at
about 720 nm. The photonic band structure was slightly modified form that
in Fig. 16 due to the insertion of Bi:YIG layer as a magnetic defect into the
dielectric periodic structure. The localized mode showed considerably high
transmissivity of T = 63 % and large Faraday rotation of ΘF = −0.7 deg,
the rotation angle of which is approximately ten times larger than that of
the Bi:YIG single-layer film.

6 Concluding Remarks

Unique optical and magneto-optical properties of 1-D magnetophotonic crys-
tals with Bi:YIG films were studied theoretically and experimentally. Par-
ticular features of the 1-D magnetophotonic crystals are summarized as the
following: (1) Although only one very thin Bi:YIG film is used in the 1-D
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magnetophotonic crystal, its localized modes exhibit high transmissivity and
large Faraday rotation simultaneously, yielding a high figure-of-merit parame-
ter equivalent to the 100 times thick Bi:YIG single crystal. (2) The wavelength
at which the localized mode appears can be modified by merely adjusting the
layer thicknesses. In other words, the media provide artificially controllable
wavelength spectra of transmissivity and Faraday rotation, which is very
much attractive for various opto-electronic applications.

According to recent theoretical calculations by Sakaguchi et al. [14], the
1-D magnetophotonic crystal could possess 45-degree Faraday rotation with
the transmissivity higher than 90 %. This performance is indeed satisfactory
for realizing low-loss isolators. To obtain such 1-D magnetophotonic crystal,
we are now trying to form the media by using a RF dual ion-beam apparatus
(TDY: Tokyo Denshi Yakin, Japan). In addition, further interests exist in the
magnetophotonic crystals with 2- and 3-dimensional structures, even though
these media still have difficulties in their actual formation. To overcome such
problems and examine their potentials as a new class of magneto-optical
media for next generation, further investigations are now under way.
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Summary. The paper demonstrates a possibility for effective modification of the
thin-film material’ chemical composition, structure and physical properties as result
of selective removal of atoms by the certain energy ion beam. One of the most
promising results of this effect is a production of devices with nanostructured high-
density patterned magnetic media.

1 Introduction

The crossover at the high-technology market from the current micro-techno-
logies to the future nano-technologies is expected in the nearest 5–10 years.
This process, revolutionary in its scope and consequences, will allow to derive
all the benefits from both scaling and new circuit technology, based on the
new physical principles, which can be materialized only in nanoscale devices.
The most promosing way for ultra-hight-density devices prodoction is the
patterned media developing. This commercial task depends directly on the
research advances.

We have discovered and studied in detail the new fundamental effect of
“selective removal of atoms by ion beams”, which lays the foundation of the
new technology for micro- and nano-devices production [1, 2].

Traditionally, materials with different physical properties are those with
various chemical compositions. We have experimentally demonstrated the
possibility of direct alteration of a solid atomic composition under exposure
to an accelerated ion beam of a specific energy. This modification of atomic
composition is not a result of any chemical or nuclear reaction, but is com-
pletely caused by the selective removal of atoms of a specific type from two-
or multi-atomic compounds as a result of atomic displacements induced by
the accelerated ions. Such modification can result in a radical change of the
material’ physical properties and, in particular, to the transformation of in-
sulators into metals or semiconductors, nonmagnetic materials into magnetic
ones, changing optical properties, etc. [2]. It means that there is an opportu-
nity to produce in thin films (10–1000 nm) a desirable pattern in local areas
having various atomic compositions.
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The physical basis of the method is as follows. Let us consider a situation
that arises during interaction of a monochromatic ion beam of energy E and
mass m with a two-atomic crystal consisting of atoms of different masses M1

and M2. The maximum energy transferred by the ions to atoms of a crystal
is [3]:

E(1,2)
max =

4mM1,2

(M1,2 + m)2
· E, (1)

where E
(1)
max and E

(2)
max are maximum energies which could be transferred by

the accelerated ions to atoms with masses M1 and M2.
In deciding on a particular material for selective removal of atoms, metal

compounds that are insulators in the initial state hold the greatest practical
interest. Films behaviour of different insulating di- and polyatomic materials
under irradiation depends strongly on the ions energy, all other factors being
the same. The observed radiation-induced modification of thin film properties
was of clearly defined threshold character [4]. No modifications of structure,
composition, electrical and magnetic properties of thin films were detected
until the ion energy reached certain minimum value (which is individual for
every studied material). It means that as long as the energy Emax transferred
to material atoms by ions is low (Emax < Ed1 and Emax < Ed2, where Ed1,
Ed2 are the displacement threshold energies for atoms of the first and the
second types, respectively), atom displacements off regular lattice positions
do not take place.

With increasing the ions energy, conditions appear when Ed1 < Emax <
Ed2. Under this condition the selective removal of light atoms of the first kind
(e.g. oxygen, nitrogen or hydrogen) is observed from the studied compounds
(oxides, nitrides or hydrides, respectively). As a result the dramatic varia-
tions of the structure, composition, as well as electric, magnetic and optical
properties appear as will be shown below.

With further increasing ion energy, the condition Ed1 ≤ Ed2 < Emax is
reached and atoms of both types in diatomic compounds begin to displace off
the regular lattice positions (but with various efficiency). The further increase
in Emax has only small influence on the selectivity of atomic displacement in
the studied energy range.

The initial insulating films of different materials were in one of three
structural states:

1. Polycrystalline state with grains of 5–100 nm.
2. Amorphous state.
3. Mixed state with randomly oriented grains distributed in amorphous ma-

trix or separated by thin amorphous layers.

Electron diffraction patterns of all the above-mentioned types of films
correspond to the annular diffraction specific for polycrystals or look like
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a diffuse halo or, at last, appear to be a composition of both those types of
diffraction.

It should be also noticed that the most of studied films have crystal struc-
tures, which do not correspond to the handbook data for the same stable-state
compounds. It is known that similar situation is characteristic for thin films
and associated with their intrinsic inclination for polymorphism and no equi-
librium phase formation [5]; the same could lead to different anomalies in
thin film properties.

Experiments show that, independent of the original insulator structure,
they behave very similar in the course of selective removal of atoms. As a rule,
at the first stage of polycrystal or mixed structure insulator irradiation the
amorphization of crystallites takes place. That effect is detected clearly by
disappearing crystal contrast in the dark-field electron-microscopic images
(see Fig. 1a). With this, significant decrease in intensity and broadening of
point reflexes (lines) in annular electron diffraction patterns (till their com-
plete transformation into diffuse halo characteristic to amorphous materials)
are observed (see Fig. 1b,c).

Further irradiation is accompanied by the next phase transformation cor-
responding to the transition from amorphous state to crystal one. This is
evident due to appearance of crystal contrast in the dark-field electron-
microscopic images associated with newly generated grains (see Fig. 1a).
Simultaneously, an absolute or partial (depending on original material) dis-
appearance of diffuse halo, increasing intensity and appearing new system of
diffraction rings in electron diffraction patterns occur, that testify appearing
a new (metallic) phase (see Fig. 1c,d). The formation of a metallic phase
after irradiation with high fluencies is demonstrated below when presenting
the obtained results.

In some cases, diffraction in crystallites of newly generated metallic phase
does not correspond to those types of crystal lattices, which are cited in hand-
books for relevant pure bulk metals. At the same time, diffraction in crystal-
lites of new metallic phase (produced from insulators due to selective removal
of atoms) in some instances corresponds to diffraction data, which have been
obtained for thin films of relevant pure metals. For example, with selective
removal of oxygen atoms out of WO3, metallic tungsten has been gener-
ated in fcc-lattice (a = 4.19 ± 0.02 Å) instead of bcc-lattice typical for bulk
tungsten. As mentioned above, that could be associated with polymorphism
characteristic for thin films. However, in some papers (see, for instance [6])
the formation of thin tungsten films with fcc-lattice (a = 4.15 Å have been
observed as a result of pure tungsten sputtering. Taking into account the
estimated accuracy of these electron diffraction measurements (∼ 2%), one
should consider the coincidence of lattice parameters as very good. Never-
theless, in some cases the metal films produced by selective removal of atoms
have got crystal lattice identical to that of the same bulk metal. For exam-
ple, copper produced out of CuO demonstrates the diffraction characteristic
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Fig. 1. Structure and diffraction changes in Lanthanum hydride during Selective
Removal of Atoms process under 200 keV electron irradiation in electron micro-
scope: (a) – dark field image of transformed material (metal) (center), initial mate-
rial (periphery) and transition amorphous area; (b) – diffraction patterns of initial
and amorphous material; (c) – diffraction patterns of transition amorhous material
and metal; (d) – diffraction patterns of initial material and metal.

of fcc-lattice with parameter a = 3.60 ± 0.02 Å while the handbook value is
a = 3.615 Å.

Thus, by varying the mass and the energy of ions, it is possible to achieve
the situation in a two- or a multi-atomic crystal when the higher energy would
be transferred to the atoms of low or high masses. If the maximum transferred
energy exceeds the threshold value Ed for atoms of only one kind, then there
exists a method of selective removal of only light (or only heavy) atoms from
two- or a multi-atomic crystal.As a rule, this energy Ed ≈ 20–25 eV, which
exceeds considerably the sublimation energy [7].

The considered mechanism regarding the displacement of atoms of differ-
ent kinds in a crystal refers equally to the same compounds in an amorphous
state. Thus, it’s clear that at the normal incident of the ion beam on a crys-
tal surface, it’s possible to achieve conditions when selective removal of only
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one kind of atoms is observed (for Ed1 ≤ Emax < Ed2). Under the condi-
tion Ed1 < Ed2 < Emax (when the displacement selectivity is provided by
the difference in the displacement rates of the various atom kinds) it’s pos-
sible to remove the selected kind of atoms up to the needed properties level
of the material composed of the residuary atoms of the second kind within
a layer of a thickness comparable with the ion projective length in a two- or
a multi-atomic crystal.

Let us formulate some obvious features of the considered physical mech-
anism of selective removal of atoms:

– The rate of the process is proportional to the flux density of the incident
ion beam.

– The process can be proceed in a layer below the surface even if covered
by another material, if its thickness is less than the ion projective length
in the layer. If, in addition, the threshold energy of atomic displacement
in the additional layer is higher than the transferred energy from the
ions, the directed displacement of atoms in that material will not occur.
Otherwise, the atoms of material penetrate in the underlying layer and
their transfer in the beam direction occurs over a distance comparable
with the ion projective length in the “sandwich” considered.

The above-mentioned features of the proposed method determine its potential
for efficient, purposeful, and spatially modulated modification of the compo-
sition, structure, physical, and chemical properties of materials. It will be
shown below that such a modification of chemical composition can dramati-
cally change the physical properties of a thin material layer, e.g. to produce
an insulator-metal transition, to change magnetic or optical properties and
so on. Thus a possibility exists to create a controlled volume “pattern” of
areas with different physical properties, in particular for production of single-
domain patterined magnetic media with high areal density.

2 Experimental Results and Discussion

Among the diatomic compounds, those are, for example, many metal oxides,
as well as some hydrides and nitrides of metals. Though in the course of this
work experiments were performed with compounds of all above-mentioned
types, metal oxides were investigated most thoroughly. Qualitative features
of the effects accompanying selective removal of atoms are identical in com-
pounds of all above-mentioned types. The aim of experiments was to remove
selectively oxygen (nitrogen or hydrogen) atoms by irradiation of the original
insulator and to obtain finally a metal. Experiments have been performed
with thin films of different thickness, which have been produced by reactive
metals sputtering in the atmosphere of relevant gases (oxygen, nitrogen or
hydrogen) [5].
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In most cases, films have been irradiated by protons with energies
∼ 1–5 keV. In addition, in some experiments films have been irradiated in
electron microscope column by electrons with energy of 100–200 keV.

During our study the complex investigations of initial and irradiated films
were performed which included: measurement of electric resistivity within the
temperature range 4.2–300 K, magnetic and optical properties [5], structural
measurements by means of transmission electron microscopy and electron
diffraction analysis [8, 9], as well as by methods of X-ray photoelectron spec-
troscopy [10].

To measure the film electrical resistance in the course of the ion irradia-
tion, special through electrical contacts were prepared in the substrates. One
of the contact ends was polished abreast with the surface of the substrate.
Films were deposited on different insulating substrates with high resistiv-
ity (> 1011 Ohm · cm), for instance, on diamond-like coat or glass. Refer-
ence experiments with irradiating pure substrates (without films) show that
radiation-induced effects on their resistance were negligible as compared to
those of studied films.

During the process of selective removal of atoms from various compounds,
the material volume can change (as compared to the original volume) due to
a bulk relaxation of metal atoms into voids created by removal of other atoms.
The measurements show that after irradiation the thickness reduction of an
irradiated section is about 40–60% (depending on the chemical composition of
the compound). It is essential that in spite of such a significant film thickness
reduction, there are no changes of linear film dimensions in the plane. The
latter is in agreement with the fact that in our numerous experiments we
observed neither film exfoliation nor violation of its continuity. It is caused
by radiation creep of the irradiated film [11].

In Table 1 are shown results of resistivity measurements for metal films
produced by ion sputtering of pure metal targets and for the same metals
obtained by selective removal of oxygen atoms out of oxides by proton irra-
diation. For comparison, standard resistivity values for bulk metals are also
presented. The data in Table 1 show that resistivities of thin metal films are
strongly dependent of their thickness. As this takes place, the smaller film
thickness, the greater deviation from standard values for bulk samples. For
films of 10 nm thickness, those distinctions are on order of value, and even
more for films of 5 nm thickness. It is, probably, associated with the clas-
sic size effect [12]. There is no escape from the notice that in metal films
generated by selective removal of oxygen atoms out of oxides (in the same
thicknesses range 10–100 nm) resistivity practically does not dependent on
the thickness (see Table 1). As has been noticed, it is associated with a small
value of electron free path as compared with the film thickness.

Electron-microscopic investigations demonstrate that significant distinc-
tions of resistivity for pure metal films of minimum thickness are most likely
connected with the amorphous component in the film structure. In such films
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Table 1. Specific resistivity of metal films (µOhm · cm) produced by various meth-
ods as a function of their thickness (Tmeas. = 20◦C).

Material Film thickness, nm

5 10 20 50 100

Cua 44 14 9.3 7.4 6.2

Cub – 27 19 – –

Cuc 1.68

Wa 163 133 – 105 65

Wb – 800 – 960 700

Wc 5.39

Cob – 120 – – –

Coc 6.24

Fea 75 35 26 – –

Feb – 368 – – –

Fec 9.72

Ala 134 16.9 – 11.1 10.1

Alc 2.73

a – metal obtained by reactive

ion sputtering of pure metal

b – metal produced by selective

removal of oxygen atoms

out of oxide

c – standard value for bulk metal

(especially, in the thinnest ones) the volumes of amorphous and crystalline
phases are comparable as follows from corresponding electron diffraction pat-
terns. With increasing thickness of pure metal films, the volume part of amor-
phous phase diminishes sharply and for thickness of 50–100 nm it disappears
completely. Simultaneously, with lowering amorphous phase, enlarging of the
mean crystallite size in pure metal films is observed.

Effects of thickness influence on the pure metal film structure are most
likely conditioned by difficulty of grains’ growth in the course of deposition
due to surface proximity that promotes conservation of amorphous phase in
the films. Besides, it is known that crystallite growth in thin films depends
strongly on conditions of their condensation (firstly, on the temperature and
the deposition rate) [5, 13].
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There is a different situation if one obtains metal films by selective removal
of atoms out of insulators – grains’ growth is conditioned by crystallite gen-
eration from the amorphous state during phase transition. Our experiments
show that the mean crystalline size and the existence (or absence) of amor-
phous component do not depend on the thickness of irradiated insulator films.
There is a clear tendency: the lower is melting temperature of the metal pro-
duced by insulator film irradiation, the larger is the crystalline size (and,
respectively, the smaller is the part of amorphous phase) and the lower is the
difference between measured resistivity and the standard one (see Table 1).
The effect of melting temperature on crystalline size and disappearance of
amorphous phase is mostly evident for copper produced by selective removal
of oxygen atoms out of oxide. Copper has the lowest melting temperature
among all the studied metals. That is, likely, the reason for the similarity
of all its properties to that of the films produced by ion sputtering of pure
copper.

It seems interesting to investigate the influence of proton flux on the rate
of resistance variation during selective removal of atoms out of oxides and
their transformation into metal. Experiments demonstrate that the rate of
insulator transformation into metal is proportional to the proton flux. That
effect is readily seen under analysis of dose dependencies of resistance [2].

One could also expect that with selective removal of oxygen atoms out
of initially nonmagnetic (or weak magnetic) oxides of ferromagnetic metals,
films could transform into magnetic state. It is clear that in relevant exper-
iments other di- or polyatomic compounds of ferromagnetic metals could be
employed along with oxides.

Below represented are the results of our experiments performed with
certain di- and polyatomic systems. Figure 2 illustrates typical changes of
a chemical composition during the selective removal of atoms. Figure 3 shows
the typical experimental results on both electric (a) and magnetic (b) prop-
erty modifications of metal oxides during the proton irradiation. As a result,
the insulator (MoO3) transforms into metal (Mo), and non-magnetic material
(Co3O4) becomes magnetic (Co). Figure 4 demonstrates formation of optical
patterned media due to refraction index, as well as reflection and absorption
factors variation under the proton irradiation.

It’s important to note that selective removal of atoms allows one to simul-
taneously change the physical properties of separate layers in a multi-layer
structure. This is a principal advantage of the proposed technology compared
to any other known technology or physical principle. As a result it enables the
simultaneous (in parallel) production of structures with different shapes and
properties in various layers by ion irradiation through the same mask. Such
a procedure allows one to get an overlapping of the structure elements in
various layers with an accuracy of about 1 nm. The latter feature is a crucial
point in the production of multi-layer nanostructures.
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Fig. 2. XPS-spectra of CuO-film in the initial state (1) and after proton irradiation
of various doses (2,3), which demonstrate the reduction of oxygen concentration
in the film during irradiation.

Fig. 3. Typical behaviour of electric resistivity (a) and of magnetic hysteresis
loop (b) of metal oxides during proton irradiation, which demonstrates the tran-
sition of insulators into metals (a), and non-magnetic materials into magnetic
ones (b).
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Fig. 4. Optical image of periodic structure formed by Selective Removal of Atoms
in tungsten oxide.

In Fig. 5, the experimental results are shown which demonstrate the possi-
bility of simultaneous changes of physical properties in various multi-layered
structures with alternating functional and auxiliary layers (the scheme of the
sandwich with different layers irradiated through the same mask – a, b). Also
shown in Fig. 5 is the dose dependence of Co3O4 and CuO layer resistances in
the sandwich during their consecutive transformation under irradiation into
Co and Cu, respectively (c).

It is very promising to use the proposed method for formation of magnetic
patterned media with high areal density. To attain an extreme density of data
storage with magnetic recording media, it is necessary to use the patterned
media consisting of regularly positioned magnetic nanogranules (“bits”) of
identical form and orientation. The smallest possible size of the bit is defined
by the so-called superparamagnetic limit. The minimum distance between the
bits depends on dipole-dipole inter-bit interaction and cannot be less than
its lesser size.

On the other hand, one should not arrange the bits so closely that they
nearly touch each other due to the above-mentioned magnetic inter-bit inter-
action. Thus, two physical reasons confine the accessible bit density: super-
paramagnetic limit and inter-bit interaction. There is the optimal inter-bit
distance (and, accordingly, the areal density of the data storage). According
to calculations, the optimal gap between the nearest rectangular bits with
the shape anisotropy factor of 5–6 amounts about the width of the bit. The
calculation shows that with Fe-bits of 3× 4 nm2 the storage density of about
3000 Gbit/inch2 could be attained.

Elongated (anisotropic) single-domain Co bits of small size (from 320
(1600 nm down to 15 (45 nm) in Co3O4 matrix have been produced through
a mask prepared by electron lithography. Examples of the structures are
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Fig. 5. Schemes of multilayer structure in the initial state (a), after proton irra-
diation (b) and the dose dependence of Co3O4 and CuO layer resistances in the
sandwich during their consecutive transformation under irradiation into Co and
Cu, respectively (c).

shown in Fig. 6,7. These images were obtained by atomic and magnetic force
microscopy.

The ranges of bit size and geometries have been studied for patterned
structures for which their single domain nature is kept. Investigation of the
samples with micron size bits obtained by selective removal of atoms was
performed just after the irradiation and demonstrated that these bits are
of multi-domain nature which agreed with the published data for maximum
size of single-domain particles. Figure 8 shows the topographic and MFM
images of magnetic bits of 2×12×0.025 µm3 just after the irradiation. Their
multi-domain origin is well seen in demagnetized state.

Then those bits were studied after magnetization in external magnetic
field directed along and perpendicular to their large side (Fig. 9). The corre-
sponding MFM image demonstrates a pseudo-single-domain origin, i.e. every
bit has two well defined poles with no visible domain structure inside the.
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Fig. 6. Examples of patterned magnetic media with areal densitiy of 1.2 Gb/inch2

(bit size - 80 × 400 nm2): (a) – AFM topography image, (b,c) – magnetic force
microscopy images with the different magnetization direction in single domain bits.

Fig. 7. Examples of patterned magnetic media with areal densities: 45 Gb/inch2

(bit size - 25×125 nm2) – (a,c) and 57 Gb/inch2 (bit size - 20×100 nm2) – (b,d).
(a,b) – AFM topography images, (c,d) – MFM images.
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Fig. 8. Topographic (a) and MFM (b) images of magnetic bits of 2×12×0.025 µm3

just after the irradiation (in a virgin state).

Fig. 9. MFM images of magnetic bits 2×12×0.025 µm3 after magnetization along
the large (a) and short (b) side of the bit.

The samples magnetized in this way were kept several days to stabilize
their magnetic state. It was demonstrated that such a stabilization didn’t
influence the MFM image, i.e. the magnetic state was stable.

A similar situation exists for bits 8 × 48 × 0.025 µm3 where a pseudo-
single- domain structure was also observed. But for this sample magnetized
in perpendicular direction there is a certain nonuniformity of MFM contrast
at magnetic poles. In fact, it probably means a weaker stability of the per-
pendicular magnetized bit state to decay into multi-domain structure.

Investigation of the bits with larger volume (10×40×0.045 µm3) demon-
strated that they have a multi-domain magnetic structure for both lohgi-
tudinal (along the large bit side) and perpendicular (along the short side)
magnetizations. However, additional magnetically soft precoat of 50 nm un-
der a structure of the bits 10×40×0.045 µm3, leads to pseudo-single-domain
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structure in the case of longitudinal magnetization while keeps a multi-
domain structure at perpendicular magnetization.

The investigation of the bits prepared on magnetically soft precoat in the
form of checkerboard structure (Fig. 10) has shown a pseudo-single-domain
MFM contrast (Fig. 10b) for magnetization along the large side of the bit. But
an evident interaction of adjacent bits was seen as “deformation” of magnetic
poles in the direction towards the nearest adjacent bit. This interaction is the
strongest one in the point with minimal distance to the next bit, i.e. in its
corner. In case of perpendicular magnetization the MFM image has complex
multi-domain structure (Fig. 10c).

Fig. 10. Topographic (a) and MFM (b,c) images of magnetic bits
10 × 40 × 0.030 µm3 prepared as checkerboard structure on the magnetically soft
precoat of 50 nm. Magnetization of the bits was along large (b) or short (c) side
of the bit. On topographic image the magnetic bits are located in the dark parts of
the image.

It should be noted that the multi-domain image in case of magnetization
along the short side of the bit in the checkerboard structure has not random
structure inside a separate bit but forms a periodic structure which spreads
over the whole sample through the adjacent bits.

The results obtained for checkerboard structures of magnetic bits demon-
strate that the bit’s magnetic state under magnetization depends on both
the parameters of an individual bit (size, anisotropy etc.) and the collective
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interactions between the bits. It was also shown that the use of magnetically
soft precoat allows one to keep a pseudo-single-domain state of the bits stable
after their longitudinal magnetization even for large volume of the bits.

3 Perspectives

Nowadays there is only submicron industrial technology for microelectronic
device production (with the minimum design rules – 0.065 µm) based on op-
tical lithography. There is the absolute necessity in industrial lithography for
producing devices with smaller element size. Many experts consider nanoim-
print lithography as the most realistic alternative to optical methods [14]–[18].

Nanoimprint lithography allows one to solve the first problem just now:
the single-layered nanostructures with the element size of less than 10 nm [14,
15], and with the areal density of elements ∼ 700 Gb/inch2 [19] have already
been produced.

But even nanoimprint lithography itself implies production of multilayer
devices in a consecutive manner similar to optical lithography (i.e., consecu-
tive creation of metal, dielectric and other layers and intermediate structures).
Extending traditional consecutive principles of microdevice manufacturing to
multilayer nanodevices demands the solution of two basic problems: a cre-
ation of structural elements with the sizes of 10 nm and less, and ensuring
the overlapping of the structure elements in various layers with accuracy of
2–3 nm. Within the frameworks of optical lithography and of traditional con-
secutive layering principles, the solution of these problems is not obvious now,
nor will it be in the foreseeable future.

It can be done by only the combination of nanoimprint lithography and
the method of selective removal of atoms. The latter allows one to create
various patterns simultaneously in several layers through the same mask. As
a result, self-overlapping with ∼ 1 nm accuracy can be obtained. Besides this
practical reason the application prospectives of this method are conditioned
by a number of other reasons.

Ion beams have a few important advantages:

– Negligible back-scattering effects results in increasing spatial resolution
of patterns on usual thin films deposited on massive substrates or thin
layers on/in massive samples.

– Short wavelengths of incident particles important for high resolution,
could be obtained with low accelerating voltages.

– It is important that during irradiation ions leave the material due to
diffusion without any negative influence on material properties.

In conclusion, the method could be used to create directly the needed spatial
modulations of atomic composition and physical properties of a material,
such as metal or semiconductor patterns in insulators, magnetic drawings in
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nonmagnetic substances, light guides in opaque media, etc. and could be used
for fabrication of micro- and nanoscale devices for various applications.

The main advantages of the proposed method are as follows:

– It is a parallel processing technique with respective high throughput.
– Possibility exists to form the various nanopatterns with needed physical

properties in different layers through the same mask.
– An intrinsic feature of the method is the self-overlapping (∼ 1 nm) of

elements in different layers of the structure.
– The method can be easily combined with traditional CMOS technology

to produce hybrid devices (the nanostructures being prepared by the pro-
posed technology.)

We have already successfully tested this method for some elements production
of the future nanodevices, the following results being obtained [20, 21, 22]:

– The resolution of 15 nm was achieved, which can be improved up to 3–
4 nm in the nearest future.

– The possibility of given relief production on the solid surface with 15 nm
resolution has been demonstrated and the prototype of 3.5 inch stamp for
imprint lithography was prepared with 1.5 µm resolution.

– The possibility of parallel and simultaneous modification of material’
properties in various layers of thin-film multilayer structure was exper-
imentally shown.

– It has been demonstrated that nanopatterns of areas with needed phys-
ical properties can be produced in various layers of thin-film multilayer
structure through a single mask.

– The possibility of patterned magnetic, conducting and optical medias pro-
duction was demonstrated with areal density of elements up to 60 Gb/inch2.

Our future plans address the production of patterned magnetic media
with high areal density for MRAM. In this case the magnetic structures will
produced in one layer while the corresponding electric elements and connec-
tions will be produced in adjacent layer. Our method of selective removal of
atoms is the most effective just for this type of multilayer structures with
necessity of matching the elements in various layers.
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Summary. Magnetic patterns with different shapes and aspect ratios provide con-
trol over the remanent domain state, the coercivity, and over different types of re-
versal mechanisms. We discuss magneto-optical, soft x-ray resonant scattering, and
neutron scattering methods for evaluating the vector magnetization during reversal
and the higher Fourier components of the magnetization distribution. These scat-
tering methods, providing a statistical averaged signal, contrast real space methods,
which give information on individual islands.

1 Introduction

Presently there is a large interest in the fabrication and characterization of
magnetic nanostructures [1]. This field is driven by the genuine interest in
the magnetic properties of nanostructures as well as by the large potential for
applications in magneto-electronic and spintronic devices. The main questions
concern (1) the spin structure in nano-patterned media as a function of the
shape, size and separation of the islands; (2) the mechanism of reversal via
coherent magnetization rotation or domain wall motion; (3) the speed of
the reversal and the damping mechanism of spin excitations; (4) different
methods for driving the reversal via an external field, spin accumulation, or
current torque; (5) the bipolar stability of the spin structure versus thermal
fluctuations as a function of size and anisotropy. Advances in instrumental
techniques allow to push forward the limits in the spatial and time domain
such that magnetic nanostructures can now be fabricated and investigated
on the scale of 10–100 nm with a spatial resolution of about 10 nm and on
a time scales of pico- to femtosecond.

There are many methods in real space for the investigation of magnetic
nanostructures. They will not be discussed here in any detail. The emphasis
is on light scattering methods in the visible and in the soft x-ray region, and
on neutron scattering. MOKE in the visible range has the advantage of being
fast and applicable in the laboratory without the need of a large scale facility
for the light source. Furthermore, a number of different MOKE techniques,
such as MOKE-microscopy, vector-MOKE, Bragg-MOKE and micro-MOKE,
can be utilized, yielding together with micromagnetic simulations a rather de-
tailed picture of the reversal mechanism. With vector-MOKE it is possible to
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analyze the magnetization vector, which enables to distinguish between dif-
ferent reversal mechanism [2, 19]. In the case of micro-MOKE the hysteresis
of single islands is investigated in specular reflection geometry by reducing
the cross-section of the incident beam to roughly match their size [20]. In
contrast, Bragg-MOKE uses the periodic array of the magnetic features illu-
minated by a broad incident beam and the hysteresis loops are recorded at
different orders of diffraction in off-specular geometry. For ferromagnetic line
gratings, the combination of diffraction and the magnetooptical Kerr effect
yields information about the mean lateral magnetization distribution [4, 5].
This technique arrives at a natural limit when the period of the array drops
below the wavelength of the incident light. Off-specular soft x-ray resonant
magnetic scattering (SXRMS) can, however, be employed to overcome this
limit [25]. Then smaller feature sizes (or higher orders of diffraction) become
accessible. The disadvantage of MOKE in the visible as well as in the x-
ray region is the rather small penetration depth of the light wave into the
metal, which is about 30 nm. This becomes a problem when studying arrays
of magnetic heterostructures or multilayers. Polarized neutron reflectivity
(PNR) and polarized neutron scattering (PNS) at small angles is not lim-
ited in this respect and a layer resolved vector-magnetometry even for deeply
buried layers is feasible [26]. Furthermore, the strength of the PNR method
is the off-specular scattering, providing statistical information on correlation
lengths and domain fluctuations. However, neutron scattering is intensity
limited and this becomes even more severe when studying sample volumes
which are severely reduced through the patterning process.

In the following we provide an overview of the different scattering tech-
niques used for the investigation of magnetic patterns. The intention is to
describe the current status of experimental techniques without going into
theoretical details. The different methods are illustrated by a number of ex-
perimental investigations on magnetic nanostructures. We start with a short
description of different patterning techniques in Sect. 2. In the experimental
Sect. 3 we will first introduce the vector-MOKE technique in Sect. 3.1, fol-
lowed by a discussion of Bragg-MOKE methods in the visible range (Sect. 3.2)
and in the x-ray range (Sect. 3.4). The last part of the experimental Sect. 3.5
discusses polarized neutron methods. In the final Sect. 4 we will summarize
and critically compare the different experimental techniques for potential fu-
ture applications.

2 Patterning

There are generally two routes for the preparation of micro- and nanos-
tructures. The bottom up approaches build monodisperse, small particles
(2–100 nm) by means of organo-metallic and gas phase synthesis or use of
self assembly processes on the atomic scale. bottom down techniques on the
other hand combines standard thin film deposition methods in combination
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with lithographic procedures, including novel techniques as diblock copolymer
templates, biological templates, alumina templates and nanosphere lithogra-
phy. For the patterning of extended magnetic arrays usually the bottom down
route is followed, as self assembly does not produce the required uniformity
and lateral order. Fist the desired pattern is defined by a CAD program
and written by irradiation into a resist layer. The exposure can be done by
electromagnetic radiation (visible, UV or x-ray) or by particles (electrons or
ions). While visible or UV lithography generally uses projection methods in
which the whole structure is exposed simultaneously through a mask, e-bam
lithography is a direct writing technique where the individual elements of the
structure are exposed successively. The projection methods allow to prepare
rapidly identical structures once the mask is prepared. The resolution of this
technique is limited by diffraction. E-beam and ion beam lithography are
more versatile and the resolution is limited by the focal spot of the respec-
tive beam and the chemical properties of the resist. They are, however, more
time consuming. The resist usually consists of a polymer, which undergoes
chemical changes upon irradiation. Then the exposed (positive resist) or the
unexposed (negative resist) areas of the resist are dissolved in a developer
bath, and the structure is transferred into the metallic layer. Using a positive
technique, the magnetic film is deposited onto the pre-defined resist template.
In a final chemical lift-off step only those islands remain, which have direct
contact to the sample or to another metal layer. In the negative technique on
the other hand, an etch resistant resist is employed. The magnetic structure
is then etched out of a continuous magnetic layer, deposited prior to the re-
sist. In a final step the remaining resist gets removed and only the magnetic
islands remain. Both methods are schematically drawn in Fig. 1.

substrate resist coating

exposure development

film deposition

etching & removing

substrate resist coating exposure

development film deposition lift-off

Fig. 1. Patterning steps using positive resist (left panel) and by negative resist
(right panel).
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3 Experimental Methods for the Analysis
of Patterned Magnetic Media

3.1 Vector-MOKE

Magnetic hysteresis measurements are usually performed with a MOKE setup
in the longitudinal configuration. This implies the use of s-polarized light,
a sample magnetization in the film plane, and a magnetic field applied in
the scattering plane and parallel to the film plane. The resulting Kerr angle
is then proportional to the component of the magnetization vector parallel
to the field direction, θx ∝ mx, where mx is the longitudinal component of
M projected parallel to H . This kind of measurement can not distinguish
between a magnetization reversal via domain rotation and/or via domain
formation and wall motion. It is therefore advantageous to measure not only
the component of the magnetization along the applied field, but also in the
orthogonal direction in order to reconstruct the magnetization vector M
from the measurement. The longitudinal MOKE can be used as a vector-
magnetometer, if, in addition, the external magnetic field is applied perpen-
dicular to the scattering plane and the sample is simultaneously rotated by
90◦ with respect to the scattering plane, keeping the rest of the setup con-
stant. In this perpendicular configuration, MOKE detects the magnetization
component parallel to the scattering plane and perpendicular to the magnetic
field, θy ∝ my, as has been shown by [2].
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Fig. 2. Definition of the sample rotation φ and the angle χ of the magnetiza-
tion vector M for the case of the longitudinal setup (a) and the perpendicular
setup (b). In order to measure the y-component of the magnetization my the field
and the sample are rotated by 90◦, such that the angle φ is held constant, but the
magnetization component my is in the scattering plane.

Vector-MOKE has originally been applied to continuous magnetic films [2].
Here it is of interest to utilize this method for the analysis of magnetic pat-
terns. The geometry of the setup for the case of a stripe pattern is sketched in
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Fig. 2. φ defines the the angle between the stripes (easy axis) and the applied
field direction. χ is the angle between the magnetization vector M and the
applied field. After measuring a hysteresis in the configuration sketched in
Fig. 2(a), the sample and the field is rotated by 90◦ (Fig. 2(b)), thus leaving
the relation between stripes and field constant. The original and the rotated
configuration combined yield the average vector magnetization for one par-
ticular angle φ. Obviously φ has to be changed in consecutive runs to probe
the reversal mechanism for any angle between the easy and the hard axis.

The formalism of vector-MOKE is independent of the patterning as the
specularly reflected beam is used for the MOKE signal. The specular signal
averages over the magnetic islands as well as over the materials in the in-
terspace. This will be different in the next section, where we investigate the
off-specular Bragg-diffracted MOKE signal. Both components, mx and my,
yield the vector sum for the average magnetization vector M sampled over
the region, which is illuminated by the laser spot. This area is approx. 1 mm2.
The magnetization vector can be written as

M =
(

mx

my

)
= |M |

(
cos χ
sin χ

)
. (1)

The proportionality constant between the Kerr angles θx and θy and the two
magnetization components is a priori unknown. However, there are good
reasons to assume that they are equal. In this case one can write:

mx

my
=

cos χ

sin χ
=

θx

θy
, (2)

from which follows the rotation angle of the magnetization vector:

χ = arctan
(

θy

θx

)
. (3)

Furthermore one can express |M |, normalized to the saturation magnetiza-
tion:

|M |
|M sat| =

√(
θx

θsat

)2

+
(

θy

θsat

)2

. (4)

The results of vector-MOKE measurements provide important informa-
tion on the type of magnetization reversal. Two limiting cases can easily be
distinguished (see Fig. 3):

– Coherent rotation (Fig. 3(a)) occurs when the length of the magneti-
zation vector |M | is constant during the reversal, while the magnetiza-
tion vector M rotates from one direction into the other. Accordingly,
the y-component my, plotted as a function of the x-component mx, in-
creases with decreasing longitudinal component, and exhibits a maximum
at remanence.
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Fig. 3. Two limiting cases of magnetization reversal and the resulting vector-
MOKE measurements can be distinguished. The top panel shows the case of coher-
ent rotation. The reversal is sketched and the y-component, the angle χ of rotation,
and the magnitude of the magnetization M are plotted as a function of x-component
of the magnetization vector. Bottom panel depicts the case of domain formation
and without rotation. The same quantities are plotted as in top panel.

– Domain formation (Fig. 3(b)) is recognized by a magnetization vector,
which remains aligned with the external field, but changes its magni-
tude from negative to positive saturation and vice versa. In this case the
y-component stays zero for all field values. If no y-component can be de-
tected, no rotation of the magnetization takes place and the reversal is
governed by domain processes.

Examples for vector-MOKE

In the following we discuss the magnetization reversal of a stripe pattern
using vector-MOKE [3]. The stripes consist of a 20 × 10 mm2 and 90 nm
thick polycrystalline Co0.7Fe0.3 film grown by DC magnetron sputtering and
patterned subsequently by optical lithography. The magnetic anisotropy is
dominated by the shape anisotropy with no further intentional anisotropy.
The stripes have a width of w = 1.2 µm and a grating parameter of d =
3 µm as can be seen from the atomic force microscope (AFM) topograph
reproduced in Fig. 4. Due to the high aspect ratio, the easy axis in this
pattern is aligned parallel to the stripes and in remanence the stripes are in
a single domain state.

The left row of Fig. 5 shows four typical longitudinal MOKE hysteresis
loops taken from the CoFe stripes with different in-plane angles φ displaying
the x-component of the magnetization vector. The hysteresis loop in (a) cor-
responds to an external magnetic field oriented parallel to the stripes. In this
case, we find an almost square hysteresis loop, which represents the typical
behavior of a sample when magnetically saturated parallel to the easy axis of
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Fig. 4. Surface topography of the array of Co0.7Fe0.3 stripes obtained with an
atomic force microscope shown in a 3-dimensional surface view. The displayed area
is 20 × 20 µm2.
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Fig. 5. MOKE hysteresis loops measured the x-component (left figures) and the
y-component (right figures) of the magnetization vector. For both configurations in
(a) and (b) the external magnetic field is oriented parallel to the stripes (easy axis
configuration); in (c) and (d) the stripes are rotated by 45◦ and in (e) and (f) by
63◦ with respect to the direction of the external field; in (g) and (h) the magnetic
field is oriented perpendicular to the stripes (hard axis configuration).

the magnetization. The coercive field is Hc = 140 Oe. The coercive field in-
creases to Hc = 200 Oe and Hc = 320 Oe for intermediate angles of rotation
of φ = 45◦ (c) and 63◦ (e), respectively. Figure 5(g) shows the corresponding
hysteresis loop for the CoFe stripe array oriented perpendicular to both the
external field and the plane of incidence. Here, a typical hard axis hysteresis
loop is obtained. The saturation field measured with MOKE in the hard axis
configuration exceeds 1000 Oe.

The y-component of the magnetization vector is reproduced in the right
column of Fig. 5. The hysteresis loop reproduced in (b) was determined for
a magnetic field parallel to the CoFe stripes, i.e. parallel to the easy axis.
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Ideally, within this configuration the measured Kerr rotation should remain
zero unless components of the magnetization lie in the plane of incidence
during the magnetization reversal process. As can be seen from Fig. 5(b),
the measured Kerr rotation is indeed almost zero, thus no rotation of the
magnetization occurs in this configuration. Figure 5(d) and (f) show the cor-
responding y-component of the magnetization vector measured for higher
angles of rotation φ. Finally Fig. 5 (h) reproduces the hysteresis loop for
a magnetic field parallel to the hard axis direction, i.e. in a direction per-
pendicular to the stripes and the plane of incidence. In this configuration
the y-component of the magnetization vector always reflects a rotation of the
magnetization away from the magnetic field.

Fig. 6. Plot of the angle of rotation χ (left panel), magnitude of the magnetization
vector |M | (middle panel), and y versus x-component of the MOKE signal for
different sample rotation angles φ according to the measurements shown in Fig. 5.
Solid lines are for ascending magnetic fields and dotted lines for descending fields.

From the x and y-components the magnetization vector can be recon-
structed as discussed further above. This is shown in Fig. 6, where the angle
of the magnetization vector χ and the magnitude |−m| is plotted as a func-
tion of the external field for all four stripe orientations. The analysis confirms
that for a magnetic field direction parallel to the stripes the reversal proceeds
by nucleation and domain wall motion within a very narrow region around the
coercive field, Hc (see Fig. 6(a,b)). However, for field directions 0 < φ < 90◦

there is a sizeable contribution from coherent rotation up to the coercive
field, where some domains are formed (see Fig. 6 (d-i)). For φ = 90◦ the
reversal mechanism appears to be entirely dominated by coherent rotation
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of the magnetization vector and no switching takes place. In the hard axis
direction the magnetization vector describes a complete 360◦ rotation during
the full magnetization cycle without any discontinuity (see Fig. 6 (j,k,l)). For
other directions a switching of the magnetization by 180◦ is observed at Hc,
which can be viewed as a head-to-head domain wall movement through the
stripes. These conclusions have been confirmed by imaging domains within
the stripe pattern via Kerr microscopy [3].

3.2 Bragg-MOKE

Whenever a lateral magnetic structure has a periodicty of the order of the
wavelength of the illuminating laser light, the sample acts as an optical grat-
ing, leading to interference effects in the reflected laser light. Kerr hystere-
sis loops can be measured both in specular reflection and at the diffraction
spots. The measurement and analysis of magnetic hysteresis curves from in-
terference spots of higher order has been dubbed diffraction-MOKE [4] or
Bragg-MOKE [5].

For Bragg-MOKE measurements the angle of incidence αi should be set
to 0◦ (perpendicular incidence) in order to produce a symmetric diffraction
pattern for positive and negative orders of interference. Furthermore, in case
of a stripe arrays the grating has to be set with the stripes perpendicular to
the scattering plane and the external magnetic field, i.e. the Bragg-MOKE
hysteresis curves are obtained in the hard axis configuration only. Any other
stripe orientation moves the scattering plane away from horizontal, requiring
a special detector arrangement. The geometry of the Bragg-MOKE measure-
ments is sketched in Fig. 7.

Examples for Bragg-MOKE measurements

An illustrative example is provided by a thin polycrystalline Fe film on a sap-
phire substrate, which has been laterally structured into stripes of differ-
ent widths (w = 0.5, 2.1, 2.5, and 3.7 µm) but constant grating parameter
(d = 5 µm). The thickness of 50 nm is also the same for all stripe arrays.
The magnetic anisotropy is dominated by the shape anisotropy, while the
polycrystalline film averages the intrinsic magneto-crystalline anisotropy.

The Bragg-MOKE results for the different gratings are reproduced in
Fig. 8 [5]. Because of the symmetric scattering geometry, only results from
positive orders of diffraction are shown. The rows of Fig. 8 display the Bragg-
MOKE hysteresis curves for one stripe width at different orders of diffraction
n = 1 − 3. The columns represent the same order of diffraction for different
Fe stripe widths w. Obviously, the shape of the hysteresis curves changes
with the order of diffraction. While the first order hysteresis curves appear
normal, anomalies are evident at higher orders.
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Fig. 7. Geometry of the Bragg-MOKE setup. The s-polarized light in perpendicular
incidence (αi = 0) is diffracted from the grating. The sample rotation angle φ is
selected, such that the magnetic field is perpendicular to the stripes. The Kerr
detector can be rotated perpendicular to the plane of incidence by an angle αf .

In Fig. 9 MOKE measurements are shown for the same stripe arrays in
specular geometry, n = 0, and for stripe orientations parallel (easy) and per-
pendicular (hard) to the applied field in the scattering plane. A comparison
between specular and Bragg-MOKE is only possible for the hard axis orien-
tation, since the diffraction spots need to be in the scattering plane. Aside
from the stripe pattern with the smallest width, the zeroth and the first
order hysteresis curves look very much alike. In the specular configuration
the substrate contributes to the MOKE signal in an uncontrolled fashion.
This is particularly problematic for arrays with a low coverage of the sub-
strate. On the other hand, off-specular Bragg-MOKE hysteresis curves may
not be representative for the “true” hysteresis, due to inference effects and
angle dependent magneto-optical parameters, to be discussed further below.
However, according to our experience and for arrays of simple structures the
n = 1 and n = 0 hysteresis loops usually have a similar shape with the added
advantage that the former has a much better signal to noise ratio.

In the specular MOKE measurements no anomalous hysteresis loops are
observed. There are no contributions from higher order MOKE effects. But in
the Bragg-MOKE curves in Fig. 9 one finds several hysteresis loops exhibiting
an anomalous shape. The anomalies displays a symmetry with respect to the
origin of the diffraction order n = 0, which is not consistent with second-order
effects [6]. In Bragg-MOKE studies for ferromagnetic dot arrays [7] and anti-
dot arrays [6, 8] similar anomalous hysteresis loops have been observed. The
effect has been shown to be caused by the magnetic domain structure within
the patterned films.
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Fig. 8. Bragg-MOKE hysteresis curves from the polycrystalline Fe gratings. Each
line in the figure represents the measurements of one grating with constant w, as
indicated in the figure. The stripe width w increases from top to the bottom. In
the columns the positive first three orders of diffraction are shown.

In Fig. 10(a) a Kerr microscopy image is shown of the domain pattern
taken from the stripe array with w = 2.5 µm in the demagnetized state. We
observe a very regular domain pattern with closure domains at the stripe
edges, as depicted schematically in Fig. 10(b). In the remanent state (not
shown) one essentially observes similar domains with one magnetization di-
rection in the interior of the stripes. The essential idea of Bragg-MOKE is – in
analogy to regular x-ray or neutron Bragg-diffraction – that the different or-
ders of diffraction represent the Fourier components of the magnetization
distribution within the sample and during the magnetization reversal, from
which some features of the domain pattern can be reconstructed.

In the past the Bragg-MOKE hysteresis loops have been analyzed using
so-called diffraction hysteresis loops (DHL). In this representation the Bragg-
MOKE signal is plotted as a function of the normalized magnetization, the
latter one being determined from the specular measurements. The DHL are
then modelled by assuming a particular domain structure. As pointed out
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Fig. 9. MOKE hysteresis loops measured along and perpendicular to the stripes
for the gratings with (a) w = 0.5 µm, (b) w = 2.1 µm, (c) w = 2.5 µm, and
(d) w = 3.3 µm. The hard axis (dashed line) is measured with the external field
perpendicular to the stripes and the easy axis (straight line) with the field parallel
to the grating.

Fig. 10. (a) Kerr microscopy image in the demagnetized state of a Fe grating
with the lattice parameter d = 5 µm and the stripe width w = 2.5 µm. The field
direction during demagnetization was perpendicular to the stripes. (b) Orientation
of the magnetization within the domains schematically.
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especially in Ref. [6, 7], the magnetic signal obtained from hysteresis mea-
surements at diffraction spot n represents the nth Fourier component of the
magnetization distribution. With simple one-dimensional models the DHL for
several typical domain structures can be calculated. All models assume the
magneto-optical signal to be given by the real part of the Fourier transform:

fm
n =

∫ d

0

m(x) exp(ikx)dx. (5)

Here d is the grating parameter, m(x) is the magnetization distribution, and
the wave vector is given by k = 2πn/d.

Instead of plotting and computing DHL for particular domain structures,
it has now become possible to take the Fourier transform directly from sim-
ulated magnetization distributions [9, 10], using one of the standard micro-
magnetic modelling packages, such as OOMMF [11]. We discuss this method
for the case of an Fe stripe array with alternately thick (2 µm) and thin
(1 µm) bars, both having the same length of 30 µm. In one direction, the
grating period is 6 µm, in the other direction 40 µm. Details of the structure
are shown in Fig. 11 [12].

The Kerr hysteresis loops were obtained in hard axis orientation. The
Kerr hysteresis loop measured at the specular intensity spot shows a typical
hard axis behavior with vanishing remanence. The hysteresis measured at
the second diffraction order is similar to the specular one. For the first and
the third order of diffraction the shape of the hysteresis loops is completely
different.

To explain the behavior of the hysteresis loops measured at the diffraction
spots, micromagnetic calculations have been used [12]. For the simulations
we consider two rectangles of the structure having dimensions 2 µm× 30 µm
and 1 µm × 30 µm, respectively, and a separation between the rectangles of
1.5 µm with a respective thickness of 100 nm. The crystalline anisotropy con-
stant K1 was set to 0. To compare the simulations with the Kerr hysteresis
loops measured at the diffraction spots, the magnetic form factor of order n,
fm

n , has to be calculated for each field value and as a function of the magne-
tization distribution inside the stripe. Taking the real and imaginary part of
the magnetic form factor, measured data have been fit with the expression:

mn = An�(fm
n ) + Bn�(fm

n ), (6)

where An and Bn are adjustable parameters. In Fig. 12 the measured and
calculated data are compared. For all orders of diffraction the calculated data
match the measured hysteresis loops rather well. In Fig. 13 four magnetization
profiles for increasing magnetic field values are presented. The remagnetiza-
tion process starts at the longer edges of the rectangles. The smaller rectangle
(1 × 30 µm2) breaks up into domains for field values around –1000 Oe. The
bigger rectangles follow at –600 Oe. For the bigger rectangle the remagneti-
zation process is almost finished at 900 Oe, while the smaller one is still in
a domain state.
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Fig. 11. Topography image of the stripes as obtained by atomic force microscopy.

Fig. 12. Kerr hysteresis loops from the array measured at different orders of diffrac-
tion (dots) and calculated data from micromagnetic simulations (lines).

The combination of Bragg-MOKE results with micromagnetic calcula-
tions is a very good tool for investigating the magnetization in periodic arrays
of magnetic microstructures. The good agreement between Bragg-MOKE
data and calculated hysteresis loops of n-th order provides confidence that
the hysteresis loops measured in higher order contain meaningful informa-
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Fig. 13. Calculated magnetization profiles from micromagnetic simulations.

tion. In fact, in case of periodic lateral magnetic structures it is not sufficient
to determine only the 0th order specular MOKE hysteresis.

3.3 Combination of Vector and Bragg-MOKE

Vector and Bragg-MOKE techniques are no separate techniques which work
only alone. Both can be combined. Since Vector-MOKE requires the rota-
tion of sample and applied field by 90◦, only patterns on a square lattice
can be analyzed with this combined technique. First results have now been
obtained from a pattern of equilateral triangles [18]. A polycrystalline Fe film
(thickness = 30 nm) was deposited at room temperature on pre-defined re-
sist templates by ion beam sputtering. The resist templates were fabricated
by conventional electron beam lithography. The grating parameter in x and
y-direction was 12 µm, the length of the sidepieces 6 µm. In Fig. 14 the
Bragg-MOKE hysteresis measured at the first and second diffraction spot for
the x- and y-component are compared with the results from micromagnetic
simulations. The agreement is obvious. From the magnetization profiles ob-
tained from OOMMF the devolution of the remagnetization process can be
concluded. When the field reaches the point A (cf. Fig. 14), first domains with
magnetization parallel to positive field direction are formed in the sidepiece
which is parallel to the field. The forming of domains in the other sidepieces
is visible in point B in the hysteresis. In point C the magnetization rever-
sal is almost finished. With increasing field the magnetization rotates into
saturation.

The combination of both techniques is certainly a very powerful method
for detailed analysis of the magnetization reversal of patterned magnetic ma-
terials on the micro- to submicrometer scale.

Further investigations with Bragg and Vector-MOKE

The Bragg-MOKE effect has been used to study domain formations dur-
ing the magnetization reversal of a variety of different sample geometries
and shapes. Circular holes, elliptic holes, and square holes have been investi-
gated [6, 8, 14] as well as circular islands and square rings [15]. Of particular
interest is the investigation of vortex states in circular and elliptic islands
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Fig. 14. Measured (left column) and calculated (right column) Bragg-MOKE hys-
teresis loops for the x- and y-component at the two first diffraction spots; only the
part of the loops coming from negative to positive field values are shown. The inset
shows the structure geometry.

and how these states effect the shape of the hysteresis in higher order of
diffraction [9, 10]. More recently the exchange interaction between Co and Fe
stripes separated by a Cr interlayer [13], the dipolar interaction between mag-
netic islands of different shape have been investigated via Bragg-MOKE [16],
and the exchange bias effect of a CoFe/MnIr bilayer could be explained with
a Spin Glass model comparing the simulations with Vector-MOKE data [17].
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3.4 Soft x-ray Resonant Magnetic Scattering

The magnetic sensitivity of soft x-rays originates from the difference between
the absorption of left and right circularly polarized x-rays for a magnetic ma-
terial [21, 22]. This x-ray magnetic circular dichroism (XMCD) is widely used
to investigate element selective hysteresis curves, the dynamics of magnetiza-
tion reversal on the nanosecond scale and the imaging of magnetic domains
with a photo emission electron microscope (PEEM). Soft x-ray resonant mag-
netic scattering (XRMS) yield the combined element specific spectroscopic
information originating from XMCD together with the depth resolved struc-
tural information as measured in conventional (non resonant) small angle
x-ray diffraction, such as density profiles and interface roughness in magnetic
heterostructures [24, 23]. A periodically, lateral structured sample will act as
an optical grating and generate off-specular diffraction spots. Thus, similar to
Bragg-MOKE in the visible range, the magnetization reversal of patterned
magnetic arrays can be studied with off-specular x-ray resonant magnetic
scattering [27, 28, 29]. In this case the magnetic dichroism of circularly po-
larized x-rays with energies close to the L-absorption edges of 3d transition
metals is exploited to determine the magnetic hysteresis in the diffraction
mode.

In general, the differential cross section for x-ray scattering in the kine-
matic approximation is given by

dσ

dΩ
=

∣∣∣∣∫
V

d3rNf(q, ω) exp (−iq · r)
∣∣∣∣2 , (7)

where f(q, ω) is the atomic scattering amplitude and N is the number density
of scatterers.

If in the resonant part only dipole transitions are considered, the complete
scattering amplitude for non-resonant and resonant scattering is given by [30]

f(q, ω) = (ε ∗
f ·εi)(−reZ+F (0))+i(ε ∗

f ×εi)·mF (1)+(ε ∗
f ·m)(εi ·m)F (2), (8)

with

F (0) =
3λ

8π

[
F 1
−1 + F 1

1

]
, (9)

F (1) =
3λ

8π

[
F 1
−1 − F 1

1

]
, (10)

F (2) =
3λ

8π

[
2F 1

0 − F 1
−1 − F 1

1

]
. (11)

Here the FL
M (ω) are the transition matrix elements for dipole transitions,

and εi and εf are polarization vectors of the incident and scattered radia-
tion, respectively. The unit vector m points along the magnetization direc-
tion, which defines the quantization axis of the system. Terms proportional
to ε ∗

f · εi describe non-resonant and resonant charge scattering. The term
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involving (ε ∗
f × εi) · m is first order in the magnetization and yields circular

dichroism and Kerr effects. The term proportional to (ε ∗
f · m)(εi · m) is

second order in the magnetization and causes linear dichroism or the Voigt
effect, which is only relevant for the transmission geometry and will not be
considered further on.

Element specificity of the scattering cross section is obtained by tuning
the x-ray energy to the appropriate absorption edge. In 3d transition metals
the excitation of 2p1/2 and 2p3/2 electrons into unoccupied 3d states leads
to strong absorption edges with energies in the soft x-ray region, referred to
as LII - and LIII -edges, respectively [31]. Resonant scattering causes a large
enhancement of the scattering cross-section. The intensity difference between
left and right circularly polarized x-rays is a fingerprint for the element and
simultaneously for the existence of a local magnetic moment of that element.
The scattering geometry for the application of resonant x-ray magnetic scat-
tering is sketched in Fig. 15 [32]. The magnetic field is applied parallel to
the scattering plane in a geometry similar to the longitudinal MOKE effect
described in Sect. 3.1. Instead of changing the chirality of the photons, in
practice the sample is exposed to a magnetic field. Positive and negative
saturation is equivalent to a change of the polarization. Furthermore, the
possibility to tune the photon energy around the absorption edges enables
independent measurements of the structural order (at arbitrary energies) and
the magnetic order (at the resonant energy). A special chamber (ALICE) was
built to fulfill the geometric conditions for xrms measurements, including
a large parameter space in magnetic field and temperature [33].

The structural diffraction pattern exhibits satellite peaks around the cen-
tral specular reflection. The application of an in-situ magnetic field at photon
energies near the absorption edges allows us to monitor the magnetic con-
tribution of each individual satellite peak through the whole hysteresis loop
from one saturated state to the other one. While the hysteresis loop, recorded
at the central specular reflection, yields the average magnetization of the sam-
ple, the ones recorded at higher orders yield the Fourier components of the
magnetic form factor of the ferromagnetic islands during the reversal process.

Examples for resonant x-ray scattering from stripe arrays

In the following we will discuss results obtained at the off-specular diffrac-
tion peaks of a magnetic array, consisting of an array of rectangular permalloy
(Py) islands with lateral size of 0.3 µm × 3 µm and thickness of 25 nm, set
in a square grid with a periodicity of 5 µm. A secondary electron micrograph
of the Py array is shown in Fig. 16. The aspect ratio and the thickness of
the individual Py islands were chosen to create single domain particles [34],
which was confirmed by magnetic force microscopy images at remanence. For
the resonant x-ray measurements a photon energy of 852 eV (close to the Ni
edge) and an incident angle close to 4◦ was chosen. Figure 17 depicts the
two respective off-spectular qx scans, recorded in-situ in an applied magnetic
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Fig. 15. Scattering geometry for the soft-x-ray experiments using the ALICE
difractometer at the synchrotron im Berlin.

Fig. 16. SEM micrograph of the permalloy array. Rectangular islands of lateral
size of 0.3 µm × 3 µm are set in a square grid with a periodicity of 5 µm.

field of ±1500 Oe along the short axis of the rectangular islands, respectively.
The specular reflection at qx = 0 is accompanied by two Yoneda wings at
qx = ±0.03 nm−1 and by numerous equally spaced diffraction peaks origi-
nating from the regular Py pattern. The magnetic contrast at those satellite
reflection can clearly be seen. Off-specular hysteresis loops could be mea-
sured up to the 35th order of diffraction. A selection of those are displayed
in Fig. 18. All hysteresis loops exhibit a S-like shape with the same coercive
field of 35 Oe, the same remanence of 0.3Msat and a saturation of 400 Oe.
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Fig. 17. Qx scans recorded in both magnetic saturations. An incident angle of 4◦

and at a photon energy of E = 852 eV (Ni-edge) was chosen. The specular reflection
at qx = 0 is accompanied by more than 30 equally spaced satellite reflections. The
magnetic asymmetry reaches up to 25%. The inset shows a detail.

Unlike the hysteresis loops recorded with visible light, there is no change in
sign of the hyteresis loops is observed for negative orders of diffraction.

As discussed before for the optical Bragg-MOKE, the magnetic signal ob-
tained from hysteresis measurements at diffraction spot n represents the nth
Fourier component of the mean magnetization distribution. In the kinemati-
cal approach it yields the magnetic form factor of a single island, analogous
to eqn (5).

As the Py islands were prepared to be single domain particles we expect
a coherent rotation of the magnetic moments towards the easy axis given by
the shape anisotropy of the islands, i.e. parallel to the long axis of the islands.
This results in uniform decrease of the projection of the magnetization to
the scattering plane, leading to order-independent hysteresis loops. This has
indeed been observed.

Consequently, in this case the magnetic hysteresis loops recorded at higher
order off-specular Bragg reflections are representative for the whole array.
Therefore, the magnetic signal measured at e.g. the firt order Bragg reflection
filters out the magnetic behavior the stripe array under investigation and
suppresses possible contributions from unpatterned parts of the sample as
they do not contribute to the interference process.
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Fig. 18. Selected Off-specular hysteresis loops recorded at the corresponding
diffraction peaks of Fig. 17. An incident angle of 4◦ and a photon energy of 852 eV
(close to the Ni edge) was chosen.

Further results and comparison with other techniques

Patterned magnetic samples can not only be produced by artificial litho-
graphic means, but also by self-organized minimization of the magnetic field
energy. For instance, in FePd thin-film samples the competition between per-
pendicular magnetic anisotropy and shape anisotropy leads to the formation
of highly ordered stripe domain patterns with a magnetization component
perpendicular to the film plane. The magnetic stripes with a period of 100 nm
give rise to purely magnetic peaks in the diffraction pattern [35]. Although
magnetic force microscopy provides a real space image of the stripe pattern,
only with scattering experiments the coherence length can be determined.

Specular and off-specular x-ray scattering has also been used to follow the
field dependent magnetization in an array of 1×0.35 µm permalloy rectangles,
which is similar to the shape describe above [29]. Hysteresis measurements
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Fig. 19. Scattering geometry for polarized neutron reflectivity studies of a magnetic
stripe array. The external field H is applied parallel to the y-axis, along which the
neutrons are polarized. For specular reflectivity studies the scattering vector q is
parallel to the z-axis. χ is the angle of the sample rotation with respect to the
applied field (same definition as in Fig. 2). The magnetic induction B makes the
angle θ with respect to H . αi and αf refer to the incident and exit angles of the
neutrons to the sample surface

were performed parallel and perpendicular to the easy axis and a strong
magnetic anisotropy induced by the patterning, with a magnetic hard axis in
the direction of the shorter side of the rectangles was observed, in agreement
with measurements of [32].

Even though the theory of the off-specular resonant x-ray scattering from
laterally structured ferromagnetic samples is not fully understood, it is rea-
sonable to assume that one can interpret the hysteresis loops like the corre-
sponding Bragg-MOKE loops. Soft x-rays have several advantages over visi-
ble light. Due to their shorter wavelength higher orders of diffraction become
accessible: for the Py sample discussed above the magnetic signal could be
obtained for more than 30 orders. X-rays also allow to study structures that
are much smaller than the wavelength of visible light. The greatest advantage
is the element selectivity, which allows to address a specific material within
a magnetic heterostructure. The disadvantage of both techniques in the vis-
ible as well as in the x-ray region is the rather small penetration depth of
the light wave into the metal which hinders the study of thick films, buried
layers or multilayers. This limitation could be overcome by using off-specular
polarized neutron reflectivity, which will be discussed in the following chapter.

3.5 Polarized Neutron Reflectivity and Scattering

Neutron scattering from nanostructured magnetic arrays is a challenging task.
Nevertheless it is worth pursuing this task because of the unique information
neutron scattering can offer with respect to correlation effects and domain
fluctuations.

A few basic properties of polarized neutron reflectivity shall be recalled
here for later use. For more details we refer to [26, 37]. The experimental
set-up is somewhat similar to the MOKE set-up, as schematically shown



Magnetization Reversal 87

in Fig. 19. The magnetization vector M is assumed to be in the sample
plane (in-plane anisotropy) and is perpendicular to the scattering vector Q at
specular reflection. Furthermore, M may have an angle θ against the external
magnetic field H applied along the y-axis. We assume that a monochromatic
neutron beam incidents onto the sample surface at an angle αi and scattered
at the glancing angle αf . The incident polarization vector is set either along
with, or opposite to H and perpendicular to the scattering plane.

With polarized neutron reflectivity it is possible to measure independently
the non spin-flip (NSF) reflectivities R++, R−− and the spin-flip (SF) reflec-
tivities R+−, R−+.

The difference of the specularly reflected NSF neutrons is proportional to
the Y-component of the magnetic induction BY :

R++ − R−− ∝ BY , (12)

whereas the spin-flip reflectivities

R+− = R−+ (13)

are degenerate in the specular direction and are proportional to the square
of the X-component of the magnetic induction BX :

R+−, R−+ ∝ B2
X . (14)

In comparison with vector-MOKE, PNR naturally provides a vector infor-
mation of the magnetization via the simultaneously occurring NSF and SF
reflectivities, without the need of resetting the sample. Furthermore, PNR
can distinguish not only between case (a) in Fig. 20, a coherent rotation of
magnetization and case (b), nucleation and domain wall motion, but also
between case (b) and case (c), domain formation: as any transverse or x-
component of the magnetization yields spin-flip scattering, while in MOKE
experiments the transverse components compensate and do not give rise to
a Kerr rotation.

In addition, PNR is depth sensitive and allows the analysis of the magne-
tization vector even for layers which are deeply buried under covers of other
magnetic, or non-magnetic materials. In contrast, MOKE analysis is limited
to the near surface region within the skin depth of the particular material,
which usually is on the order of 20–30 nm.

For laterally structured thin films with a defined periodicity, such as mag-
netic stripe arrays, additional reciprocal lattice streaks are generated, which
occur in the x-z plane of the reciprocal space at regular spacing on the right
and left side to the specular rod. Moreover, stripe arrays have, by design, an
easy axis of the shape anisotropy parallel to the stripe direction and a hard
axis perpendicular to it. In order to study the reversal mechanism for differ-
ent orientations of the field with respect to the stripe orientation, the sample
needs to be rotated, while keeping the applied field perpendicular to the
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Fig. 20. Sketch of three different possibilities for the magnetization reversal from
negative saturation field to positive saturation field. This corresponds to only one
branch of a magnetic hysteresis in an ascending field. Panel (a) shows schematically
a reversal via a coherent rotation of the magnetization vector together with the
respective specularly reflected intensity at a fixed scattering vector. In panel (b)
domain nucleation and growth is assumed, and in panel (c) the reversal occurs via
domain formation. For more details, see text.

scattering plane and parallel to the polarization axis. Starting from a stripe
arrangement perpendicular to the scattering plane (easy axis configuration),
rotation of the stripe array implies an effective increase of the lattice period
with respect to the scattering plane, resulting in a shrinking separation be-
tween the reciprocal lattice rods. In Fig. 19 the scattering geometry is shown
together with the definition of the angles, which are used later on for the
discussion of examples. The easy axis corresponds to χ = 0◦ and the hard
axis to χ = 90◦.

In the following we discuss the three different reversal mechanisms and
how they are expressed in neutron reflectivity measurements. Figure 20 shows
schematically in (a) coherent rotation of the magnetization vector, in (b) the
domain structure for nucleation and domain wall motion, and (c) reversal
via domain formation. The neutron reflectivity is assumed to be taken at one
particular value of the scattering vector, which is most sensitive to the mag-
netization direction, i.e. where the difference R++ −R−− is largest. Starting
from the “down” magnetization in saturation, the difference R−−−R++ > 0,
but reverses sign at the coercive field. The cross over with R−− = R++ oc-
curs at the coercive field Hc. For case (b), R−− = R++ > 0 and at the same
time R+− = R−+ = 0, as no x-component occurs during the magnetization
reversal via nucleation and domain wall movement. In contrast, during re-
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versal via coherent rotation the entire magnetization contributes to spin-flip
reflection at the coercive field and both non-flip cross sections drop to zero:
R−− = R++ = 0. The third case of domain formation is in between the
other two cases. At the coercive field spin-flip and non-flip reflection coexist.
Reality in most cases is more complex. But the selected reversal types are
good guidelines for the discussion of actual examples.

Experimental Results

Magnetization reversal measurements of different magnetic stripe arrays have
been carried out using polarized neutron scattering at small angles [3, 38, 39].
The experiments were performed using the polarized neutron reflectometer
ADAM at the Institut Laue-Langevin, Grenoble, France [36]. As an illustra-
tive example we will discuss an array consisting of polycrystalline Co0.7Fe0.3

stripes with a thickness of 76 nm, a width of 2.4 µm, and a grating period of
3 µm. The anisotropy of the stripes is dominated by the shape anisotropy [39].

In general, polarized neutron scattering data properly analyzed provide
a comprehensive picture about the re-magnetization process of lateral mag-
netic patterns. Basically three different features can be deduced from PNR:
Specular reflectivity, Bragg reflections from the lateral periodicity, and off-
specular diffuse scattering. Specular and Bragg-PNR measures a signal aver-
aged over a number of domains within the coherence length of the neutron
radiation, while magnetization fluctuations on smaller length scales cause
off-specular diffuse scattering. All three contributions have been measured
and analyzed. In Fig. 21 reflectivity data with spin analysis of the exit beam
at two angles of sample rotation χ = 0◦ (left column) and χ = 75◦ (right
column) are reproduced. In saturation we observe the typical ferromagnetic
splitting between R++ − R−− and almost no intensity for the SF reflectivi-
ties, R+− ≈ R−+ ≈ 0. For χ = 0 (Fig. 21, (a)), in the range 0 ≤ H ≤ Hc

the splitting between R++ and R−− is reduced, and simultaneously spin flip
reflection occurs. This is not expected for an easy-axis behavior, for which
usually a 180◦ domain wall propagates through a stripe, causing no SF re-
flection. Here the SF specular reflection is a first hint to a more complex
domain structure in the range 0 ≤ H ≤ Hc. For χ = 75◦ (Fig. 21 (c)) the
SF reflectivity gradually increases and the splitting between R++ and R−−

gradually decreases. At H = 0 the co-existence of NSF and SF intensities is
due to the remanent state with non-zero x- and y-components of the mag-
netization vector. For χ = 90◦ the y-component should vanish. At H = Hc

the NSF-reflectivity reaches zero, while the SF intensity increases towards its
maximum. This behavior is typical for any orientation close to the hard axis,
which is characterized by a coherent rotation of the magnetization vector.

For a quantitative analysis of the measured neutron intensities, a domain
state model was applied and the reflectivities were calculated by use of the
super-matrix routine [40, 41]. Within the domain state model it is assumed
that each stripe is broken into a set of domains smaller then the lateral
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Fig. 21. Polarized neutron reflectivity measurements for tilt angles χ = 0◦ (left
column) and χ = 75◦ (right column). (a) and (c) The difference of the non-flip,
R++−R−−, and the spin flip reflectivities, R+− and R−+, are plotted as a functions
of the applied field; (b) and (d) field dependence of the mean projection of the
normalized magnetization onto the easy axis as determined from MOKE (circles)
and PNR (line) data. From Ref. [38].

projection of the neutron coherence length covering a number of stripes and
domains. Magnetization in each domain is tilted away from the direction of
the total sample magnetization for an angle γ ±∆γ, where γ is the tilt angle
of the mean magnetization of the coherence volume averaged over random
deviations ∆γ which are due to individual domains. As a result the total
magnetization is reduced by a factor 〈cos(γ + ∆γ〉 with respect to its value
in saturation.

This reduces the spin asymmetry R++−R−− during the re-magnetization
as seen in Figs. 21(a) and (c), where the experimental data are plotted along
with result of the fit to the model. For the sample orientation χ = 0 the total
magnetization is directed along the stripes. In Fig. 21(b) the mean value
〈cos(γ +∆γ〉 found from the fit is compared with longitudinal MOKE results
for the same sample. The agreement is obviously very good, aside from a small
deviation between 0 ≤ H ≤ Hc. Also for the sample orientation χ = 75◦ the
agreement between neutron and MOKE results is excellent.

The agreement between PNR and MOKE results is very satisfactory. At
the same time it is clear that (vector-)MOKE is, in comparison, a much faster
and a more convenient experimental method than PNR. Therefore, PNR work
has to be justified by an information gain which goes beyond the capabilities
of vector-MOKE. This is indeed the case when it comes to correlation and
fluctuation effects. Then PNR provides detailed and quantitative information
about correlation and fluctuation effects, which are difficult or impossible to
determine otherwise.
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In Fig. 22 we show an intensity map of polarized neutron scattering from
the same periodic Co0.7Fe0.3 – stripe array as already discussed above. The
maps were taken with a position sensitive neutron detector for a sample
rotation χ = 0◦, a magnetic field of 43 Oe, which is close to the coercive
field, and as a function of the glancing incident and exit angles αi and αf ,
respectively. One pattern was recorded with spin-up neutrons (a) and the
other pattern was recorded with spin-down neutrons (b). The color code
of the intensity map follows a logarithmic intensity scale. The bottom row
shows the model calculations simulating the experimental data for spin-up
neutrons (c) and spin-down neutrons (d). The specular rod, Bragg reflections
of first and second order on either side of the specular ridge, and diffuse
scattering at small angles is clearly visible. The off-specular diffuse magnetic
scattering shows an asymmetry, which is caused by spin-flip processes due to
fluctuations in directions of magnetization around its mean value.

The fluctuations are found to be correlated over distances of at least
20 µm across the stripes. From a quantitative analysis using the distorted
wave approximation [40, 41] we infer that the individual domain magneti-
zation directions slightly fluctuate due to small angles ∆γ about the mean
value. The mean value itself, determined by the dispersion 〈sin2 γ〉, is ran-
domly tilted by almost ±30◦ with respect to the stripes orientation at 43 Oe
before switching. Thus polarized specular and off-specular neutron scatter-
ing provides a detailed picture of the mean domain magnetization vectors
in a magnetic stripe array, including longitudinal and transverse fluctuations
about the mean magnetization and correlation effects between magnetic do-
mains across different stripes.

Further Investigations with PNR

Several other studies have been performed on periodic arrays using specular
and off-specular polarized neutron reflectivity. The earliest explorative study
dates back only a few years [42]. Since then a number of lateral structures
have been investigated with neutrons. Among those are the investigation of
the reversal mechanism of periodic arrays of rectangular Co bars with a strong
shape anisotropy [43, 44, 45], and the reversal of Co/CoO exchange biased
stripes [46]. The top layer of a Fe/Cr superlattice was laterally structured
into stripes of Fe layers, which then are exchange coupled by a Cr spacer
layer to the remaining Fe/Cr superlattice [47]. This structure produces rich
diffuse magnetic scattering pattern, which is challenging to analyze. A differ-
ent approach was taken by the authors of Ref. [48]. Elliptically shaped FeCo
bars with constant major axis and alternating size of the minor axis were
periodically arranged on a substrate. As the switching field depends on the
size of the minor axis, within a certain field range antiferromagnetic align-
ment of the elliptic bars could established and the specular and off-specular
scattering from this array was investigated.
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Fig. 22. Top panels: Experimental maps of the polarized neutron intensity on
a logarithmic scale from a periodic stripe array measured at a magnetic field of
43 Oe and plotted as a function of the angles of incidence αi, and the scattering
angles αf . Bottom panels: Calculated intensity maps according to the domain state
model for spin up and spin down incident neutron polarization.

4 Summary and Conclusions

We have described four different scattering methods for the characterization
of laterally structures magnetic patterns: vector and Bragg magneto-optics,
soft x-ray resonant magnetic scattering, and polarized neutron scattering at
small angles. They all have in common that they are non-local probes of the
constituting magnetic elements and that the magnetic information is gained
from a polarization analysis of the scattering beam.

Vector MOKE and polarized neutron scattering are very similar as they
both determine the x- and y-components of M allowing a complete analysis
of the orientation and magnitude of the magnetization vector as function of
applied field. From this analysis, in turn, the magnetization reversal can be
characterized as being dominated by nucleation and domain wall motion or by
coherent rotation. Nevertheless, both methods, vector-MOKE and polarized
neutron scattering, do not measure exactly the same properties. First, MOKE
is sensitive to intraband transitions of the ferromagnetic film, while polarized
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neutron scattering at small angles senses the magnetic induction in the sample
plane.

There is another important difference between MOKE and PNR. Vector-
MOKE experiments, as presented here, are taken in a specular configuration,
while the polarized neutron intensity has been evaluated at Bragg reflections.
The difference is one of analyzing the average as compared to correlations.
In the language of scattering physics this relates to the self correlation func-
tion in case of specular vector-MOKE measurements as compared to pair-
correlation in case of polarized neutron scattering. Differences, which have
been observed between MOKE and neutron results may be due to this effect.
One can circumvent this difference by combining vector-MOKE with Bragg-
MOKE, i.e. the MOKE effect at high orders of interference from the stripe
pattern. However, this is only possible if the magnetic islands are arranged
on a square lattice.

Bragg-MOKE is still in its infancy and needs further theoretical develop-
ment. Once established, it will be very powerful for the fast and averaging
analysis of patterned magnetic media. Correlation effects between the islands
as well as the magnetization distribution with the islands can be retrieved
from the shape of the hysteresis measured for different orders of interference.

X-ray magnetic resonance scattering combines most of the advantages
of the previous methods. Specular reflectivity, off-specular Bragg scattering,
and vector magnetometery can be performed. As the soft x-ray wavelengths
are an order of magnitude smaller than the wavelenghts of laser beams used
in MOKE set-ups, much higher orders of Bragg reflections can be reached.
Vice versa, much smaller lattice parameters of the magnetic pattern can
be analyzed. However, due to the smaller wavelengths, soft x-rays are less
sensitive to the magnetic domain distribution within the islands. Finally,
the resonance condition for magnetic scattering guarantees simultaneously
element selectivity, which is a feature unique to XRMS.

The strength of neutron scattering is the sensitivity to correlations and
fluctuations, the depth resolving vector magnetometery even for layers which
are deeply buried, and a magnetic signal, which does not depend on reso-
nance conditions. Hence the cross sections are much easier to interpret and
the magnetic moments can be determined on an absolute scale. To summa-
rize, for the analysis of the reversal mechanism of laterally patterned media
vector- and Bragg MOKE are very efficient, fast and easy to use methods.
Polarized neutron scattering and reflectivity, although more elaborate and
costly, offers a more complete analysis of various processes involving correla-
tions and fluctuations. Resonant magnetic x-ray scattering is the first choice,
if available. The richness of information, though, has its price, which is the
complexity of a quantitative data analysis.

In Table 1 the advantages and disadvantages of the four methods discussed
in this contribution are compared.
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Table 1. Comparison of the different experimental techniques

vector-MOKE Bragg-MOKE SXRMS PNR

patterned area 1 mm2 1 mm2 1 mm2 200 mm2

source laser laser synchrotron cold neutrons

element selective no no yes no

depth sensitive no no no yes

magnetic field
restrictions no no no no

orientation of
magnetization vector in-plane in-plane in-plane in-plane
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17. F. Radu, A. Westphalen, K. Theis-Bröhl, H. Zabel, J. Phys.: Condens. Matter
18 L29 (2006).

18. A. Westphalen, A. Remhof, K. Theis-Bröhl, H. Zabel, in preparation.
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Summary. We examine different models and methods for studying finite-tempera-
ture magnetic hysteresis in nanoparticles and ultra-thin films. This includes micro-
magnetic results for the hysteresis of a single magnetic nanoparticle which is mis-
aligned with respect to the magnetic field. We present results from both a represen-
tation of the particle as a one-dimensional array of magnetic rotors, and from full
micromagnetic simulations. The results are compared with the Stoner-Wohlfarth
model. Results of kinetic Monte Carlo simulations of ultra-thin films are also pre-
sented. In addition, we discuss other topics of current interest in the modeling of
magnetic hysteresis in nanostructures, including kinetic Monte Carlo simulations
of dynamic phase transitions and First-Order Reversal Curves.

1 Introduction

Although hysteresis in fine magnetic particles has been intensively studied
for many years, there is currently significant interest in reexamining our un-
derstanding of this phenomenon. Partly, this interest is driven by the po-
tential application of hysteresis in nanostructures to new technologies such
as Magnetic Random Access Memory (MRAM) and ultra-high-density mag-
netic recording. For the past several years, the areal density of hard drives
has been doubling every 18 months, and is rapidly approaching the limits of
conventional longitudinal recording technology. At the same time, data rates
in these drives have increased significantly, with the serial interface standard
at the time of writing providing a peak data transfer rate of 2.4 Gb/s [1]. This
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has led the magnetic recording industry to look at new recording paradigms
such as patterned media and self-assembled arrays of nanostructures. In fact,
the first laptop computer incorporating a hard drive based on perpendicu-
lar recording technology was recently introduced [2]. It is crucial, then, to
understand the complex process of hysteresis in these systems.

At the same time, recent advances in computational ability, both in terms
of new algorithms and available computer resources, allow for numerical stud-
ies never before possible. Plumer and van Ek [3], for instance, have studied
the effects of anisotropy distributions in perpendicular media using a mi-
cromagnetic model. Their results (Fig. 1) show how anisotropy distributions
tend to reduce the squareness of the loop and, therefore, the signal to noise
ratio (SNR). Gao et al. have recently carried out similar studies of tilted per-
pendicular media [4] and polycrystalline media [5]. Another important effect
which can be better understood through simulations is Barkhausen noise.
This effect also decreases SNR, particularly in new thin-film media with soft
underlayers. Dahmen, Sethna, and coworkers used a random-field Ising model
to examine the origins of Barkhausen noise and have been able to relate it
to avalanches and disorder-induced critical behavior [6, 7, 8]. These results
illustrate two of the ways simulations can be used to help understand both
fundamental processes in hysteresis and their applications to new technology.

Here we present an overview of several common approaches to studying
hysteresis in magnetic nanostructures. We then present results of large-scale
computer simulations of hysteresis in single iron nanoparticles when the mag-
netic field is misoriented with respect to the long (easy) axis of the elongated
particles. We also examine other recent advances in the study of magnetic
hysteresis, such as kinetic Monte Carlo simulations of dynamic phase transi-
tions and First-Order Reversal Curves.

2 Models and Methods

2.1 Coherent Rotation

Given a single-domain particle with uniaxial anisotropy, it is possible to find
the metastable and stable energy positions of the magnetization when a mag-
netic field is applied at an angle to the easy axis. It is assumed that the mag-
netization can be represented by a single vector M , with constant amplitude,
MS . The energy density of the system is then

E = K sin2 ϑ − MSH cos(φ − ϑ) , (1)

where K is the uniaxial anisotropy constant, H is the magnetic field applied
at an angle φ to the easy axis, and ϑ is the angle the magnetization makes
with the easy axis. Stoner and Wohlfarth showed that for coherent reversal of
the magnetization, the spinodal curve beyond which the metastable energy
minimum disappears and switching occurs is given by [9],
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Fig. 1. The effect of anisotropy distributions on hysteresis in perpendicular me-
dia. A Gaussian distribution of anisotropy fields is used with a mean value of
Hku = 7000Oe. In the bottom left corner, the curves correspond to standard de-
viations in HK of (from left to right) 2000Oe, 1000Oe, 500Oe, and 0 Oe. The
saturation magnetization is 350 emu/cm3. Data courtesy of M. Plumer [3]

h
2/3
AX + h

2/3
AY = 1 , (2)

where hAX and hAY are the respective components of the magnetic field
normalized by the anisotropy field HK = 2K/MS , along the easy and hard
axes. Equation (2) is the well-known equation of a hypocycloid of four cusps,
also known as an astroid.

2.2 Micromagnetics

For systems in which the spins are not aligned and/or the field is changing
too rapidly for the magnetization to reach its quasi-static value, it is usually
necessary to use a non-perturbative technique such as micromagnetics to
describe the reversal process. The basic approach is to divide the system
into a coarse-grained set of sites. Each site is associated with a position
ri, and its magnetization is represented by a single magnetization vector
M (ri), whose norm is the saturation magnetization MS , corresponding to
the bulk material (a valid assumption for temperatures well below the Curie
temperature [10]). The time evolution of each spin is given by the Landau–
Lifshitz–Gilbert (LLG) equation [11, 12, 13],

dM(ri)
dt

= γ0

(
M(ri) ×

[
H(ri) − α

γ0MS

(
dM (ri)

dt

)])
, (3)

where H (ri) is the total local field at the i-th site, γ0 is the gyromagnetic ra-
tio (1.76× 107 rad/Oe s), and α is a dimensionless damping parameter which
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determines the rate of energy dissipation in the system. The first term repre-
sents the precession of each spin around the local field, while the second term
drives the magnetization to align with the field. The LLG equation can easily
be rewritten in a form more convenient for numerical integration [11, 14]

dM (ri)
dt

=
γ0

1 + α2

(
M(ri) ×

[
H(ri) − α

MS
(M (ri) × H(ri))

])
. (4)

For the sign of the undamped precession term, we follow the convention of
Brown [11].

The total local field, H (ri), controls the dynamics and contains all of the
interactions between each site and the rest of the system; it is defined by

H (ri) = − ∂Ei

∂M (ri)
. (5)

Here, Ei is the free energy of the i-th site and the operator ∂/∂M (ri) =
(∂/∂Mx (ri)) x̂ + (∂/∂My (ri)) ŷ + (∂/∂Mz (ri)) ẑ. The different terms that
contribute to H (ri) combine via linear superposition,

H(ri) = HZ(ri) + He(ri) + HD(ri) + Ha(ri) + Hn(ri) . (6)

Here, HZ (ri) is the externally applied field (Zeeman term), He (ri) is due to
exchange interactions, HD (ri) is the dipole field, Ha (ri) is the anisotropy
field (in our simulations taken to be zero), and Hn (ri) is a random field
representing the effects of thermal noise.

The exchange contribution to the local field represents local variations be-
tween the alignment of M (ri) and neighboring sites and can be represented
by l2e∇2M (ri) [14]. In our simulations, this is implemented by

He(ri) =
(

le
∆r

)2
⎛⎝−niM(ri) +

∑
|d|=∆r

M (ri + d)

⎞⎠ , (7)

where the summation is over the nearest neighbors of ri, ni is the number of
neighbors of site i, and the term niM (ri) is included so that He = 0 when
all of the spins are aligned. The exchange length, le, is defined in terms of the
exchange energy [15], Ee = − (

l2e/2
) ∫

drM · ∇2M , in a continuous system.
For our discrete system of finite-sized cells, this means the magnetization can
be viewed as rotating continuously from the center of one cell to the center
of each neighboring cell along the line joining the two.

At non-zero temperatures, thermal fluctuations contribute a term to the
local field in the form of a stochastic field Hn (ri), which is assumed to fluc-
tuate independently for each spin. The fluctuations are assumed to be Gaus-
sian, with zero mean and (co)variance given by the fluctuation-dissipation
theorem [11, 13],
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〈Hnµ(ri, t)Hnµ′(r′
i, t

′)〉 =
2αkBT

γ0MSV
δ(t − t′)δµ,µ′δi,i′ , (8)

where Hnµ (ri) indicates one of the Cartesian coordinates of Hn (ri). Here,
T is the absolute temperature, kB is Boltzmann’s constant, V = (∆r)3 is the
discretization volume of the numerical integration, and δr,r′ is the Kronecker
delta representing the orthogonality of the Cartesian components. Although
this result was derived for an isolated particle, recent work by Chubykalo, et
al. indicates that this result will hold for interacting systems as well [16]. In
this paper, we present micromagnetic results for two different models. The
first model is of a nanoparticle with dimensions 5.2 nm × 5.2 nm × 88.4 nm.
The cross-sectional dimensions are small enough (≈ 2 le) that the assumption
is made that the only significant inhomogeneities occur along the long axis
(z-direction) [12, 17]. The particles of this model are therefore discretized
into a linear chain of 17 spins along the long axis of the particle. We will call
this model the stack-of-spins model.

In this simple model, the local field due to dipole-dipole interactions is
calculated as [15, 17]

HD(ri) = (∆r)3
∑
j �=i

3r̂ij(r̂ij · M (rj)) − M(rj)
r3

ij

, (9)

where rij is the displacement vector from the center of cube i to the center
of cube j, and r̂ij is the corresponding unit vector. The volume factor (∆r)3

results from integration over the constant magnetization density in each cell.
The second model, which we will refer to as the full micromagnetic model,
simulates a single nanoparticle with dimensions 9 nm × 9 nm × 150 nm. The
dimensions were chosen to correspond to arrays of nanoparticles fabricated
by Wirth, et al. [18]. In this model, the system is discretized into 4949 sites
(7 × 7 × 101) on the computational lattice. The size of the system makes
calculation of dipole interactions in the conventional manner (as done for the
stack-of-spins model) computationally impractical. It is therefore necessary
to use a more advanced algorithm to make the simulation tractable.

The two most popular choices are the traditional Fast Fourier Trans-
form (FFT) and the Fast Multipole Method (FMM) [19]. Here, we used the
Fast Multipole Method, the exact implementation of which is discussed else-
where [13], because it has several advantages over the FFT. The biggest
difference is that the FMM makes no assumptions about the shape of the un-
derlying lattice, while the FFT assumes a cubic lattice with periodic bound-
ary conditions. The consequence of this is that numerical models of systems
without periodic boundary conditions which use the FFT require empty space
around the system so that the boundary conditions do not affect the calcula-
tion. The FMM requires no such “padding”. Furthermore, the FFT requires
O (N lnN) operations to calculate the magnetic scalar potential (from which
the dipole field is calculated). The FMM algorithm, while it has a larger com-
putational overhead, requires only O (N) operations for the same calculation.
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This means that, while the FFT is a good choice for small cubic lattices, the
FMM is better for large, incomplete, or irregular lattices. The public-domain
psi-Mag toolset now provides a flexible implementation of the FMM designed
for use on high performance, parallel computers [20].

Material properties in both models were chosen to correspond to bulk
Fe. The saturation magnetization is 1700 emu/cm3 (kA/m) and le = 2.6 nm.
We take the damping parameter α = 0.1 to correspond to the underdamped
behavior usually assumed to be present in nanoscale magnets. Although this
value is approximately an order of magnitude larger than the value obtained
experimentally using Ferromagnetic Resonance (FMR), it has been noted
that the FMR value is for small deviations of the magnetization from equi-
librium and is not representative of the large deviations which occur during
reversal [21]. In general, care should be taken in establishing an appropriate
damping parameter to use in simulating a particular magnetic nanostructure,
as also illustrated in other recent micromagnetic studies [22, 23, 24].

It is worth noting that, even in systems which reverse coherently at high
speed, deviations from the quasi-static Stoner–Wohlfarth (SW) model will
be expected. He, et al. [25] showed that for square-pulse fields with fast rise
times (< 10 ns) and small values of the damping constant (< 0.2), the shape
of the astroid changes. The result is that the minimum switching field is
reduced below the SW limit of 0.5 HK , and the angular dependence is no
longer symmetric around 45◦. For the frequencies and damping parameter
used here, the deviations from the SW model are small (< 5 percent difference
in the switching fields) and may be neglected.

2.3 Monte Carlo Simulations: Kinetic Ising and Heisenberg
Models

A second approach to modeling the dynamics of magnetic systems involves
Monte Carlo techniques, which have been applied to a wide variety of sys-
tems since their introduction by Metropolis, et al. [26]. As described above,
the micromagnetics approach uses a stochastic (i.e. random number-based)
variable to introduce random fluctuations into an otherwise deterministic sys-
tem. In contrast, Monte Carlo simulations are fully stochastic and proceed by
considering possible transitions between states of the system and executing
these transitions with a probability which depends on the system’s energy
and temperature.

The static Monte Carlo algorithm consists of a repeated three-step pro-
cess. First, choose a (pseudo-)random number. The random numbers chosen
may be uniformly distributed, or they may be chosen based on a particular
probability distribution that depends on the specific simulation to be per-
formed. Second, choose a trial move from the current state to a new state.
Third, accept or reject the trial move depending on the random number and
some acceptance rule consistent with the problem under consideration.
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Consider the ferromagnetic Ising model on a regular lattice with periodic
boundary conditions. Each site on the lattice has a spin which can align either
parallel or anti-parallel to the applied field and takes on values of Si = ±1
accordingly. The energy of the Ising lattice is then

E = −J
∑
〈i,j〉

SiSj − H(t)
∑

i

Si , (10)

where the exchange constant J > 0 is in units of energy, and H(t) is the ex-
ternally applied, time-dependent magnetic field (which in Monte Carlo sim-
ulations is customarily given in units of energy, thus absorbing the magnetic
moment per site, µ). The first sum in (10) is over nearest-neighbor pairs,
while the second sum is over all spins on the lattice.

The static Monte Carlo procedure described above allows the calculation
of equilibrium quantities such as the internal energy, susceptibility, specific
heat, and magnetization. In order for the lattice to explore each of its pos-
sible states with probabilities corresponding to the equilibrium thermal dis-
tribution, the acceptance rule chosen must satisfy the condition of detailed
balance [27]. Two common choices are the Metropolis [26] and Glauber [28]
acceptance rules. Note that near the critical point, computation with these
simple acceptance rules slows down dramatically, and it is therefore useful to
use more advanced algorithms (such as cluster algorithms [27]) to calculate
equilibrium quantities.

In equilibrium calculations, no physical interpretation is ascribed to the
intermediate spin flips. If, instead, we consider the individual spin flips as
representing physical fluctuations due to the interactions between the spins
and a heat bath, then the underlying transitions model the actual dynamics
of the system and acquire a physical significance. This application of Monte
Carlo simulations is known as kinetic Monte Carlo. The random nature of the
events due to the interaction of spins dictates that the spin to attempt to flip
must be chosen at random. In this paper, we use the Glauber [28] acceptance
rule, according to which each attempted spin flip is accepted with probability

W =
exp (−β∆Ei)

1 + exp (−β∆Ei)
. (11)

Here, ∆Ei is the change in energy that results if the proposed flip of the i-
th spin is accepted, and β = (kBT )−1. With a uniformly distributed random
number, r ∈ [0, 1], a randomly chosen spin is flipped if r ≤ W . Each potential
spin flip is considered a Monte Carlo step. The basic time step of the Monte
Carlo process is measured in Monte Carlo Steps per Site (MCSS). This time is
related to the algorithm and in general is only approximately proportional to
the physical time of the system. Recently, however, progress has been made
in connecting analytically the MC simulation time to the simulation time
of the Langevin-based micromagnetic techniques discussed above, for which
there is a clear relationship to physical time [29, 30, 31, 32].
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The Glauber dynamic of (11) can be derived from a quantum spin-1
2

Hamiltonian coupled to a fermionic heat bath [33]. Recently, other dynamics
have been derived from coupling a quantum spin-1

2 system to a phonon heat
bath [34]. Note that in kinetic Monte Carlo calculations, algorithms (such as
the cluster algorithm) that change the underlying dynamic cannot be used.
However, advanced algorithms that achieve very large speedups while remain-
ing true to the underlying dynamics are possible [35]. It has recently been
shown that physically relevant functional forms for W can lead to dramati-
cally different values of dynamical quantities such as lifetimes of metastable
states [36].

It is important to realize that the Monte Carlo techniques can be applied
to other systems as well. Unlike the Ising model, the Heisenberg model allows
the spins to assume any angle with respect to neighboring spins and the
applied field. The energy of a regular lattice of Heisenberg spins with periodic
boundary conditions is

E = −J
∑
〈i,j〉

(SixSjx + SiySjy + SizSjz) − H
∑

i

Si cos(θi) , (12)

where Six, Siy, and Siz are the Cartesian coordinates of the vector spin Si

(with magnitude Si = 1), and θi is the angle between the applied field, H,
and the i-th spin. As in the Ising model, the first sum is taken over nearest
neighbors and represents the exchange interactions, while the second sum is
taken over all spins in the system, and represents the interactions of the spins
with an externally applied magnetic field (Zeeman energy).

The dynamic consists of randomly choosing a spin to update, randomly
choosing a new spin direction (either uniformly distributed over the sphere or
over a cone near the current spin direction), and using a Metropolis or a heat-
bath rate to decide whether to effect a transition to the new spin direction.
The rate depends on the energy difference between the spin configurations
as in, for example, (11).

In kinetic Monte Carlo, it is possible to implement the algorithm in
a rejection-free manner, so that every algorithmic step performs an update.
In this case, each algorithmic step in general advances the system by a dif-
ferent amount of time. For models, such as the Ising model, with discrete
state spaces this is called the n-fold way algorithm [37]. It is possible to make
a precise connection between these the n-fold way and the standard imple-
mentation of kinetic Monte Carlo [35]. Recently such rejection-free methods
have been implemented for models with continuous state spaces, such as the
Heisenberg model [38], and the efficiency of rejection-free methods in various
systems has been studied [39].
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3 Results of Micromagnetic Simulations

In this section we summarize recent simulation results for magnetization re-
versal in iron nanopillars [40], and further evaluate these results in light of
additional experimental data on such reversal.

Figure 2a shows hysteresis loops at T = 100 K for the full micromagnetic
model with the field misaligned at 0◦, 45◦, and 90◦ to the long axis of the
particle. The loops were calculated using a sinusoidal field with a period of
25 ns, which started at a maximum value of 10,000 Oe (800 kA/m). In all
the loops in this section, the reported magnetization is the component along
the long axis (z-axis) of the particle. Simulations for the full micromagnetic
model were performed over one half of the period and the results reflected to
give the full hysteresis loop.

Consider the case with the field and particle aligned (0◦). Initially, the
large magnetic field tends to align the spins with the easy axis. As the field is
decreased, the spins relax, and the magnetization decreases by approximately
2%. Eventually, reversal initiates at the ends as previously reported [13].

At 45◦ misalignment between the particle and the field, the magnetiza-
tion is initially pulled away from the long (easy) axis by the large magnetic
field. As the field is swept toward zero, the magnetization relaxes until it
essentially reaches a maximum value of approximately 0.91MS at zero ap-
plied field. Thermal fluctuations along the length of the particle prevent the
magnetization from reaching saturation. As in the case of 0◦, reversal again
begins by nucleation at the ends of the particle, with the growth of these
nucleated regions leading to the reversal of the particle. Figure 3a shows the
z-component of the magnetization at selected times during the reversal pro-
cess for the 45◦ hysteresis loop of Fig. 2a. It is important to note that the
particles do not have a uniform magnetization during the reversal process,
even though they are single-domain particles.

For 90◦ misalignment, the reversal mechanism is quite different. The hys-
teresis loop in Fig. 2a shows that the magnetization is essentially perpendic-
ular to the easy direction until the field reaches a particular value. As the
field is decreased further, the magnetization relaxes toward the easy axis.
Since nothing breaks the up/down symmetry of the system when the applied
field has no component along the easy axis, the relaxed magnetization can be
directed toward either the positive or negative z-axis. Figure 3b shows the
z-component of the magnetization for the 90◦ misalignment at selected times
during the hysteresis loop of the full micromagnetic model. For this case, the
nucleation occurs along the entire length of the particle, except at the ends.
The large demagnetizing fields present at the ends (involved in nucleation at
smaller angles) retard relaxation along the easy axis.

The hysteresis loops for the stack-of-spins model, shown in Fig. 2b, are
qualitatively similar to those of Fig. 2a. Loops at 0◦, 75◦, and 90◦ misalign-
ment are shown. There are important differences between the two models,
however. First, without lateral resolution of the magnetization across the
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Fig. 2. Hysteresis loops for the full micromagnetic model and the stack-of-spins
model. In (a), the full micromagnetic model with 0◦, 45◦, and 90◦ misalignment,
at T = 100K with a sinusoidal field of period 25 ns and amplitude 10 kOe. In (b),
the stack-of-spins model with 0◦, 75◦, and 90◦ misalignment, at T = 10K with
a sinusoidal field of period 200 ns and amplitude 5 kOe

cross-section, these particles exhibit ringing due to the precessional dynam-
ics. Evidently, the precession of individual moments in the full micromagnetic
model does not lead to precession of the end-cap moment; possibly the spin
waves rapidly damp out the gyromagnetic motion.

A second, and more prominent, difference between the models is observed
in the angular dependence of the switching field, Hsw, shown in Fig. 4. Here,
Hsw is defined as the applied field at which Mz is reduced to 0. The stack-of-
spins model (circles) shows a shape qualitatively similar to what is expected
from Stoner–Wohlfarth (SW) theory, with a minimum Hsw near 45◦. The
dashed curve is the SW theory with HK = 1600Oe (for comparison reasons
HK was chosen to be much smaller than the 104 Oe expected for these parti-
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Fig. 3. The z-component of the magnetization in the full micromagnetic model
for the (a) 45◦ and (b) 90◦ hysteresis loops of Fig. 1a. In (a), the snapshots were
taken at times (left to right) t = 7.350, 7.375, 7.400, 7.425, and 7.450 ns. In (b),
the snapshots were taken at times t = 0.00, 3.000, 4.000, 6.250, and 8.500 ns

cles assuming SW behavior). The full micromagnetic model (diamonds), on
the other hand, has its minimum Hsw at 0◦, and Hsw increases as the mis-
alignment angle is increased. Figure 5 shows the angular dependence of the
switching field for the full micromagnetic model for periods of 15, 25, 50, and
100 ns and maximum applied field of 5 kOe at T = 0K, and for periods of
15 ns and 25 ns with a maximum applied field of 10 kOe at T = 100K. At 0K,
the general trend is for longer periods to reduce the switching field. However,
at 15◦, the 100 ns loop is observed to switch at a lower field than either the 50
or 25 ns loops. Similarly, at 30◦, the 50 ns loop switches at a lower field than
the 25 ns loop. One reason for this may be resonance in the switching fields
for these angles and periods. At T = 100 K, the 25 ns loops switch at a lower
field than the 15 ns loops for all angles. At 90◦, where thermal fluctuations
are most prominent, the field at which relaxation occurs is independent of
the period within the accuracy of the simulation.

The increase of Hsw with the misalignment angle in the micromagnetic
simulation is consistent with recent experimental observations of Fe nanopil-
lars [18, 41, 42, 43, 44]. However, the most recent experiment [44] shows
that a nanopillar with lateral dimension d ∼ 5.2 nm, which our formula-
tion suggests should show a dependence of Hsw on misalignment angle simi-
lar to the stack-of-spins model (i.e. like coherent rotation), actually exhibits
the increasing dependence found in the full micromagnetic model. In addi-
tion, a nanopillar with lateral dimension d ∼ 10–15 nm showed evidence
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Fig. 4. Angular dependence of the switching field for three models of magnetization
reversal. The full micromagnetic model (diamonds) at T = 100K shows a distinctly
different behavior from both the stack-of-spins model at T = 20K (circles) and the
Stoner–Wohlfarth model (dashed line)

Fig. 5. Angular dependence of the switching field for the full micromagnetic model
at (a) 0 K and (b) 100K. At 0 K, the LLG equation is completely deterministic,
while at 100K, it includes random fluctuations through a stochastic thermal field.
In (a), the applied field periods are 15 ns (circles), 25 ns (squares), 50 ns (diamonds),
and 100 ns (triangles), and the field is sinusoidal with amplitude 5 kOe. In (b), the
applied field periods are 15 ns (squares) and 25 ns (circles), and the field is sinusoidal
with amplitude 10 kOe

of a multi-domain remanence state. As noted in [44], imperfections of the
nanopillar structure appear to contribute to localized nucleation processes
down to smaller than expected lateral dimensions, and probably also pro-
vide the pinning sites causing the multi-domain remanence state. This illus-
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trates the importance of coordinating experimental and simulation results
in the micromagnetic approach. Further improvement of the predictions of
the micromagnetic approach will likely have to incorporate such structural
imperfections.

4 Recent Results for the 2D Kinetic Ising Model

Monte Carlo simulation of the Ising model, as well as other magnetic systems,
continues to be an active field of research. Here, we present three recent results
that are of interest in understanding the process of magnetization reversal in
ultra-thin films.

4.1 Dynamic Phase Transitions

When the half-period t1/2 of the applied field is longer than the characteristic
switching time in a constant field, 〈τ(H0)〉, where H0 is the amplitude of the
oscillating field, the magnetization can follow the changing field, resulting
in standard hysteresis loops, such as those shown in Fig. 1 and in Fig. 6a.
However, when t1/2 � 〈τ(H0)〉, the magnetization cannot follow the field, but
rather oscillates around one or the other of its zero-field stable values. This
breaking of the symmetry of the hysteresis loop is associated with a dynamic
phase transition (DPT) located at an intermediate value of the half-period.
In terms of the dimensionless half-period, Θ = t1/2/〈τ(H0)〉, the transition
is located at Θ ≈ 1. The dynamic order parameter for this transition is the
period-averaged magnetization,

Qn =
1

2t1/2

∫ n(2t1/2)

(n−1)(2t1/2)

m(t)dt . (13)

In Fig. 6, we show hysteresis loops for the two-dimensional kinetic Ising
model using Glauber dynamics for the dynamically disordered phase with
Θ  Θc and the dynamically ordered phase with Θ � Θc. Time series of Qn

for Θ  Θc, Θ ≈ Θc, and Θ � Θc are shown in Fig. 7.
The DPT was first discovered in numerical solutions of a mean-field model

of a ferromagnet in an oscillating field [45, 46]. It has since been intensively
studied in mean-field models [47, 48, 49], kinetic Ising models [50, 51, 52,
53, 54, 55], the kinetic spherical model [56], and anisotropic XY [57, 58] and
Heisenberg [59, 60] models. There have also been indications of its presence in
experimental studies of hysteresis in ultra-thin films of Cu on Co(001) [61, 62].
From a theoretical point of view, its most interesting feature is that this
far-from-equilibrium phase transition is a genuine continuous (second-order)
phase transition that belongs to the same universality class as the equilibrium
phase transition in the Ising model in zero field [53, 54, 55, 63]. Unequivocal
experimental verification of this interesting non-equilibrium phase transition
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Fig. 6. Simulated hysteresis loops for a kinetic Ising model (a) in the dynamically
disordered phase for Θ � Θc and (b) in the dynamically ordered phase for Θ � Θc.
Data courtesy of S.W. Sides
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Fig. 7. Time series of the dynamic order parameter Qn in the dynamically ordered
phase (curve near +1, Θ = 0.27), near the transition (curve fluctuating wildly about
zero, Θ = 0.98), and in the dynamically disordered phase (curve that remains close
to zero, Θ = 2.7). After [54]

is highly desirable and, given that new high-density magnetic recording media
will require shorter reversal periods, may be relevant to the design of magnetic
storage devices.

4.2 Hysteresis Loop Area and Stochastic Resonance

The values of Q measured for the stack-of-spins model described above ap-
pear to be consistent with the existence of a DPT, although no detailed
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Fig. 8. Average hysteresis-loop area, 〈A〉, vs scaled frequency, 1/Θ for the stack-
of-spins micromagnetic model. The same behavior is seen in two-dimensional Ising
models that switch by a single-droplet mechanism, and the maximum is associated
with stochastic energy resonance

analysis has yet been made [64]. At lower frequencies, another interesting
behavior is seen in both the stack-of-spins and kinetic Ising models [64, 65].
The normalized average hysteresis-loop area,

〈A〉 = − 1
4MSH0

∮
M (H) dH , (14)

is a measure of the average energy dissipation per period and is therefore
a very important quantity. It is shown vs scaled frequency, 1/Θ, in Fig. 8
for the stack-of-spins model at T = 100 K and T = 20K. At extremely low
frequencies, the magnetization switches at very small values of H, so that
〈A〉 ≈ 0. At high frequencies, the switching rarely completes because the sys-
tem is metastable for only a very short time interval. Therefore, M is nearly
constant and again 〈A〉 ≈ 0. A maximum in 〈A〉 occurs at intermediate fre-
quencies 1/Θ ≈ 0.1. For studies of hysteresis in a kinetic Ising model which
switches by a single-droplet mechanism, this maximum was found to corre-
spond to stochastic energy resonance [65]. This phenomenon has been studied
further in the kinetic Ising model [55, 66, 67], and also recently investigated
in models of superparamagnetic nanoparticles [68] and Preisach systems [69].

4.3 First-Order Reversal Curves

The First-Order Reversal Curve (FORC) technique was developed by Pike,
et al. [70] in order to extract more information from magnetic samples than is
represented by, for example, the coercive field or the remanent magnetization.
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The FORC method has since been applied to a wide variety of systems,
including several relevant to magnetic nanostructures [73]–[80]. In addition,
progress has been made in understanding the role of reversible magnetization
in the FORC method [81] and in improving the efficiency of its computational
use [82]. Here, we illustrate the basic approach with an application to the
kinetic Ising model.

The FORC technique involves decreasing the applied field from a positive
saturating field, H0, to a series of progressively more negative return fields,
Hr, and recording the normalized magnetization, m = M/MS , as the field
is increased from each of these return fields back to the positive saturating
field. This process results in a family of first-order reversal curves, m(Hr,H),
where H represents the applied magnetic field as it is increased from Hr back
to H0. Since the first-order reversal curves (FORCs) are determined by the
type of reversal that has taken place before reaching Hr, the full family of
FORCs should contain useful information about the mechanisms of reversal.

We can use the FORC method to better understand the process of hys-
teresis in the two-dimensional ferromagnetic kinetic Ising model on a square
lattice, choosing the Glauber acceptance rule to produce the dynamic of the
system with the energy given by (10). While most FORC studies have been
done on systems with strong disorder, we focus here on the square-lattice Ising
model without disorder. Our simulations were performed at a temperature of
T = 0.8 Tc which, given that kBTc ≈ 2.269J for the two-dimensional square-
lattice Ising model, corresponds to kBT ≈ 1.815J . It has been found [83]
that the switching of a fully magnetized lattice for these parameters occurs
through single-droplet nucleation for fields up to |H| ≈ 0.35, by multi-droplet
nucleation for fields |H| ≈ 0.35–0.9, and by strong-field (single-spin) reversal
for fields |H| > 0.9. Since the process of switching is also influenced by the
lattice size for finite lattices, these values serve only as guidelines. Here, we
are mainly concerned with the multi-droplet regime, and so choose H0 = 0.55.

We performed MC simulations to calculate the characteristic switching
time τ (for switching from m = 1.0 to m < −0.8) in a field of magnitude
H0 = −0.55, finding τ ≈ 100 MCSS for a 128 × 128 lattice. We therefore
chose a field period of P = 1000 MCSS, corresponding to a dimensionless
half-period Θ = P/2

τ ≈ 5. The form of the field is taken as a sawtooth,
piecewise linear function

H(t) = H0

(
4|t − P/2|

P
− 1

)
. (15)

Figure 9a shows the results of the simulation on a 128 × 128 lattice for
dimensionless half-periods of Θ = 5, 10, and 25. The simulations were per-
formed in parallel with 100 independent realizations distributed over 20 pro-
cessors using the 48-bit linear congruential random number generator in-
cluded with the SPRNG 2.0 package [84].

As the lattice just completes its reversal during the full hysteresis loop,
we expect that the family of FORCs will reflect much of the dynamics that
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Fig. 9. (a) Hysteresis loops for Θ = 5 (solid line), 10 (dashed line), and 25 (dotted
line) on a 128 × 128 Ising lattice. (b) Family of FORCs for the same lattice with
Θ = 5

are occurring during the reversal. To investigate this, we divided the interval
from H = [−0.55, 0.55] into 100 equal intervals. We began the first FORC
at a return field of Hr = 0.0, and recorded the magnetization at Ha values
corresponding to the endpoints of the 100 intervals. (Thus, for the first FORC,
we took 51 values of the magnetization.) We then took a series of FORCs for
Hr values at the interval endpoints from H = 0.0 to H = −0.55, producing
a total of 51 FORCs. For each curve, we averaged over 100 realizations of the
MC simulation, a technique commonly used to find the thermally averaged
behavior of a system. The resulting family of FORCs is shown in Fig. 9b. An
animation of the reversal process for the FORCs shows that the reversal does
proceed by the nucleation, growth, and shrinkage of multiple droplets (i.e.,
areas of reversed magnetization).

In a recent article [85], we have continued this investigation of the kinetic
Ising model using the family of FORCs, as well as the FORC distribution,
which can be derived from the FORCs as described in [70]. The analysis
yielded insights into the limits of application of the Kolmogorov-Johnson-
Mehl-Avrami (KJMA) model of phase transformation [86, 87, 88] to the
kinetic Ising system. In general, the FORC method appears to be quite sen-
sitive to details of the magnetization reversal process, and with some thought
can be helpful in developing insights into the construction of useful models.

5 Conclusion

Information storage devices utilizing magnetic nanostructures have become
a technologically important part of our society. As demands for information
storage increase, the size of the nanostructures must be decreased. At the
same time, it becomes important to read and write the information to these
devices (i.e. reverse the magnetization) faster. The understanding of hystere-
sis in the magnetic nanostructures is therefore important to the continued



114 M.A. Novotny et al.

growth of the information-storage industry. At the same time, the growth
of computational resources has provided researchers with an invaluable tool
with which to better understand these systems.

In this overview, various common models and methods for simulating
hysteresis in magnetic nanostructures have been presented along with results
illustrating some of the properties of these systems. Micromagnetic simula-
tions are accomplished by integration of the Landau-Lifshitz-Gilbert (LLG)
equation. The LLG equation, despite being both classical and phenomeno-
logical in origin, nevertheless provides good insight into the magnetization
dynamics at nanosecond time scales, provided the system is sufficiently finely
discretized. Our simulations on single Fe nanopillars show that the switching
field (i.e. the field required to reduce MZ to 0) increases continuously as the
angle between the z-axis and the applied field direction is increased, consis-
tent with experiment. Reversal in these pillars is shown to nucleate at the
endcaps and proceed by domain growth toward the center of the particle.
The exception to this is the case of the applied field perpendicular to the
long axis of the pillar, in which nucleation of reversal occurs along the whole
length of the particle.

Unfortunately, limitations on computer resources prevent extension of
micromagnetic simulations beyond timescales of a few tens of nanoseconds.
For timescales where the transition time for an individual spin to relax from
the metastable to the stable state is much shorter than the time scale of
interest, individual spin reversals occur with a probability which is related
to the Boltzmann factor. The dynamics of the system can then be modeled
using kinetic Monte Carlo techniques with either the Ising or Heisenberg
models. Here, we have shown three interesting applications of kinetic Monte
Carlo simulations of a 2-D Ising model to understanding hysteresis: dynamic
phase transitions, stochastic resonance in the hysteresis loop area, and First-
Order Reversal Curves (FORCs). These illustrate only a few of the ways
simulations of magnetic nanostructures may help give new insight into this
important class of materials for ultra-high-density data storage.
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Summary. Epitaxial CrO2 thin films deposited on HF-cleaned TiO2 (100) sub-
strates exhibit very strong strain anisotropy, while those grown without the HF
treatment step are essentially strain-free and display bulk-like magnetic properties.
The HF treatment enhances the surface smoothness of the TiO2 (100) substrates
thus leading to the growth of epitaxially strained CrO2 films. The magnetic easy
axis of these films changes orientation with thickness, switching from the in-plane
c-axis direction for thick films to the b-axis direction for thinner films (< 50 nm).
Similarly, over a thickness range, a change of the easy axis direction is also observed
with lowering temperature. Ion-beam irradiation of the substrate surface prior to
growth also results in the growth of strained CrO2 films, although the amount of
strain is less than that observed for HF-treated substrates. The magnetic prop-
erties as a function of thickness have also been studied for as-deposited “thick”
CrO2 films that are slowly chemically etched down in thickness. Unlike as-grown
thin films below 50 nm thickness that have the easy axis along the b direction, the
chemically etched down CrO2 thin films of equivalent thickness retain their easy
axis alignment along the c-direction, but display a significantly enhanced coercivity.
The observed differences in the switching behavior between the as-deposited films
and those that are chemically etched can be qualitatively attributed to changes in
the strain relaxation mechanism.

1 Introduction

There has been much interest in recent years in studying the magnetotrans-
port properties of chromium dioxide (CrO2) because of its potential appli-
cation in the emerging field of spintronics. Band structure calculations have
shown that CrO2 is a half-metallic material, i.e. it contains a gap in the mi-
nority spin channel at the Fermi level and no gap in the majority spin channel,
resulting in complete spin polarization at the Fermi level [1, 2, 3]. Indeed,
point-contact Andreev reflection measurements have provided conclusive ev-
idence for its half-metallicity, with a spin polarization value as high as 98.4%
being reported [4, 5]. The high degree of spin polarization, together with
a reasonably high Curie temperature of 390 K, makes CrO2 an attractive
candidate for use in magnetoelectronic devices such as magnetic tunneling
junctions and spin valves. For these applications it is very important to un-
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derstand and control the switching behavior of the magnetic layers in the
structure.

In this chapter we present results on the magnetic anisotropy of epitaxial
CrO2 films grown on (100)-TiO2 substrates as a function of different surface
treatment conditions. The substrate cleaning procedure used prior to CrO2

film growth plays an essential role in determining its growth morphology
and the resulting magnetic switching characteristics. This results primarily
from the effect of strain that influences the magnetic anisotropy of the film.
This strain effect can be exploited for the growth of multilayer structures with
different switching fields for the individual layers, or even with the layers hav-
ing mutually perpendicular magnetic anisotropy directions. In contrast to the
standard approaches of modifying the growth conditions and film thickness
to achieve variations in the coercive field (HC), the use of surface treatment
methods as described here offers several advantages, particularly for epitaxial
structures.

2 Experimental

CrO2 has a tetragonal rutile crystal structure (a = 4.421 Å, c = 2.916 Å) that
is isostructural with the rutile phase of TiO2 (a = 4.594 Å, c = 2.958 Å). For
the growth of CrO2 films on (100)-oriented single crystal TiO2 substrate, the
lattice mismatch is anisotropic, being –3.77 and –1.42 along the [001] and
[010] directions, respectively. We are able to grow epitaxial CrO2 films on
(100)-oriented TiO2 substrates by chemical vapor deposition (CVD) using
chromium trioxide (CrO3) as a precursor. Details of the CVD growth have
been reported previously [6]. In brief, oxygen is used as a carrier gas in a two-
zone furnace to transport the precursor from the source region to the reaction
zone where it decomposes selectively on the substrate to form CrO2. The
films are grown at a substrate temperature of about 400◦C, with the source
temperature maintained at 260◦C, and an oxygen flow rate of 100 sccm.
The films have been extensively characterized using atomic force microscopy
(AFM) and x-ray diffraction. In order to determine the unit cell lattice pa-
rameters as a function of film thickness we have carried out x-ray diffraction
measurements at angles both around the (200) normal Bragg peak and also
the off-axis (110) and (101) peaks. Magnetic measurements have been per-
formed using a Quantum Design superconducting quantum interference de-
vice (SQUID) magnetometer and a vibrating sample magnetometer (VSM).
While the SQUID has been used primarily for the temperature-dependent
studies, the angular dependence of the hysteresis loops at room temperature
is measured using the VSM. For the magnetic measurements, it is essential
that the back side and edges of the substrates are carefully cleaned to avoid
unwanted contributions to the magnetic signal from deposited material on
these surfaces.
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3 Results and Discussion

3.1 Film Structure and Morphology

The growth morphology of the CrO2 films is critically dependent on the TiO2

substrate cleaning procedure utilized prior to deposition. Films grown on
as-purchased polished (100)-TiO2 substrates that are cleaned with organic
solvents (acetone and isopropanol) and then rinsed in distilled water are
relatively rough and have a columnar morphology with little residual strain.
The strain effect is much more pronounced in films grown on substrates that,
in addition to the organic clean described above, are briefly treated with
dilute HF and then water rinsed and dried prior to deposition. Hereafter,
we refer to the CrO2 films grown on TiO2 substrates that do not or do
undergo the additional HF treatment as films of type A and B, respectively.
The normalized lattice parameters of CrO2 films as a function of thickness,
as determined from normal and off-axis x-ray measurements, are plotted in
Fig. 1 for both the type A and type B samples. It is clear from the data
that the type A films are nearly strain-free. On the other hand, the type B
films exhibit a strong influence of strain that varies with thickness, with
the lattice parameters gradually approaching the bulk values for the thicker
layers. The surface morphology of the substrates after cleaning, and that
of the films, has been characterized using AFM. Figure 2(a) and (b) shows
AFM images of the TiO2 substrate surface after only organic clean and with
additional HF treatment, respectively. While the RMS roughness for both
surfaces is comparable, the HF treated surface is much better ordered locally
as evidenced by the appearance of atomic steps (∼ 4 Å). AFM images of
CrO2 films grown on these surfaces are shown in Figs. 2(c) and (d). The
corresponding images at a lower magnification are shown in Figs. 2(e) and
(f), respectively. The type A film, which is essentially strain-free, displays
very square-like grains (Fig. 2(c) and 2(e)). On the other hand, the strained
type B film exhibits more rectangular shaped grains, with the long direction
being along [001]. This suggests that the lateral growth rates in the two
directions are different for the growth of the strained films, with [001] being
the faster growth direction. This is consistent with the results obtained on
the selective growth of CrO2 on patterned substrates, where a strong angular
dependence of the lateral growth rate is observed [7]. The different shape
grains of the type A and B samples suggest that the strain in the latter
might influence the relative growth rates in the two directions. The smaller
lattice mismatch in the [010] direction quite likely induces lateral growth
in the normal direction, i.e. along [001]. For a very crude estimate, we can
assume that the lateral growth rate is proportional to the strain anisotropy
energy in that direction, an aspect ratio of 2.7 is thus expected. We observe
an aspect ratio of about 3 for all the type B films, independent of thickness.
This indicates that the strain in the two directions is relaxed at roughly the
same rate with increasing thickness, which can also be inferred from Fig. 1.
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On the contrary, in films that are essentially strain-free, no special growth
direction is preferred, and one would expect a near unity grain aspect ratio,
as is evidenced in the type A films.

Fig. 1. Lattice parameters for epitaxial type B (open symbols) CrO2 films as
a function of thickness. Dashed lines are power law fittings, with the exponent
being approximately 0.38. The lattice parameters for type A films of a few select
thicknesses are shown as closed symbols

3.2 Magnetic Properties

Next, we focus our attention on the magnetic properties of the type A and B
films. As previously noted, the type B films that grow on atomically ordered
surfaces are much more heavily strained than the type A films. As we shall
see this is directly reflected in their magnetic switching properties. For the
strained films we describe the free energy of the system as:

E = K0 + K1 sin2 ϑ + K2 sin4 ϑ +
(
Kσc sin2 ϑ + Kσb cos2 ϑ

)
=

= const + K1eff sin2 ϑ + K2 sin4 ϑ
(1)

where K1 and K2 are the magnetocrystalline anisotropy energy constants;
Ksb and Ksc are the strain anisotropy energy constants associated with the b-
and c-axis directions, respectively; ϑ is the angle between the magnetization
and the c-axis; K1eff is the effective anisotropy energy constant K1eff =
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K1+(Kσc − Kσb) = K1+ 3
2λY (εc − εb); λ is the magnetostriction coefficient;

Y is the Young’s modulus; and e is the strain [8]. Since the strain is larger
in the b-axis direction than in the c-axis direction due to the larger lattice
mismatch, the second term in the expression for K1eff is negative. For very
heavily strained films the effective anisotropy energy constant K1eff can thus
be negative, resulting in an easy axis reorientation towards the b-axis as has
been experimentally observed [9].

Fig. 2. Surface morphology as measured using AFM of the starting (100)-TiO2

substrate surfaces and grown CrO2 films. TiO2 substrate (a) before and (b) after
HF cleaning; (c) and (e) 65 nm type A CrO2 film at different magnifications; (d) and
(f) 37 nm type B film at different magnifications; (g) 85 nm type B film CrO2 film;
and (h) surface after chemical etching of film (g). The [001] and [010] directions of
the substrate are marked in (a) and is the same in the other figures.

As seen in Fig. 1, the degree of strain in the type B epitaxial CrO2 films is
dependent on the thickness. For sufficiently thin films, the strain anisotropy
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can be larger than the crystalline anisotropy, and the easy axis tends to align
along the b-axis. For thicker films, the crystalline anisotropy dominates and
the easy axis is along the c direction as seen in Fig. 3. The critical thickness
for the easy axis rotation has been determined to be at about 50 nm at room
temperature. It should be noted that the values of both the crystalline and
the strain anisotropy terms are temperature dependent. The former increase
monotonically, almost doubling in value as the temperature is decreased from
room temperature to liquid helium [10]. The strain anisotropy term is also
temperature dependent through the changes of the magnetostriction coeffi-
cient, the Young’s modulus and also the differences in the thermal expansion
between the film and substrate. We find that an easy axis reorientation can
also be achieved through changing the temperature as shown in Fig. 4, with
the b-axis being preferred at low temperatures. Although measurements of
the temperature dependence of the strain anisotropy for CrO2 have not yet
been reported, our results suggest that the temperature dependence of the
product λY ε is likely to be much stronger than that for K1.

Fig. 3. Hysteresis loops displaying the evolution of the easy axis into the hard
axis direction for type B (100)-oriented CrO2 films with decreasing film thickness.
The measurements for the all the films are at room temperature along the c-axis
direction.
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Fig. 4. Hysteresis loops displaying the evolution of the magnetic easy axis into the
hard axis direction with increasing temperature for a type B film. The measure-
ments are along the b-axis direction for a 47 nm film.

In the case of type A films, the substrate surface is rough on an atomic
scale and the nucleation and growth of the film occurs quite randomly. Cor-
respondingly, the strain anisotropy in these films is significantly smaller than
the crystalline anisotropy. Because of the presence of a large number of defects
the RMS roughness of these films are typically about twice as large as those
of the type B films. The disorder is also reflected in the structural quality,
with the (200) rocking curve width being about five times larger than that for
the type B films. Despite their inferior crystalline quality, these films exhibit
magnetic switching behavior close to that observed in bulk single crystals of
CrO2. Fig. 5 shows the hysteresis loops of a type A and type B film, both
of which are nominally 65 nm in thickness. The double switching phenom-
ena [11], resulting from non-uniform distribution of strain, which normally
appear in the type B films of intermediate thickness, is not observed in the
type A films. Furthermore, because of the lack of any significant influence
of strain in the latter, the magnetic anisotropy is close to being uniaxial.
The magnetization is also much more uniform magnetization, resulting in
a larger nucleation field. We have also performed ferromagnetic resonance
(FMR) studies [12] on the identical set of type A and B films and the results
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Fig. 5. Comparison of the hysteresis loops for a type A (open circles) and a type B
(closed circles) CrO2 film, both nominally 65 nm thick. The listed angles are with
respect to the easy direction ([001] direction).

are consistent with the results reported here using conventional magnetic
measurements.

As we show in Fig. 6, the Stoner-Wohlfarth model [13] provides a very
good fit for the switching of type A films of different thickness up to the
coercive fields. This suggests that the switching in these films occurs via
coherent rotation that can be described as being close to single-domain like,
and followed by domain wall motion above the nucleation fields. We have
extracted the K1 and K2 values from the hard axis hysteresis loops and
used them to generate the theoretical hysteresis curves for the other angles.
The values used are, respectively, K1 = 13.7 × 104 erg/cm3, K2 = 2.94 ×
104 erg/cm3 for the 65 nm film; and K1 = 22.1 × 104 erg/cm3, K2 = 2.23 ×
104 erg/cm3 for the 535 nm film. The latter values are very close to the
reported bulk CrO2 anisotropy energy constants [10].

Figure 7 plots the angular dependence of the experimentally determined
switching field, HS , and the coercive field, HC , for a 65 nm type B film. The
Stoner-Wolhfarth model provides a reasonable fit for HS only at high angles
(i.e., close to the hard axis). On the other hand the Kondorskii relation [14,
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Fig. 6. Angular dependence of the hysteresis loops of type A CrO2 films of: a) 65 nm
and b) 535 nm thickness. The open circles are normalized experimental data points,
while the solid lines are generated using the Stoner-Wohlfarth model except at the
switching point. The K1 and K2 values for the fits at different angles are obtained
from the hard-axis loop data.

15], HS(ϕ) = HS(0)/ | cosϕ |, where ϕ is the angle between the applied field
and c-axis, yields a more adequate fit at low angles. We find that by simply
adding another parameter to this relationship, i.e.

HS(ϕ) = HS(0)
b + 1

b+ | cosϕ | (2)

where b is a fitting parameter, a satisfactory fit can be obtained over the
whole range of angles. In addition to the HF surface treatment we have also
investigated the effect of other TiO2 substrate surface treatment procedures
prior to the growth of CrO2 films. This includes studying the influence of
exposure to a low-energy ion beam. The films grown on ion beam irradiated
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Fig. 7. Fitting of the angular dependence of the switching fields HS (open circles)
for a 65 nm type A CrO2 film using three different models. Dashed line: Stoner-
Wohlfarth model; Dotted line: Kondorskii model; Solid line: modified Kondorskii
model, HS(ϕ) = HS(0) b+1

b+|cosϕ| . The squares represent the experimentally deter-
mined coercive field values, HC .

substrates are also strained, although not to the same extent as those on
HF-treated substrates. A systematic study as a function of ion beam energy
and exposure time is needed in order to better understand the microscopic
influence of this surface treatment procedure.

The CrO2 films grown on TiO2 substrates can be readily etched off by
chemical treatment using a standard chromium photomask etchant solution
(e.g., from Cyantek Corp.). The cleaned substrates can then be reused (af-
ter HF pre-treatment) for subsequent growth of CrO2 films. We find that
repeatedly re-cleaned TiO2 substrates also lead to the growth of strained
CrO2 films, but progressively less so with increasing usage as compared to
virgin HF-treated substrates. This is not surprising considering that the sur-
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Fig. 8. Hysteresis loops at 300 K and 7 K along the c-axis direction as a function of
increasing chemical etching of a CrO2 film, with starting thickness of about 85 nm.

face becomes increasingly rougher with each deposition and surface cleaning
cycle. An alternative method of modifying the CrO2 magnetic properties is
by chemical etching (using a dilute chromium photomask etchant solution) of
as-deposited films. Figure 8 shows the hysteresis loops measured at 300 K and
7 K as a function of different etching time. The starting film is around 85 nm
in thickness, and partial easy axis switching can be observed from its initial
hysteresis loops. Chemically etching off the film gradually makes the hystere-
sis loops more and more square like in the sense that the magnetic remnance
MR/MS becomes closer to unity with increasing etching. We find that after
chemical etching, films as thin as 20 nm still retain their easy axis along the
c-axis direction, even at low temperatures. In contrast, we have found that
an as-grown 20 nm CrO2 film will have its easy axis completely aligned along
the b-axis, both at room temperature and at low temperatures [11]. Another
important observation is that the coercive field increases with etching time
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and becomes significantly large for very thin layers. This behavior is not
observed in the as-grown thin films of different thicknesses. We have noted
previously that the weakly strained CrO2 films exhibit a larger coercivity and
anisotropy field than those that are more heavily strained. Thus, one possible
explanation for the increase in the coercive field with etching is because of
strain relaxation. Additionally, wet etching can modify the surface contribu-
tion to the total magnetization. As seen from the AFM image of an etched
film (Fig. 2(h)), the etching process is very anisotropic. While the grains tend
to preferentially align along the c-direction in the as-grown film (Fig. 2(g)),
the film after etching is quite rough exhibiting periodic peaks and troughs
that extend along the b-direction (Fig. 2(h)). This indicates the anisotropic
nature of the etch process, with the etch rate being much faster in the a- and
b-directions than in the c-direction.
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Summary. We report on sizable antiferromagnetic interlayer exchange coupling
(AFC) of Fe(001) layers across epitaxial Si spacers, for which epitaxial growth of
a pseudomorphic phase stabilized by the interface is confirmed by low-energy elec-
tron diffraction and high-resolution transmission electron microscopy. The coupling
strength decays with spacer thickness on a length scale of a few Å and shows a nega-
tive temperature coefficient. Transport measurements of lithographically structured
junctions in current-perpendicular-to-plane geometry show the validity of the three
“Rowell criteria” for tunneling: (i) exponential increase of resistance R with thick-
ness of the barrier, (ii) parabolic dI/dV –V curves, and (iii) slight decrease of R
with increasing temperature. Therefore, AFC is mediated by non-conductive spac-
ers, which in transport experiments act as tunneling barriers with a barrier height of
several tenths of an eV. We discuss our data – in particular the strength, thickness
and temperature dependence – in the context of two previously proposed models
for AFC across non-conducting spacers. We find that neither the molecular-orbital
model for heat-induced effective exchange coupling nor the quantum interference
model extended to insulator spacers by introducing complex Fermi surfaces can
account for the strong AFC across epitaxial Si spacers and its negative tempera-
ture coefficient. The recently proposed defect-assisted interlayer exchange coupling
model, however, yields qualitative agreement with the enhanced AFC and the tem-
perature dependence.

1 Introduction

Magnetic interlayer exchange coupling across metallic spacer layers was dis-
covered in 1986 by Grünberg et al. [1] and has been extensively investigated.
It is well established that the coupling displays a damped oscillation between
the ferro- and antiferromagnetic (AF) state as a function of the interlayer
thickness [2]. Typical coupling strengths are of the order of 1 mJ/m2. The-
oretically, it was shown that the coupling across metals is due to the for-
mation of standing electron waves in the interlayer, which result from spin-
dependent electron interface reflectivity. When applying the same theoretical
framework to insulating or semiconducting interlayers, however, Bloch states
in the spacer have to be replaced by evanescent states, which exponentially
decay with distance from the interfaces to the metallic, magnetic layers [3].
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Accordingly, the coupling strength is also expected to exponentially decay
when the thickness of a non-conducting interlayer increases. Furthermore,
this model predicts an increase of the coupling strength with temperature
for insulating spacers [3, 4] in clear contrast to metallic interlayers, where
the model predicts and experiments confirm a decreasing coupling strength
with temperature. The experimental data basis concerning coupling across
non-metallic spacers is rather thin. For amorphous insulators like a-SiO2 and
a-Al2O3, which are widely employed e.g. in tunneling magneto-resistance de-
vices, interlayer exchange coupling is not observed experimentally. However,
there is a recent report of AF coupling with a strength of about 0.26 mJ/m2

in epitaxial Fe/MgO/Fe(100) structures for very thin (< 7 Å) MgO thick-
nesses [5]. This report and our observation of even stronger antiferromag-
netic interlayer exchange coupling (AFC) across nominally pure Si [6] focus
particular interest on this new class of highly resistive structures exhibiting
non-oscillatory AFC.

Previously, we have found that insulating-type, highly resistive Si spacers
can be prepared by a certain deposition procedure [6, 7, 8]. Corresponding
Fe/Si/Fe structures reveal very strong AFC with a total coupling strength
in excess of 5 mJ/m2 [6], which could be further increased to 8 mJ/m2 by
inserting thin epitaxial and metallic FeSi boundary layers at the spacer in-
terfaces [8]. The just mentioned coupling strengths are among the strongest
reported in literature including metallic spacers [2] and exceed the values ob-
tained for metallic Fe0.5Si0.5 spacers grown by co-evaporation by one order
of magnitude [7]. The thickness dependence of the coupling is oscillatory for
metallic Fe0.5Si0.5 spacers, but exponentially decaying for Si-rich, highly re-
sistive spacers. For combined semiconducting/metallic epitaxial spacers (i.e.
nominally pure Si/Fe0.5Si0.5), the main impact to AFC originates from the
semiconducting part of the spacer [9]. Finally, we also reported sizable AFC
across epitaxial, Ge-containing spacers, when direct contact between Ge and
Fe is prevented, e.g. by inserting thin Si boundary layers or by piling up
thin layers of Ge and Si to form Si-Ge-multilayer spacers [10]. The latter
results indicate that relatively strong AFC might be a common feature of
well-ordered, epitaxial semiconducting spacer layers.

In order to clarify the coupling mechanism and to perform meaningful
ab-initio calculations, detailed knowledge about the spacer layer in terms of
structure as well as electronic properties is needed. High-resolution trans-
mission electron microscopy (TEM) images as well as low-energy electron
diffraction (LEED) are employed to study the crystalline structure of the Si
interlayers, and we perform transport measurements with the current flow-
ing perpendicular to the samples plane (CPP) to obtain additional and clear
information whether Si-rich spacers are metallic or insulating. A further ques-
tion is whether the transport in highly resistive spacers is due to elastic tun-
neling, or whether it arises from additional channels of conductivity across
submicron-sized pinholes, as it was pointed out in [11, 12]. Pinholes also
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provide contacts between the FM layers where direct exchange interaction
could strongly influence the coupling behavior. In fact, this extrinsic pinhole-
induced coupling could obscure the intrinsic coupling mechanism. In order
to address these questions we examine for epitaxial Fe/Si/Fe structures the
validity of the necessary and sufficient Rowell criteria for direct elastic tun-
neling [12], i.e. (i) strong and exponential increase of the resistance R with
spacer thickness t, (ii) parabolic dependence of conductivity versus bias volt-
age, and – most decisive – (iii) small and negative temperature coefficient of
the zero-bias resistance [13]. Additionally, we measure the temperature de-
pendence of the coupling as a further characteristic that can be compared to
theoretical predictions for AFC across non-metallic spacers as presented in
the concluding discussion.

2 Experimental Procedures

2.1 Sample Preparation

We grow our Fe/Si/Fe(001) structures in a molecular-beam epitaxy system
using a 150 nm-thick Ag(001) buffer system on GaAs(001) [6, 7]. The layers
forming the spacers are deposited at low deposition rates (< 0.1 Å/s) and at
room temperature (RT). In some cases the spacers are grown in the shape of
wedges to facilitate the study of thickness dependences. The nominal thick-
ness of the wedges ranges from 8 to 20 Å over a lateral distance of typically
10 mm, and the Fe layer thicknesses lie in the range between 50 and 100 Å.

2.2 Magnetic and Structural Characterization

Magnetic properties are measured by magneto-optical Kerr effect (MOKE)
in Voigt geometry, by magnetometry using a superconducting quantum in-
terference device (SQUID), and Brillouin light scattering from spin waves
(BLS). Bilinear (J1) and biquadratic (J2) coupling constants are determined
by fitting the field dependence of MOKE, SQUID, and BLS data using the
standard areal energy density expression

Eex = −J1 cos(ϑ) − J2 cos2(ϑ) (1)

to phenomenologically describe interlayer exchange coupling, where ϑ is the
angle between the two Fe film magnetizations. The external magnetic field
for all three techniques is applied along an easy-axis of Fe(001) in the plane
of the sample. Further details concerning the preparation of the structures,
their characterization, and the fitting procedures are described in [6, 7, 14].

The in-plane crystalline structure of all layers is characterized by means
of in-situ LEED measurements. A TEM with aberration correction [15] is
employed to obtain high-resolution images of Si spacer layers.
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2.3 Lithography and Transport Measurements

The CPP transport measurements are performed after patterning
10 × 10 mm2-sized, wedge-type samples using photolithography, ion-beam
etching, and the lift-off technique. The layout of the patterned sample is
shown in Fig. 1. In this way we obtain CPP junctions with different Si spacer
thicknesses t and variable junction areas A, which all are deposited under
the same growth conditions. We use crossed contacts, where a 300 nm-thick
Cu layer forms the upper electrode. The patterned 150 nm-thick silver buffer
layer serves as a bottom electrode. The sheet resistances of both electrodes are
about 0.1 Ω and thus significantly smaller than the resistance of the tunneling
junctions in CPP geometry (5–300 Ω), such that current distribution effects
are diminished [16]. Insulation of the electrodes is achieved by deposition
of a 250 nm-thick Si-oxide layer. Finally, we define junctions of rectangular
shape ranging in area A from 22 to more than 200 µm2. A photograph of
a typical junction is shown in the inset of Fig. 1. After patterning, voltage and
current leads suitable for four-point transport measurements are connected
by ultrasonic bonding to measure the I–V characteristics of the junctions.

2 mm

8 Å Si thickness 20 Å

500 µm

Area A:

1 µm2

6 µm2

22 µm2

100 µm2

225 µm2

Fig. 1. Layout of the sample for CPP transport measurements. The Si spacer
thickness t varies along the horizontal axis and the junction size A along the vertical
axis. The inset shows a photograph of a patterned junction with the contact leads
(white and light grey).

Examples of LEED patterns of a 5 nm-thick bottom Fe(001) layer and
a 5 Å-thick Si interlayer grown on the top of the bottom Fe layer are shown
in Fig. 2. Both pattern are taken at an electron energy of 55 eV and reveal
the same surface reciprocal lattice in terms of symmetry, relative orientation,
and lattice constants. The superimposed dashed squares connect the (01)
spots and yield an in-plane lattice constant of 2.9 Å, the bulk value of bcc-
Fe. Therefore, the in-plane structure of thin Si layers is the same as for the
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(a) (b)

Fig. 2. LEED patterns of a 5 nm-thick Fe(100) bottom layer (a) and a 5 Å-thick
Si spacer (b) grown at RT on the Fe layer shown in (a). Dashed squares mark the
in-plane reciprocal lattice of bulk bcc-Fe(001) corresponding to an in-plane lattice
constant of 2.9 Å.

Fe(001) surface. The LEED pattern of the top Fe(001) layer (not shown), i.e.
the 5 to 10 nm-thick Fe layer grown on top of the Si spacer of Fig. 2(b), is
very similar to the one of the bottom Fe layer shown in Fig. 2(a) and confirms
the epitaxial growth throughout the whole stack.

Epitaxy is further confirmed by the TEM picture in Fig. 3(a), where it
is indeed difficult to distinguish the Fe layers and the Si interlayer, because
the atomic lattices match almost perfectly. A Fourier transform analysis of
the vertical lattice distortion ∆g/g along the arrow in Fig. 3(a) reveals a dif-
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Fig. 3. (a) TEM image of a Fe/Si/Fe trilayer grown on Ag(001) (bottom right)
and capped with a ZnS protection layer (top left). (b) Vertical lattice distortion
∆g/g along the arrow in (a), where g is the vertical separation of the atomic planes
in the Fe layers.
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ference of about 3% between the Fe layers and the Si interlayer [Fig. 3(b)].
The fact that the Si interlayer is vertically expanded with respect to the Fe
lattice directly excludes that the Si grows in a tetragonally distorted bulk
structure, because the in-plane expansion of the diamond lattice due to the
slightly larger Fe(001) lattice would result in a vertical contraction of the
order of 9% instead of an expansion by 3%. Therefore, the interlayer adopts
a metastable, epitaxially stabilized structure, for which intermixing with Fe
cannot be excluded solely based on the TEM data.

2.4 Thickness Dependence of AFC

The thickness dependence of the bilinear coupling strength J1 of a Fe(50 Å)/
Si(8–20 Å)/Fe(50 Å) trilayer is shown in Fig. 4. |J1| decays exponentially with
t with a decay length of about 3 Å. For t ≈ 20 Å the coupling strength de-
creases to |J1| ≈ 0.1 mJ/m2. The zero-field antiparallel alignment is observed
in the whole range of temperatures and for all spacer thicknesses. A typical
experimental MOKE loop for a Si thickness of 17.3 Å (black) is shown in
the inset of Fig. 4 together with the fit (grey circles) that yields antiparallel
alignment at zero field (see arrows) due to a bilinear coupling strength of
J1 = −0.27 mJ/m2.
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Fig. 4. Bilinear coupling constant J1 of a Fe(50 Å)/Si(t)/Fe(50 Å) structure ver-
sus spacer thickness t measured at RT. The fitted curve yields a decay length
of 3.3 Å. Inset: Experimental and fitted longitudinal MOKE hysteresis curves for
t = 17.3 Å clearly show antiparallel alignment (arrows) due to AFC and yield
J1 = −0.27 mJ/m2.

2.5 Temperature Dependence of AFC

Figure 5 shows the temperature dependence of the coupling across a Si spacer
of 10 Å thickness yielding moderate coupling strength at RT. The Fe layer
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thickness of 100 Å is larger than our standard value to facilitate the analy-
sis of the SQUID data. Magnetization loops measured by SQUID are fitted
using the scheme described in [14], which takes into account the possibility
of a twisted magnetization state due to the strong AFC and, thus, allows
for an unequivocal separation and precise determination of J1 and J2. The
independently, but for the same sample measured temperature dependence
of the magnetization is also taken into account. The saturation magnetiza-
tion drops from 10 to 300 K by about 20%. Both coupling parameters almost
linearly decrease with increasing temperature. J1 decreases from 10 to 300 K
by almost 50% and J2 by about 70%. This temperature dependence is of the
same order of magnitude than what we have found previously [7] for metallic
Fe0.5Si0.5 spacer layers. There, the total coupling at the second oscillation
maximum, which is dominated by bilinear coupling, decreases from 80 to
300 K by about 45% (again taking into account a drop of the saturation
magnetization by about 20%) and levels off below 80 K. The grey solid line
in Fig. 5 is the prediction of the quantum interference model [3] and will be
discussed in Sect. 3.
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Fig. 5. Bilinear and biquadratic coupling constants J1 and J2 of
a Fe(100 Å)/Si(10 Å)/Fe(100 Å) structure versus temperature T . The values
are derived from fitting SQUID magnetization loops. The solid grey line is the
temperature dependence of J1 predicted by the quantum interference model for
insulating spacers via equation (2).

2.6 Transport Measurements

First Rowell Criterion

In Fig. 6 we show the resistance times area product RA versus t on a semi-
logarithmic scale. The value of RA increases at RT strongly with t by more
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than 4 orders of magnitude, while t only approximately doubles. The char-
acteristic length t0 of the order of 1 Å (dashed line in Fig. 6) is significantly
shorter compared to previously reported values for structures with amor-
phous Si spacers [17]. Note, that the coupling strength in Fig. 4 decays with
a decay length of the same order of magnitude as the tunneling conductivity.

1.0 1.2 1.4 1.6 1.8
Spacer thickness t (nm)
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2
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Data
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104

t0=0.1 nm

Fig. 6. First Rowell criterion: Dependence of the resistance times area product RA
on the nominal spacer thickness t obtained from Fe(50 Å)/Si(t)/Fe(50 Å) junctions
with areas A between 22 and 225 µm2. The dashed line corresponds to a charac-
teristic length t0 = 1 Å.

Second Rowell Criterion

A representative I–V curve taken at RT and the corresponding dI/dV –V
curve are presented in Fig. 7. They show the typical tunneling-type behavior.
The dI/dV –V curve is parabolic with its minimum away from V = 0. These
features are characteristic for tunnel junctions with asymmetric barriers and
indicate different conditions at the diffused Fe/Si and Si/Fe interfaces [6,
8, 18]. There is no evidence for a conductivity anomaly near V = 0, as
previously reported for ferromagnetic junctions with Al-oxide spacers and
related to inelastic scattering assisted by magnons and impurities [19]. Similar
I–V curves can occur when transport is due to another conductivity channel,
namely submicron-sized pinholes, which can mimic elastic tunneling [11]. As
we will show below based on an analysis of the temperature dependence of the
resistance, this metallic-type channel gives here no significant contribution.
We observe tunneling-type I–V curves only for t > 15 Å, where the voltage
drop is sufficient to reveal the non-linear part of I–V characteristics. The
barrier heights Φ derived from Brinkman fits [20] vary from 0.3 to 0.8 eV for
different junctions, which all show a definite barrier asymmetry ∆Φ in the
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Fig. 7. Second Rowell criterion: Measured (black) and fitted (grey) I–V and
dI/dV –V curves of a Fe/Si/Fe junction with A = 100 µm2 and t = 15.4 Å.

range from 0.1 to 0.3 eV. Explicit Brinkman fit results for a series of different
junctions and a detailed discussion can be found in [13].

Third Rowell Criterion

A typical temperature dependence of the zero-bias resistance is presented in
Fig. 8. The resistance slightly decreases with temperature and, thus, shows
tunneling-type behavior. The total change of resistance from 4 K to RT does
not exceed 5–7%. We relate the change of resistance to prevailing direct elas-
tic tunneling, which yields only weak temperature dependence due to the
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Fig. 8. Third Rowell criterion: Dependence of the resistance on temperature for
a Fe/Si/Fe junction with A = 22 µm2 and t = 17.0 Å. The solid line is a linear fit
that yields a temperature coefficient of −5 × 10−3ΩK−1.
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broadening of Fermi distributions. The elastic but resonant tunneling chan-
nel is much weaker than the direct one and obeys a decay length, which
is twice as large as the decay length of direct tunneling. However, resonant
elastic tunneling cannot definitely be excluded for our junctions with t lying
in the narrow interval between 14 and 17 Å. Different weights of the contri-
butions from elastic direct and elastic resonant tunneling could lead to the
scattering of the RA values in Fig. 6. Next, we consider inelastic tunneling
based on thermo-activated hopping across impurity states in the barrier. For
this channel a strong decrease of resistance with temperature is expected [17].
Thus, this channel is not dominant in our junctions.

3 Discussion

The transport measurements show that epitaxial, AF-coupled Fe/Si/Fe junc-
tions fulfill all three necessary and sufficient Rowell criteria for direct elastic
electron tunneling. A significant metallic contribution to the electron trans-
port through pinholes can be excluded. The experimentally proven coexis-
tence of strong AFC and electron transport via direct tunneling across nomi-
nally pure Si spacers proves that a non-conducting interlayer mediates the AF
exchange coupling. The underlying, presumably so far disregarded coupling
mechanism gives rise to a rather strong interaction, as the observed coupling
strengths are among the largest ever reported – including metal spacers [2] –
and clearly exceed the corresponding values for amorphous Si spacers by 3
orders of magnitude [21]. In the case of nominally pure Si spacers, the cou-
pling also exceeds the values previously found for various Fe/Fe1−xSix/Fe
structures [6, 7, 22, 23, 24].

Hunziker and Landolt [25] proposed a heat-induced coupling mechanism
to explain the interlayer coupling across amorphous semiconductor spacers
(a-Si, a-Ge, a-ZnSe), which is based on the interaction of localized, weakly
bound states at the interfaces. These states are assumed to originate from
impurities in the semiconductor material. They overlap in the spacer to form
large molecular orbitals, for which the Pauli principle requires a different en-
ergy for the parallel and antiparallel spin configurations. This difference de-
termines the coupling strength. A key feature of this mechanism is a strong
positive temperature coefficient, which arises from the thermal population of
these orbitals. For our epitaxial system, the transport measurements and the
negative temperature coefficient in Fig. 5 negate heat-induced effects. Fur-
thermore, a rather high density of impurities of the order of 1019 cm−3 must
be assumed to obtain a 103 times stronger coupling than in [25]. Therefore,
we dismiss this mechanism for epitaxial Fe/Si/Fe trilayers.

Another coupling mechanism for insulating spacers was derived by
Bruno [3, 4] who extended the quantum interference model to insulating
materials by introducing the concept of complex Fermi surfaces. Here, the
coupling arises from spin-dependent interferences of electron waves – Bloch
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waves for metals and evanescent waves for insulators – in the spacer, which
result from spin-dependent reflections at the interfaces. The model predicts
for insulating (metallic) spacers a positive (negative) temperature coefficient,
in both cases due to the thermal smearing of the Fermi surface. For metals the
fuzziness of the Fermi surface affects the interference condition, and for insu-
lators states above the Fermi level experience a lower tunneling barrier and,
thus, have a higher transmission probability. The temperature dependence of
J1 for an insulating spacer is given by [3, 4]

J1(T ) = J1(0)
T/T0

sin(T/T0)
, (2)

where T0 is of the order of 200–600 K for barrier heights of 0.1–0.9 eV [3, 4].
Therefore, the coupling is almost constant below 300 K as demonstrated by
the solid grey line in Fig. 5 which is calculated for T0 = 400 K corresponding
to a barrier height of about 0.4 eV and normalized to the experimental J1

value at 10 K. The experimental decrease of J1 in Fig. 5 is in disagreement
with the prediction of (2). Nevertheless, we consider the T = 0 limit, where
Bruno’s model reduces to Slonczewski’s spin-current model [26], in order to
compare the thickness dependences of experiment and model. Using a two-
band approximation for the exchange-split ferromagnet, the coupling strength
is given by [26]

J1 =
(U − EF)

8π2t2
8k3(k2 − k↑k↓)(k↑ − k↓)2(k↑ + k↓)

(k2 + k2
↑)2(k2 + k2

↓)2
e−2kt, (3)

where (U − EF) is the barrier height, k↑(↓) the Fermi wave vectors for the
spin up (down) bands of the ferromagnet, and

k2 =
2meff(U − EF)

�
(4)

with meff the effective electron mass in the interlayer. This equation was em-
ployed by Faure-Vincent et al. [5] to successfully fit the strength and thickness
dependence of the AF coupling in epitaxial Fe/MgO/Fe structures. If we ap-
ply the same procedure with the same parameters for Fe [27],

k↑ = 1.09 Å
−1

and k↑ = 0.43 Å
−1

, (5)

to our data, then we get curves similar to the dashed line in Fig. 4, but the
fitted values for the barrier height and the effective mass are physically not
meaningful, e.g. several keV for (U − EF) and 10−5 rest masses for meff .
The reason is the strong coupling which requires in (3) a large prefactor [i.e.
a huge barrier height (U − EF)]. On the other hand, the decay length in
the exponent of (3) given by k must be of the order of a few Å and, thus,
forces meff to be extremely small to compensate the huge (U −EF). In other
words, the quantum interference or spin-current model, respectively, in the
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two-band approximation as the basis of (3) can for Fe/Si/Fe – in contrast to
Fe/MgO/Fe in [5] – not at all account for the observed AF coupling.

Recently, Zhuravlev et al. [28] proposed a coupling model based on lo-
calized impurity or defect states within the tunneling barrier. In contrast to
the model of Hunziker and Landolt [25], defects or impurities in the center
of the barrier are considered because they contribute strongest. The reso-
nant origin makes the defect-assisted coupling much stronger than that in
the absence of defects. If the energy level of the defect states matches with
the Fermi level of the ferromagnets, the coupling becomes antiferromagnetic
and the coupling strength decreases with increasing temperature. All these
features qualitatively agree with the experimental findings. Although we can-
not preclude the presence of defect or impurity states in our nominally pure
Si spacers, a defect concentration of several percent predicted by the model
in order to reproduce the strong AFC in Fe/Si/Fe seems unrealistically high.
On the other hand, the simple model describes the electronic structure of the
ferromagnet by free-electron spin-split bands, the barrier by a rectangular
potential, and the defect state by a delta-function. Therefore, it certainly has
a limited quantitative prediction power; but the physics might be correct.

4 Conclusions

The very strong antiferromagnetic interlayer exchange coupling in epitaxial
Fe/Si/Fe(001) trilayers is mediated by a non-conductive Si spacer layer that
acts in CPP transport measurements as a tunneling barrier with a height
of several tenths of an eV. The temperature dependence of the bilinear cou-
pling constant determined taking into account the experimental temperature
dependence of the saturation magnetization reveals a negative temperature
coefficient. This behavior and the strength of the coupling are not compati-
ble with the molecular-orbital model of heat-induced exchange coupling pro-
posed for amorphous semiconductor spacer [25]. The quantum interference
model [3, 4, 26] predicts the observed thickness dependence, but for our cir-
cumstances (i.e. barrier height) a rather weak positive temperature depen-
dence, which is not compatible with the present data of a moderately coupled
Fe(100 Å)/Si(10 Å)/Fe(100 Å) trilayer. Furthermore, the model in the sim-
ple two-band approximation for the ferromagnet and a “free-electron-like”
tunneling behavior in the spacer completely fails to predict the observed
coupling strength by at least one order of magnitude. Presently, the defect-
assisted interlayer exchange coupling model by Zhuravley et al. [28] yields the
best qualitative description of the experiments, as it correctly predicts strong
antiferromagnetic coupling with a negative temperature coefficient. However,
the detailed and quantitative understanding of the mechanism for the strong
antiferromagnetic coupling across epitaxial, highly resistive Si spacers still
remains an open question.
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Summary. The discoveries of antiferromagnetic coupling in Fe/Cr multilayers by
Grünberg, the Giant MagnetoResistance by Fert and Grünberg and a large tun-
nelling magnetoresistance at room temperature by Moodera have triggered enor-
mous research on magnetic thin films and magnetoelectronic devices. Large oppor-
tunities are especially opened by the spin dependent tunnelling resistance, where
a strong dependence of the tunnelling current on an external magnetic field can be
found. Within a short time, the quality of these junctions increased dramatically.
We will briefly address important basic properties of these junctions depending on
the material stacking sequence of the underlying standard thin film system with
special regard to complex interdiffusion properties. New materials with potentially
100% spin polarization will be discussed using the example of the full Heusler com-
pound Co2MnSi, where we obtain up to 100% TMR at low temperature. Next, we
discuss scaling issues, i.e. the influence of the geometry of small tunnelling junc-
tions especially on the magnetic switching behaviour down to junction sizes below
0.01 µm2. The last part will give a short overview on field programmable logic
circuits made from magnetic tunnelling cells, where we demonstrate the clocked
operation of a programmed AND gate.

Introduction

In recent years the interest in magnetic tunnel junctions (MTJs) has increased
due to their high potential as memory cells in magnetic random access mem-
ories (MRAMs) or read heads in hard disk drives [1, 2, 3, 4]. Nevertheless
the magnetic switching behaviour of MTJs with lateral extensions below one
micron is not yet understood in detail. Distorted switching curves (astroids)
obtained from magnetoresistance curves were reported by, e.g., Klostermann
et. al. [5]. Moreover, identically prepared tunnel junctions often show different
junction specific switching behaviour [6, 7, 8]. On the one hand the physical
origin of these variations is unknown up to now, on the other hand they limit
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the technical applicability of the MTJs. In this work we present investiga-
tions of sub-µ magnetic tunnel junctions. First we will discuss the influence
of the stacking sequence on the magnetic and the related Tunnelling Mag-
netoResistance (TMR) properties. Using Auger electron spectroscopy, X-ray
absorption and X-ray Magnetic Circular Dichroism, an improved understand-
ing of the complex interdiffusion behaviour of the standard film stacks can
be obtained and used for the interpretation of the development of the TMR
with special regard to the annealing used for initiating the exchange bias with
a natural antiferromagnet having Mn as one of the components [9].

A detailed study by atomic and magnetic force microscopy (MFM) [8], in
combination with micro magnetic numerical simulations tries to give a deeper
insight in the properties shown by individual MTJs. The lithographic steps in
the fabrication process inevitably lead to imperfect boundaries of the MTJs
with a roughness on the nanometer scale. The impact of these structural
imperfections on the magnetic switching behaviour will be discussed. On
MTJs smaller than 200 nm, the resolution of the MFM of around 30 nm and
the small thickness of the ferromagnetic electrodes hinders a reliable imaging
of the magnetic states during switching the soft electrode. On such small
patterns, we therefore employed conducting force microscopy [6], (c-AFM),
where we form a contact between the tip and the top electrode. With this
technique, minor loops and complete astroids can be obtained on MTJs as
small as around 50 nm.

The next section will address new materials integrated into MTJs. As an
example for electrodes, we chose Co2MnSi. As full Heusler alloy, this is one
of the materials with possibly large spin polarization [10]. Our investigations,
that this material can be used as ferromagnetic electrode; the values of the
low temperature TMR reach about 100% indicating the potential of this
alloy [11]. At room temperature, however, the TMR effect is still below the
numbers obtained with conventional ferromagnets. Reasons for that will be
discussed and possible improvements suggested.

With regard to the tunnelling barriers, MgO is a material with obviously
larger potential than Al2O3 [12, 13, 14]. We will show first results on the
integration of MgO barriers in tunnelling stacks with CoFeB electrodes and
discuss physical properties of these novel MTJs.

The paper will close with the discussion of possible applications beyond
MRAM’s in the related logic circuits. In field programmable logic circuits
made from magnetic tunnelling cells, we demonstrate the clocked operation
of a programmed AND gate [15]. The possibility to produce logic gate arrays
and memory on the common technology platform of magnetic tunnelling cells
could be of major importance for the further development of magnetoelec-
tronics.
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1 The Development of Standard MTJ Cells

1.1 Stacking Sequence and Interdiffusion

First attempts to form reliable MTJ’s tried to use one relatively hard- and one
relatively softmagnetic ferromagnetic electrode. This, however, turned out to
be not stable with respect to magnetically cycling the soft electrode, because
the domain splitting of the soft electrode causes large stray fields which induce
a deterioration of the hard magnetic material [16]. The same is true, if the
hard electrode is additionally stabilized by an antiferromagnetically coupled
trilayer as, e.g., Co / Cu / Co [17].
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Fig. 1. Resistance as a function of an external magnetic field (major loop) for a tun-
nelling junction Co/Cu/Co/Al2O3/Ni80Fe20 from 1999 (left) and for a tunnelling
junction IrMn/CoFe/ Al2O3/Ni80Fe20 from 2002 (right)

This typically leads to major loops as shown in Fig. 1 [18]. Moreover, the
Cu turned out to diffuse to the barrier between Co and Al2O3 giving rise to
a rapid decrease of the TMR while maintaining “good” tunnelling properties.
Thus the nowadays standard stack design is a sequence of conductor- and seed
layers followed by a natural antiferromagnet used for exchange biasing the
following artificial antiferromagnet which mostly is a CoFe/Ru/CoFe trilayer
in the second maximum of the antiferromagnetic coupling. This coupling
further stabilizes the hard exchange biased electrode and gives the possibility
to tailor its net magnetic moment. The tunnelling barrier is usually made by
depositing an Al film with a thickness between 0.6 nm and 1.2 nm which
then is oxidized by a mild treatment in an oxygen- or an Ar-O plasma. From
intensive investigations it is known that the energy of the ions impinging
on the film during this process should be kept well below 50 eV in order to
avoid O implantation in the underlying ferromagnet. The next film is the
soft magnetic electrode made of, e.g., CoFe, NiFe or a double layer of these
alloys giving rise to a TMR of up to around 60%. Recently, values of 70%
have been reported for an amorphous CoFeB electrode; the reason for this
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large number being not yet known causes some uncertainty concerning the
maximum TMR reachable with conventional 3-d ferromagnets. This top soft
ferromagnet is then covered again by a system of conductors, seeds, diffusion
barriers and protecting layers.

The next step in the preparation routine is the initialization of the ex-
change bias which is usually done by annealing the film stack in a magnetic
field at a typical temperature around 300◦C for some minutes.

Fig. 2. Dependence of the TMR on the annealing temperature for a tunnelling
film stack with IrMn and CoFe as hard and Ni80Fe20 as soft electrode for different
oxidation times in a O2 plasma

Figure 2 shows the dependence of the TMR on the annealing temperature
for different oxidation times. Here, the oxidation was done by a remote ECR
oxygen plasma, where 100s were found to be the optimum duration time. It
is obvious, that the heavily underoxidized samples (10s in Fig. 2) have much
lower TMR due to the remaining metallic Al. Surprisingly, the overoxidized
sample (500s) does not show much lower TMR after annealing, although the
other characteristics like symmetry of the I/V curve, breakdown voltage and
bias voltage dependence of the TMR are considerably deteriorated compared
with the samples oxidized for 100 sec. For all oxidation conditions the TMR
increases up to a maximum around 275◦C. For higher temperature the TMR
decreases rapidly, with the decrease being weakest for tOx = 500 s (a similar
result was observed for CoFe / AlOx / Ni-Fe MTJs before [19]).

Here, the increase results partly from setting the exchange bias of the
Co-Fe electrode by annealing in the magnetic field. In the as-prepared state
the remanent magnetization of the Co-Fe layer is typically MR/MS = 0.2.
This low remanent magnetization disables an antiparallel orientation of the
electrodes resulting in a nearly 50% reduction of the TMR amplitude. For
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annealing temperature TA = 175◦C, the remanent Co-Fe magnetization is
homogenous and oriented parallel to the field and a well defined antiparallel
configuration of the Ni-Fe and Co-Fe magnetizations is ensured. In order
to better understand these results, x-ray absorption measurements in total
electron yield (TEY) where done on samples prepared only up to the Al2O3

barrier. Here, we used an Al wedge with thickness ranging from 0.5 nm to
5 nm and oxidation conditions optimized for 1.2 nm. Thus there are heavily
over- and underoxidized regions on the sample:
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Fig. 3. X-ray absorption signal at the Mn-, Co- and Fe-L2,3 absorption edges
of the Al-wedge sample in the as-prepared state and after in-situ annealing at
280◦C for extreme overoxidation [dAl = 0.2 nm, left column] and underoxidation
[dAl = 4.5 nm, right column]. The measured TEY signal is normalized to the
intensity at hν = 500 eV

The chemical states of the as-prepared sample and after in-situ annealing
at 280◦C are discussed first. Typical XAS spectra for strongly overoxidized
and underoxidized sample regions are shown in Fig. 3. In the as-prepared state
the shape of the Mn-L2,3 absorption edge (Figs. 3(a1) and (a2)) indicates the
metallic state of Mn for all Al thicknesses [20, 21]. The Mn signal is in this
state relatively weak, because it originates from the buried Mn-Ir layer. After
in-situ annealing two different edge shapes are found; for high Al thickness
the Mn is still in the metallic state, but with decreasing Al thickness a Mn
multiplet structure characteristic for MnOX appears [22]. Simultanously, the
Mn absorption line intensity increases indicating that Mn diffuses from the
buried AFM IrMn towards the barrier. In the as-prepared state the Fe is in
the metallic state only for high Al thicknesses which guarantees an under-
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oxidation of the sample, see Figs. 3(b1) and (b2). For smaller dAl the line
shape changes from the broad metallic peaks to a multiplet characteristic for
FeOX [23]. After annealing at 280◦C the FeOX signature disappears even for
very thin Al layers as in Fig. 3(b1). Because simultaneously, a MnOX finger-
print appears, the FeOX obviously is reduced by the diffusing Mn which is
then oxidized instead of the Fe. A simple explanation for this behaviour is
found by analyzing the enthalpies of oxide formation of Fe and Mn; they are
larger for the Mn-oxides than for the corresponding Fe-oxides. From the ther-
modynamic point of view, the formation of MnOX both reduces the FeOX

as well as acts as a sink for diffusing Mn. This is in agreement with the
observation of an increasing Mn intensity at low Al thickness (equivalent to
an increased overoxidation of the samples) which goes along with the more
pronounced MnOX formation. As suggested by Parkin et al. [24] the reduc-
tion of the lower electrode in overoxidized samples is important with respect
to the thermally induced TMR increase. Similar to the Fe line the shape
of the Co-L2,3 absorption edge is changed with decreasing Al thickness, see
Figs. 3(c1)–(c2). Starting from the typical structurless metallic line shape at
high Al thickness in the as-prepared state, the Co-L3 absorption edge reveals
an additional contribution of the Co-oxid multiplet at very low Al thickness.
But in contrast to Fe, the Co multiplet remains after annealing, indicating
that the CoOX is not significantly reduced by the diffusing Mn, although
the enthalpy of formation for the individual Co-oxides is again smaller than
for corresponding Fe- and Mn-oxides. This difference is reasonable, because
the oxidation of Co-Fe grains results in a segregation of Fe to the surface of
the grain (this is revealed by Auger depth profiling of plasma oxidized Co-Fe
single layers). Furthermore, at moderate temperature (TA ≤ 400◦C) grain
boundaries are the prominent diffusion paths in our polycrystalline samples
with a typical grain size of only a few 10 nm. Therefore, we may assume that
FeOX at the grain surface can react with the Mn diffusing along the grain
boundaries and that the CoOX should be somewhat buried inside the grain.
The interjacent (Fe-Mn)OX hinders its reduction process requiring a trans-
fer of oxygen from Co to Mn. For strongly underoxidized sample regions
the Co-L2,3 absorption edge (Fig. 3(c2)) shows additional shoulders about
3 eV above the white lines after annealing. This is also found for the Fe-L2,3

absorption edge (Fig. 3(b2)), but less pronounced. This spectral feature in-
dicates the formation of a Co-Fe-Al alloy driven by an interdiffusion of the
residual metallic Al into the Co-Fe electrode [25].

Now the thermally induced alterations of the chemical states at the Co-
Fe / AlOX interface of half MTJs, which represent the oxidation range from
moderate under- to moderate overoxidation of the Al layer, are discussed for
annealing temperature of TA = 175◦C, 275◦C and 350◦C. Here, instead of
the Al wedge, we used a sample with an Al thickness of 1.4 nm, where the
optimum oxidation time is 100s. As expected, the maximum intensity of the
O-K absorption edge at hν = 540.5 eV increases with longer oxidation time
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(Fig. 4). These relations are preserved after annealing. The shape of the Fe-
L2,3 absorption edge in the as-prepared state for 10s oxidation corresponds to
metallic Fe, whereas for 999s oxidation the superimposed multiplet structure
indicates the partial formation of FeOX . For optimal oxidation (100s) the
multiplet structure is not clearly visible, but a small shoulder on the high
energy side of the white lines indicates a small amount of FeOX . Although
Fe is partially oxidized for tOx = 999s, XAS gives no hints to CoOX in this
sample reflecting again the preferential oxidation of Fe. As for the Al-wedge
stack, Mn is in the metallic state for all oxidation times in the as-prepared
state. The FeOX component disappears after annealing at T = 275◦C. In par-
allel, the Mn intensity is strongly enhanced with increasing temperature and
oxidation time (Fig. 4), but the MnOX multiplet is only found for oxidation
times of 100 s / 999 s and annealing temperature TA = 275◦C.

Fig. 4. Maximum TEY-signal I of the O-K and the Mn-L3 absorption edge of half
MTJ stacks for different oxidation times and annealing temperatures

Obviously, the existence of FeOX prior to annealing stimulates the Mn dif-
fusion and is a prerequisite for the MnOX formation. Note, that the enthalpy
of formation for AlOX is larger than for MnOX . For tOx = 10s XAS gives no
hints that the Mn diffusing to the barrier is in an oxidic state. Therefore, at
least for the underoxidized samples a diffusion of Mn into the AlOX is not
observed. For longer oxidation time a mixing of MnOX and AlOX cannot be
ruled out. Auger depth profiling of the full and the half MTJ stacks reveals
that the diffusing Mn is preferentially located directly below the barrier after
annealing at TA = 275◦C. Mn diffuses from the Mn-Ir towards the barrier
and the maximum Mn concentration in the region of the original AFM layer
is reduced. At each single annealing temperature, the Mn diffusion towards
the barrier becomes stronger with longer oxidation time. Similar results have
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been found by Lee et al. [26] but in their discussions, the influence of differ-
ent diffusion paths (grain boundary versus bulk diffusion) was not explicitly
taken into account. The shape of the Co-L3,2 absorption edge is not signifi-
cantly altered by annealing; as in the as-prepared state it corresponds to the
metallic state for all tOx. For tOx = 10 s, the amount of residual metallic Al is
too small to produce significant changes of the Co- and Fe-XAS spectra. The
element-specific magnetic properties of the half MTJ stacks are investigated
by XMCD. The relative XMCD signal Atotal is defined as:

Atotal = −6p+8/3)q
rPhν cos θ

with r =
∫

L3+L2

(I+ − I− − a.f.)dE

p =
∫

L3

(I+ − I−)dE

q =
∫

L3+L2

(I+ − I−)dE

For parallel (antiparallel) alignment of the photon spin and the projection
of the magnetization on the X-ray propagation direction the corresponding
TEY spectrum is denoted I+ (I−). The background function a.f. is a two-
stepfunction with thresholds set to the peak positions of the L3 and L2 res-
onances and relative step heights of 2/3 (L3) and 1/3 (L2). The XMCD
asymmetries defined as (I+ − I−) for Co and Fe are found to be independent
of the oxidation time and annealing procedure, e.g., the ratio of the orbital
to spin magnetic moments is constant for Fe and Co. Especially the partial
FeOX formation resulting in a changed XAS line shape does not change the
shape of the XMCD asymmetry and, therefore, the magnetic moments of the
FeOX are not ferromagnetically ordered. The relative XMCD signals Atotal

of Fe and Co are summarized in Fig. 5.
For underoxidized samples (10s) Atotal of Fe does not show a signifi-

cant temperature dependence, the magnetic moment of Fe is not changed.
For optimal oxidation (100s) Atotal(Fe) increases after annealing at temper-
ature = 275◦C, which corresponds to an increased magnetic moment for Fe.
This increase is strong for the overoxidized sample, but also for the highest
annealing temperature of 350◦C Atotal(Fe) does not reach the corresponding
values of the milder oxidized samples. This behaviour indicates that the an-
nealing temperature dependence of Atotal(Fe) is directly correlated with the
reduction of FeOX . The development of the relative XMCD signal is different
for Co: For all oxidation times Atotal(Co) is nearly the same up to 275◦C, but
after annealing at 350◦C it is reduced for all samples. Furthermore, Atotal(Co)
depends on the oxidation state of the samples; it is maximum (minimum) for
the optimal oxidized (overoxidized) sample. Although the reason is not clear
up to now it has to be stressed, that the measured magnetic moment of Co is
largest throughout the complete annealing temperature range for the optimal
oxidized MTJs. The XMCD asymmetry of Mn nearly vanishes for all sam-
ples, although the intensity and the shape of the Mn-L2,3 absorption edge
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Fig. 5. Relative XMCD signal Atotal of half MTJ stacks for tOx = 10 s, 100 s and
999 s and different annealing temperature

depends strongly on the oxidation time and the annealing procedure. The
residual very small Mn XMCD signal results from uncompensated Mn spin
at the Mn-Ir / Co-Fe interface [27].

1.2 Geometry

Junctions with different shapes and sizes were investigated: rectangular junc-
tions ranging from 700 nm× 700 nm to 700 nm× 1400 nm and elliptical
patterns with 500 nm short axes and 850 nm long axes. The patterns were
covered by a 15 nm thick Ta layer which minimizes stray field effects of the
homemade, CoCr covered MFM tip and, hence, tip induced perturbations
of the soft layer magnetization. Sufficient signal to noise ratio and small
perturbations were obtained for a CoCr thickness of 30 nm. For the MFM
investigations, a modified Nanoscope III from Digital Instruments was oper-
ated in the Lift-ModeTM. The magnetic field was generated by two pairs of
coils surrounding the microscope. MFM images of the magnetization of the
patterned NiFe soft electrodes were recorded at different external fields. As
an example, we discuss here the results obtained both with MFM measure-
ments and with corresponding micromagnetic numerical simulations [28] for
elliptical junctions [8]. Typical examples are shown in Fig. 6.

In the calculations for elliptical patterns a common feature is found
(Fig. 6). Elliptically patterned electrodes often show a high remanent mag-
netization [MX/MS = 0,98, Fig. 6(a),(c)]. The shape, however, favors vortex
formation due to minimization of the stray field energy. Consequently, the
magnetization reversal of elliptical junctions is often dominated by vortex
nucleation and vortex motion with high saturation fields [Fig. 6(b)–(c)]. The
results of the simulations are experimentally proven by MFM investigations
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Fig. 6. Vortex nucleation in 500 nm× 850 nm elliptical junctions. (a)–(b) Typical
magnetization configurations. (c) Related magnetization curve. (d)–(e) MFM im-
ages of elliptically patterned magnetic tunnel junctions recorded at different stages
of the minor loop. Additionally an experimental MFM image of a vortex state in
a 35 nm thick NiFe ellipse is shown (f)

of the elliptically shaped MTJs, where the complete layer stack including
the antiferromagnet was patterned. In saturation or near saturation the NiFe
electrodes show a high magnetic contrast at their end points [Fig. 6(d)]. At
H = −1 kA/m the magnetization shows four opposite regions with bright
or dark contrast, which is typical for a vortex state [Fig. 6(e)]. Thicker films
with higher contrast show similar patterns more pronounced due to the larger
stray fields [Fig. 6(f)]. Here, it should be noted, that considerably different
magnetic behaviour was found for nominally identical shapes. This could be
traced back to the individually shaped edges of the patterns which result
from the grainy structure of the films. Frequently, domain wall pinning was
found at kinks or bumps at the edge as small as around 10 nm. MTJs smaller
than around 300 nm did not produce enough signal for a reliable MFM mea-
surement. We therefore customized a commercial AFM for electrical mea-
surements with a diamond coated conducting tip. With this instrument, we
were able to take TMR minor loops of junctions with sizes down to around
50 nm [6].

Whereas on rectangular and elliptical MTJs results similar those of the
MFM investigations were obtained for sizes down to abut 100 nm, truncated
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Fig. 7. A single minor loop for a circular MTJ with a diameter of 50 nm (left)
and Astroid of a truncated elliptically shaped MTJ with a reproducible switching
behaviour (right)

elliptically shaped patterns turned out to show a reproducible switching be-
haviour as illustrated in Fig. 7 by an astroid for a nominally 200 nm wide
MTJ. On junctions with sizes well below 100 nm we were up to now only
able to take minor loops.

In Fig. 7, a typical result for a 50 nm circular MTJ is shown. For these
ultrasmall elements, we never observed steps in the minor loops or unusually
large saturation fields which would point to domain switching or vortex for-
mation, respectively. This and the shape of the minor loops (Fig. 7) therefore
suggest a single domain behaviour at these small sizes, which could be a con-
siderable advantage regarding downscaling issues in MRAM applications.

2 New Materials

Introducing new materials in MTJs has two main objectives:
First, the ferromagnetic electrodes can be tailored for giving a large TMR

ratio and / or for obtaining a certain dependence of the junction resistance
on the external magnetic field. Second, the insulating barrier can be changed;
here, the main issues are again a high TMR ratio und in most cases a low
area resistance product of the barrier in order to guarantee scalability of the
TMR junctions. First, we discuss an example of new electrode materials:

2.1 Heusler Alloys

One possibility to further increase the TMR values, which is frequently dis-
cussed, is the use of highly spin polarized materials. Heusler alloys with a pre-
dicted gap at the fermi level for only one spin direction are thus very promis-
ing candidates for this effort. We prepared thin films of the (so called full)



158 G. Reiss et al.

Heusler alloy Co2MnSi which is theoretically predicted to have a magnetic
moment of around 5µB per unit cell at room temperature and a gap for one
spin direction of around 0.4 eV [10]. These values critically depend on the de-
gree of ordering of especially Mn and Co and should decrease with increasing
disorder. On thin films on a V buffer, we obtained [29] a maximum magnetic
moment of 4.7µB per stoichiometric unit after annealing at around 400◦C. In
Fig. 8 we show the dependence of the saturation magnetic moment Ms and
the resistivity ρ on the annealing temperature.

200 300 400 500 600 700 800 900
100
120
140
160
180
200
220

re
si

st
iv

ity
 [

cm
]

substrate temperature [K]

0

1

2

3

4

5

 M
s [

B]
Fig. 8. Dependence of the saturation magnetic moment MS and the resistivity ρ
on the annealing temperature for the Heusler alloy Co2MnSi

Simultaneously to the maximum of MS a minimum in ρ occurs, i.e. both
properties give evidence for a maximum of the structural order at 400◦C.
This relatively low annealing temperature is related with the presence of the
V buffer layer, which already induces a texture in the Heusler film during the
growth at room temperature. These films are then integrated in tunnelling
elements with a stacking sequence of V / Co2MnSi / Al2O3 / CoFe / MnIr
/ Cu / Ta / Au. The problem in producing these elements is the need of
a relatively high temperature for ordering the Heusler alloy and only about
275◦C for inducing the exchange bias by the IrMn and improving the barrier
properties. Thus the first annealing step at high temperature was done after
the oxidation of the barrier, the second one after the complete stack was
prepared. AFM imaging of the topography showed a rms roughness of about
0.2 nm, i.e. the moderate annealing did not lead to an increase of the surface
roughness.

Figure 9 shows first results of a magnetization measurement of this stack
and resistivity characteristic. Although the magnetization shows a distinct
and separated switching of the pinned and the Heusler-electrode, the dj/dU
vs. voltage characteristic is not yet at optimum. This is shown by evaluating
the I/V curve of Fig. 9 with a Brinkmann-fit [30], giving the barrier param-
eters of a barrier height of only 1.6 eV, a large barrier asymmetry of 0.65 eV
and an incorrect barrier thickness. This gives evidence either for a not op-
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Fig. 9. Magnetization curve of a tunnelling element with Co2MnSi as soft electrode
(left) and the corresponding dependence of dj/dU on the bias voltage (right)

timally oxidized Al or an interlayer between barrier and ferromagnet, both
of which usually suppress the TMR signal. In order to clarify this question,
TMR measurements at different temperatures and bias voltages have been
done.
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Fig. 10. Dependence of the resistance on an external magnetic field for the tun-
nelling element with the Heusler alloy Co2MnSi as soft electrode for different tun-
nelling areas, temperatures and bias voltages

Figure 10 shows a major loop of an junction with Co2MnSi electrode and
its bias voltage and temperature dependence. At very small bias voltage and
low temperature, the major loop TMR reaches nearly 100% again indicating
the potential of this material. The strong dependence on both the tempera-
ture as well as on the bias voltage again suggests either enhanced scattering
of the electrons at impurities or magnons. In order to clarify the reasons,
again X-ray absorption measurements of these tunnelling stacks are shown
in Fig. 11.
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Fig. 11. Typical XAS spectra of a sample V 42 nm / Co2MnSid(CMS) / Al
1.4 nm + 200s plasma oxidation + in-situ annealing (A) and a sample V 42 nm /
Co2MnSid(CMS) / Al 1.4 nm + natural oxidation (B) measured at normal incidence.
The photon energy is defined with respect to the maximum of the L3-absorption
edge. The arrows indicate additional features in the XAS of type A samples in
comparison to the type B sample. The L2,3-resonances are also called white lines

Here, we compare samples which have been not intentionally oxidized (i.e.
have the native oxide of Al) with samples from our ECR oxidation procedure.
Again, a signature of MnOX can be found in these samples, where now the
Mn originates directly from the (soft) Heusler electrode. This finding thus
suggests that efforts must be made in order to avoid Mn or to suppress its
diffusion towards the barrier in order to enhance the temperature and bias
voltage stability of the TMR in this system. Experiments concerning these
issues are under way.

As mentioned, the main other posssibility for developing optimized MTJs
is to integrate new barrier materials instead of the commonly used Al2O3.

2.2 MgO Barriers

In the last few years, MTJs with MgO barrier have attracted increasing
attention due to the theoretically predicted huge TMR effect [12]. It turned
out, it is also very favorable in applications because both a low resistance
and high thermal stability can be achieved as well [13, 14].

In contrast with the amorphous Al2O3 barriers, MgO turned out to be
crystalline after an annealing step between 300◦C and 400◦C, giving rise to
a coherent tunnelling of electrons and thus enabling a much larger TMR
effect. In Fig. 12, we show a TMR minor loop of a tunnelling junction with
an MgO barrier optimized for low resistance and the corresponding dI/dU
curves for parallel and antiparallel alignement of the magnetizations:

As can be seen from Fig. 12, a TMR effect of 130% can be achieved
with the combination of CoFeB electrodes with MgO barriers even at an
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Fig. 12. Resistance vs magnetic field of a MTJ CoFeB / MgO / CoFeB for different
shapes (left) and the differential conductance in the parallel and antiparallel state
(right)

area resistance product as small as 6.5Ω. This opens scalability of the MTJs
down to the sub-100 nm regime, which is necessary for the application in
modern electronics.

One striking feature of these junctions is their similarity with Al2O3 based
MTJs in almost any respect (e.g. temperature and bias dependence of the
TMR) except the spectroscopic differential tunnelling conductance shown
also in Fig. 12. In the antiparallel state, the conductance is nearly ohmic,
meaning a constant value of dI/dU over the entire voltage range, whereas
for parallel alignement a combination of quadratic and linear dependence of
dI/dU on U occurs as it was also seen for Al2O3.

Thus these MgO based junctions need further investigation concerning
their unusual transport and tunnelling properties.

3 Applications Beyond MRAM: Magnetic Logic

TMR-effects can have considerably broader field of applications than only
as storage cells for MRAMs. Processing units from magnetic tunnelling cells
could, e.g., considerably contribute to create a complete technology platform
based on magnetic tunnelling junctions. Thus, we concentrate on the use in
field programmable logic gate arrays, which is most closely related to the
MRAM development in respect mainly to ASICs and embedded memories in
logic chips.

Field programmable means that the logic function of a gate array can be
changed during the operation of the processing unit. Up to now, this is done
by SRAM and FLASH combination, were programming is time consuming
and requires relatively large voltage in an, e.g., floating gate architecture.
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Fig. 13. Bridge configuration of MTJs. The input/programming lines produce
a magnetic field that rotates the soft magnetic electrode’s magnetization, changing
the output voltage Vout, which represents the logic function of the inputs

Using a bridge configuration of TMR cells as shown in Fig. 13 could overcome
these drawbacks.

Here, the input is represented by currents on two (of four) input lines,
which can change the magnetization state of the two adjacent MTJs soft
electrodes. Two neighbouring lines are used to set the resistance states of the
other two MTJs which ’programme’, i.e. define the value Vout obtained as
logic function of the two inputs.

Fig. 14. Clocked operation of six MTJs in a bridge arrangement of sic MTJs.
Output 1 is a rectified signal of the original Vout (output II).
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In Fig. 14, we show a clocked operation of such an arrangement with
a programmed “AND” function [15]. This feasibility study thus demonstrates,
that MTJs can be used in logic gate arrays which are porgrammable “on the
fly”. The large advantages of this “Magnetic Logic” are scalability (similar
to MRAM), and speed. Programming these arrays will be as fast as the logic
operation with typical time scales down to the nsec regime. This opens in turn
new perspectives for innovative schemes like reconfigurable computing [31].

4 Summary

In this contribution, we have discussed aspects of stacking sequence and ge-
ometry on the properties of magnetic tunnelling junctions. New materials
as, e.g., Heusler alloys can be integrated into the standard stacking sequence
of the most advanced MTJs, thereby allowing to reliably test the amount
of TMR obtainable. Although the very large spinpolarization of Heusler al-
loys predicted theoretically has not yet been seen in ’real’ MTJs, promising
results have been already obtained and further improvements seem to be
straightforward. Concerning the influence of the geometry, subtle effects of
edge roughness on the magnetization switching seem to be a critical point,
although certain shapes have been successfully designed for a single domain
like switching. At sizes below 100nm, no signs of domain splitting or vortex
formation have been seen up to now, which is very promising for the further
downscaling of MTJ storage devices. Beyond this application in MRAMs
(or read heads for disk drives), MTJs can be used for realizing a field pro-
grammable magnetic logic, where programming is as fast as the logic opera-
tion itself, opening thereby the fascinating field of reconfigurable computing.
Moreover, MTJs are able to not only detect bits on hard disks but also mag-
netic micro- and nanoparticles which are already in use for biotechnological
and medical applications [32]. Thus a possible production of MRAM chips
could boost much more possible applications still ahead.
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Summary. Magnetic anisotropies of epitaxial ultra-thin iron films grown on the
surface reconstructed GaAs substrate have been studied. Ferromagnetic resonance
(FMR) technique has been exploited to determine magnetic parameters of the films
in the temperature range 4–300 K. The unusual angular dependence of FMR spec-
tra allowed us to build precise model of the magnetic anisotropies of the studied
systems. Presence of strong perpendicular anisotropy have been deduced. Switching
of the principal anisotropy axes has been observed in the double ferromagnetic-layer
sample. It has been attributed to drastic relaxation of the uniaxial component of
anisotropy induced by the surface reconstruction of the substrate. The linear varia-
tion of magnetic anisotropy parameters with the temperature has been observed and
discussed in terms of magneto-elastic anisotropies controlled by thermal expansion
coefficients of the materials in a contact.

1 Introduction

The interest to ultra-thin magnetic multilayers has been steadily increasing.
It is motivated by the fact that magnetic properties of this type of structures
are the real technological issues in mass production of data storage devices
and magnetic random access memories. A good grasp of the fundamental
physics of the magnetization dynamics becomes of essential importance to
sustain the exponential growth of device performance factors.

The magnetic anisotropy of the thin films is of crucial importance in
applications. It is well known that ferromagnetic resonance (FMR) is the
most sensitive and accurate technique to determine magnetic anisotropy
fields of very thin magnetic films [1, 2]. In this paper we study the mag-
netic anisotropies in single and double iron layer structures grown on the
surface-reconstructed GaAs single-crystalline substrate and demonstrate how
surface-induced anisotropy can be used to tailor overall magnetic properties
of the studied system. In our experiments we observed unconventional triple-
mode FMR spectra. They are interpreted and explained based on the model
proposed in this study. Consistent fitting of angular and frequency behav-
iors of the FMR spectra in the temperature range 4–300 K allowed us to
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determine accurately the cubic, uniaxial and perpendicular components of
the magnetic anisotropy, as well as establish directions of easy and hard axes
for the magnetization in the layer(s). The origin and temperature depen-
dence of the magnetic anisotropy fields are extensively discussed in terms
of the surface-induced anisotropies and thermal expansion coefficients of the
materials subject to a stress, induced by lattice mismatch.

2 Experimental Results

2.1 Samples Preparation

The single and double iron-layer ultrathin film structures (Au/Fe/GaAs,
Cr/Fe/GaAs, Au/Pd/Fe/GaAs, Au/Fe/Au/Fe/GaAs) were prepared by
Molecular Beam Epitaxy (MBE) on (4 × 6) reconstructed GaAs(001) sub-
strates. A brief description of the sample preparation procedure is as fol-
lows. The GaAs(001) single-crystalline wafers were subject to annealing and
sputtering cycles and monitored by means of reflection high energy electron
diffraction (RHEED) until a well-ordered (4×6) reconstruction appeared [3].
Then GaAs substrates were heated to approximately 500 C in order to desorb
contaminants. Residual oxides were removed using a low-energy Ar+ bom-
bardment (0.6 keV) under grazing incidence. Substrates were rotated around
their normal during the sputtering. The (4 × 6) reconstruction consists of
(1 × 6) and (4 × 2) domains with the (1 × 6) domain is As-rich, while the
(4 × 2) domain is Ga-rich.

The Fe films were further deposited directly on the GaAs(001) substrates
at room-temperature from a resistively heated piece of Fe at the base pres-
sure of 1× 10−10 Torr. The film thickness was monitored by a quartz crystal
microbalance and by means of RHEED intensity oscillations. The deposition
rate was adjusted at about one mono-layer (ML) per minute. The gold layer
was evaporated at room temperature at the deposition rate of about one
monolayer per minute. RHEED oscillations were visible for up to 30 atomic
layers. Noble metals are known to have long spin-diffusion length that makes
them suitable as a spacer-layer in the spin-valve magnetic field sensor appli-
cations. Films under study were covered by a 20ML thick Au(001) or Cr cap
layer for protection in ambient conditions. More details of the sample prepa-
ration are given in Ref. [3]. The sketch of the single-layer film, coordinate
system and principal vector directions are shown in Fig. 1.

2.2 FMR in the Single-Layer Samples

General Measurement Procedure

Main FMR measurements have been carried out using the commercial Bruker
EMX X-band ESR spectrometer equipped by an electromagnet which pro-
vides a DC magnetic field up to 22 kG in the horizontal plane. The small
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amplitude modulation of the field is employed to record field-derivative ab-
sorption signal at the temperature range 4–300 K. An Oxford Instruments
continuous helium-gas flow cryostat was used to cool the sample down to
the measurement temperatures, and the temperature was controlled by the
commercial LakeShore 340 temperature-control system. A goniometer was
used to rotate the sample around the rod-like sample holder in the cryo-
stat tube. The sample-holder was always perpendicular to the DC magnetic
field and parallel to the microwave magnetic field. The samples were placed
on the sample-holder in two different geometries. For the in-plane angular
studies the films were attached horizontally on the bottom edge of the sam-
ple holder. During rotation, normal to the film plane remained parallel to
the microwave field, but the external DC magnetic field held different di-
rections in the sample plane. This geometry is not conventional and gives
quite asymmetric absorption curves but still at the same resonance field as in
the conventional geometry for the in-plane measurements (both DC and mi-
crowave magnetic fields always lie in the film plane). Thus, we could be able
to study at least the angular dependence of the resonance field and magnetic
anisotropies using the FMR data taken from the unconventional in-plane ge-
ometry. We have also recorded some FMR data in the conventional, in-plane
geometry for some specific crystallographic direction to check correctness of
the data obtained in the unconventional geometry.

For the out-of-plane measurements the samples were attached to a flat
platform precisionally cut at a cheek of the sample holder. Upon rotation
of the sample the microwave component of the field remained always in the
sample plane, whereas the DC field was rotated from the sample plane to-
wards the film normal to get additional data for accurate determination of
the anisotropy fields.

In-Plane FMR Measurements

First we measured the in-plane FMR in the 20Au/15Fe/GaAs(001) sample.
Figure 2a illustrates a temperature evolution of the in-plane FMR spectra
taken in the direction of the DC magnetic field H‖a, where a is the [110]
direction of GaAs substrate or iron film (a‖x in Fig. 1). The single, relatively
narrow and intensive signal is observed at very low magnetic fields in the
entire temperature range. As the temperature decreases starting from room
temperature, the resonance field of FMR signal steadily shifts from ∼ 320 G
for 300 K down to about 150 G at 5 K. The line width of the resonance
increases with decreasing the temperature.

Contrary to the measurements along the a axis, the in-plane FMR spec-
trum in the b direction (the [11̄0] direction of the GaAs substrate) unexpect-
edly consists of three signals (labeled by P1, P2 and P3, Fig. 2b). As far as we
know it is a unique observation of three FMR signals from a single, homoge-
neous ferromagnetic film. Usually, a single resonance peak (mode) is expected
from such a very thin (15 monolayers) ferromagnetic layer, since the spin wave
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Fig. 1. The sketch of the samples studied in the paper.

modes are expected to shift to negative fields due to very high excitation en-
ergies of the short-wavelength standing spin waves across the thickness of the
ultrathin film. The temperature dependence of the FMR spectrum for H‖b
is shown in Fig. 2b. All three peaks are observable in the entire temperature
range. The high-field signal has largest intensity at all temperatures. At room
temperature the two low-field peaks overlap and almost merge into a common
signal of distorted shape. As the temperature decreases, the low-field signal
separates into two signals which shift one from the other in opposite direc-
tions. The intense high-field signal shifts monotonically to higher fields upon
lowering the temperature. At lowest measurement temperatures (4–5 K) the
overall splitting of the FMR spectra reaches ∼ 1700 G. It should be noted
that the high-field mode for H‖b shifts in the opposite direction to that for
the H‖a axis. This implies that the easy direction for magnetization in the
sample plane is the a axis (and the b axis is the hard direction).

To study the in-plane anisotropy of the film, we rotated the DC magnetic
field in the plane of the film (ab-plane). The room-temperature in-plane
angular dependence of the FMR spectra is given in Fig. 3. As it can be seen
from the figure the number of absorption peaks is varied with the in-plane
rotation angle. The relative intensity of the signals is also angular-dependent.
In fact, the FMR spectra show an overall periodicity of 180 degrees. This
implies that the system must have at least uniaxial symmetry in the film
plane. The unusual splitting of the spectra on the three components allows us
to suppose that a considerable cubic anisotropy component is superimposed
on the uniaxial anisotropy. We will see later from our simulations of the FMR
spectra that it is actually the case.

In order to increase reliability of the FMR spectra interpretation we have
also studied the frequency dependence of the in-plane FMR spectra between
9–36 GHz at room temperature using our high-frequency extension modules.
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Fig. 2. Temperature dependence of in-plane FMR spectra taken for H‖a (a),
H‖b (b).

Right-hand-side inset in Fig. 3 shows an angular variation of the in-plane
resonance field measured at 24 GHz. Left-hand-side inset shows variation of
the resonance fields with the microwave frequency. The parabolic dependence
of experimental points on the frequency is clearly seen from the figure. This
dependence is a general frequency behavior of the resonance field in systems
with strong anisotropy (the anisotropy energy is comparable with the Zeeman
energy at low-frequency region).

Out-of-Plane FMR Measurements

We have also made complementary out-of-plane FMR measurements when
the DC magnetic field is rotated from the easy, a, or the hard, b, axes in
the film plane towards the normal direction to the film plane. Figure 4 shows
the evolution of the FMR field for resonance upon changing the polar angle
in the b–c plane. Double-peak FMR spectra are observed for this geometry.
The separation between modes steadily increases with approaching the film
normal. As it will be clear later, the second mode does not belong to the
higher-order spin-wave modes. However, the angular dependence of resonance
field of the modes can be used to clarify the nature of magnetic anisotropy
and to obtain accurately the anisotropy parameters from a computer fit.
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Fig. 3. In-plane (ab plane) angular dependence of FMR spectra for the
20Au/15Fe/GaAs(001) sample at room temperature. Right-hand-side inset – the
same angular dependence for 24 GHz, left-hand-side inset – the frequency depen-
dence of the resonance field for the hard direction (upper) and easy (lower) direc-
tions.

Influence of the Cap Layer Material

We have studied also the sample where the gold cap-layer material had been
replaced by chromium: 20Cr/15Fe/GaAs(001). In-plane geometry measure-
ments have shown drastic decrease of the uniaxial component in the in-
plane anisotropy of the iron film as presented in Fig. 5a. The picture looks
like the influence of the Cr cap-layer results in cancelling of the uniaxial
anisotropy induced by the surface reconstruction of the GaAs substrate. At
the same time, it is clearly visible that the principal axis of residual uniaxial
anisotropy is tilted by about 23 degrees with respect to its original direction
for the case of Au-capped sample. Another sample with a composite cap layer,
20Au/9Pd/16Fe/GaAs(001), revealed only minor influence of the palladium
interlayer on the magnetic anisotropy of the iron film (see Fig. 5b). However,
an additional FMR signal appeared in the main domain of the in-plane rota-
tion angles, which we attribute to the magnetic response of the Pd interlayer
(see discussion below).



Magnetic Anisotropies in Ultrs-Thin Iron Films 173

Fig. 4. Out-of-plane angular dependence of resonance field for H‖b.

δ
ω /γ ω /γ

Fig. 5. Influence of the cap layer – in-plane angular dependence of the resonance
field: (a) chromium cap layer; (b) composite Pd/Au cap layer.
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2.3 FMR in the Double-Layer Samples

After learning the FMR response from the single iron layer we have studied
the spin-valve type, double-layer system. Figure 6 shows temperature evolu-
tion of the in-plane FMR spectra for the 20Au/40Fe/40Au/15Fe/GaAs(001)
sample taken at two angles. We used data of our previous measurements on
the single-layer sample, 20Au/15Fe/GaAs(001) as a reference, in which we
have established easy and hard directions for the 15ML thick iron layer. The
spectra at Figs. 6a and 6b have been recorded at the easy and hard axes for
the first, 15ML thick iron layer.

Fig. 6. The in-plane FMR spectra of the double-layer sample for two orientations
of magnetic field with respect to the crystallographic axes: (a) DC field is parallel
to the hard axis of the first, 15ML-thick iron layer; (b) DC field is parallel to the
easy axis of the first layer.

Three FMR absorption peaks are clearly visible in the spectra recorded
at the angle labelled “easy”. As we do not expect any marked exchange or
magnetostatic interaction through the 40ML-thick gold layer, the contribu-
tion of the first, 15ML-thick, iron layer to the multi-component FMR signal
can be easily attributed (see labelling in the Fig. 6a) by comparison with
the measurements on the single-layer sample, Fig. 2. The double-peak signal
from the second, 40ML thick, iron layer gives a hint that easy and hard axes
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of the second iron layer are tilted with respect to the principal anisotropy
axes of the first layer.

The FMR spectra recorded in the “hard” direction (Fig. 6b) show four-
peak structure at certain range of temperatures, three of which are identified
as a hard-axis spectra of the first, 15ML thick, iron layer. Then, the single-
peak FMR spectrum of the 40ML-thick layer clearly indicates proximity to
the easy direction for this layer.

Full angular dependence of the FMR spectra at room temperature is
displayed in Fig. 7 (experimental points are given by empty symbols). From
the figure it is evident that the hard axis (angle for maximal resonance field)
of the second, 40ML thick, iron layer is switched on the 90 degrees apart of
the hard axis of the first, 15ML thick, iron layer. Let us emphasize here the
importance of the FMR measurements at different temperatures, Fig. 6, for
identifications of the angular dependence of the resonance fields in Fig. 7.

Fig. 7. The angular dependence of the in-plane resonance field for the double-layer
sample at room temperature: open symbols – experimental data, solid symbols –
results of the fitting.
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3 Model and Computer Simulation of the FMR Spectra

3.1 Basic Formulas for the FMR Field for Resonance and
Absorption

The FMR data are analyzed using the model free energy expansion in the
notations which is similar to that used in Ref. [4]:

ET = −M · H+
(
2πM2

0 − Kp

)
α2

3

+K1

(
α2

1α
2
2 + α2

2α
2
3 + α2

3α
2
1

)
+ Kuα2

[11̄0]. (1)

Here, the first term is the Zeeman energy in the external DC magnetic field,
the second term is the demagnetization energy term including the effective
perpendicular anisotropy as well, the third term is the cubic anisotropy en-
ergy characterized by the parameter K1, and the last term is the uniaxial
anisotropy energy. In this equation αi’s represent directional cosines [6] of
the magnetization vector M with respect to the crystallographic axes ([100],
[010] and [001]) of GaAs substrate (or iron film), while α[11̄0] is the direc-
tional cosine with respect to b‖[11̄0], which is the hard direction. M0 is the
saturation magnetization at the temperature of measurement. It should be
remembered here that one of the crystallographic axes is always perpendicu-
lar to the sample plane, and the remaining two lie in the sample plane. That is
why we could combine demagnetization and perpendicular anisotropy terms
in a single term (second one) using only the α3 directional cosine. The relative
orientation of the reference axes, sample sketch and various vectors relevant
in the problem are given in Fig. 1. The fields for resonance are obtained using
the well known equation [5]:(

ω0

γ

)2

=
(

1
M0

∂2ET

∂θ2

)(
1

M0 sin2 θ

∂2ET

∂ϕ2

)
−

(
1

M0 sin θ

∂2ET

∂ϕ∂θ

)2

, (2)

where ω0=2πν is the circular frequency of the ESR spectrometer, γ is the
gyro-magnetic ratio for the material of the magnetic film, θ and ϕ are usual
polar and azimuthal angles of the magnetization vector M with respect to
the reference system. We do not consider standing spin-wave excitations in
the film because the film thickness is too small (∼ 20–80 Å).

The imaginary component of the dynamic magnetic susceptibility that
corresponds to the absorbed microwave energy by the sample is given by [1, 7]
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Here ω = γH is the Larmour frequency of the magnetization in the external
DC magnetic field, T2 represents the effective homogeneous relaxation time
of the magnetization which contributes to the line width of the FMR signal.
We deduce the model parameters as a result of the fitting of the experimental
data using the above two equations for computer simulations.

3.2 Analysis of the In-Plane FMR Spectra from the Single-Layer
Samples

To analyze the data for the in-plane geometry of measurements both po-
lar angles in Eqs. (1) and (2), θ for magnetization, and θH for external DC
magnetic field, are fixed at θ, θH = π/2, and the azimuthal angle of magneti-
zation ϕ is obtained from the static equilibrium condition for the directions
ϕH of the external field varied in the range from zero to π. Then, the set of
equations for the in-plane geometry reads:

H sin(ϕ − ϕH) +
1
2
K1 sin 4(ϕ − ϕ[100]) − Ku sin 2ϕ = 0,

(
ω0

γ

)2

= [H cos(ϕ − ϕH) + 4πMeff +
1
2
K1(3 + cos 4(ϕ − ϕ[100])) (4)

−2Ku cos2 ϕ] × [H cos(ϕ − ϕH) + 2K1 cos 4(ϕ − ϕ[100])
−2Ku cos 2ϕ].

The effective magnetization Meff includes contribution from the perpen-
dicular anisotropy: 2πMeff = 2πM0 − Kp/M0. The angle ϕ[100] = π/4 is
the angle between the easy directions of the cubic and uniaxial anisotropies.
The results of computer solution for H ≡ Hres

in−plane of the above system
for the 20Au/15Fe/GaAs(001) sample are plotted in Fig. 3 in solid circles.
The best-fit parameters are given in the figure. The calculation procedure
and Eq. (3) have also been used to simulate the experimental FMR spectra
at different temperatures. The simulated spectra are plotted together with
the experimental ones in Fig. 8a. There is quite good agreement between the
calculated and the experimental angular dependence of the resonance field in
Fig. 3 and the temperature evolution of the FMR spectrum in Fig. 8a. Notice
here, that the in-plane angular dependence of the resonance field had been
fitted simultaneously with the out-of-plane dependence, described below.

The computer simulations revealed that the angular dependence of the
field for resonance shows unusual behavior. There is only single resonance
line (Fig. 3) in the main domain of the angles. However, when direction
of the DC magnetic field approaches the (hard) axis b (the angle ϕ varies
±10◦ around 90◦) double or even triple resonance absorption is observed (see
Figs. 2b and 8a). This point can be made more clear if we follow the dash
vertical line in the Fig. 3. Moving along the line from zero magnetic field in
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Fig. 8. Simulated FMR spectra taken as some selected temperatures for H‖b:
(a) for the single-layer sample; (b) for the double-layer sample.

the upward direction (just like spectrometer sweeps DC magnetic field when
recording the FMR spectrum) we observe how the dash line intersects the
figure of the angular dependence three times. In the close vicinity of 90◦

there are two intersections. Every intersection of the dash line with the figure
of angular dependence gives FMR signal. For the triple-line FMR spectrum
these intersections are marked as P1, P2 and P3 in Figs. 2b and 8a.

In the case of double or triple FMR lines, the lower one(s) corresponds to
the non-aligned situation, when the condition for resonance, Eq. (4), is satis-
fied at the direction of the magnetization, which is not parallel to the external
magnetic field. The high-field signal may be called as an aligned signal, when
the magnetization and the external DC field are practically parallel. To our
best knowledge, no observations of two non-aligned FMR resonances in a sin-
gle ferromagnetic film had been reported in the literature. The double-peak
FMR spectra in a single iron film have been observed previously (see, for ex-
ample, Refs. [8, 9, 10, 11]). We believe that a specific relation between cubic
and uniaxial anisotropies is realized in the studied system, which gives rise the
observed unusual behavior of the FMR spectra. However, if the measurement
frequency is increased, the angular-dependence loop opens, and the single-
line FMR spectrum is observed in the full domain of angles (right-hand-side
inset of Fig. 3).

Fitting of the in-plane angular dependence for the Cr-capped sample (see
solid symbols in Fig. 5a) revealed drastic suppression of the substrate-induced
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uniaxial anisotropy by the Cr overlayer. Contrary to this case, the Pd/Au-
capped sample shows only minor influence of the palladium interlayer on
the anisotropy of the iron layer (see Fig. 5b, solid symbols). However, an
additional FMR line appears at low fields which can not be reproduced within
our model. We may speculate that this signal comes from the palladium layer
magnetized by the proximity with the ferromagnetic iron layer. However, this
question needs special investigation.

3.3 Analysis of the Out-of-Plane FMR Spectra from the
Single-Layer Samples

For the out-of-plane geometry of measurements the azimuthal angle ϕH is
fixed either at ϕH = 0 (hard axis, i.e. the DC magnetic field is rotated in the
(110) plane), or ϕH = π/2 (easy axis, i.e. the DC magnetic field is rotated
in the (11̄0) plane), while the polar angle θH is varied from π/2 to zero. The
polar and azimuthal angles of magnetization for each direction of the exter-
nal field have been obtained from static equilibrium condition correspond-
ing to the minimum free energy of the system. Then, taking the parameter
ϕ[100] = π/4, the set of equations for the out-of-plane measurements from
easy axis (a) direction can be obtained:

H sin(θ − θH) − 2πMeff sin 2θ +
1
4
K1 sin 2θ (3 cos 2θ + 1) = 0,

(
ω0

γ

)2

= [H cos(θ − θH) − 4πMeff cos 2θ +
1
2
K1(cos 2θ (5)

+3 cos 4θ)] × [H cos(θ − θH) − 4πMeff cos2 θ

+
1
4
K1

(
8 cos 2θ − 3 sin2 2θ) + 2Ku

]
.

Double-peak FMR spectra appeared also for the out-of-plane geometry when
measured from the hard in-plane direction. The results of the computer solu-
tion of the system Eq. (5) obtained in the procedure of simultaneous fitting
with the in-plane dependence from Fig. 3 for the 20Au/15Fe/GaAs(001) sam-
ple are plotted in Fig. 4 in solid symbols. The best-fit parameters are given
in the figure. Thus, the calculations show fairly good agreement at all angles,
in-plane and out-of-plane geometry, all temperatures and frequencies of the
measurements. The deduced magnetic parameters used in the calculation of
the simulated spectra are given in Fig. 9a.

3.4 Analysis of the In-Plane FMR Spectra from the Double-Layer
Sample

The comparison of the spectra from Fig. 2a with the spectra from Fig. 6a,
recorded in the easy direction of the first, 15ML-thick iron layer, says us that
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the double-line FMR spectrum is observed for the second, 40ML-thick iron
layer. And vice-versa, the spectra in Fig. 6b, recorded in the hard direction
reveal the single-line FMR spectrum from the second iron layer. Being guided
with the results of simulations for the single-layer sample we realize clearly
that there is inclination angle between the easy and hard axes of the first
and the second iron layers. The fitting of the full angular dependence of the
second layer FMR spectra using the equation set (4) for the signal from each
layer (Fig. 7) revealed that the hard axis of the uniaxial anisotropy term in
the second, 40ML-thick iron layer, is switched 90 degrees with respect to the
hard axis of that in the first, 15ML-thick iron layer. The fitting parameters
shown in Fig. 7 allow to conclude that origin of the observed switching is
mainly drastic relaxation and change in sign of the uniaxial component of
the magnetic anisotropy in the second layer (� −150 G as compared with
� 660 G for the single 15ML-thick layer at room temperature). Comparison
of the model calculations with the temperature evolution of the experimental
spectra for both orientations is given on Fig. 8b. Except reversed phase for
certain components of the FMR spectrum the agreement between the calcu-
lated and the experimental spectra is fairly good. This confirms validity of the
proposed model of anisotropy Eq. (1). The deduced temperature dependence
of the magnetic parameters is given in Fig. 9b.

3.5 Temperature Dependence of the Anisotropy Fields

The cumulative data on the magnitudes and temperature variations of the
magnetic parameters are given in Fig. 9. All the parameters are given in
magnetic induction units (Gauss). It should be recalled that the effective
magnetization, Meff , includes perpendicular anisotropy (see Eq. (1)). That
is why the values of Meff are essentially reduced compared with the bulk
magnetization (∼ 1.7 kG [12]). This means that very strong, perpendicular
to the film plane, surface anisotropy field (about 5 kG) is induced in the
epitaxial ultra-thin film at room temperature. It is also a general feature that
both the uniaxial (along the [11̄0] axis of the GaAs substrate) and the cubic
anisotropy fields are significantly large. That is why the anisotropy energy
dominates the Zeeman energy and causes such unusual and surprising triple-
line FMR spectra in the single ferromagnetic layer. To the authors knowledge,
it is the first observation for three FMR lines, all of which correspond to the
homogeneous (non-spin-wave) FMR response.

It can be seen from Fig. 9 that all magnetic anisotropy parameters
strongly depend on temperature. As the temperature decreases the effec-
tive magnetization increases. This is partly due to increase of the saturation
magnetization of iron according to the Bloch law, and partly due to decrease
of the easy-axis perpendicular anisotropy. The ferromagnetic transition tem-
perature of bulk iron is about 980 K, that is why even at room temperature
the magnetic moment is almost fully saturated. Using the literature data on
the temperature dependence of iron magnetic moment in the ferromagnetic
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phase [12] we estimate increase of the iron magnetization in the range from
300 K to 5 K as about 64 G. Obviously, the observed magnitude (∼ 300 G)
and almost linear temperature dependence of the effective magnetization do
not follow the conventional temperature dependence of saturation magneti-
zation described above. That is why we conclude that essential contribution
to the temperature variation of the effective magnetization comes from the
temperature dependence of the perpendicular anisotropy. As temperature
decreases the perpendicular anisotropy relaxes.

Fig. 9. Temperature dependence of the magnetic parameters: (a) for the single-
layer sample; (b) for the double-layer sample.

The absolute values of the both in-plane uniaxial and the cubic aniso-
tropies increase with decreasing the temperature. The sign of cubic anisotropy
parameter is positive, making all of the three principal crystalline axes –
[100], [010] and [001] – easy for magnetization. However the more strong
uniaxial anisotropy, is positive making the b = [11̄0] axis a hard direction
for magnetization.

As can be noticed from Fig. 9 all of the magnetic anisotropy parameters
depend on temperature almost linearly. This implies that there is a common
physical reason behind this unified behavior. It is supposed that the strong
uniaxial anisotropy in Fe films grown on GaAs is induced by hybridization
of the interface electronic states in a ferromagnetic film and the valence elec-
trons in the surface reconstructed GaAs substrate (see, for instance, [3], [13]).
Therefore, it is possible that a contraction of interatomic distances, which
changes a degree of the metal-substrate hybridization, may also contribute
in the temperature dependence of the magnetic anisotropy parameters. How-
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ever, one can notice from Fig. 9b that for the second iron layer, which is
well separated from the substrate by two (first iron and Au) layers, only
the perpendicular magnetic anisotropy reveals a change in the temperature
behaviour with respect to the first Fe layer. On the other hand, taking into
account appreciable differences between the lattice constants for bulk Fe and
epitaxially prepared Fe film on the GaAs substrate (see Table 1) one may
attribute the temperature dependence of the anisotropy parameters to the
linear magneto-elastic effect. It has been proposed that the strain contributes
not only to the cubic and perpendicular anisotropies but also to the uniaxial
anisotropy due to the anisotropic strain relaxation (see [4], and references
therein). In this respect the change in the sign of uniaxial anisotropy for the
second iron layer shows that even through the 40ML Au layer the strain-
induced anisotropy does not relax to zero. Furthermore, both contributions
to the uniaxial in-plane anisotropy mentioned above have to be taken into
account to explain the observed behaviour, and the sign of the strain-induced
anisotropy is opposite to that of the uniaxial anisotropy due to reconstructed
GaAs surface. Therefore, these two contributions counteract each other in the
first iron layer. This competition could be relevant for the non-linear behavior
of the in-plane uniaxial anisotropy with the iron film thickness reported in
the literature [4, 3].

Table 1.

Material (structure) Thermal expan. Lattice Parameter Effect on iron layer
(×10−6K−1)
298 K 23 K 273 K a = b = c (Å)

Iron (bcc-Fe) 11.8 5.0 24.0 2.8665
GaAs(ZnS structure) 5.73 5.654/2 = 2.827 compressive strain

Gold (fcc-Au) 14.2 4.6 6.7 4.078/
√

2 = 2.892 tensile strain

Chromium (bcc-Cr) 6.2 2.91 large tensile strain

Palladium (fcc-Pd) 11.8 12.2 3.9 3.891/
√

2 = 2.759 compressive strain

Actually, there is about –1.5% misfit between lattice parameters of Fe, Au
and GaAs substrate. In a result, the Fe film is under a compressive strain.
When temperature is lowered down to 4 K from the room temperatures,
this stress decreases by about 40 percent, as can be calculated by using the
thermal expansion coefficient of Fe, Au and GaAs crystals, given in Table 1.
The lattice parameters vary linearly with the temperature, and, in the first
approximation, we expect the anisotropy parameters vary linearly with tem-
perature as a result of different thermal expansion coefficients of materials
in the contact (see Table 1) and the magneto-elastic coupling. In this case,
the cubic anisotropy relaxes to the bulk iron value (about of 530 G) and the
strain-induced contribution in the cubic anisotropy is negative in contrast
to the bulk one, which is positive and dominating. However, in this picture
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an increase of absolute value of uniaxial component of anisotropy in the sec-
ond 40ML iron layer for the 20Au/40Fe/40Au/15Fe/GaAs(001) sample is
not clear. Possibly, the step-induced anisotropies in the top of the iron film
also contributes in the total value of the uniaxial in-plane anisotropy [3, 14].
A competition between various contributions in the in-plane anisotropies
is especially indicative in the case of Cr-cap layer, where the iron layer is
under the stretching influence due to larger lattice parameter of Cr com-
pared to Fe. Since the misfit and interface interaction between chromium
and iron is much larger compared to the case of contact with noble metals,
the strain anisotropies, induced by the stretching influence of Cr cap layer,
almost completely cancel the surface-induced uniaxial anisotropy due to the
reconstructed GaAs and decrease the absolute value of cubic anisotropy as
well.

4 Conclusion

We studied the magnetic anisotropies of epitaxial, ultra-thin iron films grown
on the surface reconstructed GaAs substrate. The ferromagnetic resonance
technique has been explored extensively to determine magnetic parameters
of the films in the temperature range 4–300 K. The triple-peak behavior
of FMR spectra was observed for the first time, which allowed accurate
extraction of magnetic anisotropies from computer fitting of the model to
the experimental data. Presence of the strong perpendicular anisotropy and
the uniaxial in-plane anisotropy, induced by the surface reconstruction of
the substrate and lattice mismatch with substrate/overlayer, have been de-
duced from the fitting of the FMR spectra. The switching of the principal
anisotropy axes of the top iron layer with respect to the bottom (adjacent to
the GaAs substrate) layer has been established in the double-layer sample.
It was attributed to the competition of various contributions in the uniaxial
anisotropy (surface anisotropy due to the surface reconstruction of the GaAs
substrate and strain anisotropy). The surface- and interface-induced origin of
the anisotropies has been demonstrated by extensive studies of temperature
dependence of anisotropy fields, as well as influence of the cap layer material.
The results on temperature dependence have been discussed in terms of the
magneto-elastic contribution to the magnetic anisotropies. It was shown that
surface reconstruction of GaAs substrate as well as combination of materi-
als in the stack can be used for the tailoring of the magnetic anisotropies in
spin-valve-like, double ferromagnetic layer structure.
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Part IV

GMR Read Heads and Related



New Domain Biasing Techniques
for Nanoscale Magneto-Electronic Devices
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Summary. A spin valve giant magnetoresistive (GMR) or tunnel magnetoresistive
(TMR) head is designed to exhibit a transfer curve, which is sensitive, non-hysteric,
linear, and noise free. The basic approach to achieve these properties is to make the
easy axis of the free layer parallel to an air bearing surface (ABS) and a longitudinal
domain bias technique is employed to magnetise the free layer along its easy axis to
saturation so that a single domain state is obtained in the free layer and the head is
free from Barkhauson noise during its operation. The most commonly used domain
bias techniques are permanent magnet biasing (PM biasing) and antiferromagnet
exchange-tab biasing (AF exchange-tab biasing). However, these existing domain
bias techniques are becoming obsolete as the continued miniaturization of sensors is
approaching the nanometre regime. This paper will first review the basic principles,
advantages and disadvantages of the existing domain bias techniques. We will then
present our recent work on a new domain bias technique for nanoscale magneto-
electronic devices employing interlayer exchange coupling and spin flop of synthetic
antiferromagnets.

1 Introduction

A spin valve (SV) or magnetic tunnel junction (MTJ) plays a key role in the
present read heads for computer hard disk drives due to their high magne-
toresistance (MR) ratio and linear MR response in low fields [1]. A typical
SV (MTJ) sensor consists of two ferromagnetic (FM) layers separated by
a copper (Al2O3, or MgO) layer. One of the FM layers is pinned by an an-
tiferromagnetic (AF) layer along the transverse direction, and the other FM
layer, the free layer, is magnetically free. The easy axis of the free layer is in
the longitudinal direction parallel to an air bearing surface (ABS) [2, 3]. In
spite of its linear response, there exist Barkhauson noises during sensor oper-
ation as it lacks a domain control layer. This leads to the development of tail
stabilization, in which the read region of the sensor is stabilized in a single
domain state by a pair of permanent magnets (PM) or AF exchange-tab on
both sides of the read region [1, 4, 5].

In the PM abutted junction domain bias scheme, a pair of permanent
magnets, abutted against the ends of sensor, provides a magnetic field that
magnetizes the magnetic moment of the free layer along the longitudinal axis
to a single domain state [6]. Such a domain bias scheme has been widely used
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in commercial SV head products. However, the sensitivity of a PM domain
bias SV head is limited by the magnetically inactive zones in the vicinity of
the PM [7]. As the head size continues to reduce, the inactive zones occupy
an increasingly significant portion of the whole sensor, eventually reaching
a point at which the head is entirely inactive. The PM domain bias scheme
is therefore not suitable for ultra-high density recording heads.

Alternative to the PM domain bias scheme, the free layer of a read head is
stabilized by a pair of AF exchange tabs at both ends. In this domain biasing
scheme, a longitudinal bias field is provided by a pair of AF exchange tabs
which overlap with the two ends of the free layer stripe and generated an
exchange bias field in free layer [7, 8]. This domain bias scheme overcomes
the inactive zone problem existed in the PM domain bias scheme. However,
the striking challenge is that it needs a two-step magnetic field annealing
process to achieve the orthogonal orientation of the longitudinal domain bias
field and the transverse pinning field. As the orientation of the bias field
and the pinning field can only be obtained by magnetic field annealing at
above blocking temperature of the AF materials, two AF materials with
distinctively different blocking temperature are required in order to minimise
the cross interference. The practical difficult is to find the two AF materials
which exhibit distinctly different blocking temperatures so that the transverse
pinning field orientation firmed during the first step magnetic annealing is
not disturbed by the second step magnetic annealing for the formation of
the longitudinal domain bias field direction. The blocking temperature of
these two AF materials must be sufficiently high to provide an adequate
exchange field at the head operating temperature. All these problems make
the exchange-tab domain bias scheme difficult to implement in disk drive
products.

As the recording density goes further higher, MTJ with MR ratio over
20% has become one of the most promising candidates for a sensor element in
hard disk drives [9, 10, 11]. Commercial tunnel magnetoresistive (TMR) heads
using Al2O3 as a barrier material at 300 Gbits/in2 has been reported [12].
However, the demand for areal densities over 1 Tbits/in2 requires an MR
ratio significantly higher than 20%.

MTJ with amorphous Al2O3 tunnel barrier layers have been extensively
studied so far. The MR ratio in such a conventional MTJ can be explained by
Julliere’s model when experimentally observed spin polarizations are consid-
ered [13]. On the other hand, ab initio calculations have predicted extremely
large MR ratios in Fe (001) /MgO (001)/Fe (001) single-crystalline MTJs
as the result of coherent tunneling [14, 15]. Experimental studies performed
on epitaxial Fe (001) /MgO (001)/Fe (001) have shown that their MR ratios
have reached as high as 188% at room temperature far beyond those obtained
with conventional MTJs [16, 17]. These MTJs have grown on single-crystal
substrates, which limits their practical application. An MR ratio of over 200%
at RT has been achieved in MTJs with a structure of FeCo(B) /MgO (001)/
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CoFe(B) [18, 19]. However, the RA of the MTJs was about 420 Ωµm2, which
is too high for TMR head application. Recently published results using MgO
as a barrier material has shown TMR ratios in excess of 100% with an RA
of 2 Ωµm2, providing more opportunity for extending TMR recording head
applications [20].

However, the current perpendicular to plane (CPP) geometry in MTJs
gives rise to an electrical short in the case of the conventional tail stabilization.
Several longitudinal domain bias schemes have been suggested to avoid the
electrical short between a free layer and pinned layer [21, 22, 23, 37], in which
the AF bias layer is placed on the top of the free layer rather than at the ends
of the reader active area. However, they still have not overcome the problem
that needs two AF materials with distinctly different blocking temperatures
to achieve the orthogonal orientation of the longitudinal domain bias field
and the transverse pinning field.

Synthetic spin-filter spin valve with spin-engineered bias scheme “substrate
/Ta/NiFe/IrMn/NiFe/NOL/Cu1/CoFe/Cu2/CoFe/Ru/CoFe/IrMn/Ta” was
developed from our recent work on spin flop in synthetic spin valve and
interlayer exchange domain bias schemes [23–29], [37]. In this structure, the
orthogonal magnetic configuration for biasing and pinning field is obtained by
a one-step magnetic annealing process by means of spin flop, which eliminates
the need for two AF materials with distinctly different blocking temperatures.
The longitudinal domain stabilization of the free layer can be achieved by
interlayer coupling field through Cu1 spacer. By adjusting the thickness of
Cu1 layer, the interlayer coupling bias field can provide domain stabilization
and is sufficiently strong to constrain the magnetization in coherent rotation.
Such a domain bias scheme will have important technological application in
nanoscale SV and MTJ read heads.

2 Review of existing domain biasing techniques –
basic principles and limitations

2.1 Spin valve sensor with PM abutted junction domain bias
scheme

A typical spin valve sensor consists of a ferromagnetic free layer and a ferro-
magnetic pinned layer separated by a thin spacer, as shown in Fig. 1 [2, 3].
The magnetic moment of the pinned layer is generally fixed along the trans-
verse direction by exchange coupling with an AF layer such as FeMn, NiMn,
IrMn or PtMn, while the magnetic moment of the free layer is allowed to
rotate in response to signal fields. The spin valve response is given by

∆R ∞ cos(θ1 − θ2) ∞ sin θ1 (1)

where θ1 and θ2(= π/2) represent the direction of the free and pinned layer
magnetic moments respectively (Fig. 1). If the uniaxial anisotropy hard axis



190 Z.Q. Lu, G. Pan

of the free layer is oriented along the transverse direction, then the magnetic
signal response is linear (∆R ∞ H). However, there exist Barkhauson noises
during sensor operation as small geometry MR sensors exhibit spontaneous
tendency to break up into complicated multi-domain states. Among many fac-
tors, the shape demagnetization effect is the primary cause for multi-domain
formation. This understanding leads to the development of tail stabilization,
in which the read region of the sensor is stabilized in a single domain state by
a pair of permanent magnets or AF exchange-tab on both sides of the read
region [1, 4, 5].

In the PM abutted junction domain bias scheme shown in Fig. 1, a pair
of permanent magnets (Cr/CoPtCr), abutted against the ends of a sensor,
provide a magnetic field that magnetizes the magnetic moment of the free
layer along the ABS to a single domain state [6]. In order for this scheme to
succeed, the coercivity (Hc) of the PM layer must be high enough to pin the
free layer in the tail and the remanence magnetic moment (Mrt) large enough
to saturate the magnetic moment of the free layer along the longitudinal axis.
It is crucial to control its magnetic moment for optimizing sensor stability
and sensitivity behaviours. The Mrt of the PM layer in the tail region is
preferably higher than that of the free layer in the read region to ensure high
read sensitivity. The ratio of these moments is typically between 2 and 5.
This mismatch of the magnetic results in stray magnetic flux generated at
each side of the reader by the permanent magnet.

Despite the difficulties in controlling the magnetic properties of PM film
and complicated at abutted junctions, the simplicity of the sensor fabrication
makes this scheme attractive. The PM abutted junction domain bias scheme
has been widely used in commercial SV head products. However, the sensi-
tivity of a PM domain bias SV head is limited by the magnetically inactive
zones in the vicinity of PM [7]. As the head size continues to reduce, the
inactive zones occupy an increasingly significant portion of the whole sensor.
The PM domain bias scheme will therefore not suitable for ultra-high density
recording heads.

Fig. 1. Schematic of spin valve sensor with PM abutted junction domain bias
scheme
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2.2 Spin valve sensor with exchange tab domain bias scheme

An alternative to the PM abutted junction domain bias scheme is to use ex-
change biasing, called AF exchange tab domain bias scheme. In this domain
bias scheme, a pair of AF exchange tabs (such as FeMn, NiMn, PtMn, IrMn,
et al), is deposited on top of the free layer at both sides, as shown in Fig. 2.
As a result, a fairly large effective bias field is created through interfacial
exchange coupling, and this bias field can be aligned longitudinally along the
sensor for domain suppression. In this case, the width of the inactive region
is determined by the strength of the direct exchange coupling in the free
layer, which is short range. Thus, there is no inactive zone problem in this
domain bias scheme. The magnetic moment (Mst) of the free layer tends to
decrease with increasing areal density, resulting in higher bias fields. In addi-
tion, the absence of the abutted junction removes a potential source of stress
and parasite resistance, improved the signal to noise ratio. There is also no
flux mismatch at the edge of the sensor as the free layer is continuous across
the edge of the reader. Spin valve sensors with AF exchange tab domain bias
scheme exhibit much higher read sensitivity than that with PM domain bias
scheme at deep submicron region. There are difficult issues yet to be solved.
A potential drawback is that the free layer in the wing area picks up flux
from adjacent tracks and adds significant side reading. The real challenge is
that there needs two-step magnetic field annealing process to achieve the or-
thogonal orientation of the longitudinal domain bias field and the transverse
pinning field. As the orientation of the bias field and the pinning field can
only be obtained by magnetic field annealing at above blocking temperature
of the AF materials, two AF materials with distinctively different blocking
temperature are required in order to minimise the cross interference. The
practical difficult is to find the two AF materials which exhibit distinctly dif-
ferent blocking temperatures so that the transverse pinning field orientation
is not disturbed by the second step magnetic annealing for the formation
of the longitudinal domain bias field direction. The blocking temperature
of these two AF materials must be sufficiently high to provide an adequate
exchange field at the head operating temperature. All these problems made
the exchange-tab domain bias scheme difficult to implement in disk drive
products.

2.3 Spin valve sensor with interlayer exchange coupling domain
bias scheme

MTJs with MR ratio over 40% have recently become one of the most promis-
ing candidates for a sensor element in hard disk drives [18, 19, 20] . The
conventional tail stabilization scheme is not suitable for TMR heads as the
CPP geometry in MTJ gives rise to an electrical short. Several longitudinal
domain bias schemes have been suggested to avoid the electrical short between
a free layer and pinned layer [21, 22, 23, 27], in which the AF bias layer is
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Fig. 2. Schematic of spin valve sensor with AF exchange tab domain bias scheme

placed on the top of the free layer rather than at the ends of the active sensor
area. One of the domain bias schemes is the interlayer exchange coupling do-
main bias scheme with structure of sub/Ta/NiFe/FeMn/NiFe (BL)/Mo/NiFe
(FL)/Cu/NiFe (PL)/CrMnPt/Ta. The magnetic domains of the free layer
can be stabilized by using the interlayer coupling from the NiFe (BL) bias-
ing layer through the Mo layer. We choose Mo as the interlayer spacer for
the bias scheme because NiFe/Mo multilayers exhibit a modest interlayer
coupling without giant magnetoresistance effect [38]. The top AF (CrMnPt)
layer has a blocking temperature (Tb) of ∼ 320◦C, far higher than that of
the bottom AF (FeMn) layer (Tb ∼ 140◦C). These features allow for a two-
step annealing with magnetic filed in orthogonal directions. Planar Hall effect
(PHE) was used to study the free layer reversal mechanism.

Fig. 3. Schematic of spin valve sensor with interlayer exchange coupling domain
bias scheme

Spin valves with conventional structure of sub/Ta 4 nm/ NiFe 7 nm/
Cu 3 nm/ NiFe 3.5 nm/CrMnPt 30 nm/ Ta 5 nm (sample 1) and with new
structure of sub/Ta 4 nm/ NiFe 2 nm/FeMn 6 nm/Mo tMo /NiFe 7 nm/
Cu 3 nm/ NiFe 3.5 nm/CrMnPt 30 nm/ Ta 5 nm (sample 2) were deposited
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in a magnetron sputtering system with a base pressure of 2.0 × 10−5 Pa.
tMo was optimized for optimum bias field. Sample annealing was carried
out in a vacuum furnace at a base pressure of 2.0 × 10−4 Pa. The magnetic
field for annealing was 500 Oe. Sample 1 was annealed at 320◦C for 1 h
in a transverse direction (perpendicular to ABS direction). Sample 2 was
magnetically annealed in two steps, initially at 320◦C for 1 h in a transverse
direction, then cooled down to 140◦C, further annealed at 140◦C for 0.5 h in
a longitudinal direction, and then cooled to room temperature.

Fig. 4. Schematic illustration of the electrical connections for measurement of PHE
and MR in a patterned spin valve element.

The samples for MR and PHE measurements were patterned into six
terminal bars as shown in Fig. 4. The distance was 200 mm between the
PHE terminals 1 and 3 (or 2 and 4), and 1 mm between the MR terminals 3
and 4 (or 1 and 2). The easy axis of FL was aligned to the longitudinal
direction. MR(H) and PHE(H) of each sample were measured simultaneously
at room temperature in a sweeping field of 100 Oe applied in the film plane
at different angle (a) with respect to the easy axis of the FL. The sensing
current for MR(H) and PHE(H) measurement was 1 mA.

The MR(H) responses of sample 1 at filed angles of 75◦, 90◦ and 105◦ were
shown in Fig. 5(a), 5(d) and 5(g), respectively. The MR(H) curves showed
a typical linear response and their shapes were not sensitive to α. However,
the PHE(H) curves, shown in Fig. 5(b), 5(e) and 5(h), were sensitive to α.
A small change in a led to a different PH(H) response. The MR(H) curves of
sample 2 at field angles of 75◦, 90◦, and 105◦ were shown in Fig. 6(a), 6(d),
and 6(g), respectively, which showed a typical linear response as sample 1.
The PHE(H) of sample 2 , shown in Fig. 6(b), 6(e) and 6(h) were not sensitive
to a, which is in contrast to sample 1.

To understand the observed the MR and PHE response, a model based
on Boltzmann transport equation was used to characterize the MR and PHE
voltages in spin valves. The conductivity tensors σij (the diagonal part de-
termines the MR voltage, and the off-diagonal part determines PHE voltage)
are given by

σ
↑(↓)
ij =

ne3

2mvf

3
4πt

∫
dz

∫
d3v̂ v̂iv̂j λ

↑(↓)
eff (←−v , z) (2)
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Fig. 5. Experimental (dot) and calculated (line) MR and PHE responses of Sam-
ple 1 in applied magnetic field at different a. First column shows the MR curves. The
second column the PHE curves and the third column the corresponding simulated
magnetization angles of the free layer

where n is the total conduction electron density, e and m are the electron
charge and mass, respectively, and vf is Fermi velocity. λ

↑(↓)
eff is the effective

electron mean free path. Here we assume a dependence of the mean free path
on the angle θ between the electron velocity −→v and the magnetization

←−
M ,

λ
↑(↓)
eff = λ

↑(↓)
0 (1 − a↑(↓) cos2 θ − b↑(↓) cos4 θ) (3)

where parameter a↑(↓) and b↑(↓) are a measure for the anisotropy of the
scattering, which are determined by the amplitude of MR voltage. Suppos-
ing that the magnetization process of FM layers could be treated by the
Stone-Wolfarth model, then the magnetic energy per unit surface area can
be written as follow:

E = Kubtb sin2 θb − MstbHb cos(ϕb − ϑb) − MstbH cos(α − ϑb)
+Kuf tf sin2 θf − MstfH cos(α − ϑf )

+Kuptp sin2 θp − MstpHp cos(ϕp − ϑp) − MstpH cos(α − ϑp)
+J1 cos(θf − θp) − J2 cos(θf − θb)

(4)

Here θf , θp, and θb are the angles of the FL, PL and BL magnetization
with respect to the easy axis direction of free layer, respectively. tf , tp and
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Fig. 6. Experimental (dot) and calculated (line) MR and PHE responses of Sam-
ple 2 in applied magnetic field at different α. First column shows the MR curves.
The second column the PHE curves and the third column the corresponding simu-
lated magnetization angles of the free layer

tb the thickness, and Kuf , Kup and Kub the effective anisotropy constant.
J1 is the interlayer coupling between FL and PL layers, J2 is the interlayer
coupling between FL and BL layer through thin Mo layer. Ms is the saturation
magnetization of the FM layers. Hp and Hb are effective pinning fields of the
PL and BL, respectively.

In the numerical calculation, we use the value λ↑
eff = 4.4 nm, λ↓

eff =
0.6 nm, a↑ = 0.0327, a↓ = −0.00556, b↑=b↓ = 0, ρNiFe = 15 µΩ cm and
Ms = 800 emu/cm3 for NiFe. The calculated MR(H) and PHE(H) fitted the
experimental results.

For sample 1, ϕp = −88◦ was obtained by curve fitting. The magneti-
zation orientations of FL as a function of applied field, represented by the
θf (H) curve, were obtained from the numerical calculations and were shown
in Figs. 5(c), 5(f) and 5(i) for α = 75◦, 90◦ and 105◦, respectively. Two dis-
tinct reversal modes were obtained from the simulation results. Figures 5(c)
and 5(f) showed the smooth changes of θf with the applied field, which sug-
gested that the magnetization of the FL rotated coherently with applied field.
This type of free layer reversal is labeled type-C reversal [36], corresponding
to the coherent magnetization rotation, which was Barkhausen noise free. The
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θf (H) curves in Fig. 5(i) showed a discontinuous jump of θf from 195◦ to
225◦ at the applied field around 1.0 Oe, suggesting that there existed abrupt
domain wall motion during the magnetization reversal process. This type of
free layer reversal is labeled type-A reversal [27]. The magnetization jump
gave rise to Barkhausen noise in a spin valve sensor despite the linear MR
response of the sensor. For sample 2, ϕp = −87◦ and ϕb = −2◦ were obtained
by curve fitting. The Magnetization orientation of FL as a function of applied
field, represented by θf (H) curve, was shown in figs. 6(c), 6(f), and 6(i) for
a of 75◦, 90◦ and 105◦, respectively. Only the reversal mode of type-C was ob-
served for this sample for 60◦ < α < 120◦. The free layer appeared to remain
in the single domain state in all three cases. It is evident that the interlayer
coupling bias field from the BL effectively stabilized the magnetic domain of
the FL of the spin valve sensor. The magnetization reversal of the FL was
free from Barkhausen jumps. The major advantages of such a bias scheme
are that there is no “dead zone problem” as in PM biasing, and the strength
of bias field can be controlled by varying the thickness of the Mo spacer.

2.4 Spin valve sensor with long-range exchange coupling domain
bias scheme

Alternative overlaid domain bias scheme was developed from the long-range
exchange coupling [21, 22, 37], shown in Fig. 7. Exchange coupling is first
observed in ferromagnets in contact with antiferromagnets [30]. It is be-
lieved that exchange bias originates from the local exchange interaction be-
tween the FM moments and the AF moments across the interface. Recently,
Long-range exchange coupling between a ferromagnet and an antiferromag-
net across a nonmagnetic layer was observed in a trilayer of NiFe/Cu, Ag,
and Au/NiO [31, 32]. Figure 8 shows the coercivity (Hc) of the CoFe layer
and the exchange-coupling field (He) between the CoFe and IrMn across the
Cu layer for various thickness (tCu). The exchange-coupling field is found to
decrease monotonically with increasing tCu. These results imply that the bias
field of a free layer could be easily adapted for sensitivity control and stabil-
ity improvement by altering tCu. This domain bias scheme is promising in
the application of STJ and CPP-SV. However, there still faces the problem
that two AF materials with distinctly blocking temperature are needed to
achieve the orthogonal orientation of the longitudinal domain bias field and
the transverse pinning field.

3 Challenges of domain biasing for nanoscale devices

In order for SV and STJ sensors to perform magnetic recording at ultrahigh
areal densities beyond 100 Gb/in2, their thickness, width and height have
been progressively reduced to nanoscale. The minaturization of the sensors
causes substantial increases in damagnetization fields at sensor edges and
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Fig. 7. Schematic of spin valve sensor with long-range exchange coupling domain
bias scheme
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Fig. 8. Cu spacer thickness dependence of the exchange field and the coercivity in
CoFe/Cu/IrMn trilayer

move severe multidomain activities in the sense layers. It thus becomes more
challenge to stabilize the sense layers. The new domain bias schemes need to
satisfy the following conditions:

a) Simple annealing process to achieve magnetic orthogonal configuration
between bias field and pinning field. The domain bias field for sense layer
parallel to ABS direction and the pinning field for pinned layer perpen-
dicular to ABS direction;

b) No magnetic inactive zones in the sense layer;
c) Well defined trackwidth, no side reading problem;
d) Bias field strength easy to control;
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e) No electrical shorting problem for STJ sensors;
f) Less complicated film deposition and microfabrication process for heads.

4 New techniques – interlayer exchange coupling and
spin flop biasing

4.1 Spin flop in synthetic spin valve

In simple spin valve sensors at sub-micrometer scale, the magnetostatic field
arising from the pinned layer leads the magnetization of the free layer canted
away from the longitudinal direction. The canted magnetization in the free
layer yields amplitude asymmetry and limits sensor dynamic range [24].
In order to eliminate the interlayer magnetostatic fields, a synthetic an-
tiferromagnet (SAF) is adopted [34, 35]. Synthetic spin valves consist of
FL/Cu/P1/Ru/P2/AF, where FL is the free layer, P1 and P2 are the two
FM layers antiferromagnetically coupled through an ultrathin Ru layer ow-
ing to an RKKY interlayer exchange coupling. P2 is exchange biased by an
adjacent AF layer shown in Fig. 9. In this structure, the antiparallel align-
ment of the magnetization in P1 and P2 reduces the magnetostatic field
created by the pinned layers on the free layer. Another advantage is the
large effective exchange pinning field even at high temperature, which results
in magnetic stability of the sensors. An interesting spin-flop phenomenon
was also theoretically predicted on these spin valves [24] and experimentally
demonstrated [25].

The SAF structure in synthetic spin valves, e.g. CoFe (I)/Ru/CoFe
(II)/PtMn, employs the interlayer AF coupling in the CoFe (I)/Ru/CoFe
(II) tri-layer structure to obtain a high pinning field, and the interfacial ex-
change coupling in CoFe (II)/PtMn films to provide a fixed spin orientation.
The RKKY interlayer coupling in CoFe (I)/Ru/CoFe (II) tri-layer varies in
strength as a function of the Ru thickness ranging from 0.3 nm to 1 nm and
the thickness of the two CoFe layers

The interfacial exchange coupling and its spin orientation in
CoFe(II)/PtMn bi-layer can be introduced at above blocking temperature.
Consider an SAF with two identical ferromagnetic layers under a uniform
field, shown in Fig. 10. The axis along which the magnetizations of the two
layers are antiparallel to each other is referred to as the antiparallel (AP)
axis and ϑ is the angle between the AP axis and the external field direction.
Denoting as the deviation angle of each layer’s magnetization away from AP
axis, the surface energy area density can be written as:

E = −A cos(2α) − 2MsHδ sin θ sin α (5)

where A is the surface interlayer antiferromagnetic exchange constant, Ms

the saturation moment and δ the thickness of each layer. Assuming α � 1



New Domain Biasing Techniques for Nanoscale Magneto-Electronic Devices 199

Fig. 9. Schematic of spin valve with synthetic antiferromagnet
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Fig. 10. The field on a SAF structure

when interlayer exchange-coupling field is far larger than the applied external
field, the energy density can be written as:

E = −A + 2Aα2 − 2MsHδ sin θ • α (6)

From above equation, it is seen that the Zeeman energy of the system can be
reduced with the magnetization of each P layer slightly deviating from AP
axis towards the field direction. This energy reduction becomes maximum
when the AP axis orients orthogonal to the field. Using equilibrium condition
to solve α, we obtain:

E = −A − (MsHδ)2

2A
sin2 θ (7)

The reduction of the Zeeman energy over the exchange energy manifests
itself as an effective uniaxial anisotropy with easy axis orthogonal to the field
direction in film plane. This is similar to the spin flop phenomenon in an an-
tiferromagnetic material. Therefore, for a SAF structure with two identical
ferromagnetic layers (CoFe (I)/Ru/CoFe (II)/PtMn), the SAF is unpinned
before annealing. When this SAF is annealed to above 270◦C under a small
magnetic field, the AP axis of the unpinned SAF will rotate to a direction
perpendicular to the axis of the magnetic field. If sample cools down from
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270◦C after annealing 2 hours under same magnetic field, the spin orienta-
tion of CoFe (II) at 270◦C is preserved to a lower temperature because of the
exchange coupling between CoFe(II) and PtMn, which can give direct evi-
dence of spin flop. When a stronger magnetic field is applied, the antiparallel
coupling in the SAF will break up and the spins will scissor toward the axis
of the applied field and will eventually align parallel to the field axis. If the
SAF is cooled down to room temperature in such a condition, either a canted
pinning field or parallel pinning field, with respect to the axis of applied
field, can be obtained depending on the strength of the applied annealing
field. When the applied removed at room temperature, the spin of CoFe(II)
is pinned by the pinning field along the exchange pinning direction formed
in the annealing process, and the CoFe(I) will rotate back and in antiparallel
orientation with CoFe(II) due to the very strong antiferromagnetic coupling
in the CoFe(I)/Ru/CoFe(II). Canted pinning field has been experimentally
observed.

4.2 Effect of Ru thickness on spin flop in synthetic spin valves

The dependence of exchange pinning angle and magneto-transport proper-
ties of synthetic spin valves with structure of sub/Ta/NiFe/IrMn/P2/ Ru/
P1 /Cu / CoFe /Ta on Ru thickness have been systematically studied both
experimentally and theoretically in our recent work [29]. Samples were de-
posited by a PVD system and annealed in a magnetic field of 6 kOe parallel
to the easy axis of the free layer.

Assuming that the reversal of spin valves can be treated by Stoner-
Wohlfarth model, the magnetic energy per unit area can be written as follows:

E = Kuf tf sin2 θf − MfH cos(α − θf ) − J1 cos(θf − ϑp1)
+Kup1tp1 sin2 θp1 − Mp1H cos(α − θp1) − J2 cos(θp1 − θp2)
+Kup2tp2 sin2 θp2 − Mp2H cos(α − θp2) − J3 cos(β − θp2)

(8)

Here θf , θp1, and θp2 are the angles of the FL, P1 and P2 magnetization with
respect to the easy axis direction of free layer, respectively. tf , tp1 and tp2 the
thickness, Mf , Mp1 and Mp2 the magnetic moment, and Kuf , Kup1 and Kup2

the effective anisotropy constant. J1 is the interlayer coupling between FL
and P1 layers, J2 is the interlayer coupling between P1 and P2 layer through
thin Ru layer. J3 is the exchange biasing energy. β is the angle between the
exchange bias field and easy axis of the free layer. The shapes of measured
MR curves and effective exchange field Hpin depend strongly on the thickness
of Ru. Typical experimental (dots) and simulated (line) MR curves for spin
valves with SAF structure of Ta 3.5 nm/ NiFe 2 nm/ IrMn 10 nm/CoFe
4 nm/Ru tRu/CoFe 4 nm/ Cu 2.5 nm/ CoFe 0.8 nm/ NiFe 9 nm/ Ta 10 nm
are shown in Figs. 11(a), 11(d) and 11(g) for Ru thickness of 0.4 nm, 0.8 nm
and 1 nm, respectively, where interlayer coupling changes from strong AF
coupling to ferromagnetic coupling. During the MR measurement, the field
was applied along the free layer easy axis.
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Fig. 11. MR(H) and M(H) curves and the corresponding magnetization angles of
synthetic spin valves with different Ru thickness. MR(H) curves for tRu = 0.4, 0.8
and 1 nm are shown in (a), (d) and (g), respectively; M(H) curves for tRu=0.4, 0.8
and 1 nm in (b), (e) and (h). The corresponding magnetization angles for the free
and pinned layers for tRu = 0.4, 0.8 and 1 nm in (c), (f) and (i).

In the numerical calculation, we use the value λ↑
0 = 10.5 nm, λ↓

0 = 0.5 nm,
a↑ = 0.0327, a↓ = −0.00556, b↑ = b↓ = 0, and Ms = 1543 emu/cm3 for CoFe,
value λ↑

0 = 5 nm, λ↓
0 = 0.58 nm, and Ms = 800 emu/cm3 for NiFe. The values

of the fitting parameters Kuf = 8 × 103 erg/cm3, Kup1 = 8 × 103 erg/cm3,
Kup2 = 2.4×104 erg/cm3, J1 = 1.2×10−3 erg/cm2, and J3 = 0.128 erg/cm2,
are chosen as independent of the Ru thickness, while J2 depends on tRu. The
simulated MR responses are shown in Figs. 11(a), 11(d) and 11(g), and the
magnetization curves in Figs. 11(b), 11(e) and 11(h). As shown in the figures,
the model is able to reproduce the experimental observations to a remarkable
degree of accuracy. The magnetization reversal can be understood in more
detail from Fig. 11(c), 11(f), and 11(i), which show the variation of the angles
(θf , θp1, θp2) as a function of the applied fields.

Figure 12 shows the interlayer exchange coupling J2 and pinning angle
as a function of Ru thickness. As shown in the figure, the SAF layer have
the strongest AF coupling at tRu = 0.3 nm, J2 = 1.7 erg/cm2. It is noted
that the pinning direction is not along the easy axis of the free layer, the
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pinning angle β is about 70◦ with respect to the easy axis of the free layer.
The misalignment of the pinning direction from the easy axis of the free layer
was caused by the spin flop during the magnetic annealing process. Because
of the very strong interlayer AF coupling, the magnetic field of 6 kOe applied
during annealing was not strong enough to overcome the torque produced by
the interlayer AF coupling to align the P1 and P2 along the easy axis of the
free layer. The pinning angle is determined by the vector sum of the interlayer
antiferromagnetic coupling field and the external field during annealing.

Fig. 12. Interlayer exchange coupling J2 and the pinning angle β as a function of
Ru thickness for samples used in this work annealed under 6 kOe

4.3 Spin valves with spin-engineered domain-biasing scheme

A synthetic spin-filter spin valve with spin-engineered domain bias scheme
was developed from recent work on spin flop in synthetic spin valve and
interlayer exchange domain bias [29]. A typical layer structure is Ta/B1 /AF1
/B2 /NOL/Cu1 /FL/Cu2 /P1 /Ru/P2 /AF2 /Ta, as schematically shown
in Fig. 13, where B1 and B2 are NiFe ferromagnetic layers, P1 and P2 are
CoFe pinned ferromagnetic layers, AF1 and AF2 are antiferromagnetic layers,
typically PtMn, IrMn, or NiMn. The magnetic domains of the FL can be
stabilized by the interlayer coupling field from the B2 biasing layer through
the Cu1 which functions as a spin filter [26] as well as interlayer coupling
layer. NOL is a nano-oxide specular reflection layer used to enhance the MR
ratio of the spin valve and to prevent the giant MR (GMR) effect at the Cu1

interface. In this scheme, the two antiferromagnetic layers for biasing and
pinning can be of the same material. This eliminates the requirement for two
AF materials with distinctly different blocking temperatures. By one-step
magnetic annealing process, we can realize a bias field along the annealing
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field and the pinning field orthogonal to the annealing field by means of
a spin-flop effect.

Synthetic spin-filter spin valve (Sample 3) with structure of sub/ Ta
3 nm/NOL /Cu 1.2 nm/CoFe 2 nm/Cu 2.5 nm/CoFe 2.5 nm/Ru 0.5 nm/CoFe
2.5 nm/IrMn 6 nm/Ta 3 nm and synthetic spin-filter spin valve with spin-
engineered domain bias scheme (sample 4) with structure of sub/Ta 3 nm/
NiFe 2 nm/IrMn 4 nm/NiFe 2 nm/NOL/Cu1 1.2 nm/CoFe 2 nm/Cu2 2.5 nm/
CoFe 2.5 nm/Ru 0.5 nm/CoFe 2.5 nm/IrMn 8 nm/Ta 3 nm were prepared in
a magnetron sputtering system with a base pressure of 2.03 × 10−6 Pa. The
thickness of the Cu1 spacer was optimized for optimum biasing field and MR
ratio. Films were deposited in a uniform magnetic field of 100 Oe.

Fig. 13. Schematic diagram of the layer structure and magnetic configuration of
synthetic spin-filter spin valve with spin-engineered domain bias scheme

Sample annealing was carried out in a furnace in Ar ambient. The mag-
netic field for annealing was of 1 kOe. Samples were annealed at 270◦C for
30 min in a longitudinal field. A synthetic antiferromagnet (CoFe 2 nm/Ru
05 nm/CoFe 2 nm/ IrMn 8 nm) was used in both samples, the P1 and P2

layers were chosen to the same thickness to establish the pinning field per-
pendicular to applied magnetic annealing field at low field by means of spin
flop.

The MR(H) responses of sample 3 at field angle α of 80◦, 90◦, and 100◦

were shown in Figs. 14(a), 14(d), and 14(g), respectively. The MR(H) curves
showed a typical linear response and were not sensitive to field angle α,
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and the PHE(H) curves in Figs. 14(b), 14(e), and 14(h) were sensitive to α.
A small change in a led to a different PHE(H) response. The MR(H) responses
of sample 4 at field angles of 80◦, 90◦, and 100◦ in Figs. 15(a), 15(d), and
15(g), respectively also showed a typical linear response as same as sample 3.
However, the shapes of the PHE(H) curves of sample 4 in Figs. 15 (b), 15(e),
and 15(h) were not sensitive to a, which is in contrast to sample 3.

Supposing that the magnetization process of FM layers is treated by
Stoner-Wohlfarth model, then, the magnetic energy per unit surface area
can be written as follows:

E = Kub2tb2 sin2 ϑb2 − HMsbtb2 cos(α − ϑb2) − HbMsbtb2 cos(ϕb − ϑb2)
+Kuf tf sin2 ϑf − HMstf cos(α − ϑf )

+Kup1tp1 sin2 ϑp1 − HMsptp1 cos(α − ϑp1)
+Kup2tp2 sin2 ϑp2 − HMsptp2 cos(α − ϑp2) − HpMsp cos(ϕp − ϑp2)

−J1 cos(ϑf − ϑb2) − J2 cos(ϑf − ϑp1) − J3 cos(ϑp1 − ϑp2)
(9)

Here tf , tp1, tp2, and tb2 are the thickness of the FL, P1, P2, and B2 layers,
respectively, Kuf , Kup1, Kup2, and Kub2 the anisotropy constant, ϑf , ϑp1,
ϑp2, and ϑb2 the angles of the magnetization. ϕb and ϕp are the pinning
angles for B2 and P2 layers, respectively. All angles are defined with respect
to the easy axis of free layer. Msb and Msp are the saturation magnetization
of the B and P layers, respectively. Hp and Hb are the effective pinning fields
of the P2 and B2 layers, respectively. J1 is the interlayer coupling between
FL and B2 layers, and J2 is the interlayer coupling between the FL and P1

layers, and J3 is the antiferromagnetic interlayer coupling between P1 and P2

layers.
We used the values λ↑

0 = 10.5 nm, λ↓
0 = 0.5 nm, a↑ = 0.0327, a↓ =

−0.00556, b↑ = b↓ = 0. Ms = 1543 emu/cm3 for CoFe, and Ms =
800 emu/cm3 for NiFe. The parameters Kuf = 103 erg/cm3, Kup1 =
2 × 103 erg/cm3, Kup2 = 1.5 × 104 erg/cm3, Kub2 = 1.2 × 104 erg/cm3,
Hp2 = 240 Oe, Hb2 = 300 Oe, J1 = 8 × 10−3 erg/cm2, J2 = 10−3 erg/cm2,
and J3 = 0.12 erg/cm2 were chosen to response fit the experimental results.

For sample 3, ϕp = 85◦ was obtained by curve fitting. The magnetization
orientations of the FL as a function of applied field, θf (H), were obtained
from the numerical calculations shown in Figs. 14(c), 14(f), and 14(i) for
α = 80◦, 90◦, and 100◦, respectively. Figure 14(f) showed the smooth changes
of θf with the applied field, which suggested that the magnetization of the
FL rotated coherently with applied field. This type of FL reversal is labeled
type-C reversal [27], corresponding to the coherent magnetization rotation,
which was Barkhausen noise free. However, then a deviated from 90◦ a few
degrees, as shown in Figs. 14(c) and 14(i), the θf (H) curves showed a dis-
continuous jump, suggesting that there existed a abrupt domain-wall motion
during the magnetization reversal process. The magnetization jump gave rise
to Barkhausen noise in a spin valve sensor despite the linear MR response of
the sensor.
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Fig. 14. Experimental (dotted) and calculated (solid line) MR and PHE responses
of sample 3 in applied magnetic field at different α. First column shows the MR
curves, the second column the PHE curves, and third column the corresponding
simulated magnetization angles of the FL layer

For sample 4, ϕp = 87◦ and ϕb = −3◦ were obtained by curve fitting. The
magnetization orientation of the FL as a function of applied field, represented
by the θf (H) curve, was shown in Figs. 15(c), 15(f), and 15(i) for a of 80◦,
90◦, and 100◦, respectively. Only the reversal mode of type C was observed
for this sample for 70◦ < α < 110◦. The FL appeared to remain in the single
domain state in all three cases. It is evident that the interlayer coupling
biasing field in the configuration kept the FL in a single domain state and
constrained the magnetization reversal of the free layer in coherent rotation.
The magnetization reversal of the FL was free from Barkhausen jumps. The
major advantages of such a spin-engineered biasing scheme are that there
is no “dead zone problem” as in PM biasing, the strength of biasing field
can be controlled by varying the thickness of the Cu1 spacer, the same AF
material is used for biasing and pinning, and finally there is only one magnetic
annealing to obtain the orthogonal biasing and pinning configuration of the
FL and pinned layers.
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Fig. 15. Experimental (dotted) and calculated (solid line) MR and PHE responses
of sample 4 in applied field at different a. First column shows the MR curves, the
second column the PHE curves, and the third column the corresponding simulated
magnetization angles of the FL layer

5 Conclusions

The basic principles, advantages and disadvantages of the existing domain
biasing techniques were reviewed. The most commonly used domain bias
techniques are permanent magnet biasing (PM biasing) and antiferromagnet
exchange-tab biasing (AF exchange-tab biasing). However, these existing do-
main bias techniques are becoming obsolete as the continued miniaturization
of sensors is approaching the nanometre regime. Several overlaid longitudinal
domain bias schemes have been suggested to replace them. The longitudinal
bias field can be obtained by the interlayer exchange coupling or long-range
exchange coupling. However, there will face the problem that needs two AF
materials with distinctly blocking temperature to achieve the orthogonal ori-
entation of the longitudinal domain bias field and the transverse pinning field.
A new spin-engineer domain bias scheme is developed from our recent work
on interlayer exchange coupling and spin flop phenomena. The major advan-
tages of this bias scheme are summarized as follows: a) One step magnetic
annealing process to achieve orthogonal configuration for bias field and pin-
ning field; b) No magnetic inactive zones in the sensor layer; c) Well defined
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trackwidth, no side reading problem; d) Bias field strength easy to control;
e) The same AF material is used for biasing and pinning. This new domain
bias scheme is promising for the nano-scale magneto-electronic devices.
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