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Preface 

One of the cornerstones of the push toward future improvements in present-day 
electronic technology, and the research and development generated by this push, 
is the decrease in size of the various components making up the device. Nowhere 
is this more evident than in computer technology, where progress has been 
summed up by Moore’s empirical (but surprisingly accurate and still valid) law 
that the density of transistors on a chip doubles every 18 months. Increasing com- 
puting speed and memory density are directly dependent on reducing the size of 
the discrete components making up the computers. Smaller components mean 
not only a higher density of these components; smaller units (and the leads 
should be included here) means smaller capacitance, C, and therefore higher 
speed of operation (low RC if resistance, R, is low). Also, the lower currents and 
possibly lower voltages mean lower power consumption and less heating (which 
would offset the increased density). 

Although computers may be the most obvious manifestation of this drive to 
miniaturization, there are many more applications for which miniaturization is 
desirable or necessary, not only in the electronics and optoelectronics industries, 
but more generally in the quest for new functional and smart materials. Such 
materials depend, to a large extent, on the possibility of controlling the formation 
of the material at the nanoscopic scale, whether it be a single material or a com- 
posite in which each component material has a well-defined geometrical arrange- 
ment relative to the others. 

Electrodeposition is a technique that is conceptually well-suited to the prepara- 
tion of nanostructures. There are several reasons for this. One is that it is usually 
a low-temperature technique (high-temperature molten salt electrodeposition, a 
not so common variation, being the exception). This discourages crystal growth 
(electrodeposited materials tend to have a very small grain size as deposited). An- 
other important property of electrodeposition is the very precise control of the 
amount of material deposited through Faraday’s law, which relates the amount of 
material deposited to the amount of charge passed: 

96500 Coulombs (= A.s) of charge results in 1/n gmole of deposit where n is 
the number of electrons transferred/molecule of product. 

Thus, a known number of Coulombs passed will result in a defined amount of 
material deposited. This assumes 100% current effkiency, absence of side reac- 



tions, and (possibly relevant for very small amounts of charge passed) ignores double 
layer charging. These loss factors can, however, usually be measured and allowed for. 

It is also only fair to mention that electrodeposits are often non-homogeneous, 
both on the macroscale and on the nanoscale. Typical of the former is the prefer- 
ential deposition on the edges of electrodes, because of a combination of en- 
hanced diffusion and electric fields. The latter can lead to nanocrystalline deposits 
rather than coherent coverage. Whether this is considered a disadvantage or is de- 
sirable depends on what is required from the deposit. 

Electrodeposition of metal nanostructures, outside the scope of this book, is 
nonetheless closely related to electrodeposition of semiconductor nanostructures. 
Examples include pulsed electrodeposition of metal multilayers [ 1, 21 (deposition 
of metal multilayers is reviewed in Switzer's chapter) and porous membrane-tem- 
plated electrodeposition of gold nanotubes [3] and Ni nanowires [4] (this tech- 
nique has also been successfully used for electrodeposition of semiconductors 
(e.g. Ref. [S]). Composites of nanocrystalline semiconductors with non-semicon- 
ductors (usually metals) have also been electrodeposited by incorporation of the 
semiconductor phase from solution into the electrodepositing metal [6,  71. The ab- 
sence of all these topics from this book emphasizes the lack of any intention, 
from the beginning, of trying to cover the field comprehensively. Rather the con- 
tributions cover chosen topics to give readers a broad cross-section of the field. 

The above might cause the reader to understand that the subject of this book is 
electrochemical preparation of nanostructures. Although this is true for the first 
half of the book, the second half deals with electrochemical properties of nanos- 
tructures which might have been made by a totally different method. Below a cer- 
tain size scale, the electrochemical properties of electrodes can change discontinu- 
ously and dramatically. One well-known example is the large increase in limiting 
current densities at very small electrodes and electrode arrays. There are other 
properties which become apparent only below a certain size scale. The quantum 
size effect, the most obvious manifestation of which is an increase in the band- 
gap of the nanocrystalline semiconductor (or quantum dot), is probably the best- 
known example. One consequence of this effect is the change in the spectral sen- 
sitivity of semiconductor photoelectrodes. Another size-related property, featured 
prominently in a number of chapters in this book, is the absence of a space- 
charge layer in many nanocrystalline films. In general, devices based on a space- 
charge layer cannot be very small because of the relatively large size of the space- 
charge layer; small nanopartides, unless they are very highly doped, cannot sup- 
port an appreciable space-charge layer. Tunneling devices can be smaller, because 
of high doping, and the width of the space-charge layer can, therefore, be as low 
as ca. 10 nm. Can we talk about normal doping in a nanopartide, however, when 
a single dopant (which may be located either in the bulk or on the surface, and 
might behave differently in the two cases) will drastically change the properties of 
that nanoparticle? Porous nanocrystalline semiconductor layers are an important 
subject well-represented in this book. The ability of an electrolyte to penetrate the 
pores and thereby make contact with the very high real surface area of the semi- 
conductor is critical to the operation of devices based on these films. 
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The contributions in this book can be divided into the preparation of nanostruc- 

tures (the first five chapters) and their properties (the last four chapters). 
Although this division is not strict - there is often considerable discussion of 
properties in the first section of the book and the later chapters often describe 
preparative aspects - this division is generally valid. 

Chapter 1 

Penner describes a method of electrodeposition of semiconductor nanocrystals 
(ZnO, CuI, and CdS) on graphite by first depositing metal nanocrystals, then 
chemically converting the metal into oxides/hydroxides and, finally, by either liq- 
uid or gas phase reactions, to the desired semiconductors. Because the chemical 
conversion occurs on a particle-by-particle basis, the size and size distribution of 
the semiconductor nanocrystals is determined by the properties of the metal na- 
nocrystals. The metal nanocrystals can be electrodeposited with controllable size 
and good size distribution and the reasons for this are discussed in terms of elec- 
trochemical Volmer-Weber nucleation and growth. CdS and CuI were epitaxially 
deposited on the graphite. In all the materials, the nanocrystals were strongly lu- 
minescent, despite their direct proximity to the graphite substrate. Even more no- 
table, band-gap emission and the absence of sub-band-gap luminescence were ap- 
parent in all the luminescence spectra. 

Chapter 2 

In describing their work on electrodeposition of semiconductor quantum dots, 
Hodes and Rubinstein cover both 'thick films of aggregated nanocrystals and the 
electrodeposition of isolated quantum dots. The electrodeposition is performed 
from a dimethyl sulfoxide solution of a metal salt (usually Cd) and elemental chalco- 
gen (Te, which is insoluble in dimethyl sulfoxide, is complexed with an alkyl phos- 
phine). This technique leads naturally to small crystal size. This size, and the spatial 
distribution of the nanocrystals, can, however, be tuned over a considerable range by 
a variety of means. Particular attention is paid to the role of semiconductor-substrate 
lattice mismatch, which enables size control of epitaxially-deposited quantum dots 
through the lattice mismatch strain. Not only size, but also shape and crystal phase 
can be altered in this way. The interaction between semiconductor and substrate is 
also shown to be an important factor in determining the growth mode. 

Chapter 3 

Switzer describes pulsed electrodeposition of superlattices and multilayers. After 
reviewing the literature on metallic and magnetic multilayers, he turns to modu- 
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lated oxide layers. Oxides of many metals have been deposited either by redox 
change (oxidation of metal ion usually results in more readily hydrolysis to the hy- 
droxide) or local pH change (e.g. by hydrogen evolution or oxygen reduction, 
which increase the pH at the electrode). Lead oxide-thallium oxide superlattice 
electrodeposition is an example where, because of the small lattice mismatch be- 
tween the two oxides, two-dimensional layered growth is favored over three-di- 
mensional growth. Thallium oxide-defect chemistry superlattices are described; in 
these the cation interstitials or oxygen vacancies (therefore oxide doping) were 
controlled by the overpotential. Alternating layers of Cu and Cu20, with highly an- 
isotropic properties, were deposited by spontaneous potential oscillations in the 
deposition system. Large-mismatch semiconductor-metal layers were grown epi- 
taxially by relative rotation of the two lattices. 

Chapter 4 

Kelly and Vanmaekelbergh give a comprehensive review of the formation (mainly 
by (photo)electrochemical etching) and characterization of porous semiconductors 
in general. They discuss various mechanisms of pore formation and follow this 
with a comprehensive review of the formation of porous semiconductors. This re- 
view naturally includes silicon, but deals in detail with many other semiconduc- 
tors: Si-Ge alloys, Sic, 111-V semiconductors (gallium nitride, phosphide and ar- 
senide, and InP), CdTe and ZnTe as 11-VI materials and TiOz. They also describe 
various photoelectrochemical techniques used to characterize these porous semi- 
conductors, such as impedance measurements, photoelectrochemical photocurrent 
characterization, luminescence properties, and intensity-modulated photocurrent 
spectroscopy (IMPS), which has been successfully exploited to study charge trans- 
port in the porous structures. 

Chapter 5 

Because the great bulk of work on electrochemical formation of porous semiconduc- 
tors is on porous silicon (p-Si), the next chapter, by Green, Letant, and Sailor, deals 
almost exclusively with this material. They discuss, in detail, the mechanisms in- 
volved in the electrochemical formation of p-Si in HF solutions, including the effect 
of illumination on the etching process. The ability to control the pore size, and there- 
fore the effective dielectric constant of the p-Si, enables construction of optical ele- 
ments, such as periodic layers of differing dielectric constant, with tuned reflection 
spectra. The great interest in p-Si is largely because of its relatively efficient photo- 
and electroluminescence, in strong contrast to bulk Si; this luminescence is dis- 
cussed in terms of quantum effects, surface species, and carrier lifetimes. Surface 
modification of the p-Si by organic hnctional groups is described with particular 
emphasis on enhancement of chemical stability. 
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Chapter 6 

Lindquist, Hagfeldt, Sodergren, and Lindstrom discuss photogenerated charge 
transport in porous nanostructured semiconductor films. The emphasis is on 
charge generated by supra-band-gap light absorption, although dye-sensitized 
charge-injection is also treated. After describing the steps involved in charge gen- 
eration and transport in these films, they discuss the breakdown of the Schottky 
(space charge layer) model in such small semiconductor units. The experimental 
techniques used to study the charge transport - photocurrent spectroscopy, transi- 
ent photocurrent, and intensity-modulated photocurrent(vo1tage) spectroscopy - 
are treated in detail and the conclusions obtained from these experiments dis- 
cussed. The role of charge transport in the electrolyte is also treated in depth. At- 
tention is given to the controversy over the importance of any electric field exist- 
ing at the semiconductor-back contact. 

Chapter 7 

Whereas the previous chapter emphasizes charge transport in nanostmctured 
electrodes in which light is absorbed in the semiconductor, Cahen, Gratzel, Guille- 
moles and Hodes, confine their chapter to dye-sensitized nanocrystalline films. 
The emergence of the dye-sensitized solar cell (DSSC) has triggered a very large 
effort in understanding the various factors - fundamental and experimental - in- 
volved in this system. Although our understanding of the DSSC has increased 
considerably in recent years as a result of this intensive study, there are still ques- 
tions and disagreements concerning cell operation. This chapter discusses present 
day thinking on cell operation. It considers the different parts of the cell and 
looks at how each part contributes to cell operation. In contrast with previous 
studies, which have mostly concentrated on electron transport through the porous 
semiconductor film, this chapter tries to balance all the components of cell perfor- 
mance, including the source of the photovoltage generated and factors which af- 
fect the cell-fill factor. 

Chapter 8 

The photochromic, electrochromic, and electrofluorescent properties of films of 
nanostructured semiconductors, either by themselves or combined with surface- 
linked chromophores or fluorophores, are described by Kamat. The preparation of 
nanostructured films is discussed first, with emphasis on formation from colloi- 
dal suspensions. Photochromic and electrochromic properties of these films, 
usually involving a transition from colorless to blue resulting from trapped elec- 
trons, are discussed. Nanostructured semiconductors can also be used as sub- 
strates for active dye and redox chromophores which are linked through suitable 
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reactive groups to the semiconductor surface. These modified films can be 
switched from colored to colorless or vice versa by application of an external po- 
tential. In a similar manner, potential-controlled electrochemically modulated 
photoluminescence can be obtained by linking fluorescent molecules to the semi- 
conductor surface. 

Chapter 9 

Cassagneau and Fendler describe chemical self-assembly of different monolayers 
of polymers (conducting, insulating, and semiconducting) and polyelectrolytes, 
sometimes together with metal and semiconductor nanoparticles, and show how 
various devices based on charge transport and storage can be built from these 
units. These include rectifying diodes made from doped semiconducting polymer 
layers and from combinations of semiconducting polymers and semiconductor na- 
noparticles; light-emitting diodes from nanostructured polymer films or alternate 
anionic and cationic polyelectrolyte layers; single electron transport in self-as- 
sembled polymer and nanoparticle films; and photo- or electrochromic displays 
utilizing self-assembled polyoxometallates with polycations. Self-assembly of layers 
with different functions has mimicked natural photosynthesis. Self-assembly has 
been used to produce oxidized graphite and polyethylene oxide films with good 
Li' intercalation properties for use in lithium-ion batteries. 
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Abstract 

Electrochemically deposited metal nanocrystals can be chemically converted into 
semiconductor nanocrystals, or quantum dots. This hybrid “electrochemical/chem- 
ical” or “E/C” synthesis typically involves two chemical transformations: Oxidation 
of the metal nanoparticles to the metal oxide, MOnlz (where n is the oxidation 
state of the metal) and displacement of the oxide with an anion, X, to form the 
semiconducting salt MX, (in the case where the anion is univalent). Surprisingly, 
the transformation from metal to metal oxide to metal salt occurs on a particle-by- 
particle basis. Consequently, the mean size and size dispersion of metal salt nano- 
particles produced by an E/C synthesis is directly determined by the correspond- 
ing properties of the metal nanoparticles deposited in the first step of the synthe- 
sis. 

To date, three materials have been synthesized using the E/C approach: ZnO 
(EBG=3.50 ev), P-CuI (EBG=2.92 ev), and CdS ( E ~ ~ = 2 . 5 0  eV). In all three of 
these examples, the synthesis has been carried out on the (0001) surface of graph- 
ite. The use of graphite facilitates the analysis of products and intermediates via 
selected area electron diffraction (SAED). Single crystal SAED patterns are ob- 
tained for ensembles of P-CuI and CdS nanocrystals proving that these two 
materials are epitaxially deposited on graphite. In addition, we have found that 
high quality photoluminescence spectra may be obtained from E/C synthesized 
nanocrystals on graphite. For all three of the above-mentioned materials, synthesis 
conditions have been identified which yield nanocrystals which are luminescent at 
the band edge and for which emission from trap states in the gap is negligible. 

1.1 
Introduction 

Over the last fifteen years, a small number of electrochemists have infringed on 
the domain of materials scientists by developing electrochemical methods for 
synthesizing electronic materials including semiconductors [ 1-71, metal oxides [& 
101, metal nitrides [11, 121, porous silicon [13, 141, and a variety of layered compo- 
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sites [15-171. As a consequence of their successes, an exciting new sub-discipline 
of electrochemistry - materials electrodeposition - has emerged. Some of the 
most striking successes have involved the synthesis of compositionally complex 
materials containing two or more elements and possessing a particular crystal 
structure. Examples include the synthesis of cubic 6-Bi02 [18] and wurtzite phase 
CdX (X=S,  Se, Te) [19]. An unsolved problem in materials electrodeposition in- 
volves controlling the dimensions of electrodeposited structures. Dimensional con- 
trol and the ability to create dimensionally unijorm nanometer-scale structures is 
important because the fabrication of device structures such as quantum wells and 
quantum dots requires nanometer scale-dimensional control in addition to compo- 
sition control. In this chapter we will describe a new hybrid electrochemical/ 
chemical (or E/C) method in which electrochemical and chemical operations are 
combined to obtain semiconductor nanocrystals that are strongly luminescent, 
and which have high dimensional uniformity. 

I 

1.1.1 
Dimensional Control in Materials Electrodeposition: The State of the Art 

The current state of the art with respect to dimensional control in materials elec- 
trodeposition is represented by recent work from the research groups of Stickney 
and Switzer, and the collaboration of Hodes and Rubinstein. Stickney and co- 
workers have developed a solution phase analog to molecular beam epitaxy (MBE) 
called electrochemical atomic layer epitaxy or ECALE. In an ECALE synthesis of 
CdTe, for example, atomic layers of tellurium and cadmium are alternatively elec- 
trodeposited to build up a thin layer of wurtzite phase CdTe [7, 20-221. The neces- 
sary atomic-level control over the electrodeposition of these two elements is ob- 
tained by depositing both elements using under-potential deposition (UPD) 
schemes. The thickness of the CdTe layer prepared by ECALE can be specified by 
controlling the number of Cd and Te layers that are deposited, and Stickney’s re- 
search group has automated the tedious layer-by-layer deposition process. 

Switzer and coworkers [23, 241 have recently demonstrated a novel electrochem- 
ical method for obtaining multiple quantum well structures consisting of alternat- 
ing Cu20 and Cuo layers. These layered nanocomposites are obtained during gal- 
vanostatic deposition from copper plating solutions using specified conditions of 
pH and temperature that produce an oscillating potential during growth. Switzer 
has shown that these oscillations of the potential are produced by the alternating 
deposition of Cuo and CuzO layers having dimensions of nanometers [23]. The 
frequency of the potential oscillations, and hence the thickness of a Cu20-Cuo per- 
iod in these superlattice structures, is adjustable via the deposition conditions. 
The resulting superlattice structures exhibit a variety of novel electronic properties 
including a profoundly anisotropic electrical resistance, and a negative differential 
resistance for conduction along the growth direction [25]. 

Hodes and Rubinstein have shown that CdSe and CdSe,Tel-, can be epitaxially 
electrodeposited as nanometer-scale islands on to Au( 11 1) surfaces [26-281. This 
process - which mimics the formation of quantum dots by molecular beam epi- 
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taxy (MBE) - produces islands having a preferred diameter based on the degree of 
lattice mismatch between the island and the A u ( l l 1 )  surface: the larger the lattice 
mismatch, the smaller the equilibrium island diameter. This research group has 
demonstrated that the diameter of CdSe islands, for example, is increased by re- 
placing selenium with tellurium since the resulting ternary CdSe,Tel-, possesses 
a better lattice match to the A u ( l l 1 )  surface than CdSe [29, 301. An important ad- 
vantage of electrochemistry for materials synthesis - especially from the stand- 
point of dimensional control - is the ability to precisely control the reaction rate 
via the applied voltage (or current). In all three of the preceding examples, the 
ability to precisely control the reaction rate was essential to achieving dimensional 
control of the electrodeposited structures. 

The research groups of Charles Martin [31, 321, Martin Moskovits [33-351, and 
Peter Searson [36-38] have demonstrated an intriguing alternative strategy involv- 
ing the use of porous matrices to “template” the growth of nanostructures. In a 
typical experiment, the porous “host“ material (e.g., a polycarbonate filtration 
membrane with cylindrical pores) is brought into contact with an electrode sur- 
face and the electrodeposition of a material into the voids of this host is carried 
out. As a final step, the matrix may be removed by dissolution to expose the elec- 
trodeposited structures. Because porous templates having extremely uniform 
pores of variable diameter (down to a few nanometers) are obtainable, highly di- 
mensionally uniform nanostructures have been synthesized using this method. A 
clear advantage of this “template synthesis” strategy is its generality template syn- 
thesis has been applied to the electrodeposition of a wide variety of materials in- 
cluding semiconductors, superconductors, metals, and polymers. 

1.1.2 
The Electrochemical/Chemical Synthesis of Semiconductor Quantum Dots 

A new method for synthesizing semiconductor “quantum dots” (QDs) on graphite 
surfaces, called the electrochemical/chemical method, is described in this chapter. 
In essence, quantum dots are semiconductor particles having diameters that are 
smaller than 100 A or so. Such semiconductor “nanoparticles” exhibit a bandgap 
that depends on the particle diameter - the smaller the nanoparticle, the larger 
the bandgap. Because QDs possess a “size-tunable” bandgap, these diminutive 
particles have potential applications as transducers which inter-convert light and 
electricity in detectors [39, 401, light-emitting diodes [39], electroluminescent de- 
vices [41, 421, and lasers 143, 44). 

Before the unique properties of QDs can be exploited, physicists and chemists 
must produce QDs having certain attributes: Chemical and thermal stability are 
obviously important. It also must be possible to synthesize QDs that are size 
monodisperse over a range of mean particle diameters (so that the optical proper- 
ties can be tuned). Finally, QDs can not function as transducers unless each QD 
has an electrical connection to the outside world. Existing methods for synthesiz- 
ing semiconductor nanocrystals (e.g., molecular beam epitaxy (MBE), solution 
phase precipitation) satisfy some, but not all, of these requirements. We have 
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Mo nanocrystals MOn/2 MXm 
I 

Scheme 1.1 The electrochemical/chemical method 

demonstrated that quantum dots composed of copper(1) iodide or cadmium sul- 
fide produced using the electrochemical/chemical can possess all of these desir- 
able attributes. 

The essential features of the E/C Method are depicted in Scheme 1. 
The first step of the synthesis involves the electrodeposition of metal nanoparti- 

cles onto a graphite surface from a solution containing ions, M"', of the corre- 
sponding metal. Then Mo nanoparticles are electrochemically oxidized to yield a 
metal oxide, in which the oxidation state of the metal, +m, matches the 
oxidation state in the final product. Finally, metal oxide nanoparticles are con- 
verted into nanoparticles of a semiconducting salt, MX, (provided the anion is 
univalent), via a displacement reaction in which oxide or hydroxide is replaced by 
the anion X. This conversion from Mo to to MX, occurs on a particle-by- 
particle basis. In other words, each Mo nanoparticle deposited in the first step of 
the E/C synthesis is converted into a MX, nanoparticle in the final step of the 
synthesis. Consequently, the properties of the MX, nanoparticles - especially the 
mean diameter and the size monodispersity of these particles - are decided by the 
properties of the metal nanoparticle dispersion produced in Step 1. As we shall 
see, the salient features of the E/C mechanism represented in Scheme 1 are con- 
firmed by tracking the structure and composition of the nanoparticles during syn- 
thesis using X-ray photoelectron spectroscopy and electron diffraction. 

Five E/C synthesis schemes are shown in Scheme 2. 
The E/C syntheses of P-CuI (a I-VII semiconductor) [45], CdS (a 11-VI) [4G, 471, 

and ZnO (a 11-VI) 1481 represent published procedures for the E/C syntheses of 
these materials. Also shown is a proposed E/C synthesis for InN, a 111-V semi- 
conductor. This technologically important material has not yet been electrosynthe- 
sized and we are currently in the process of searching for displacement condi- 
tions that permit conversion of the intermediate In203 to InN. It is important to 
note that the final displacement step of an E/C synthesis can be carried out either 
in a polar liquid phase, in which case it has the character of an ion exchange reac- 
tion, or in the gas phase. I n  the case of one material, CdS, we have found both so- 
lution [4G] and gas phase [47] conditions which permit displacement of OH- from 
the intermediate oxide, Cd(OH)*, by S2-. 

In this monograph, we deconstruct the "E/C" and individually examine each of 
the three steps that comprise an E/C synthesis. The optical properties of E/C 
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Scheme 1.2 E/C synthesis schemes for four semiconducting materials. 

synthesized materials, and the application of these materials in devices, are also 
discussed. 

1.2 
Size-Selective Electrodeposition of  Metal Nanoparticles 

The E/C synthesis of semiconductor NCs begins with the electrodeposition of me- 
tal nanoparticles onto a graphite surface. Because of the particle-by-particle nature 
of the oxidation and displacement steps which follow metal deposition, disper- 



6 I Hybrid E/ectrochemical/Chemica/ Synthesis of Semiconductor Nanocrysta/s on Graphite I 

Fig. 1.1 
(NC-AFM) images of the graphite basal plane 
surface following the deposition of platinum 
nanocrystals. (a) A 3.4 prnx3.4 pm area after 
the application of a 10 ms plating pulse which 
yielded a deposition charge of 4.84 pC cm-’ 
corresponding to 0.0050 equivalent platinum 
atomic layers (assuming an adsorption electro- 
valence of 4.0). (b) A 3.0 pmx3.0 pm area 
after a 50 ms plating pulse which yielded a de- 
position charge of 37.6 pC cm-’ corresponding 
to 0.039 equivalent platinum atomic layers. (c) 
A 6.0 pmx6.0 pm area after a 100 ms plating 
pulse which yielded a deposition charge of 
77.1 pC cm-2 corresponding to 0.080 equiva- 
lent platinum atomic layers. 

Non-contact atomic force microscope 

sions of semiconductor nanoparticles possessing a high degree of dimensional 
uniformity can only be obtained from metal nanopartide dispersions that are di- 
mensionally uniform. How can these metal nanoparticle dispersions be prepared? 

The electrochemical Volmer-Weber [49] growth of metal nanoparticles on graph- 
ite surfaces was discovered in 1995 by Jim Zoval, a graduate student in our lab. 
Using a non-contact atomic force microscope (NC-AFM), Jim examined graphite 
surfaces on which minute quantities of silver - less than the equivalent of a sin- 
gle silver atomic layer - had been electrodeposited [50]. These surfaces were pre- 
pared by plating silver from an aqueous solution containing 1.0 mM Ag’ using a 
large overpotential of -500 mV for 10-100 ms. Following the application of a sin- 
gle plating pulse, Jim removed and rinsed the graphite surface and examined it 



1 7  

7.2 Size-Selective Electrodegosition af Metal Nonoparticles 

ex-sib by NC-AFM. His images of the surface revealed that on each square mi- 
cron of the graphite surface, between l and 10 silver nanoparticles were present 
(corresponding to a “nucleation density” of 108-10’ silver nanoparticles Cm-*). 
These particles had not been detected in prior work because these weakly physi- 
sorbed metal clusters could not be seen by conventional repulsive mode AFM or 
by sTM since the probe tip interacted too strongly with these particles and dis- 
placed them from the surface during imaging. Jim’s data demonstrated that both 
silver and platinum (from PtC1&) deposited via a Volmer-Weber mechanism [491 
in which three dimensional clusters of metal formed immediately. Jim’s data also 
supported the conclusion that silver particles nucleated very non-selectively on the 
graphite surface: Silver nanoparticles were present both at defects, such as step 
edges, and on atomically smooth terraces. Since 1995, we have discovered that 
platinum [51], copper [45], cadmium [46, 471, and zinc (481 also grow via this ~ 0 1 -  
mer-weber mechanism on graphite and that silver may be deposited onto hydro- 
gen-terminated silicon surfaces [52] by a similar mechanism. Representative NC- 
AFM images of several types of nanoparticles are shown in Fig. 1. 

The electrodeposition of all of these metals apparently share two other impor- 
tant similarities. First, the nucleation of metal particles ceases to occur within a 
few milliseconds following the application of a plating pulse to the surface. Rela- 
tive to the 1&100 ms duration of plating, then, nudeation is said to be ‘‘instanta- 
neous’’ [53]. Experimentally, then, NC-AFM images of graphite surfaces reveal a 
nucleation density that is independent of the plating duration, and in the range 
indicated above. 

Secondly, the dimensional uniformity of the metal nanopartides is degraded as 
the duration of the plating pulse, and the mean diameter of the particles which 
are obtained, increases. A quantitative measure of the partide size monodispersity 
is the standard deviation of the diameter, Odia, and the relative standard deviation, 
R S D ~ ~ ~  (RSD=Odia/(dia), where (dia) is the mean particle diameter). This trend is 
apparent in the particle size distributions for platinum nanoparticles shown in 
Fig. 2. 

The smallest platinum nanoparticles examined in that study were produced by 
a 10 mS plating pulse and possessed a mean diameter of 25 A with Odia=g A COT- 

responding to an RSDdi, of ca. 25%. The dimensional uniformity of these nano- 
particles was quite good, and in other experiments, nanoparticles having larger 
mean diameters up to 50 A had RSDdia which were approximately at this level. 
However for larger platinum nanopartides, produced by plating pulses longer 
than 100 ms, the nanoparticles became increasing heterogeneous in size. Partides 
produced by a 100ms plating pulse, shown in Fig. Ic, for example, possessed a 
mean diameter of 75 A, gdia = 35 A and RSDdia 50-60%. We have found that 
the degradation of the particle size monodispersity of the metal nanoparticles pro- 
duced by “long” deposition pulses is an absolutely general observation for many 
different metals. 

Metal nanoparticle dispersions having a mean size of less than 5OA (and rea- 
sonably good size monodispersity) are ideally suited to the production of semicon- 
ductor nanoparticles using the E/C method, and we discuss the details of several 
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syntheses in Section 1.4. In Section 1.3, however, we describe the origin for the 
development of size dispersion in metal nanoparticles produced by electrodeposi- 
tion on graphite. This digression can be skipped by the reader who is primarily 
interested in the E/C synthesis technique. 

1.3 
Understanding Particle Size Dispersion in Electrochemical Volmer-Weber Growth 

We have demonstrated that dispersions of metal (e.g., platinum [Sl], silver [SO], 
copper [45], cadmium [46, 471, and zinc [48]) nanoparticles can be electrodeposited 
onto graphite and silicon electrode surfaces from dilute metal plating solutions. 
Now we ask, 'What factors are responsible for controlling the size monodispersity 
of these nanoparticles?' 

Two experimental facts are germane to this question: First, we have indicated 
that a high density of metal nanoparticles is obtained by applying a large overpo- 
tential of approximately -500mV during the deposition of metal. Under these 
conditions, the metal reduction reaction at the electrode surface occurs at the pla- 
nar diffusion-controlled rate predicted by the Cottrell equation [S]. Secondly, for 
the growth of noble metal (Ag [SO] and Pt [Sl]) nanocrystals on graphite surfaces, 
we have shown that nucleation occurs during the first few milliseconds following 
the application of the voltage pulse to the electrode surface and then ceases. Thus, 
relative to the total duration of growth, nucleation is instantaneous [SO, 511. 

For particles growing in a colloidal suspension, the combination of instanta- 
neous nucleation- and diffusion-controlled growth is known [54, 551 to produce 
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narrow particle size distributions which become even narrower as the growth 
duration increases. In recently published work, Ngo and Williams [56] concluded 
that the situation is fundamentally the same for particles that are confined during 
growth to a two-dimensional surface (as in electrodeposition). In fact, these work- 
ers concluded that instantaneous nucleation leads to very narrow particle size dis- 
tributions for any growth duration irrespective of the rate law which applies (e.g., 
particle radius, 8‘ cc t where n=2, 3, and 4) provided every particle on the surface 
grows according to the same rate law [56]. If nucleation is not instantaneous, then 
the RSD of the island radii is expected to decrease as a function of time for vir- 
tually any rate law (561. However as we have seen, this “convergent growth” mode 
is not seen for metal particles growing on electrode surfaces: While metal nano- 
particles with a mean diameter smaller than S O A  prepared using growth pulses 
of ca. 10ms are narrowly dispersed in diameter (e.g., for platinum [51], 
RSD135%), both the standard deviation and the relative standard deviation in- 
crease as a function of the deposition time. 

We have recently reported a Brownian dynamics simulation study [S7] of the 
growth of nanoparticle ensembles. In these simulations, ensembles of up to 200 
metal particles were grown in a large simulation volume at diffusion control from 
single atoms to mean diameters of 3 nm from a M “solution” of metal ions. 
Since the number of nuclei in each simulation is fured at the beginning of the 
simulation, nucleation is rigorously instantaneous. Each metal particle in these 
ensembles was explicitly modeled so that the development of size dispersion for 
the ensemble could be monitored as a function of the deposition time. The behav- 
ior of “random” ensembles of nanoparticles and hexagonal arrays were compared 
across a range of experimentally relevant nucleation densities. 

The central result of this work is illustrated by the plots shown in Fig. 1.3. 
Here the deposition current and the standard deviation of the particle diameter 

are plotted for depositions having a duration of 0.5 ms. In each of these plots, 
open circles indicate the deposition current, and filled circles show the standard 
deviation of the particle diameter, cdia. Several trends are apparent from these 
data: First, a peak exists in the current versus time plot, As shown in Scheme 1.3, 
this peak occurs at Zpe& = ?/2D, where r is one-half the mean distance between 
nearest neighbors on the surface. The origin of this peak is shown in Scheme 1.3. 

At the onset of metal deposition (Scheme 1.3a), the hemispherical layers sur- 
rounding each nanoparticle that are depleted of metal ions are well separated 
from one another and, on average, the growth of a metal particle is not influ- 
enced by the growth of neighboring particles. In this “weak interaction” limit, the 
current at an ensemble of particles equals the current for a single, isolated parti- 
cle multiplied by the number of particles, N, growing on the surface [58]: 

Eq. (1) predicts that the current in this time domain increases and is propor- 
tional to t1I2. At long times (Scheme 1.3d), depletion layers at adjacent particles 
merge and an approximately planar diffusion layer blankets the entire geometric 
surfaces area of the electrode. The current in this “strong interaction” limit is ex- 
actly the same as that at a planar electrode having the same geometric area, A, 
and is given by the familiar Cottrell equation [59]: 
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Scheme 1.3 The development of particle size polydispersity in metal nanoparticles growing un- 
der diffusion control on a surface. 

Eq. (2) predicts that the current decays with time and is proportional to t1I2. The 
presence of a peak in the current time plot is therefore required to connect the in- 
creasing current at short times with the decaying current which is observed at 
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long times. As shown in Scheme 1.3c, “cross-over” from weak to strong interac- 
tion occurs at a time, tpeak, which depends on the proximity of particles to one an- 
other, and hence on the nucleation density. If the mean distance between nearest 
neighbors on the surface is 2x, then tpeak z 2 / 2 0 .  

With this information in hand, let us focus attention on results for random en- 
sembles of particles shown at left in Fig. 1.3. Data for three particle densities, cor- 
responding to 5, 20 and 100 nanoparticles on a surface having a total area of lo-’ 
cm-2, are presented. Three temporal domains can be distinguished in the gdia ver- 
sus time transients: First, gdia rapidly increases and peaks at ca. 100 ps, then gdia 

decreases until the peak in the current-time transient is observed (a “convergent 
growth” time domain); and finally at longer times, odia increases approximately 
linearly (a “divergent growth” domain). The origin of this behavior for odia has 
been discussed in detail [57] ,  however Scheme 1.3 shows qualitatively what is oc- 
curring on the electrode surface. The convergent growth time domain which is 
observed for t>  100 ps mimics the behavior of nanopartides growing in three-di- 
mensional solution (i.e., dr/dt increases as a function of particle diameter, small 
particles therefore ‘catch up to’ larger ones resulting in distribution narrowing). 

Following tpe& and the transition to a planar depletion layer, the flux of metal 
ions per unit area on the surface is spatially uniform. Nuclei are randomly located 
on the surface, however, and the nucleation density is locally variable. Densely nu- 
cleated areas can therefore be expected to grow more slowly than regions of the 
same size (and sharing the same planar flux) but encompassing a smaller num- 
ber of nanopartides. This mechanism should lead to a recognizable correlation be- 
tween the mean radius of nearest neighbors on the surface and the distance sep- 
arating them, and a statistical analysis of the data confirm [57] that this correla- 
tion exists. A second independent check on this explanation is provided by Brown- 
ian dynamics simulations of hexagonal arrays for which the nearest neighbor dis- 
tance for every particle on the surface is identical, and the mechanism of size dis- 
tribution broadening mentioned above can not operate. Representative examples 
of simulations for hexagonal arrays are shown at right in Fig. 1.3 and it is imme- 
diately apparent that the increase in odia seen for random arrays is absent. Not 
shown in Scheme 1.3 is the origin of the initial rapid increase in polydispersity 
which we have shown [57] is caused by stochastic processes which play the domi- 
nant role when the nanoparticles consist of a few atoms. 

Once the mechanism by which size dispersion develops in a growing ensemble 
of particles is understood, the growth conditions for metal nanoparticles can be 
engineered to yield improved size monodispersity. For example, a clear prediction 
of these BD simulation results is that particle size monodispersity can be im- 
proved by locating nucleation sites in a two-dimensional geometric array. Unfortu- 
nately, this regularity is not characteristic of nucleation processes in nature. If, as 
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is usually the case, metal nanoparticles nucleate randomly, the size monodispers- 
ity of growing nanoparticles can be improved by slowing the growth rate since de- 
velopment of the depletion layer responsible for coupling neighboring particles on 
the surfaces will be retarded. A second possibility involves inducing nanoparticles 
to move on the surface during growth (temporal fluctuations of the interparticle 
nearest neighbor spacing - for all of the particles on a surface - is almost as bene- 
ficial as growing stationary particles in a regular array). We have recently con- 
firmed that both of these strategies can be successful. 

1.4 
Converting Metal Nanoparticles into Semiconductor Quantum Dots 

As shown in Schemes 1 and 2, the conversion of electrodeposited metal nanopar- 
ticles into nanoparticles of a semiconducting metal salt generally requires two 
steps: 1. electrochemical oxidation, and 2. displacement of oxide (or hydroxide) by 
another anion. We discuss these two operations next. 

1.4.1 
A Metal Oxide Intermediate 

A metal oxide intermediate is not a requirement for a successful E/C synthesis 
based on thermodynamic grounds. Rather, metal oxide formation is inevitable for 
metal nanoparticles subjected to air exposure. We have found this to be true, at 
least, for all metals we have examined with the exception of platinum [Sl] .  Strictly 
speaking, it would not be necessary to subject metal nanoparticles to atmosphere 
if it were not desirable to characterize them by selected area electron diffraction 
(SAED) which (at UCI) requires that samples be transferred through air into a 
transmission electron microscope equipped to perform SAED measurements. 
Although oxidation of the metal particle is not detrimental, the oxidation conditions 
must be selected to produce a metal oxide in which the metal has the same oxidation 
state as in the targeted semiconducting salt. This is because the oxidation state of the 
metal will not normally change during the final displacement step. 

Because a particular metal oxide is required, the oxidation process is usually 
carried out electrochemically in the metal plating solution immediately following 
the electrodeposition of metal. The selection of appropriate oxidation conditions 
(pH and potential) is guided by the Pourbaix diagram [GO] for the metal of inter- 
est. Pourbaix diagrams appropriate for zinc, copper, and cadmium at a concentra- 
tion of 

All three of these metals can be electrodeposited at p H 4  without resorting to 
complexing agents. The deposition potentials which we have employed are indi- 
cated in Fig. 4 by solid circles. Following deposition, the metal deposit is either per- 
mitted to spontaneously oxidize at open circuit (for Zn and Cd), or the oxidation is 
carried out potentiostatically at the potential indicated by the open circle (Cu). The 
Pourbaix diagram, however, does not always accurately predict the product of these 

M are shown in Fig. 4. 
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per (b), and cadmium (c) indicating typical 
deposition and oxidation conditions employed 
for steps 1 and 2 of the E/C synthesis of 
ZnO, P-Cul, and CdS, respectively. In these 
diagrams, the tilde represents the initial PO- 

Pourbaix diagrams for zinc (a), cop- tential and pH for each deposition, and the 
filled circle represents the metal deposition 
potential and pH. An open circle in the cop- 
per Pourbaix diagram marks the potential em- 
ployed for the potentiostatic oxidation of Cuo 
to Cu20. 

oxidation processes. In the case of zinc, for example, the Pourbaix diagram of Fig. 
1.4 predicts that the thermodynamically favored product for the oxidation of zinc 
metal at pH =4.5 is Zn2+ however we observe the formation of ZnO under these con- 
ditions [48]. Oxidation of metallic Cu and Cd at pH=6.0 yields Cu20 and Cd(OH)2 
which are suitable for conversion in the final step of the E/C synthesis to Cu(1)I and 
CdS [45, 471. The identities of the metal oxides obtained upon oxidation are estab- 
lished using selected area electron diffraction analysis (SAED). 

1.4.2 
Conversion from Metal Oxide to Metal Salt and Characterization 

The displacement of OH- or 02- from the intermediate oxide formed in step 2 of 
the E/C synthesis occurs upon exposure to the anion of interest. We have found 
that this transformation may be carried out either in the gas phase (e.g. via HIS 
at 300°C in the case of Cd(OH)*) [47] or in the liquid phase (e.g. via I- in the case 
of Cu20) [45]. Again, SAED analysis guides the selection of the displacement con- 
ditions and permits the composition of the metal salt nanocrystallites to be deter- 
mined. In addition, the formation of epitaxial nanocrystals can be unambiguously 
detected from the SAED pattern. Fig. 1.5, for example, shows typical SAED pat- 
terns for graphite surfaces on which nanocrystals of ZnO, /Xu1 and CdS have 
been deposited. Wurtzite phase ZnO (Fig. 1.5 a) is identified based on two diffuse 
diffraction rings at d-spacings that match the [110] and [loo] spacings for this 
compound [48]. 

Rings of diffracted electron intensity are observed indicating that ZnO particles 
have no preferential azimuthal orientation on the graphite surface. SAED patterns 
for copper iodide and cadmium sulfide, on the other hand, consist of diffraction 
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Fig. 1.5 Selected area diffraction patterns (SAED) 
for E/C-synthesized materials: (a) 100A ZnO film; 
(b) 50-100A diameterp-Cul NCs; (c) 1 8 A  diame- 
ter CdS NCs. In each case a 10 p m  diameter regior 
of the surface was sampled. Assignments of key 
diffraction spots associated with each o f  these 
products is as indicated. In addition, a hexagonal 
array o f  diffraction spots assignable t o  graphite is 
visible in each pattern. 

spots that are superimposed on the hexagonal diffraction pattern for the graphite 
surface. Because a 10 pm diameter region of the graphite surface encompassing 
hundreds of nanocrystals is probed in an SAED measurement, the spot patterns 
seen for PCuI and CdS must be generated by diffraction from ensembles of nano- 
crystals which are crystallographically identical [45, 471. Because individual NCs 
on the graphite surface are well separated from one another, this orientational 
uniformity can only be produced if nanocrystals adopt a preferred orientation 
with respect to the hexagonal graphite lattice. 

It is worthwhile to ask why NCs of P-CuI and CdS adopt epitaxial orientations 
on the graphite surface and NCs of ZnO do not. In order to answer this question, 
we have calculated the energy of a rigid, two layer thick island of the metal salt 
(containing 182 atoms) on a rigid HOPG(0001) surface (containing 1882 atoms in 
two layers) as a function of the azimuthal orientation of the island on the surface 
[47, 48, 611. This calculation involves summing the painvise interactions between 
all atoms in the island with all atoms in the surface using a generic Lennard- 
Jones (L-J) 6-12 potential. Since a L-J potential parameterized for these materials 
does not exist (as far as we are aware), in Fig. 1.6 we have normalized the calcu- 
lated interaction energy, E, using the well-depth of the L-J 6-12 potential, E ~ .  
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Fig. 1.6 Plot o f  the calculated interfacial en- 
ergy, E/40, against angle calculations for the 
interface of  six different materials with gra- 
phite (0001) surface. In each o f  these calcula- 
tions, the absolution interfacial energy, E, has 
been normalized by the well depth of the Len- 
nard-Jones pairwise potential, &,,. Each island 
was approximately 25 A in diameter and con- 

sisted of 126 atoms partitioned into two 
layers of equal size. The graphite surface con- 
sisted o f  1882 atoms also partitioned into 
two layers. At bottom left is shown the config 
uration for the CdS-graphite calculation corre- 
sponding to O", and a t  bottom right is shown 
the configuration for this system correspond- 
ing to the energy minimum at 30". 

We have performed these calculations assuming that the (0001) surface of the 
hexagonal metal salt contacts the graphite surface since the c-axis orientation de- 
termined from SAED requires this orientation 145, 47). Fig. 1.6 shows the calcu- 
lated energy of an island as a function of its angle with respect to the graphite 
surface. For both P-CuI and CdS, significant energetic wells are seen for a 60" ro- 
tation of the (0001) P-CuI and the (0001) CdS lattices on the hexagonal graphite 
surface (relative to the arbitrary starting point shown at the bottom of Fig. 1.6). 
These energetic wells correspond to coincidences between the lattice of the NC, 
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and that of the graphite surface, as shown schematically for CdS at the bottom of 
Fig. 1.G [47]. In contrast, no significant energetic minima are seen for the (0001) 
surface of wurtzite phase ZnO indicating that this interface is badly mismatched 
at all angles [48]. Thus no energetic reason exists for ZnO NCs to adopt a prefer- 
ential orientation on the graphite surface, and a SAED powder pattern like that 
seen in the experimental data of Fig. 1.5a are expected. Data for the three low-in- 
dex faces of platinum are also shown in Fig. G for purposes of comparison. Espe- 
cially for [loo] and [111] (the likely termination faces for a platinum NC), pro- 
nounced energy minima are absent. Experimentally we have found that platinum 
NCs, like ZnO, have no orientational preference (data not shown) [Sl]. Thus, the 
relatively simple calculation depicted in Fig. 1.G correctly predicts the epitaxial na- 
ture of the E/C deposition for both P-CuI and CdS, and it predicts the absence of 
epitaxy for NCs of ZnO and platinum metal on graphite. 

It is nevertheless surprising that NCs of P-CuI and CdS possess sufficient mo- 
bility on the graphite surface to locate their minimum energy orientations. This is 
particularly true since transmission electron microscopy (TEM) images [45, 471 re- 
veal that no center of mass motion occurs for nanoparticles on the graphite sur- 
face during the transformation from metal oxide to metal salt. The microscopic 
mechanism by which this final displacement step of the E/C mechanism occurs 
is incompletely understood at present. Collectively, the SAED data coupled with 
TEM images of &CuI and CdS NCs convincingly demonstrate that metal oxide na- 
noparticles are converted on a particle-by-particle basis into semiconducting metal 
salt particles thereby supporting the “E/C paradigm” set forth in the schematic 
diagrams of Schemes 1.1 and 1.2. 

1.5 
Photoluminescence Spectroscopy of  E/C Synthesized Materials 

Gregor Hsiao, a graduate student in the group, acquired the first PL spectra for 
the P-CuI NCs he synthesized in 1996 [45]. At that time, we were astonished that 
purple luminescence (hvfl,,,=2.9 eV) - visible to the naked eye at room tempera- 
ture - could be seen for less than a monolayer of PCuI NCs on the conductive 
graphite surface. The surprising part is that this photoluminescence isn’t 
quenched [G2] by the graphite surface. Since then, we have obtained PL spectra 
for E/C synthesized ZnO and CdS on graphite (albeit usually at low temperature), 
and it can only be concluded that, relative to a metal, graphite (a semi-metal) is 
an inefficient quencher of the charge-separated state for all of these materials. 
This is fortuitous since it has permitted us to acquire PL spectra for E/C synthe- 
sized materials with a minimum of post-synthesis manipulation. 

PL spectra for ZnO [48], P-Cur [45], and CdS [47] are compiled in Fig. 1.7. 
Shown in Fig. 1.7a is the PL spectrum for a ZnO film a few hundred angstroms 
in thickness. 

Nanoparticles of this material have been synthesized using the E/C approach, 
however we have not obtained emission spectrum from them since the absorption 
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Fig. 1.7 Photoluminescence (PL) 
emission spectra for E/C synthesis 
materials. In all three cases, PL was 
excited using the 351 n m  line o f  an 
Ar' laser. (a) ZnO film approximately 
l O O A  in thickness. T=20 K. (b) B-Cul 
nanocrystals of three radii as labeled. 
T=295 K. (c) Sulfur-passivated CdS 
nanocrystals o f  three radii as labeled. 
T=20 K. 

edge for these quantum dots, which is blue-shifted to beyond 3.5 eV, can not be 
assessed using our present lasers. The ZnO PL spectrum of Fig. 1.7a is notable 
for two reasons [48]: First, the progression of emission lines which are observed 
derive from phonon loss transitions in which an integer number of phonons have 
been excited in the course of emission. The energy separating these emission 
lines (w 76 meV) corresponds to the energy of a single LO phonon in this 
material, and the presence of 6 phonon loss lines in this spectrum is consistent 
with an extremely low defect density for this material. Secondly, the low energy re- 
gion of the PL spectrum in Fig. 1.7a from 3.2 (UV) to 2.2 eV (green) is absolutely 
devoid of emission. Emission from mid-gap states derived from impurities and 
defects has been an absolutely ubiquitous feature of the PL spectrum for ZnO 
synthesized using other methods [48]. The absence of this emission in the spectrum 
of Fig. 1.7a points to the high purity, and crystallinity, of E/C synthesized ZnO. 

PL spectra for PCuI and CdS quantum dots possessing a range of sizes are 
shown in Fig. 1.7b and c, respectively. In this figure, the arrow along the top of 
each frame indicates the energy of the band-gap for these two materials. Emission 
from the E/C synthesized nanocrystals of p-CuI and CdS are blue-shifted from 
this energy and the magnitude of this shift is inversely related to the nanoparticle 
radius, indicating that photogenerated electrons and holes in these nanoparticles 
are quantum-confined. However the energy shift seen for CdS NCs having a ra- 
dius of 17 A (w 500 meV) is much greater than for PCuI NCs with a radius of 
13.6 A (w 120 meV). The greater "sensitivity" of CdS to the NC radius derives 
from the smaller hole effective mass in this material (0.8 mo compared with 1.4 
mo for CuI). Because the dielectric constants of P-CuI and CdS are similar (4.58 
compared with 5 4 ,  the lighter reduced effective mass of CdS possess larger wave- 
functions than their counterparts in CuI and the Bohr radius for an exciton in 
CdS is therefore proportionately larger. 
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emission versus the radius for nanocrystals o f  
/ K u l  (open circles) and CdS (filled circles). 
Error bars represent the dispersion (i.e. + lo) 
in the energy and the nanoparticle radius for 

Plots o f  the energy o f  maximum a series o f  measurements at different loca- 
tions on the graphite surface. Solid lines re- 
present the calculated bandgap energy as a 
function of radius for these two materials 145, 
471. 

Plots of PL energy against radius for PCuI and CdS are shown in Fig. 1.8 (data 
points). Also plotted in Fig. 8 are calculations of the bandgap energy as a function 
of the NC radius for these two materials (solid lines). 

The agreement between the calculated bandgap and the experimentally ob- 
served PL indicates that photoexcited electrons at the conduction band edge re- 
combine directly with holes at the valence band edge. This process results in the 
emission of a PL photon having an energy equal to that of the bandgap. A com- 
peting process involves the thermalization of electrons and holes into trap states 
existing within the bandgap. These traps are the inevitable consequence of defects 
and impurities, and the recombination of trapped electron and holes generates 
photons having an energy smaller than that of the bandgap. Little evidence for 
this “trap state” emission exists in the form of red-shifted emission in the spectra 
shown in Fig. 1.7. We say that these QDs are “optically intrinsic”. 

Collectively, the data shown in Figs. 1.7 and 1.8 permit the following conclu- 
sions: 1) E/C-synthesized nanocrystals of P-CuI and CdS on graphite surfaces are 
luminescent, 2) luminescence from these NCs derives from the band-to-band re- 
combination of photogenerated electron and holes; this transition does not involve 
“deep” trap states. This fact suggests that the crystal quality and purity of these 
materials are both high, and 3) the PL emission energy can be smoothly tuned by 
adjusting the NC radius using the E/C synthesis conditions (i.e., the radius of the 
metal nanocrystals deposited in Step 1). 
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1.6 
An Application for E/C Synthesized Quantum Dots: 
Photodetection Based on a New Principle 

I 

We have recently demonstrated [40] the feasibility of electrically detecting the ab- 
sorption of light by a submonolayer coverage of cadmium sulfide QDs supported 
on a graphite surface. The device structure shown in Scheme 1.4 was the first to 
enable the absorption of light by semiconductor nanocrystallites to be directly de- 
tected as an electrical signal. 

To construct these photodetectors [40] a 10-100 nm thick layer of the insulating 
polymer, Formvar, was deposited by first dissolving the Formvar in chloroform, 
then floating a few drops of this solution on to the surface of Nanopure water in 
a beaker, and finally pulling the immersed graphite surface, on which CdS QDs 
had been deposited, through the floating polymer film. Following the evaporation 
of solvent from this film, a Scotch tape mask with a 5 mm diameter aperture was 
applied to the sample as a contact pad, then a thin semitransparent (10-15 nm) 
silver top electrode was evaporated onto the surface of the Scotch tape and the ex- 
posed Formvar film. 

The principle of operation is shown schematically in Fig. 1.9a. Photoexcited 
electrons (or holes) in a quantum dot can be transferred into unfilled (or filled) 
states of the graphite surface. The probability with which this transfer occurs is 
likely to be different for electron and holes because the density of states in graph- 
ite is a strongly varying function of energy near the Fermi level. Provided these 
two "quenching" rates are unequal, the absorption of a photon by an ensemble of 
millions of quantum dots will result in an excess of either electrons or holes at 

grathite 
E ihite 

0 C-synthesized 
CdS 
quantumdot 
ensemble 

r 

I pplymer dielectric layer 

Scheme 1.4 
based on E/C-synthesized CdS nanocrystals on  graphite. 

Schematic diagram of the construction o f  a photodetector 
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Fig. 1.9 Proposed mechanism of operation 
for the photodetector o f  Scheme 4. Experi- 
mental data for a photodetector having the 
construction shown in Scheme 4. Both photo- 
luminescence spectra (acquired at 20 K using 
hv,=3.51 eV; solid circles) and device re- 
sponse spectra (acquired at 298 K; solid 
squares) are shown. The device response was 

measured by chopping the incident illumina- 
tion and synchronously measuring the result- 
ing difference between anodic and cathodic 
charging transients using a fast ammeter in 
conjunction with a lock-in amplifier [40]. Error 
bars represent the dispersion o f  these photo- 
current measurements. 

the graphite surface, and this excess can be directly measurable as a transient cur- 
rent in the device shown in Fig. 1.9a. 

Low temperature PL spectra and transient photo-current device response spectra 
are compared in the plot of Fig. 1.9b for a device which was constructed using 
r=40A CdS QDs [40]. The PL spectrum for this device shows a slight blue-shift 
of the emission maximum to 493 nm, qualitatively as expected for 40 A CdS QDs. 
The absorption edge seen in the device spectrum was likewise blue-shifted to 
501 nm proving that the photocurrent measurement is sensitive to the nanoparti- 
cle band gap even at room temperature. Control devices, with the construction 
shown in Scheme 1.4 but without QDs (i.e., using clean graphite surfaces) exhib- 
ited no photocurrent peaks above background. 
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Two advantages of this detector are the tunability of its response (imparted by 
the identity of the quantum dots and their radii), and the fact that the detection of 
light involves no space-charge region (as in conventional photodiodes and charge- 
coupled devices). In principle, then, a detector having the construction shown in 
Scheme 1.4 could be a few microns in total thickness. 

I 

Summary 
The electrochemical/chemical method is a fundamentally new route to semicon- 
ductor quantum dots. Although QDs can be obtained using solution phase chemi- 
cal methods, and by molecular beam epitaxy, the E/C method has the following at- 
tributes: 1) Semiconductor nanocrystals prepared using the E/C method possess a 
high degree of size monodispersity. 2 )  Functionalization of the surface of QDs is not re- 
quired to prevent aggregation since the interaction of each incipient QD with the 
graphite surface during the E/C synthesis eliminates the lateral motion of parti- 
des on the surface. 3) The mean particle diameter is fued by the diameter of the 
metal nanoparticles which are deposited in the first step of the synthesis. There- 
fore, a range of mean particle diameters can be prepared and adjusting the mean parti- 
cle diameter is straightforward. 4) The E/C method has excellent versatility. We have so 
far demonstrated E/C syntheses for three materials including a metal oxide 
(ZnO), a material from the I-VII family (CuI), and a 11-VI material (CdS). It is 
conceivable that, in the future, 111-V materials such as InN will be accessible 
using E/C procedures such as that shown in Scheme 1.2. 5) The semiconductor 
materials obtained using the E/C method can possess excellent photoluminescence 
emission properties in which emission from the band-to-band transition dominates 
the emission spectrum and trap-state emission is virtually non-existent. 6 )  QDs of 
selected materials can be epitaxially deposited using the E/C method. 7) QDs pre- 
pared using the E/C method are disposed in intimate electrical contact with the 
graphite surface. This fact makes possible the fabrication of the photodetector de- 
scribed above which requires electrical communication between the QDs and the 
surface. Finally, 8)  Relative to competing methods, the E/C method is fast and in- 
expensive. 

The primary disadvantage of the E/C method is its dependence on the techno- 
logically irrelevant graphite surface. Although we have demonstrated that devices 
based on graphite, such as the optical detector discussed above, can be con- 
structed there is a strong motivation to extend the E/C synthetic protocols to the 
technologically relevant Si( 100) surface. Because graphite and hydrogen-termi- 
nated silicon both have a very low surface free energy and defect density, one 
might expect the deposition of metals to occur via a similar mechanism on these 
two surfaces. We have recently demonstrated [52]  that for silver, this is indeed the 
case. The growth of silver on hydrogen-terminated Si(100) occurs via a Volmer- 
Weber mechanism and the deposition of size-similar silver NCs is possible 1521. 
Based on this result, there is every reason to believe that it will be possible in the 
future to carry out the E/C synthesis of QDs on silicon. 
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Electrodeposition of Semiconductor Quantum Dot Films 
Gary Hodes and Israel Rubinstein 

2.1 
Introduction 

2.1.1 
General 

The field of nanophase materials is one which covers a wide and active area of re- 
search. Various properties of these materials, including mechanical, optical, elec- 
trical and structural, are often very different from the same materials in the bulk 
phase. 

Quantum dots are nanoparticles which are sufficiently small that their electron- 
ic energy structure is changed from that of bulk material. The size regime of 
quantum dots varies from only several atoms up to nearly 100nm in size, de- 
pending on the material properties. For metals, the size where quantum size ef- 
fects are appreciable tends toward the lower limit of this range, while for semicon- 
ductors, it can vary over the whole range, depending mainly on the effective 
masses of the electronic charges (electrons and holes) in the semiconductor; typi- 
cally it ranges from a few nm up to a few tens of nm. While quantum dots do not 
necessarily need to be crystalline (amorphous materials also possess an energy 
structure), virtually all examples studied to date are crystalline. 

As outlined in the preface of this book, electrodeposition normally leads to 
small partide size, largely because it is a low temperature technique, thereby 
minimizing grain growth. Other factors also contribute to limitations of grain size 
and will be discussed in this chapter. This characteristic of low temperature is 
shared by other low-temperature chemical methods, in particular by chemical so- 
lution deposition, which also commonly yields nanocrystalline materials. Electro- 
deposition, however, possesses the additional feature of a very high degree of con- 
trol over the amount of deposited material through Faraday’s law, which relates 
the amount of material deposited to the deposition charge (see Preface). This fea- 
ture is particularly desirable when isolated nanocrystals are to be deposited on a 
substrate. 

Many different techniques have been used to electrodeposit semiconductors; a 
number of reviews of semiconductor electrodeposition exist which describe the 
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various methods used [1-4]. While the deposits are usually crystalline there is no 
shortage in the literature of references to electrodeposited amorphous semicon- 
ductor deposits [5-71. The designation of the term ‘amorphous’ is usually based 
on X-ray diffraction (XRD) experiments where either a very weak or no pattern 
was observed. In our own experience, a careful repeat of some of these experi- 
ments, acquiring the XRD spectra at very slow scan speeds, showed that the elec- 
trodeposits were definitely crystalline and sometimes with a relatively large crystal 
size. (For our purposes, the use of the term ‘large’ when describing crystal size re- 
fers to crystals which are too large to exhibit quantum size effects - usually con- 
siderably greater than 10nm.). In fact, the description of a deposit as being 
‘amorphous’ based on XRD data (or rather, lack of it) is in itself a useful pointer 
to locating materials in the previous literature which are nanocrystalline, although 
not explicitly (and often even not implicitly) described as such. 

Among the various techniques employed to electrodeposit semiconductors, the 
one which appears to result in the smallest crystal size is cathodic deposition 
from non-aqueous solutions containing elemental chalcogen (S, Se) and a metal 
salt, first described by Baranski and Fawcett [8]. This technique was quite exten- 
sively used by many groups after it was first reported. Particularly notable about 
this technique was the blue shift often measured in the spectra (either directly or 
inferred from the reported color). There are many examples of such spectral shifts 
in the literature; three representative ones are reproduced below to illustrate the 
point. 

“The reason for the discrepancy between the estimate of Eg for CdSe deposited 
from dimethyl sulfoxide (DMSO) (1.94 eV) and from aqueous solutions (1.74 eV) 
is unclear, but it probably results from the great structural difference between the 
two materials. Moreover, the estimated band-gaps for all the CdS,Se, films are 
larger than expected on the basis of previously reported data for mixed films [4, 
51. This result is probably due to the amorphous character of the electrodeposited 
material and may also reflect some incorporated impurities. . .” [7]. 

“Values in the 1.35-1.43 eV range were obtained. These are somewhat higher 
than the band-gap values quoted in previous work.. .” [9] (for SnS). 

“The optical absorption spectrum of CdS films obtained in DMSO and DEG are 
shown . . .  From this data was calculated the band-gap . . . Their values were: 
2.57 eV . . . and 2.45 eV . . . This latter value is more in accordance with the 2.4 eV 
of the Literature. Nevertheless, the former can be considered acceptable and the 
discrepancies attributed to experimental errors. . .” [lo]. 

Either no explanation or incorrect ones were forwarded to explain these spectral 
shifts. As with the ‘amorphous’ deposits usefulness in tracing nanocrystalline 
materials, these shifts were an excellent indicator of size quantization which 
turned out to explain the shifts. 

The nonaqueous electrodeposition method, which is the subject of this chapter, 
has been extensively studied, by other groups as well as by ourselves, from var- 
ious points of view, At the outset, it must be admitted that the mechanism for 
this deposition is still unclear. A review of the literature, including discussion of 
the possible mechanisms of this deposition has been made [4]. Two main mecha- 

I 
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nisms are considered for the deposition: a) deposition of metal (e.g., Cd) followed 
by chemical reaction with elemental chalcogen in solution, and b) reduction of 
chalcogen to (po1y)chalcogenide followed by ionic reaction between chalcogenide 
and metal cations. It seems likely that the former predominates at the beginning 
of the deposition. In fact, the very beginning of the deposition, when the sub- 
strate is a metal with a strong affinity for chalcogen (such as Au) is characterized 
by an underpotential prepeak in the voltammetry characteristics. Since the first 
stage of this deposition is often on a chalcogen-covered surface (depending on the 
affinity of the substrate for the chalcogen), it is probable that, in such cases, it in- 
volves underpotential deposition of metal on the chalcogen to give the metal chal- 
cogenide. Whether deposition of the metal chalcogenide on to itself occurs by the 
same mechanism or by reduction of elemental chalcogen to chalcogenide (reac- 
tion (b) above) is still an open question. The balance between the two mecha- 
nisms may depend, not only on the amount of material already deposited, but 
also on the specific system and on the deposition parameters. 

2.1.2 
Some Specific Issues Relevant to Characterization of  Nanocrystalline Materials 

Before describing the electrodeposits using this technique, some comments on 
the experimental techniques used to characterize them, with emphasis on their 
nanocrystallinity are in order. The three most common techniques used are trans- 
mission electron microscopy (TEM) together with electron diffraction (ED); X-ray 
powder diffraction (XRD) and optical absorption (or transmission) spectroscopy. 

TEM is used to image nanocrystal (lateral) size, shape and size distribution. ED 
provides information on the composition of the deposit, crystal phase and orienta- 
tion. XRD also provides similar information on composition (more accurately 
than ED) and phase as well as crystallite orientation. In the latter, ED is superior 
in many ways, since a much smaller area can be selected (selected area diffrac- 
tion, SAD) and, in addition, azimuthal lattice alignment between deposit and sub- 
strate (epitaxy) can be determined from ED but not from XRD; the latter reveals 
texturing (one particular crystal face parallel to the substrate for all crystals for 
perfect texturing) but not orientation (crystal lattices in any direction parallel to 
the substrate of all crystals aligned in the same way). 

One very important use of XRD when dealing with nanocrystals is to estimate 
crystal dimensions through the Debye-Scherrer relationship: 

1.31 
Crystal diameter = 

A(28) cos 8 

where il is the X-ray wavelength (0.15418 nm for CuKa radiation), A(28) is the 
peak full width at half maximum (FWHM) in radians and 8 is the peak position. 
The shape of the crystal can also modify this relationship, which is valid for a 
spherical (close to the shape often encountered) crystal. 
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As a rough and useful rule of thumb, a peak FWHM of 1” at an angle of 
20=25“ means a crystal size of 10 nm (for CuKa radiation), and the size is in- 
versely proportional to the FWHM. Actually, to be more precise, what is measured 
is not necessarily crystal size but coherence length, the length over which the per- 
iodicity of the crystal is complete. An example of a coherence length smaller than 
the crystal size is a twinned crystal: XRD measures the size of each individual 
twin. Another cause of XRD peaks being broader than expected based on crystal 
size is the presence of defects, such as strain in the crystal or dislocations which 
destroy the long range lattice order. Thus, the interpretation of XRD peak broad- 
ening should be carried out with care and preferably using complementary TEM 
measurements. The opposite case, where the peaks are narrower than expected 
based on crystal size, does not occur; a narrow peak means a (relatively) large co- 
herence length and therefore crystal size. However, even here, interpretation is 
not always straightforward. For example, the XRD pattern of a deposit of tall cylin- 
ders of small cross-section will give a peak width characteristic of the height but 
not of the cross-section (the latter will be seen in TEM images). Thus the TEM 
and XRD sizes will necessarily be different in such a case. Another example is 
where there is a mixture of large and small crystals. Even if the large crystals con- 
stitute a relatively small fraction of the total material, they may, in some cases, 
dominate the XRD pattern since peak heights decrease with decreasing crystal 
size (due to increase of peak width and (ideally) constant peak area for the same 
quantity of material). 

Since the most apparent effect of very small crystal size is the increasing band- 
gap due to size quantization (the effect is visible to the eye if the band-gap is in 
the visible region of the spectrum), absorption (or transmission) optical spectro- 
scopy is clearly a fast and simple pointer to crystal size, since band-gap-size corre- 
lations have been made for a number of semiconductor colloids and films. The 
problem here is in extracting an estimate of the band-gap from the spectrum. For 
bulk semiconductors, the relationship between spectrum and band-gap is given 

I 

by: 

( ~ h v ) ”  = C (hv - Eg) 

where n is 2 for a direct transition and 0.5 for an indirect one, and C is a 
constant. A plot of (ahv)” against hv should then give a straight line (over much 
of the absorption onset region) which extrapolates at a zero value of (ahv)” to the 
band-gap. This calculation is based on the density of states in the valence and con- 
duction bands of the bulk semiconductor [ll]. For semiconductors in the quan- 
tum size regime, however, the density of states may be quite different than in the 
bulk. In practice, however, this extrapolation often appears to be valid. We find 
that a useful approximation for films with a fairly sharp absorption onset is that 
the band-gap lies one third up the edge of the absorption spectrum (or one third 
down the edge of the transmission spectrum). Since the shape of the absorption 
and transmission spectra are not identical, this approximation is not exact: how- 
ever, taking into account that there is invariably a distribution of crystal sizes - 
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and therefore of band-gaps if the material is in the quantum size regime - any 
measurement is clearly only an estimate, since there is not one single band-gap. 

For spectra where the absorption onset is gradual, this one-third approximation 
is totally invalid. In that case, (ahv)” should be plotted against hv, and n chosen to 
give a best linear fit. In this case, we have less experience with the validity of the 
measurement. An example, as will be shown later, is CdSe deposited from DMSO 
solutions. Although CdSe is normally direct, the spectra of these deposits often 
behave in between a direct and indirect material with the best value of n=l .  This 
value has sometimes been observed for reportedly amorphous semiconductors 
(ZnSe [12] and CuInSez [13]). 

2.2 
Electrodeposition of Thick Films o f  Semiconductors from DMSO Solutions 

Because much of this chapter will be involved with ultrathin films or, more accu- 
rately, with deposits of non-connected nanocrystals, by thick films we mean more 
than about 10 nm in average thickness (we will come back to the concept of aver- 
age thickness when dealing with “thin” films, as it is more relevant in that case). 
The films to be discussed in this section will, in most cases, be between several 
tens and a hundred nm in thickness. 

2.2.1 
CdS and CdSe 

Fig. 2.1 shows transmission spectra of such CdS and CdSe films. The band-gap 
values estimated from the spectra are shown by the vertical lines intersecting the 
spectra. It can be seen that the CdSe onset is considerably less steep than for the 
CdS and while the latter gives a linear plot of (ahv)” against hv for n close to 2 
(n=2 for a bulk direct band-gap semiconductor), the value of the exponent, n, for 
the CdSe is 1. We have no convincing explanation for this difference and have not 
attempted to study it further. The CdSe is clearly crystalline, as seen in dark field 
TEM [ 141 and high resolution transmission electron microscopy (HRTEM) lattice 
imaging (unpublished). One possible explanation could be the rather wide size 
distribution which would smear out the spectrum. If this were the case, then the 
value of unity for n would be purely coincidental. 

The blue shifts of these spectra compared with the bulk ones are evident and 
correspond to increases in the band-gap of ca. 0.2eV. TEM measurements of 
these films have shown lateral crystal sizes of typically 5 nm [14, 151. XRD, on the 
other hand, shows larger dimensions, particularly for the CdS, where the coher- 
ence length in the direction perpendicular to the basal plane (the preferred 
growth direction) is ca. 15 nm, resulting in short quantum wires [ l G ] .  In spite of 
this, the size quantization is appreciable. 

This quantization has been put to use by depositing the CdS, formed in this 
way, as a window layer on CuInS2 and CuInSe2 photovoltaic cells instead of the 
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Fig. 2.1 Transmission spectra o f  CdS and 
CdSe films electrodeposited from DMSO solu- 
tions containing CdClz and S or Se at ca. 
100°C. Film thicknesses 100-200 nm. The 
band-gaps o f  the films, estimated from the 

spectra, are shown as vertical lines cutting 
the spectra. The vertical lines on the Wave- 
length axis show the bulk band-gap values of 
Wurtzite CdS and CdSe. 
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Fig. 2.2 Photocurrent spectra (solid lines) of 
CdS/CulnS2 photovoltaic cells with the CdS 
deposited by electrodeposition (ED, black 
line) and chemical deposition (CD, gray line). 
Transmission spectra o f  the ED and CD CdS 

on glass (CD) or SnOz conducting glass (ED) 
are shown by the respective broken lines. The 
current-voltage characteristics are shown in  
the inset. 
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conventional chemical solution-deposited CdS (which is not size quantized as nor- 
mally deposited) [ lG] .  The rationale was that, since most of the light absorbed by 
the CdS in these cells is lost by recombination, a higher band-gap CdS should al- 
low more short wavelength light to reach the CuInS(Se), resulting in higher 
photocurrents. This was indeed found to be the case, as seen in Fig. 2.2 which 
shows the spectral responses of cells prepared with chemically deposited and elec- 
trodeposited CdS along with the absorption spectra of the two different layers of 
CdS deposited on conducting glass and the output characteristics of the two cells. 
In this case, the wire structure of the CdS may even be an advantage since it 
means that there will be fewer grain boundaries in the CdS layer in the direction 
of current flow and therefore less probability of resistance losses. The subject of 
resistance loss is interesting in itself. It might be expected that size quantization 
would imply high resistance (effective charge localization). The CdS layers are re- 
sistive in the dark but are photoconductive. The fact that quantization occurs in 
the directions where current flow is not important, but presumably does not in 
the direction where it is (i.e., normal to the substrate) may be a critical feature. 

Of particular importance in this electrodeposition technique is the nature of the 
anion of the metal salt, in contrast to aqueous electrodeposition of semiconduc- 
tors where it is usually not important. There are two reasons for this sensitivity. 

One is the fact that many salts are unstable in hot DMSO containing dissolved 
chalcogen. Cd salts of carboxylic acids (such as acetate or formate) decompose to 
form CdS, probably due to the reducing action of these anions [17]. The nitrate 
decomposes to a white solid (the composition of which was not investigated) 
while the sulfate is insoluble. The perchlorate and halides are both soluble and 
stable (the fluoride also decomposes, but very slowly indeed and many electrode- 
positions can be carried out from the same solution if the solution temperature is 
not too high). The methylsulfonate and borofluoride salts of Cd, (Cd(CH3S03)2 
and Cd(BF&, have also been successfully used for CdS deposition [18, 191. 

The other reason that the anion is important is that it affects the structure of the 
film and in particular the crystal size. Baranski and Fawcett found a strong depen- 
dence of crystal texturing on the anion (Cl- or ClO;) [20] and explained the difference 
by varying adsorption of C1- on different crystal faces of the CdS [19]. We do not find 
clear cut differences in texture when using C1- and ClO; although it should be noted 
that such differences may depend on experimental variables and, in particular, on 
the nature of the substrate. More important for our purposes is that there is a pro- 
nounced difference in the crystal sizes (and therefore on the band-gaps) of CdS and 
CdSe deposited from solutions of the two anions. Films deposited from C1- solutions 
exhibit band-gaps between 0.1 and 0.2 eV higher than those of the same compound 
deposited from ClO; solutions [14]. More recent and detailed studies indicate that 
this difference is due to adsorption of the more strongly-adsorbed Cl- on the grow- 
ing CdX surface, preventing further crystal growth (capping) [21]. In particular, F- 
behaves like ClO, and not like the other halides in this respect (Fig. 2.3 gives trans- 
mission spectra of CdS films which show a spectral shift due to size quantization for 
the C1- but not for the ClO; or F-). This is expected based on halide adsorption; un- 
like the other halides, F- does not normally adsorb on electrodes. 
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Fig. 2.3 Transmission spectra o f  CdS layers 
deposited on Sn0,-coated glass from DMSO 
solution containing 5 and different Cd salts 

(perchlorate, fluoride and chloride). The spec- 
tra are corrected for specular reflection. 

2.2.2 
Miscellaneous Sulfides and Selenides 

While CdS and CdSe have been the most studied examples of this electrodeposi- 
tion technique, other materials have been reported, including Bi2S3 [22] and SnS 
[9]. In addition, solid solutions can be deposited using mixtures of either S and Se 
and/or different metal cations in solution. Cd(S,Se) has been deposited with vary- 
ing S:Se ratios [7]. The XRD peaks of the films became weaker as the Se:S ratio 
increased but the peak width did not increase (Se-rich films were found to be 
amorphous while the S-rich ones were crystalline). We find that CdSe is always 
crystalline using this technique, but the vertical dimensions (measured by XRD) 
are indeed smaller than those of CdS. We have reported deposition of CuInSz 
films from mixtures of Cu and In; the stoichiometry was, however, very difficult 
to control [23]. A range of (Cd,Zn)Se films were deposited varying from pure 
CdSe to almost pure ZnSe from mixtures of Cd and Zn perchlorates [24]. Since 
CdSe deposits much more readily than ZnSe, a very small concentration of Cd 
and a much higher one of Zn were used and the composition of the deposit con- 
trolled by the deposition current density. At low current densities, Cd-rich films 
are obtained. However, as the current density is increased, the Cd is increasingly 
depleted and higher percentages of Zn are deposited, as seen from the transmis- 
sion spectra and compositions in Fig. 2.4. 
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Fig. 2.4 Transmission spectra o f  Cd,Zn,,Se 
layers deposited on Sn02-coated glass from 
DMSO solution containing 0.1 M LiC104, 
Zn(C104)2 (50 mM), Cd(C104)* (0.1 rnM) and 
Se (saturated; 10 m M  added Se) at 150°C. 
The current densities used for the samples 

(in the direction o f  decreasing wavelength) 
were: 0.1, 0.2, 0.4, 0.75 mAcm-2. The corre- 
sponding values o f  x, measured by XPS, were: 
0.75, 0.56, 0.46, 0.24, 0.20. The ZnSe film is 
pure ZnSe (no Cd in  the electrolyte). The 
spectra are corrected for specular reflection. 

2.2.3 
CdTe 

The deposition of CdTe by the same method has been reported using elemental 
Te and the deposit crystallinity was found to be very dependent on the current 
density, although the crystal size appeared to be much larger, at least under some 
conditions, than those described above for the sulfides and selenides [25]. Our 
own attempts to deposit CdTe in this manner have been totally unsuccessful - we 
have been unable to dissolve even very small amounts of elemental Te in DMSO 
under any conditions, except to a small extent when elemental Se is also present, 
in which case Cd(Se,Te) with a small fraction of Te is deposited. 

A related method to deposit CdTe has been described by Cocivera et al. [G, 261. 
They dissolved elemental Te in tri-n-butylphosphine (TBP) which reacts with Te to 
form TBP telluride. This compound, together with a Cd salt dissolved in propy- 
lene carbonate, was the electrolyte from which CdTe was cathodically electrodepos- 
ited. The as-deposited films were reported to be X-ray amorphous, a fact that sug- 
gested to us that they may in fact be polycrystalline as discussed previously. We 
modified this technique and simplified it, in particular by using a one-step tech- 
nique to prepare the solution [27]. In this case, DMSO was found to be the only 
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Fig. 2.5 Pulse electrodeposited CdTe films on 
SnOz-coated glass from DMSO solution con- 
taining 4 mM Cd(C104)2, 60 mM tributyl 
phosphine and 20 mM Te at 100°C. The size 
distributions are shown, measured by TEM 
imaging. The size measured by XRD peak 
broadening and the band-gaps estimated 

from the transmission spectra are also given. 
The pulse plating regime is shown (time axis 
to scale) to the right o f  the distributions. The 
pulse frequency was 1 Hz. The deposition 
was carried out potentiostatically a t  -1 lOOmV 
(relative to the SCE) deposition pulse and - 
550mV stripping pulse. 

solvent (among the several we tried) which would give satisfactory deposits using 
the one-step technique. The CdTe was found to be nanocrystalline with a wide 
size distribution varying from several nm up to tens of nm. In addition, the films 
were generally non-stoichiometric with excess Te or Cd depending on the deposi- 
tion potential. It was difficult to deposit close-to-stoichiometric film. To improve 
the stoichiometry, we employed reverse pulse deposition. The rationale for this 
was that CdTe would be deposited during the cathodic pulse and any excess Cd or 
Te would be stripped during the anodic pulse (which was not sufficiently anodic 
to strip also the CdTe). This technique indeed resulted in stoichiometric films. No 
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less important, however, was its effect on the crystal size and size distribution. 
Fig. 2.5 shows size distributions, measured from TEM micrographs, of three films 
deposited under the same conditions except that the pulse regime (shown on the 
right of the figure) was varied. The crystal sizes measured from the XRD spectra 
are given and agree with the TEM measurements. The CdTe band-gaps, measured 
from the transmission spectra, are also shown and the increase in band-gap with 
decrease in crystal size is clear. 

The average crystal size decreases as the duration of the cathodic pulse be- 
comes shorter and that of the anodic pulse longer. There are two factors to which 
this effect can be attributed. Pulse plating is known to result in smaller crystal 
size for metallic electrodeposits. The normal conditions for pulse plating are very 
high current densities which result in rapid nucleation; such high current densi- 
ties cannot be maintained under DC conditions because of electrolyte depletion. 
Since the current densities employed here were not particularly high (mostly 
~ l m A c m - ~ ) ,  this effect is not expected to be very strong, although it might have 
an effect. The second factor is the capping effect of the TBP. Phosphines are 
known to adsorb strongly to Cd chalcogenides and to block crystal growth - the 
capping effect [28-301. In this case, the longer the time between depositions (the 
anodic pulses), the more opportunity there is for capping to occur and the more 
efficient it should be. Thus the shorter cathodic pulses result in less crystal 
growth and the longer anodic ones ensure that the following cathodic pulse will 
renucleate CdTe rather than grow on an existing crystal. 

Colyer and Cocivera used the same basic method to deposit films of (Cd,Hg)Te 
[31]. From XRD spectra, a crystal size of ca. 5 nm could be estimated which grew 
through 7.5 nm (200 "C) to 22 nm (300 "C) on annealing. Optical absorption spec- 
tra of these films could be explained by size quantization [4]. 

2.3 
Ultrathin Films and Isolated Nanocrystal Deposition 

2.3.1 
Effect of Substrate on Non-aqueous Deposited Films 

Most of the rest of this chapter deals with the effect of the substrate and the sub- 
strate-semiconductor lattice mismatch on the semiconductor crystal size and 
structure. First, however, we review the sparse previous literature, not necessarily 
connected with crystal size, on the effect of substrate on the semiconductor elec- 
trodeposited from these nonaqueous solutions. 

The deposition of CdS on metals with an affinity for sulfur (Au, Pt, Hg) exhib- 
ited similar current-voltage voltammograms insomuch as a prepeak - correspond- 
ing to about a monolayer - occurred at potentials positive of the main deposition 
wave. Two explanations were offered for this peak: underpotential deposition of 
Cd on the metal surface [32] (more probably on the S-covered surface) or reduc- 
tion of the sulfide formed by chemisorption of S on the metal surface [18, 191. 
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This prepeak was not observed on nonreactive substrates such as glassy carbon 
where chemisorption of S presumably does not occur [19]. 

The crystallographic texture of CdS films was found to depend on, among other 
parameters, the substrate material [ 3 3 ] .  Differing degrees of texturing were found 
on Cd/Cr/glass and Sn02-glass substrates, while little texture was found on steel 
substrates. Also, the deposition current density affected the texture of the deposit. 
Based on XRD, the crystal size was estimated to be ca. 15-20 nm. It was sug- 
gested that the crystallographic differences were connected with the nucleation 
sites on the various substrates. In the absence of crystallographic data on the bare 
substrates, it is difficult to explain these crystallographic effects. 

I 

2.3.2 
Epitaxy 

We now turn to the effect of lattice mismatch between the substrate and electrode- 
posited semiconductor. We begin with a brief description of epitaxy and types of 
epitaxial crystal growth. 

Epitaxy refers to the growth of one material on another such that the lattice of 
the deposited material has the same orientation - in the plane of the substrate - 
as that of the substrate itself. In this case, the crystal planes of the deposit will all 
also be facing in the same direction: (as described in the description of tech- 
niques at the beginning of the chapter, the planes may all face the same direction 
without the individual crystals all having the same azimuthal direction). Epitaxy is 
favored by close matching of the lattice plane distances of semiconductor over- 
layer and substrate. This match extends to matching of various ratios of lattice dis- 
tances and of the match when one lattice is rotated with respect to the other. Ex- 
amples of both will be given later. 

There are three main forms of growth when a material is deposited on a sub- 
strate, shown schematically in Fig. 2.6. When the interaction between semiconduc- 
tor overlayer and substrate is strong - stronger than that between molecules of 
the semiconductor itself, a layered growth is likely (Frank-van der Menve growth, 
a), assuming the lattice match is good. The opposite case, when the interaction 
between the semiconductor and substrate is weak, leads to island growth (Volmer- 
Weber growth, b). Stranski-Krastanow growth (c), where an initial layered growth 
turns to an island growth, is an intermediate type of growth. 

The growth of nanostmctures of one semiconductor on another where the size 
is controlled by the lattice mismatch has been extensively studied for vapor phase 
deposition techniques, mainly molecular beam epitaxy and metal-organic vapor 
phase epitaxy. Ref. [34] gives a review of this field. The principle of the control of 
crystal size is that the growing crystal is subjected to increasing strain due to the 
lattice mismatch (mismatch strain) until eventually it is energetically more favor- 
able for the crystal to stop growing and for a new one to nucleate in another posi- 
tion. In most of the reported studies the growth mode appears to be the Stranski- 
Krastanow one. The island sizes typically range from tens to hundreds of nm (lat- 
eral dimensions) and several nm to several tens of nm in height depending on the 
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Frank-van der Merwe Volrner-Wetxr Stranski-Krastanow 

(a) (b) 
Fig. 2.6 Epitaxial growth modes. 

system and the conditions. However, the island size distributions are usually nar- 
row, which is explained by the mismatch strain mechanism, whereby the islands 
stop growing when a certain strain has been reached. They usually exhibit well-de- 
fined geometric shapes, often pyramidal. It should also be noted that these deposi- 
tion techniques are usually carried out at substrate temperatures of at least 
500°C: the high temperatures appear to be necessary to obtain epitaxy due to dif- 
fusion of the atomic species to the most stable position. This type of growth, 
where the crystal size, and sometimes also the geometry of the distribution, is de- 
termined by built-in properties of the system rather than externally imposed, e.g. 
by lithography, is often termed self-organized growth. 

2.3.3 
Variation of Semiconductor 

2.3.3.1 CdSe on Au 
We have studied such self-organized growth of Cd chalcogenide semiconductor 
nanoparticles, although with some fundamental differences with those discussed 
in Ref. [34]. A general schematic of this system is shown in Fig. 2.7 for the case 
of CdSe on Au. Au (30-35 nm thick) is evaporated on to a glass or mica substrate. 
The films are annealed for 3h at 250°C to form (111)-textured films with a grain 
size up to several hundred nanometers. The importance of the annealing step is 
mainly to enhance the Au grain size so as to allow selected area electron diffrac- 
tion (SAD) to be carried out on a single Au grain. 

CdSe was cathodically electrodeposited onto these Au films from hot (90- 
12OOC) DMSO containing Cd” (usually Cd(C10& but sometimes Cd(Cl),) and 
elemental Se. A glassy carbon plate was used as the anode (for more experimen- 
tal details, see Refs [35-371). Because of the poor adhesion of Au to glass, the Au, 
together with the CdSe deposit, could be easily separated from the glass on the 

Evaporated Au, ca. 30 nm CdSe 

Fig. 2.7 Schematic diagram of electro- 
deposited CdSe nanocrystals on a Au 
film. substrate 

Glass or mica 



38 2 Electrodeposition of Semiconductor Quantum Dot Films I 

Fig. 2.8 TEM images of CdSe nanoctystals electrodeposited on Au. 
(a-c), current density=0.1 mAcm-* for 7 s; temperatures (a) 
150°C, (b) 120°C, (c) 90°C; (d) 0.7mAcm-* for 1 s at 120°C. 

surface of 5% aqueous HF (the HF did not come in contact with the CdSe) for 
TEM observation. 

The amount of CdSe deposited could be calculated from the plating charge, the 
CdSe density and Faraday’s equation as explained in the preface. Based on a 2- 
electron transfer and assuming 100% current efficiency, at the plating current 
density used here (O.lrr~Acm-~ unless stated otherwise), each five seconds of de- 
position is equivalent to a homogeneous deposit 0.8 nm thick. Since our deposits 
are not homogeneous, but, as seen below, comprised of nanocrystals, either iso- 
lated or aggregated, we use the term “nominal thickness” to refer to the thickness 
which would be obtained if the deposit was homogeneous and non-porous. For ex- 
ample, a deposition time of 15s would give a nominal thickness of ca. 2.5 nm. 
For a nanocrystal height of 4-5 nm, this would be equivalent to a little more than 
half a monolayer coverage of crystals. 
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Fig. 2.9 Selected area electron diffraction (SAD) pat- 
tern of many CdSe crystals on a single Au grain. As- 
signment of the various reflections is given in the 
lower part. From Colan et al., [36]. 

The distribution of the CdSe electrodeposit on the Au is shown in Fig. 2.8 for 
various deposition temperatures and current densities. In all cases, the lateral 
crystal sizes are similar (4-5 nm), but the degree of aggregation varies greatly. De- 
creasing temperature (a-c) and increasing current density (d) favor decreased ag- 
gregation, i.e. more isolated crystals. This behavior is not surprising since higher 
temperatures or longer times (lower current densities for the same charge) should 
favor increased aggregation due to mobility of the CdSe. In this respect, it should 
be noted that samples of isolated nanocrystals similar to those in Fig. 8c and d 
are stable at room temperature and do not aggregate even after a year. 

A SAD pattern of a single Au grain with hundreds of CdSe nanocrystals, to- 
gether with assignment of the pattern, is shown in Fig. 2.9. The single crystal 
spot pattern of the Au with (220) and 1/3{422} reflections is evident. The CdSe 
reflections ((11.0) and {10.0}), although formed by many crystals, also form a 
sharp spot pattern. This means that all the CdSe crystals are aligned in the same 
direction and the correspondence between the Au and CdSe spots shows that the 
deposit is epitaxial with the Au in a {111}Au(~{00.2}CdSe and (llO)AulJ(ll.O)CdSe 
orientation relationship. The epitaxy can be understood from the close lattice 
match between the two lattice spacings: d-{llO}Au (the smallest interatomic dis- 
tance in the (111) plane of the fcc lattice) and aOpSe)  (the smallest interatomic 
distance in the basal plane of the hexagonal lattice). The literature values of the 
lattice spacings are d-{110}~u=0.2884 nm and ao(cdse)=0.4299 nm, which, in a ra- 
tio of 3:2, correspond to a mismatch of -Oh%. 
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Fig. 2.10 (a) HRTEM image of an aggregate 
of CdSe nanocrystals on Au. The optical dif- 
fraction patterns were obtained from the area 
marked “6” in the image corresponding to 

the Au only (b) and from the area marked 
“C” showing alignment between CdSe and Au 
reflections (c). From Colan et al., 1361. 

HRTEM and optical diffraction of HRTEM images confirmed this epitaxial rela- 
tionship, and showed that the quantum dots exhibit essentially perfect crystal 
structure [3G]. Fig. 2.10 shows a HRTEM image of a cluster of CdSe crystals (the 
aggregate boundaries are often not evident in HRTEM). The identities of the 
CdSe and Au are clearly shown by the optical nanodiffraction patterns (b and c) 
and the identical alignment of the CdSe and Au lattices is clearly seen, verifylng 
the SAD pattern in Fig. 2.9. The 3:2 lattice match is prominently seen as super- 
structure lines superimposed on the CdSe and Au lattice images. 

The above discussion applies to a monolayer or less of crystals. When more 
CdSe than this is deposited, the epitaxy is gradually lost and the crystal size be- 
comes larger. For deposition from Cd(Clo&, the crystal size increases by up to 
several times between the first crystal layer and subsequent ones. This can be 
seen in the TEM micrograph of a 15 nm thick film (Fig. 2.11). The loss in epitaxy 
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Fig. 2.11 TEM image of CdSe 
deposit (nominal thickness 
15 nm) on Au. Inset: SAD of de- 
posit on a single Au grain. 

of these films is clear from the ED pattern as the point pattern of the epitaxial de- 
posit changes into a ring pattern characteristic of a non-oriented deposit. 

The epitaxy between the CdSe and Au can be explained by their small (-0.6%) 
lattice mismatch. However, as noted above for the vapor-deposited ‘self-assembled’ 
islands, a consequence of the mismatch strain is a relatively narrow size distribu- 
tion. This also occurs in the electrodeposited nanocrystals as can be seen by a typ- 
ical size distribution histogram (shown in Fig. 2.20). If this is indeed the correct 
reason for the particular crystal size, then this size should be controllable by 
choice of the semiconductor and substrate lattice parameters: the larger the mis- 
match, the smaller the crystal size and vice versa. To test this hypothesis, we stud- 
ied a range of different electrodeposited semiconductor-substrate combinations. 

Tab. 2.1 Lattice parameters of the materials considered in this paper. The parameter of the semi- 
conductors and Cd (all of the hexagonal (Wurtzite) structure) is the cell ‘a’ distance (the smal- 
lest interatomic distance in the basal plane) whereas that o f  the cubic metals (Au, Pd) is the 
equivalent distance in the (111) plane, the spacing between { l lO}  planes. 

Material Lattice parameter (nm) 

CdS 0.4136 
CdSe 0.4299 
CdTe 0.4578 
ZnSe 0.4008 
Au 0.2884 
Pd 0.2752 
Cd 0.2980 
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Table 1 shows the lattice parameters of relevant semiconductors and metals used 
in this study. It should be noted that the lattice parameters of many alloys - semi- 
conductors as well as metals - vary approximately linearly with composition (as- 
suming no change of phase occurs), a relationship known as Vegard's law. 

I 

2.3.3.2 Cd(Se,Te) on Au 
An obvious strategy would be to obtain perfect lattice match in the expectation of 
obtaining an epitaxial layer of the semiconductor. This was not attained for var- 
ious reasons as will be seen below. The first attempt in this direction was to de- 
posit an alloy of CdSe,Tel-,. From the values of lattice parameters in Table 1 and 
applying Vegard's law, which has been shown to be valid for these solid solutions, 
a value of x=0.88 (12% Te) should result in such a perfect match. It  may be re- 
membered that we could not dissolve Te in DMSO. However, small amounts of 
Te could be dissolved in the presence of dissolved Se (this could be seen visually 
from a change in the color of the DMSO from the orange characteristic of dis- 
solved Se to yellow when Te was added, suggesting some complex formation be- 
tween the Se and Te in the DMSO [38]. While we do not know the concentration 
of Te in the electrolyte (it was almost certainly < 1 mM), we could qualitatively vary 
the amount of Te in the deposit by varying the deposition current density and 
temperature. Relatively high current densities resulted in severe depletion of the 
Te near the cathode thereby favoring the more concentrated Se in the deposit, in 
the same manner as the Zn concentration was vaned in the (Cd,Zn)Se deposits 
described below. In the same way, higher deposition temperatures increased the 
concentration of Te at the cathode and therefore in the deposit. 

Fig. 2.12 shows a series of TEM micrographs of Cd(Se,Te) deposits on Au. In all 
cases the same amount of charge was passed and the differences are due to com- 
binations of current density and temperature. SAD showed that the deposits were 
epitaxial as for the pure CdSe (this was found for all the deposits). The maximum 
concentration of Te (relative to Se) in the deposit (Fig. 2.120 was measured by 
XPS to be 2.5% and semiquantitatively by Raman spectroscopy to be closer to 
10%. We assume a value ca. 5% which is a sufficiently good indication of the ac- 
tual amount for our purposes. In any case, it is still below the 12% required for 
perfect lattice match. In addition, it is a fair assumption that, both due to the 
small amount of Te as well as the chemical similarity of Se and Te, any differ- 
ences between CdSe and Cd(Se,Te) will be due to lattice variations rather than to 
chemical effects between semiconductor and substrate. 

The qualitative increase in average lateral dimension with increasing Te concen- 
tration from pure CdSe (4-5 nm) up to the ca. 5% Te compound (18 nm) clearly 
shows the results anticipated from the mismatch strain principle. The crystal 
height, measured by XRD, also increased with increasing Te content up to 12 nm 
[38]. This means that the larger crystals had larger lateral dimensions than the 
vertical one - i.e., they were more disk-shaped than pure CdSe whose average ver- 
tical and lateral dimensions were similar. However, this increase in crystal height 
is also influenced to an extent by deposition conditions (current density and tem- 
perature) and therefore should not be correlated with Te content directly. 
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Fig. 2.12 TEM images of: (a) (Te free) CdSe 
nanocrystals on Au. (b-f) Cd(Se,Te) nanocrys- 
tals with increasing average size from 6 (b) to 
18 (f) nm. All the images in this figure are 
shown a t  the same magnification, and were 
all electrodeposited using the same amount 
of electrical charge (0.70rnC~m-~). Deposition 
parameters: (a) O.lOOmAcm-*, 7 s, 90°C (Te 
free); (b) 0.100mAcm-2, 7 s, 120°C; 

(c) 0.100mAcm-2, 7 s, 150°C; (d) 0.015mA 
cm-2, 47 s, 120°C; (e) 0.005mAcm-2, 140 s, 
130°C; (f) 0.015mA~m-~, 47 s, 170°C. De- 
position solutions: (a) 50 mM 
Cd(C104)26H20+12 mM elemental Se in 
DMSO; (b-f) 25 mM Cd(Cl0&6H20+ 
0.3 mM elemental Se+l.O mM elemental Te 
(excess - not all dissolved) in DMSO. 

Also evident from Fig. 2.12 is that the crystal size distribution increases in gen- 
eral with increasing average size (Te content), although Fig. 2.12e is an interesting 
exception. It is possible that this is due to variations in composition from one 
crystal to another. Since the measured estimates for the Te concentrations are 
average ones, the largest crystals in the distribution should then have a higher Te 
content than this average value. 

2.3.3.3 (Cd,Zn)Se on Au 
To obtain smaller crystals (greater mismatch), we chose the (Cd,Zn)Se system, 
using the same principle as described above for thicker films of this material (low 
Cd and high Zn concentrations). Fig. 2.13 shows the size distribution histogram 
measured from a TEM image of such a deposit. The lateral measurements are 
smaller than those of CdSe, as expected. XRD gave a crystal height of 5 nm - 
more than twice the average lateral dimension [39]. The crystals can therefore be 
considered as short quantum wires rather than quantum dots. The SAD pattern 
of this deposit (inset of Fig. 2.13) shows that epitaxy is maintained. These results 
show very clearly the same effect of mismatch strain, but in the opposite direction 
that was obtained for the Cd(Se,Te). 

2.3.3.4 CdS on Au 
As our final example of variation in semiconductor composition, we consider CdS 
on Au [40]. The mismatch in this case is -4.5% - large compared with our pre- 
vious values. The properties of the deposit in this case are very dependent on the 
amount deposited. The progression of crystal size and orientation with deposit 
amount is seen in Fig. 2.14. For small amounts of deposit, the crystals are pre- 
dominantly epitaxial (although not perfectly so as for CdSe on Au, seen as arcs in 
the SAD patterns). The average lateral crystal dimension grows and the degree of 



44 2 Electrodeposition of Semiconductor Quantum Dot Films I 

Diameter (nm) 

Fig. 2.13 Size distribution of CdxZnl-xSe (x  * 0.8) electrodeposited on Au, mea- 
sured from TEM image. Inset: SAD of deposit on a single Au grain. 

orientation decreases as the amount of deposit increases. The crystal height for 
the nominally 5 nm deposit was found to be 3 nm - similar to the lateral dimen- 
sion (this was measured by scanning force microscopy, since no XRD pattern 
could be seen on the thinner deposits). 

There is a number of observations to be made when comparing the CdS deposi- 
tion to other depositions described above. First, considering the 5 nm sample, 
where the crystal height is 3 nm, this should correspond to more than one mono- 
layer of CdS crystal; yet Fig. 2.14 clearly shows that less than one layer of crystals 
has been formed. This suggests that the current efficiency of this deposition is 
less than for the CdSe deposition. An XPS study of this deposition has shown 
that the efficiency at the beginning of the deposition is indeed very low, and that 
CdS only begins to deposit after a 'nominal' deposition of 2 nm has occurred [40]. 
This means that the actual amounts of CdS deposited are at least 2 nm less than 
the nominal values. For example, the 5 nm film is no more than 3 nm average 
thickness, i.e. 5 a monolayer of crystals. Another difference is the higher current 
densities used for the CdS deposition (0.5mAcm-2) compared with the 
0.1mAcm-2 typical for CdSe. Since S is much more soluble in DMSO than is Se 
(100mM was used in these experiments), higher current densities were used. This 
may or may not be important: for CdSe on Au/Pd alloys, it is an important factor 
(see below) while for CdSe on Au, current density does not appear to affect the 
epitaxy. 

Since the mismatch strain argument relies on an epitaxial growth, the partial 
loss of this epitaxy for CdS on Au means that the argument is not valid or only 
partially so. The loss of epitaxy is reasonable, based on the relatively large mis- 
match. For the 8 and 10nm films, there may either be new layers of crystals or 
the crystals in the first layer may grow in the lateral direction (since TEM mea- 
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Fig. 2.14 TEM micrographs (left side), crystal 
size distribution histograms (center) and SAD 
patterns (no pattern was seen for the 2.5nm 
sample) (right side) of CdS deposited on Au 
at 90°C and a plating current density o f  

0.5mAcm-’ for plating times o f  3 .5s  (nom- 
inal thickness 2.5nm); 7 s  (5 nm); 11 s (8nrn) 
and 14s (lonm). The scale marker shown on 
the top TEM micrograph applies to all micro- 
graphs. From Behar et al., 1401. 

sures lateral dimensions - they can also grow in the vertical direction, and appar- 
ently do so, as seen by XRD measurements of the thicker films). The former 
seems more likely, both because there is not much space on the substrate for the 
crystals to grow laterally after the 5 nm deposit and, more important, the reason- 
ably oriented crystals in the first layer would have to rotate in order to lose this 
orientation as the crystal size grows - an unlikely occurrence. 

2.3.4 
Variation of Substrate 

2.3.4.1 CdSe on Pd 
Up to now, we have varied the semiconductor-substrate mismatch by changing 
the semiconductor. We now look at several examples where the substrate is var- 
ied. 
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Fig. 2.15 TEM image of CdSe electrodeposited 
Pd at 120°C and a constant current o f  
O.lOmAcm-* for 10s. 

Fig. 2.16 HRTEM of  part of the deposit 
from Figure 15. 

on 

The most extensively studied system using a substrate other than Au is CdSe 
on Pd [37, 411. Pd has the same fcc structure as Au; the lattice spacing, however, 
is almost 5% smaller than that of Au, with the result that the mismatch between 
CdSe and Pd is +4.1%. This is close to the mismatch between CdS and Au, but in 
the opposite direction, i.e., the CdSe should be compressed instead of stretched. 

Fig. 2.15 shows a TEM view of a CdSe deposit on Pd (nominal thickness ca. 
1.5 nm). The deposit is very different than the one obtained on Au. There are par- 
tides of ca. 10-20 nm with a size distribution larger than that shown by CdSe on 
Au. On further deposition, these particles grow larger, up to at least 100 nm. Addi- 
tionally, the whole surface of the Pd appears to be covered by deposit. This is seen 
better in a HRTEM image (Fig. 2.16) which shows one particle and the surround- 
ing region. The Pd lattice is not seen even in the thin surrounding region. Super- 
ficial investigation of this image suggests that the deposit is amorphous. Slow 
scan XRD showed no diffraction pattern, which would seem to support such a 
conclusion. However, careful examination of the HRTEM image reveals the pres- 
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ence of many regions showing short range order, often with hexagonal symmetry. 
An in-depth analysis of this short range order showed the presence of irregular 
structures of ordered CdSe, ca. 1 nm in size, surrounded by disordered CdSe. 
Furthermore, Fourier analysis of HRTEM images showed some degree of prefer- 
ential orientation of the ordered structures relative to the Pd lattice, but rotated 
30" to the Pd [41]. Subsequent modeling of the superimposed CdSe-Pd lattices 
showed that this 30" rotation indeed resulted in an improved lattice match com- 
pared with the aligned lattices [37]. 

The very small ordered structures are in qualitative agreement with the mis- 
match strain argument which predicts very small crystals in this case. This argu- 
ment is only valid for these ordered regions, and then only to a certain extent be- 
cause of the lack of full epitaxy. It will not, of course, apply to the disordered re- 
gions since there is no epitaxy and therefore no long-range mismatch strain - any 
local strain can be easily accommodated by variations in local bonding. 

The growth behavior of CdSe on Au and Pd is very different. This is not likely 
to be a simple lattice effect but also connected with the chemical interaction be- 
tween CdSe and substrate (or Se-coated substrate). Se itself reacts more strongly 
with Au than with Pd as shown by XPS analyses [37]. However, while CdSe forms 
a complete wetting layer on Pd, it does not on Au, where only islands are formed. 
Pd has a higher surface energy than Au which may play a role here. It should be 
noted, however, that the adsorption of S on Pd is strong enough to form surface 
chemical species corresponding to Pd-S, [42, 431. 

2.3.4.2 CdS on Pd 
CdS has only a small mismatch with Pd - +0.17% (2:3 ratio). However, our at- 
tempts to obtain thin electrodeposits of CdS on Pd were unsuccessful. Small parti- 
cles (ca. 2nm) were obtained; however the identity of these particles was un- 
known - XPS analysis showed almost total absence of Cd. In this case, chemical 
interaction between S and Pd probably dominates the surface. 

2.3.4.3 CdSe on Au-Pd Alloy 
Because the 3xAu lattice spacing is slightly larger than the 2xCdSe one, while 
the Pd is smaller, an obvious question is: what if an alloy of Au-Pd is used, where 
the lattice parameter can be varied at will and can also be made identical to that 
of the CdSe (at a content of ca. 12% Pd)? The alloy films were prepared by evapor- 
ating previously alloyed Au and Pd in the correct proportions. XRD and XPS ana- 
lyses showed that the metal film composition was close to that of the starting ma- 
terial. A range of alloys up to 26% Pd were made and CdSe electrodeposited on 
the alloy films. 

The character of the deposits, in terms of crystal size and orientation, did not 
behave as predicted from the mismatch theory. Instead of increase in crystal size 
and perfect epitaxy as the Pd concentration increases up to the theoretical perfect 
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match, the orientation was gradually reduced as the Pd content increased, 
although not lost entirely, even for the 26% Pd film. However, if the deposition 
current was reduced from 0.1 to 0.01 mAcm-2, the epitaxy was greatly improved, 
and even the 26% alloy was almost perfectly epitaxial [39]. It appears that kinetic 
factors are important in the orientation. 

The variation of crystal size with Pd content was not reproducible. While there 
was a general tendency for crystal size to increase somewhat (and to become 
more faceted compared with the CdSe on Au), the size distribution was consider- 
ably wider than on pure Au and a range of sizes from less than 2 nm up to 
10nm was found [39]. XRD, used to measure crystal height, was not very useful 
as the peaks became weaker with increasing Pd content. This could be due to de- 
fects in the crystals which would reduce the coherence length. 

While the mismatch theory appears to fail in this case, some consideration 
must be given to the assumption that the alloys behave like the pure metals, only 
with differing lattice constants. Surface enrichment of Au has been found to oc- 
cur at the (113) face of Au3Pd alloys using low angle ion scattering [MI. This does 
not explain our results since we would still expect perfect epitaxy (at 0.1mAcm-2) 
just as occurs on pure Au. Another and more likely possibility is that the surface 
is disordered, as might be expected for a material with differing bond lengths po- 
sitioned at random. A third option is that the surface interaction effects between 
CdSe and (Se)alloy dominate the behavior. 
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2.3.4.4 CdSe on Au-Cd Alloy; Rocksalt CdSe 
To try and separate chemical effects from lattice mismatch, we have carried out 
some studies of an alloy of Cd with Au containing 3% Cd. Cd was chosen due to 
its strong interaction with Se. The change in lattice spacing due to the 3% of Cd 
is very small (+0.07%) and therefore we can reasonably attribute any change in 
CdSe properties to differences in chemical interaction (taking into account what 
we suggested above concerning disorder in the surface of alloys). No measurable 
difference in the XRD peak position was found between the Cd-Au and pure Au, 
as might be expected for such a small difference. 

The structure of the CdSe, deposited under standard conditions on to this alloy, 
was very different from that on pure Au. Fig. 2.17a shows a TEM image of a 
CdSe film (nominal thickness 1.5 nm) deposited on the Cd-Au. While the crystal 
size (ca. 5 nm) is similar to that on pure Au, the coverage of the substrate is al- 
most complete compared with the relatively small coverage of the pure Au using 
similar deposition conditions (see Fig. 2.8). This implies that the crystals are thin- 
ner than those on Au. However, more surprising is the SAD pattern of this depos- 
it (Fig. 2.17b). The deposit is epitaxial with the substrate, like that of CdSe on 
pure Au (compare with Fig. 2.9). However there is an additional reflection near 
the CdSe (11.0) wurtzite/(220) zincblende one, with a 5% smaller (220) spacing 
(farther from the center) than the normal wurtzitelzincblende one. 

This additional reflection has been shown to originate from rocksalt (RS) CdSe 
[45]. CdSe (and CdS) are known to undergo a phase transition from the wurtzite 
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Fig. 2.17 (a) TEM micrograph of CdSe elec- 
trodeposited on a 3% Cd/Au alloy film on a 
glass substrate at 0.1 mAcm-’ for 8 s at 
110°C. (b) SAD pattern of part of the above 

sample showing spots due to both rocksalt 
(RS) and wurtzite/zincblende (W/ZB) phases 
with the same crystal orientation. 

(W) structure to a RS phase under high pressure and to revert to a mixture of W 
and zincblende (ZB) upon release of the pressure. CdSe nanocrystals were shown 
to undergo the W-to-RS transition at higher pressures than bulk CdSe (46, 471. 
The differences between solid-solid phase changes in bulk and nanocrystalline 
materials have been discussed in terms of two main factors [46, 481: the absence 
of defects in nanocrystals (phase change in bulk material is usually initiated at de- 
fects), and the large effect of surface energies in the thermodynamics of nanocrys- 
tal phase transformations. These studies conclude that nanocrystals can be meta- 
stable under ambient conditions where bulk crystals of the same material would 
be unstable. Two studies have indeed shown the existence of RS CdS under ambi- 
ent conditions: nanocrystals ca. 2 nm in diameter biosynthesized in yeasts [49] 
and large (ca. 100nm) crystals synthesized in polymer films in the presence of 
certain surfactants [SO]. 

An additional difference between the SAD in Fig. 2.17b and that of CdSe on 
pure Au is the reversal of the intensity ratio between the CdSe (10.0) and (11.0) 
reflections. The theoretical electron diffraction pattern of W CdSe predicts an in- 
tensity ratio of 10 (10.0): 7 ( l l . O ) ,  as has been seen qualitatively in ED patterns of 
electrodeposited CdSe on Au [ 3 5 ] .  On the Cd-Au substrate, the (11.0) reflection is 
always more intense, although this reverse intensity ratio is occasionally found on 
pure Au as well. This reversal suggests the presence of ZB CdSe, since the ZB 1/3 
(422) reflection with the same lattice spacing as W(lO.O), is forbidden. HRTEM 
images of the CdSe deposits on Cd-Au have confirmed the coexistence of RS, ZB 
and W phases [45]. 
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For thicker films, the RS reflections disappear. Also the ED pattern corresponds 
more closely to that of W CdSe, i.e., the (11.0) intensity is greater than that of the 
(11.0) reflection. Although the common crystal phase in such films is W, we find 
that the RS structure often forms in the early stages of deposition and converts to 
a mixed W/ZB structure as the deposition proceeds and is stable over long peri- 
ods of time in very thin films. 

Since the mismatch strain is expected to stretch the CdSe, it is difficult to see 
why the high pressure RS phase, which is normally formed under compressive 
forces, is formed. It was suggested that the surface tension of the growing crystal 
compresses the crystal [45]. This is probably also connected with the strong inter- 
action between the growing crystal and the substrate. Since >30% of the crystal 
atoms are surface atoms, this effect can be large. For thicker crystals, such as 
those showing the W or ZB structure, the surface effects will be correspondingly 
smaller. In view of the disappearance of the RS reflection with thicker films, the 
initial RS phase transforms into the ZB/W phases as the crystal becomes thicker 
and the surface-to-volume ratio decreases, resulting in a decreased compressive 
force. 

I 

2.4 
Electronic Characterization of Electrodeposited Semiconductor Nanoparticle Films 

One of the most common measurements made on size-quantized semiconductors 
- both colloids and films - is optical transmission (absorption) spectroscopy to 
measure the band-gap. This can then be correlated with the semiconductor crystal 
size, usually measured by TEM and/or XRD. This technique works well in most 
cases for films on transparent substrates (conducting glass for electrodeposited 
films). However, for many of the samples described above, which are on metal 
film substrates with low optical transmission, this simple technique is of limited 
usefulness. This limitation is severely compounded by the very small amount of 
material often present on these substrates - as little as an average thickness of 
2 nm or even less. 

Because of these limitations, we turned to other, less obvious techniques to extract 
values of Eg for these samples. We were able to measure these values to a reasonable 
approximation in most cases. Apart from this relatively mundane measurement, 
however, we found interesting properties of the samples, some of them not related 
to quantum size effects. The two methods described here are scanning probe cur- 
rent-voltage spectroscopy and photoelectrochemical photocurrent spectroscopy. 

2.4.1 
Scanning Probe Current-Voltage Spectroscopy 

This method uses the tip of a scanning probe microscope - either a scanning 
force microscope (SFM) with an electrically conducting tip or a scanning tunnel- 
ing microscope (STM). The tip contacts, either directly (SFM) or via a tunneling 
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Fig. 2.18 (a) Energy diagram o f  scanning 
probe t ip  - CdSe nanocrystal - Au substrate 
showing one valence level and two conduc- 
tion levels. (b) Corresponding current-voltage 

(;-V) characteristic, where the horizontal axis 
is the current axis. (c) Corresponding conduc- 
tivity-voltage plot, where the horizontal axis is 
the conductivity (dl/dV) axis. 

gap (STM), the semiconductor nanocrystals which are deposited on the conduct- 
ing substrate, forming a metal-semiconductor-metal or metal-tunneling barrier- 
semiconductor-metal junction, respectively. A potential sweep is applied to the two 
metal contacts and the current measured as a function of the applied bias - 
hence the designation current-voltage (i- V) spectroscopy. This method has been 
used to measure band-gaps of semiconductors, both bulk and size-quantized [51- 
531. 

The basis of the technique is shown in Fig. 2.18. When a negative bias is ap- 
plied to the tip, its Fermi level moves up with respect to the semiconductor en- 
ergy levels in the energy diagram (a). As long as there is no empty level to accept 
electrons from the tip (the situation ideally in the gap), no current will flow. Cur- 
rent will flow when the tip Fermi level reaches the first empty conduction level 
(Eel). Similarly, when the tip is positively biased, its Fermi level moves down and 
again no current flows until resonance is established between the tip Fermi level 
and the top filled valence level (Ev). The zero current region, shown in Fig. 2.18b, 
can then be identified with the semiconductor band-gap. 

This description is oversimplified for a number of reasons. To be valid, it re- 
quires that all of the applied bias falls across the tip-semiconductor barrier. If all 
the bias falls across an assumed semiconductor-substrate barrier (shown in 
Fig. 2.18a between the vertical broken line and the Au substrate surface), the zero 
current region will be the same, since a negative (positive) tip bias will result in 
the substrate Fermi level moving down (up) with respect to the tip level, resulting 
in the same spectrum. The problem arises if both barriers are comparable: in that 
case only some of the applied bias will fall across the larger barrier. The zero cur- 
rent region will then probably be larger than the band-gap (it could possibly be 
smaller if the Fermi level in the semiconductor is close to one of the edges). 
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Another important (and interesting) factor that must be taken into account in 
this model is the charging energy of the nanocrystal. The energy (voltage) re- 
quired to inject an electron into a material separated from the source by a barrier 
is given by 

1 

E = e2/2C ( V  = e/2C) 

where e is the electronic charge and C is the capacitance of the material. In most 
cases, C is sufficiently large such that this energy is much lower than the thermal 
energy and the charging effect is not observed. If very low temperatures are em- 
ployed, these effects can be observed (since the thermal energy is very small) and 
are seen as discrete steps in the current-voltage spectra (the single electron tunnel- 
ing effect) [54]. For the very small semiconductor structures described here, where 
C is often less than 10-18F and the voltage required to inject a single electron is 
given in tens of an eV, these effects can be seen at room temperature. This char- 
ging affects the current-voltage spectra in two ways. First, the zero current region 
only gives an approximate value of Eg More accurately, Eg is given by the differ- 
ence in energy between the first conductivity peaks at +ve and -ve bias, minus- 
twice the above charging energy, i.e. e2/C (twice, since charge is injected in both 
bias directions, once electrons and once holes). Second, in the region where cur- 
rent flows, every additional electron injected into, or removed from, the nanocrys- 
tal will require an additional voltage of e/C, resulting in plateaus in the i-V spec- 
trum (Fig. 2.1%) or peaks in the conductivity (di/dV) spectrum, as seen in 
Fig. 2 .18~.  The peak separation in the conductivity spectrum can arise not only 
from single electron charging but also from charge transfer via higher energy lev- 
els (such as EC1 in Fig. 2.18a). If the peak separation can be attributed to char- 
ging, then subtraction of this separation from the zero current voltage span will 
give the band-gap. (Note that this band-gap differs from the optical band-gap by 
the difference between the charging energy and the electron-hole coulomb energy: 
this difference is small in our samples - probably no more than tens of meV, and 
is ignored here, since the accuracy of these measurements is less than this differ- 
ence.) 

Fig. 2.19 gives an example of such spectra - current-voltage and conductivity - 
taken at room temperature using a Pd/Au-coated AFM tip for electrodeposited 
CdSe on Au on mica with a CdSe coverage of ca. 25%. Mica is used rather than 
glass as it is smoother and therefore more suitable for scanning probe measure- 
ments. The conductivity spectrum, which may be obtained either directly or by 
mathematical manipulation of the current-voltage spectrum (in this case the latter 
is employed), shows the features more sharply. The zero current region of ca. 
2.2V is prominent in both spectra. It should be stressed that many of the spectra 
taken on this (and similar) samples with a relatively low coverage of nanocrystals 
show an almost vertical line representing direct contact between the tip and Au 
substrate; this shows that the spectra such as shown here are not merely artifacts 
of the measurement. 
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Fig. 2.19 Current-voltage (a) and conductance (b) spectra o f  electrodeposited CdSe quantum 
dots (less than a monolayer coverage of dots) on Au. 

A feature of these spectra which can complicate the interpretation is the fre- 
quent appearance of a small peak in the conductivity spectrum close to the main 
peaks (such a peak is not seen in Fig. 2.19). This peak could be either due to tun- 
neling into a surface state close to the first conduction level or it could give the 
position of the conduction level itself. We believe the former is more likely for a 
number of reasons. The small size of the peak indicates a slow rate of increase of 
current with bias, suggesting poor coupling between tip and semiconductor 
states. Such poor coupling is not unexpected for tunneling into surface states 
which are localized and may be physically more distant from the tip. (In a few 
cases, this first peak may be large enough to lead to an ambiguous interpretation 
of the spectrum.) Also, the energy separation between this first small peak and 
the next one is very different (larger) than that between the other peaks. The en- 
ergy separations between the three main peaks in the conduction levels have been 
attributed to Coulomb charging [55]; thus the small peak probably represents a 
different level. Thirdly, the band-gaps measured by this technique correlate well 
with the measured sizes [55] while if the small peak was assumed to be the posi- 
tion of the first conduction level, this correlation would not hold. Finally, surface 
states have been identified in chemically deposited CdSe quantum dots [56-58] as 
well as in similarly-electrodeposited CdSe quantum dots 1591. 

Based on the above, a value of the band-gap for the CdSe specimen in Fig. 2.19 
is estimated at 2.25k0.05 eV, corresponding to a size of 3.4*0.4 nm [30]. The volt- 
age separation between peaks (e/C, assuming the peak structure is due to char- 
ging) is ca. 0.19 V on average. 

Looking at the three peaks in the negative bias region of the conductivity spec- 
trum, which are assumed to correspond to a total of three electrons in the first 
unoccupied level (ISe), one might ask the question: how can there be three elec- 
trons in a level which should only hold two (the S level is doubly degenerate). Be- 
cause surface states are known to exist on these nanocrystals (as noted above) and 
the lifetime of electrons in these states is almost certainly much longer than in 
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Fig. 2.20 Upper histogram: Size 
distribution o f  CdSe nanocrystals 
on Au measured by TEM imaging. 
Lower histogram: Distribution of 
band-gap measurements from con- 
ductance spectra (bottom scale) to- 
gether with experimental results 
(from Ref. [30]) of  CdSe quantum 
dot size corresponding to these 
band-gaps (top scale). It should be 
noted, in comparing the updated 
band-gap distribution shown here 
with that in Ref. [55], that the band- 
gap values in the latter were under- 
estimated by ca. 0.2 eV (in that ref- 
erence, twice the charging peak sep- 
aration, i.e., 2e2/C, was subtracted 
from the zero current region rather 
than 2(e2/2C). 

the delocalized states, it is quite possible that the electrons which tunnel into the 
delocalized states are trapped before the next electron enters the same state. This 
will not affect the charging spectrum fundamentally (there may be secondary ef- 
fects due to the different spatial distribution of electrons in the nanocrystals re- 
sulting in some changes in capacitance), but will affect the occupation of levels. 

Owing both to the relatively poor lateral resolution of the SFM tip as well as to 
the thermal drift of the specimen relative to the tip for these room temperature 
measurements, the nanocrystal size and spectrum could not be measured to- 
gether and a direct correlation could not be made between size and spectrum. To 
overcome this limitation, we originally compared the band-gap distribution, mea- 
sured by current-voltage spectroscopy, with the size distribution, measured by di- 
rect TEM imaging, of a sample prepared in an identical manner. This correlation 
is shown in Fig. 2.20 together with the nanocrystal size, calculated from our mea- 
sured band-gaps and the band-gap-size relationship described by Murray et al. 
[30]. The good correspondence between the distribution measured by TEM and that 
measured by current-voltage spectroscopy attests to the validity of the technique. 

More recently, we have been able to measure individual QD size and spectrum 
using low temperature STM [60]. The low temperature (4.2K) prevents appreci- 
able thermal drift and the STM tip allows better resolution, the two factors which 
previously prevented us from carrying out these measurements together, as noted 
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( 1 2 ~  12 nm2) showing four individual CdSe 
quantum dots electrodeposited on Au. Inset: 
cross-sections o f  the three lower quantum 

(a) STM topography image dots, for which current-voltage spectroscopy 
is shown in (b) and conductance spectrosco- 
py in (c). From Alperson et al., [60]. 

above. Fig. 2.21a shows the STM topographies of four different CdSe quantum 
dots electrodeposited on Au together with three line scans in the z-direction (in- 
set). The current-voltage and conductivity spectra of three of the dots of average 
diameter 2.0, 3.0 and 4.5 nm are shown in Fig. 21b and c respectively. The in- 
crease in band-gap and in peak spacing of the conductivity spectra with decrease 
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in dot size are clearly apparent. While the general features are similar to those 
seen in the SFM room temperature spectra (Fig. 2.19), there is one striking differ- 
ence. While typically three equally-spaced conductivity peaks are seen in the con- 
duction levels, the largest dot in the low temperature STM experiments (the sam- 
ple where most peaks could be seen, as expected due to its smaller band-gap and 
peak spacings) shows a doublet followed by a triplet in the conduction level bias 
direction. The peak spacings within the doublet and triplet have been attributed to 
Coulomb charging while the spacing between the doublet and triplet was ex- 
plained as arising from two different energy levels - the IS, and 1P, levels. The 
IS, level is doubly degenerate while the 1P, level is sixfold degenerate (only three 
of the six degenerate peaks are seen here; in similar, subsequent measurements 
on QDs of the low band-gap InAs (the low band-gap allowing accession of more 
peaks), all six of the 1P, peaks have been seen in the spectrum [61]). 

According to our previous explanation of the triplet peak in the conduction level 
side of the SFM spectra (trapping in surface states), this difference suggests that 
such trapping is less important in the low temperature STM experiments than in 
the room temperature SFM ones. We note that room temperature SFM spectra 
carried out in a dry ambient (normally, these room-temperature measurements 
are carried out in normal - i.e., humid - surroundings) clearly show the presence 
of conductivity peaks in the band-gap region corresponding to surface states [59] 
while these peaks are absent when carried out in the normal humid atmosphere. 
In the STM measurements, which are carried out in vacuum, and therefore neces- 
sarily water-free environment, such surface state peaks are not normally seen, ex- 
cept to a slight extent in very small dots (such as the 2 nm dot in Fig. 2.21). Water 
has previously been shown to partially passivate surface states on chemically de- 
posited CdSe QDs [56, 571. Therefore we conclude that the effect of surface states 
in the room temperature SFM measurements is connected with either the tem- 
perature and/or with the specific technique and not with an effect of measure- 
ment ambient. Further experiments will hopefully shed light on this effect. 

The above studies have been carried out on CdSe. Clearly it is of interest to ex- 
tend them to other semiconductors with different band-gaps. We have also stud- 
ied electrodeposited CdS on Au using SFM current-voltage spectroscopy [40]. 
While these spectra are similar to those of CdSe, with the larger band-gap ex- 
pected from CdS, there are also important differences. Before discussing the spec- 
tra, we recall the main size characteristics of the CdS crystals on Au discussed 
above. 

The size of the CdS nanocrystals depends on the amount of deposit. Essentially 
no CdS was formed during the initial stages of deposition, corresponding to a the- 
oretical average thickness of 2 nm. For a theoretical (nominal) thickness of 5 nm 
(=ca. 3 nm average thickness), the average crystal lateral size was 4 nm with a 
height of 3 nm while for a theoretical thickness of 10 nm (8 nm average), the aver- 
age size increased to 6.3 nm with a height of 6-8 nm. The 3 nm (average thick- 
ness) film was made up of somewhat less than a monolayer of crystals while the 
8 nm film was comprised - at least to a considerable extent - of larger crystals on 
top of smaller ones. 

I 
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Fig. 2.22 Current-voltage (a) and conductivity-voltage (b) plots of a 5 n m  (nominal thickness) 
CdS on Au taken using a SFM with a 6-doped conducting diamond tip. From Behar et al., [40]. 

Fig. 2.22 shows current-voltage and corresponding conductivity spectra of a 
(nominal) 5 nm CdS film. The measurements were carried out as for the corre- 
sponding CdSe spectra, except that a boron-doped conducting diamond tip was 
used instead of a Pd/Au-coated tip. The zero current region and structure in the 
regions of current flow in both bias directions can be seen. These are the same 
qualitative characteristics of the equivalent CdSe spectra. A statistical distribution 
of the width of the zero current region over a number of measurements gives an 
average value of 2.8 eV. After correcting for Coulomb charging of ca. 0.2 eV (the 
conductivity peak spacing), the average band-gap is 2.6 eV. This value is expected 
for 4-5 nm CdS quantum dots and is clearly larger than the corresponding values 
for the smaller band-gap CdSe. 

For thicker films, the zero current region becomes larger, although the opposite 
might be expected since the crystal size is greater (therefore loss in size quantiza- 
tion). However, for thicker films, we are no longer measuring one nanocrystal, 
but rather (probably) two in series - one on top of the other. The grain boundary 
between the two crystals constitutes an additional barrier for applied voltage to 
drop across; therefore the zero current region no longer gives a measure of the 
band-gap. 

An important difference between the current-voltage spectra for CdS and CdSe 
is the lack of symmetry of the zero current region of the CdS about the zero bias 
value. For CdSe, the zero bias is symmetrical in almost all cases (see Fig. 2.19) 
while for CdS, the zero bias is usually much closer to what is believed to be the 
conduction level, as seen in Fig. 2.22. In the case of CdSe QDs, the symmetry is 
believed to be due to the intrinsic nature of the CdSe (Fermi level near midgap). 
For the CdS QDs, however, XPS valence band spectroscopy has shown that the 
Fermi level is considerably closer to the conduction level than to the valence level. 
This can explain the difference in symmetry. It should be mentioned, however, 
that other factors may influence the symmetry, in particular the presence of exter- 
nal charges near the nanocrystal. 
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Fig. 2.23 PEC photocurrent spectra o f  various 
nominal thicknesses (given in the figure) o f  
CdSe QDs electrodeposited from a Cd(ClO,), 
solution on gold. 2.5 nm is equivalent t o  half 
a monolayer o f  QDs; 5 n m  is a full mono- 
layer; 15 n m  is a little more than two layers, 
and 30 nm is at least three. The ‘p-type’ spec- 

t rum shown in the top left was observed with 
a sample which behaved as ‘p-type’ (in con- 
trast to  the usual ‘n-type’ behavior). The 
quantum efficiency was corrected for thick- 
ness differences. Arrows indicate the esti- 
mated band-gap value. Energy (in eV) is given 
in the top  scale. 

Regarding the peaks in the conductance spectra, while Coulomb charging can 
explain the structure to a considerable extent, it is probable that energy level spac- 
ing also plays a role to some extent. This is discussed in Ref. [40]. 

2.4.2 
Photoelectrochemical (PEC) Photocurrent Spectroscopy 

When a semiconductor is immersed in an appropriate electrolyte, electrically con- 
nected to a second (counter) electrode (often platinum or carbon) and illuminated 
with supra-band-gap light, a current may flow between the two electrodes. This is 
the basis of photoelectrochemical (or liquid junction) solar cells. Essentially, the 
cell behaves much as a metal-semiconductor junction; the semiconductor-electro- 
lyte junction (analogous to the semiconductor-metal junction) causes formation of 
a space charge layer in the semiconductor which separates photogenerated elec- 
trons and holes that react with the electrolyte, and results in current flow on illu- 
mination. For nanocrystalline semiconductor films, the charge separation may be 
due not to a space charge layer in the semiconductor but to differential trapping 
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of electrons and holes at the nanocrystal surface [56]. However, for our present 
purposes, this difference in mechanism of photocurrent generation is not essen- 
tial. The main issue is that since (ideally) only supra-band-gap light results in 
photocurrent, the band-gap can be measured from the photocurrent spectrum 
(photocurrent against illumination energy or wavelength) much as it is measured 
from an absorption spectrum [62]. In practice, PEC spectroscopy is often very sen- 
sitive to surface state adsorption: this can be an advantage (by giving information 
on surface states) or a disadvantage (by masking the true band-gap photocurrent 
onset). 

We have used a chopped monochromatized source of illumination incident on 
the specimen. The (short circuit) photocurrent is fed through a current-to-voltage 
converter to a lock-in amplifier. This set-up can measure CIO-'~A, an important 
factor when measuring very tiny amounts of material (down to 2.5 nm average 
thickness of CdSe on Au). The electrolyte used was an aqueous solution of sodium 
selenosulfite (Na2S03+ Se). This solution is colorless in the visible region (absorp- 
tion begins at ca. 400 nm) and can be both readily oxidized and reducedl therefore 
served as a moderately stabilizing electrolyte (at the low monochromatic levels of 
illumination used) for CdSe as well as preventing excessive polarization of the coun- 
ter electrode (important since a two electrode set-up was used; a three electrode ar- 
rangement, using a potentiostat, was noisier and therefore less sensitive). 

Photocurrent spectra were measured for CdSe electrodeposited on Au from 
Cd(C104)2 electrolyte. The spectra for different nominal thicknesses of CdSe are 
shown in Fig. 2.23. The band-gaps, estimated by extrapolating the square of the 
photoresponse to zero, are shown in the figure by vertical arrows. Ignoring, for 
the moment, the top, left spectrum (2.5 nm 'p'-type), the shift in band-gap from 
1.95 eV for the 2.5 nm film to the bulk value of 1.73 eV for the 30 nm one reflects 
the increase in crystal size with increasing deposit thickness described above for 
the current-voltage spectroscopy. It does not do so very quantitatively, however, 
particularly for the 2.5 and 5 nm films. The average crystal diameter of the 
2.5 nm films is ca. 5 nm. According to the results of Murray et al. [30], the band- 
gap values should be ca. 2.1 eV for the 2.5 and 5 nm films. We explained this dis- 
crepancy by the distribution of crystal sizes, and therefore of band-gaps in the 
films, resulting in domination of the current onset by the larger crystals in the 
distribution [63] .  

There are a number of other features in these spectra. Of particular interest is 
the large increase in internal quantum efficiency between the first (5 nm film) 
and second (10nm and thicker) layers of CdSe crystals. It should be noted that 
the real internal quantum efficiency is considerably higher (by about an order of 
magnitude) than the numbers given in Fig. 2.23. The numbers are based on the 
measured quantum efficiency of the 30 nm film (which absorbs ca. 10% in the 
strongly absorbing region) and corrected for the film thickness by multiplying the 
measured quantum efficiency by the ratio between 30 (nm) and the thickness of 
the film measured. 

The sharp increase in quantum efficiency between the first and second layers of 
crystals can be explained by two different mechanisms. In one (charge transfer), 
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carriers photogenerated in the first layer of crystals are very likely to undergo re- 
combination at the Au, while those generated in the second (and subsequent) 
layers are much less likely to suffer this fate since, to do so, both charges would 
have to cross the grain boundary between the first and subsequent crystal layers. 
In the second mechanism (energy transfer), the recombination is strongly depen- 
dent on the distance of the photogenerated carriers from the Au; carriers gener- 
ated in the second layer of crystals will be further from the Au than those in the 
first layer, and will therefore be less subject to recombination by energy transfer. 
At present, we cannot distinguish between these two mechanisms. 

The 30nm film exhibits a relatively strong sub-band-gap response. Such sub- 
band-gap responses in PEC spectroscopy have been attributed to absorption in in- 
tra-band-gap states [64-661. For the nanocrystals discussed here, it is likely that 
such states are surface states and that they would be more dominant due to the 
large surface-to-volume ratio. In fact, the thinner films with smaller crystal size 
might be expected to be even more dominated by sub-band-gap absorption, which 
is not apparently the case. It should be kept in mind, however, that if the surface 
state absorption is very strong, it might be difficult to separate it from the supra- 
band-gap absorption, which could also explain the apparent lower than expected 
measured band-gaps of the thin films. 

The final feature, which we mention only briefly, due to its speculative nature, 
is the peak in the response at ca. 2.4 eV for the 2.5 and 5 nm films. This has 
been explained by hot hole generation whereby higher energy holes are more 
likely to recombine, either through the charge transfer or energy transfer mecha- 
nisms. The increase in the photocurrent in the spectrum of the 2.5 nm ‘$-type 
sample supports this suggestion in the charge transfer mechanism, since the low- 
er probability of hole transfer to the electrolyte will increase the response whereas 
it decreases it for the (normal) n-type response [63]. 

Since the CdSe crystals deposited from chloride electrolyte are appreciably smal- 
ler than those deposited from perchlorate, this should be reflected in the photo- 
current spectra. This has been seen for chloride-deposited films [63], particularly 
for thicker films, where the chloride acts as a capping agent to limit crystal 
growth [21]. These spectra, shown in Fig. 2.24, are also qualitatively similar to the 
perchlorate ones in Fig. 2.23 in the large difference between quantum efficiencies 
of the first and second crystal layers (for the chloride samples, the difference is 
even larger) and the peak response of the very thin films. The quantum eficien- 
cies of the thicker (two or more crystal layers) chloride films are greater (by a fac- 
tor of 3) than the corresponding perchlorate ones although no clear explanation 
for this effect can be proposed. 

The CdSe/Pd system, discussed above, is interesting from the characterization 
aspect since it contains very tiny ‘crystals’ (ca. 1 nm) which are in direct contact 
with disordered (amorphous) CdSe. The measured band-gap is expected to be es- 
sentially that of the amorphous CdSe (which forms the main constituent of the 
deposit). Even if the nanocrystals were to make up a major part of the deposit, 
quantization effects are expected to be small since the ‘crystals’ are in intimate 
contact with the amorphous CdSe, resulting in small, if any, size quantization. 

I 
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Fig. 2.24 PEC photocurrent spectra o f  various 
nominal thicknesses (given in the figure) o f  
CdSe QDs electrodeposited from a CdCI2 so- 

The photocurrent spectra of CdSe deposits on Dd with five different nominal 
thicknesses are shown in Fig. 2.25. The spectra are normalized at their peak inten- 
sities in order to compare their spectral shapes. The three thinnest films (2.5, 5 and 
10 nm) all have essentially the same photocurrent onset at 720-740 nm. This may be 
at first sight unexpected, since quantization in the vertical direction is expected in 
the 2.5 and 5 nm films (assuming a similar effective mass for amorphous CdSe 
as for crystalline CdSe). However, this assumption is probably incorrect. We do 
not know of studies of size quantization in amorphous semiconductors; however, 
effective masses in disordered materials are likely to be greater than in the same 
substance which is ordered, resulting in smaller quantum effects. The thicker films 
(15 and 30 nm) show increasing red shifts. Since we do not know the band-gap of 
amorphous CdSe, we cannot make a direct comparison. It is likely that the onsets 
of the thicker films represent the mobility edge of the amorphous CdSe. 

The relative photocurrents can be obtained by the sensitivity factors of the spec- 
tra in Fig. 2.25. As with the crystalline CdSe on Au, the very thin sample (2.5 nm) 
has a very low photocurrent yield which increases greatly with increasing initial 
thickness and then to a lesser extent. The reason for this is likely to be related to 
the morphology of these deposits: initially a thin CdSe layer completely covering 
the Pd (hence electron/hole generation very close to the substrate) which develops 
into relatively large particles of CdSe with increasing deposit thickness. 
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Fig. 2.25 
nominal thicknesses (given in the figure 
in nm) of CdSe electrodeposited on Pd (eva- 
porated film on glass). The spectra are nor- 
malized to give the same peak heights. The 
relative photocurrents can be obtained from 

PEC photocurrent spectra o f  various the sensitivity factors (and the sensitivity fac- 
tors corrected for differing thicknesses) which 
are: 2.5 nm: x 1 5 0  (12.5); 5 nm: x 2 8  (4.7); 
10  nm: x 5  (1.7); 15 nm: x5.3 (2.6); 30 nm: 
x l  (1) (B. Alperson, I. Rubinstein, C. Hodes, 
unpublished results). 

Finally, we briefly mention some photocurrent spectra of CdS (this has been 
dealt with more fully in Ref. [40]). Referring to the nominal CdS thicknesses on 
Au discussed above and in Ref. [40], the samples varied from an average crystal 
size of 1 4  nm (5 nm nominal thickness), through 5 (8) to 6.3 nm (10 nm). Con- 
sidering only the shapes of the spectra and, specifically, the band-gap values esti- 
mated from these spectra, the 5 and 8 nm (nominal thickness) films gave identi- 
cal band-gaps of 2.65 eV while the 10 nm (and thicker - 15 and 20 nm) samples 
all gave bulk band-gaps of 2.45 eV, as expected for crystals of this size. The larger 
band-gap for the 5 and 8 nm samples is qualitatively as expected form size quanti- 
zation. The 5 nm sample would actually be expected to have a larger band-gap. 
The discrepancy can be explained by either the predominance of the larger crys- 
tals in the distribution (more specifically, a small fraction of larger crystals sitting 
on top of underlying ones) and/or the very small signal from the 5 nm sample, re- 
sulting in greater inaccuracies [40]. The former seems to be the more likely expla- 
nation. 

As with the CdSeJAu, the very thin (one layer of crystals) deposit gave very poor 
photoresponse which increased greatly with deposition of the second layer of crys- 
tals; this can be explained in the same way, either by charge transfer through 
grain boundaries or energy transfer variation with distance. 

2.5 
Potential Applications of Electrodeposited Nanocrystalline Semiconductor Films 

In this concluding section, we attempt to predict potential applications for the 
materials discussed in this chapter. This is done with the obvious caveats that (a) 
some of these suggestions will never come to fmition, and more important (b) ap- 
plications that have not yet been conceived may arise. 
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An obvious actual use has already been mentioned early in this chapter: size- 
quantized CdS as a window layer for CuInSz solar cells, using the increased band- 
gap of the CdS to allow greater light absorption resulting, therefore, in higher 
photocurrents. 

The current-voltage spectroscopic studies of the various isolated nanocrystals 
suggests application in obtaining devices with tailored current-voltage characteris- 
tics. The device size would be only a few nm (conveniently ignoring the size of 
contacts to the nanocrystal). There are many features in the current-voltage char- 
acteristics, some of which can already be reasonably-well controlled. One of these 
is the zero current region voltage span together with the symmetry of this region 
about the zero bias. The zero current region can be controlled over a larger range 
by combination of choice of semiconductor or crystal size (i.e. band-gap) or by 
more layers of crystals (additional barriers which increase the width of this re- 
gion). The factors which control symmetry are not well understood at present, but 
this can be varied almost over the complete zero current region (only part of our 
experimental data on this subject have been mentioned here). Other features 
which are amenable (to a greater or lesser extent at present) to control are the 
shapes and spacings of the current flow regions and the appearance of negative 
differential resistance features. 

Thicker films of nanocrystals are porous to some extent. Porous, nanocrystalline 
semiconductor layers, in particular those of TiOz, have been applied to several dif- 
ferent devices, in particular to the dye-sensitized solar cell [G7] and various "pollu- 
tion cleanup" systems [G8]. While TiOz is admittedly an ideal semiconductor for 
many of these purposes, the use of electrodeposition to prepare such films of 
semiconductors in general (and also TiOz in particular) is an option. Control of 
porosity, of considerable importance in most of these applications, is an issue 
which has been essentially ignored in these electrodeposited films. It is likely that 
this property, as with many other properties of the deposits, can be controlled. 
One possibility is to co-deposit another, readily-dissolvable phase with the semi- 
conductor which can subsequently be dissolved away (e.g., metallic Zn). Another 
is to deposit under diffusion-limiting conditions which tends to give dendritic de- 
posits. 

There are many methods to prepare nanocrystals, with new techniques or modi- 
fications of old ones continually appearing. Each technique has its advantages and 
disadvantages. Also, many properties (optical, photo(electro)chemical, electrical, 
mechanical, magnetic, etc.) of the nanocrystals are either size dependent and/or 
surface area dependent. Many applications have emerged recently in the field of 
photocatalysis. Undoubtedly, many more will follow in this and in other fields. 
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3 

Electrodeposition o f  Superlattices and Multilayers 
l a y  A. Switzer 

3.1 

Background on Superlattices and Multilayers 

3.1 . 1  
Introduction 

Tlic intciisc interest i i i  iiaiioinct lli' lilat(~rl:ds stcnls tro1n the fact that  t l l c l r  
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atomic planes, and periodic modulation of the structure or composition, or both 
[ 1-31. Multilayers and superlattices are both modulated materials, but superlattices 
have the additional constraint that they are crystallographically coherent. Because 
of this constraint, superlattices are usually produced with alternating layers of 
materials with very low lattice mismatch, while multilayers can be produced using 
even amorphous materials. The substrate in Fig. 3.1 is typically a single crystal for 
a superlattice, and the crystallographic orientation of the superlattice is deter- 
mined by the orientation of the substrate. That is, the superlattices are epitaxial. 
In this section of the chapter, we will discuss some of the desirable properties of 
superlattices and multilayers that arise from the small layer thickness. In later 
sections we will discuss the electrodeposition and characterization of these nano- 
meter-scale multilayered materials. 

3.1.2 
Quantum Confinement in Multiple Quantum Wells 

The emphasis in the area of nanometer scale-layered materials has concentrated 
on semiconductor-based materials. This field of work began when Esaki and 
Chang reported resonant tunneling across barriers in superlattices grown by mo- 
lecular beam epitaxy [4], and when Dingle reported optical verification of quan- 
tum confinement in semiconductor quantum wells. A quantum well is produced 
when a smaller band-gap material such as GaAs is sandwiched between layers of 
a larger band-gap material like GaAlAs [S]. A schematic for a quantum well struc- 
ture is shown in Fig. 3.2. 

Carriers confined in the quantum well behave like quantum-mechanical parti- 
cles in a box [6-81. Since this early work, there has been explosive growth in the 
area of layered nanostmctures. This growth has been driven both by the basic sci- 
entific interest in quantum physics, and in the development of useful devices (6- 
101. Examples of actual devices are the high electron mobility transistor (HEMT), 
tunnel diode, and the quantum well laser. The nanoscale dimensions produce 
diode lasers that operate at lower threshold currents, and emit light at wave- 
lengths that are determined by the layer thickness. Hence, a normally intrinsic 

Quantum 
Well Conduction 

Band 1 n-n 
a b a b a b a  

valence 1-U-m 
Band - 

Growth 
Direction 

Fig. 3.2 Schematic of a quantum well struc- 
ture. A quantum well is produced when a 
smaller band-gap material (layer b in the fig- 
ure) such as CaAs (€,=1.4 eV) is sandwiched 

between a larger band-gap material (layer a i n  
the figure) like CaAlAs ( E g  zz 1.8 eV). Carriers 
confined in the quantum well behave like 
quantum-mechanical particles i n  a box. 
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3.7 Background on Superlattices and Multilayers 

property of the material can be tuned (band-gap engineering) by simply changing 
the layer thickness. For example, there is typically a blue shift in the absorption 
and emission spectra of the quantum-well semiconductor as the layer thickness 
decreases. Bound states are generated in the valence and conduction bands of the 
quantum well semiconductors that are shifted relative to the valence and conduc- 
tion band edges as shown in Eq. (1): 

AE = ~ ~ n ~ n ~ / ( 2 m m o ~ ~ )  (1) 

where AE is the displacement of the bound state either positive of the conduction 
band or negative of the valence band (J), h ( 1 . 0 5 5 ~ 1 0 - ~ ~  J s) is equal to h / h ,  n is 
a quantum number that labels the states ( n = l ,  2, 3, ...), m is the effective mass of 
the electron or hole (dimensionless), mo is the free electron mass ( 9 . 1 0 9 ~ 1 0 - ~ ~  
kg), and L is the confinement dimension (m).  The confinement dimension is typi- 
cally the thickness of the semiconductor with the smaller band-gap (i.e., the quan- 
tum well layer). 

Both the band-gap and the lattice parameters of the semiconductors must be 
considered when constructing a multiple quantum well superlattice. The band- 
gaps and lattice parameters of selected materials are presented in Table 1 [11, 121. 

Tab. 3.1 

Material Band-gap at 300 K Direct (D) or Lattice parameters (A) 

Band-gaps and lattice parameters of  selected materials. 

fe") Indirect (/I 
a C 

Si 1.12 I 5.43095 
Ge 0.66 I 5.64613 
C (diamond) 5.47 I 3.56683 
a-Sic 3.00 I 3.086 15.117 
AlSb 1.58 I 6.1355 
BN 7.5 I 3.6150 
GaN 3.36 D 3.189 5.185 
GaSb 0.72 D 6.0959 
GaAs 1.42 D 5.6533 
GaP 2.26 I 5.4512 
AlAs 2.16 I 5.6605 
InP 1.35 D 5.8686 
I d s  0.36 D 6.0584 
InSb 0.17 D 6.4794 
PbS 0.41 D 5.9362 
PbSe 0.26 D 6.124 
PbTe 0.29 D 6.4620 
ZnO 3.35 D 3.2496 5.2065 
cu ,o  1.93 I 4.266 
CdS 1.93 D 5.8320 
CdSe 1.70 D 6.050 
CdTe 1.56 D 6.482 
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For each material it is also indicated whether the lowest energy optical transi- 
tion is indirect or direct. Direct transitions are vertical transitions in which Ak=O, 
where k is the wavevector (or reciprocal lattice vector). Direct gap materials (e.g., 
GaAs) are preferred for optical applications, since optical absorption and emission 
processes are allowed for these materials, and therefore occur with higher effi- 
ciency than with indirect gap materials (e.g., Si). Semiconductors are chosen so 
that there is a large difference in band-gap between the layers, but a small differ- 
ence in lattice parameters. Usually, the lattice mismatch between alternating 
layers is chosen to be less than 1% for semiconductor superlattices. For systems 
with larger mismatch the strain induces three-dimensional growth instead of the 
two-dimensional growth that is desired for superlattices. If the thickness of the al- 
ternating layers is maintained below a critical thickness, however, it is possible to 
produce strained-layer superlattices such as the Si/Ge system [13, 141, in which 
the strain from the lattice mismatch is further used to tune the properties of the 
resulting layered structure. The lattice mismatch in the Si/Ge system is about 4%. 
If the layer thicknesses exceed a critical value, island formation occurs. Strain-in- 
duced island formation in systems of large lattice mismatch is another way to pro- 
duce nanometer-scale structures such as self-assembled quantum dots [15-191. 

I 

3.1.3 
Spin-dependent Transport 

If the layered materials in the superlattice or multilayer are magnetic, it is possi- 
ble to construct devices based on spin-dependent transport [20]. Magnetoelectronic 
devices based on spin-dependent transport are receiving increasing attention for 
use in magnetic recording and in nonvolatile memories. Ferromagnetic materials 
which serve as a source of spin-polarized carriers are at the heart of such devices. 
Ferromagnetic materials can be layered with nonmagnetic materials such as con- 
ductors or tunnel barriers, for example, to produce giant magnetoresistance 
(GMR) devices or spin valves. These devices respond to a magnetic field by giving 
a low resistance when the spins of the ferromagnetic layers are parallel and high 
resistance when the spins are antiparallel [21]. A schematic of a device exhibiting 
spin-dependent transport is shown in Fig. 3.3. The emphasis of work in this area 
has been on metallic ferromagnets. However, the spin polarization in these 
materials is relatively low. For example, the spin polarization in elemental Fe is 
only 44% [22]. There is interest in using materials such as magnetite, Fe304, for 
these applications, because this material was shown to be half-metallic, with 100% 
spin polarization at the Fermi level [23]. There is also interest in integrating de- 
vices based on spin-polarized transport with traditional semiconductor devices 
[24]. An issue to be addressed in the production of these hybrid ferromagnetic- 
semiconductor structures is the processing temperature. This is especially true for 
structures based on metal oxide ferromagnets. The processing temperatures must 
be kept below about 1000°C to prevent reaction with the semiconductor. The use 
of electrochemical processing to prepare these structures at or near room tempera- 
ture is especially appealing. 
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3.1.4 
Mechanical Properties of Layered Nanostructures 

A final reason for interest in superlattices and multilayers is their enhanced me- 
chanical properties. Multilayered materials are being considered for protective 
coatings, since the hardness of the multilayers greatly exceeds the values for com- 
parable bulk alloys [25-291. For multilayers with two alternating phases, the resis- 
tance to plastic deformation and hardness increase as the modulation wavelength 
decreases [25]. Although much of this work has focused on metallic multilayers, 
single-crystal TiN/VN strained-layered superlattices with extremely high mechani- 
cal hardness have been produced by reactive magnetron sputtering [30]. At a mod- 
ulation wavelength of 5.2 nm the multilayer had a hardness that was more than 
2.5 times larger than that of TiN, VN, or a Tio.sVo.sN alloy. Tench and White have 
used electrodeposition to prepare Ni-Cu multilayers with an ultimate tensile 
strength (1300 MPa) that was almost a factor of three greater than that measured 
for pure Ni metal, and more than a twice as large as the value for the correspond- 
ing alloy of Ni and Cu [31]. 
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3.2 
Electrodeposition of Superlattices and Mukilayers 

I 

3.2.1 
Introduction 

Most of the work performed on the fabrication of nanometer-scale superlattices 
and multilayers has focused on the use of chemical and physical vapor phase de- 
position processes in an ultra-high vacuum. For materials such as GaN, that can- 
not be formed by simple electrochemical reactions in aqueous solution, vapor 
phase methods will continue to be preferred. When electrodeposition can be ap- 
plied to the synthesis of a material, it has several distinct advantages [32, 331: the 
low processing temperature (often room temperature) of electrodeposition mini- 
mizes interdiffusion, the film thickness can be controlled by monitoring the deliv- 
ered charge, composition and defect chemistry can be controlled through the ap- 
plied overpotential, films can be deposited on to complex shapes, non-equilibrium 
phases can be deposited, the driving force can be precisely controlled, the tech- 
nique is not capital intensive, the current-time transient following a potential step 
provides in-situ information on the kinetics and dimensionality of growth, and 
the method is also amenable to in-situ characterization tools such as the scanning 
probe microscope and the electrochemical quartz microbalance. Possible disadvan- 
tages of electrodeposition are the requirement that the substrate and film have 
reasonable electrical conductivity, and that there is the possibility of contamina- 
tion of the film from the solution. The contamination issue can often be circum- 
vented by pre-electrolyzing in the solution to remove any undesired contaminants. 

3.2.2 
Single and Dual Bath Electrodeposition of Superlattices and Muhilayers 

The electrodeposition of compositionally-modulated nanostructures such as super- 
lattices and multilayers has been reviewed by other authors [34, 351. Useful re- 
views on the general electrochemical synthesis and modification of materials, in- 
cluding metal oxide ceramics, are also available [36, 371. There are two general 
techniques for electrochemically depositing superlattices and multilayers: dual 
bath and single bath deposition. Dual bath deposition is the simpler of the two 
methods to design, but the more difficult to implement for architectures with a 
large number of layers, or with very small modulation wavelengths. The electrode 
is alternated between two deposition solutions containing the chemical precursors 
of the two different layers. The technique is simple, and it is possible to deposit 
pure alternating layers of different materials, but it is generally only applied to 
the deposition of superlattices and multilayers with a limited number of alternat- 
ing layers. In single bath deposition, the precursors for both layers are in the 
same deposition solution. Single bath deposition requires much more attention to 
the chemistry of the system, but it is ideal for producing nanostructures with a 
nearly unlimited number of layers. Also, the electrode is not exposed to the atmo- 
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sphere between deposition cycles, and potential control can be maintained 
throughout the process. 

The usual trick for single bath deposition is to use a very low concentration of 
the precursor for the layer that is deposited at low overpotential (layer A) and a 
high concentration of the precursor for the layer that is deposited at higher over- 
potentials (layer B). Therefore, at low overpotentials, pure material A is deposited, 
and at higher overpotentials an alloy which is predominately material B is depos- 
ited. The higher the applied current density during the high overpotential pulse, 
the higher the concentration of B in that layer. The expected linear sweep voltam- 
mogram for a typical system for the electrodeposition of superlattices or multi- 
layers with alternating layers A and B is shown in Fig. 3.4. At high overpotentials 
the deposition of material B is kinetically controlled, and the current increases ex- 
ponentially as the overpotential is increased. At low overpotentials the deposition 
of material A is mass-transport-controlled, and the limiting current, iL, is indepen- 
dent of overpotential. If the concentration of the precursor for layer A is small en- 
ough, the mass-transport-limited current is much smaller than the kinetically-con- 
trolled current, and the layer deposited at high overpotential is almost pure B. 
The superlattice or multilayer is deposited by pulsing either the applied potential 
or current. Fig. 3.5 shows a schematic of superlattice or multilayer growth in a 
single bath. Another approach that has received little attention is to modulate the 
mass-transport to the electrode surface using a rotating disk electrode with a 
modulated rotation rate. 

An advantage of electrodeposition over vapor deposition methods, such as CVD 
or sputtering for the assembly of superlattices, is that the thicknesses of layers A 
and B in the superlattice (La,  &) depend on the deposition times at the respective 
current densities for each layer. In vapor deposition methods the layer thickness 
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is normally found in a trial and error manner. The layer thicknesses for electrode- 
posited superlattices are calculated from Faraday’s law according to Eq. (2), and 
the modulation wavelength ( A )  is calculated from Eqs ( 3 )  and (4). For galvano- 
static deposition, the charge of the individual layers (Q) is replaced by the product 
of current and time (it) which results in Eq. (5): 

where M is the formula weight, Q is the charge, n is the number of electrons 
transferred, F is Faraday’s number, A is the electrode area, i is the applied current, 
t is the dwell time, and p is the density. These equations assume 100% current ef- 
ficiency, and a density for the electrodeposited material that is equal to the crystal- 
lographic density. 

Work in our group has shown that multilayers and superlattices grown from a 
single bath may not have the simple square-wave composition profile that is nor- 
mally assumed based on the applied potential-time waveform [38]. Since the de- 
position of species A during the high overpotential pulse is diffusion limited, the 
composition is graded throughout the layer with a dependence. The 
identity of the diffusion-limited component can be determined by applying the 
Cottrell equation to the current-time decay. The Cottrell equation is: 
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where i is the current, n is the number of electrons transferred, F is Faraday's 
number, A is the electrode area, D is the diffusion coefficient, C" is the bulk con- 
centration of the diffusion-limited component, and t is the time. 

The composition profiles can then be calculated by analyzing the current-time 
transients during potentiostatic deposition [38]. Superlattices grown at lower po- 
tentials, in which the reactants for both layers are deposited under activation 
control, have square composition profiles. Hence, it is possible to use the current- 
time transients to both estimate and tune the composition profiles during deposi- 
tion. This is a distinct advantage of electrodeposition over vapor phase deposition 
methods. The calculated profiles are shown in Fig. 3.6 for three Pb-Tl-0 superlat- 
tices that were grown by pulsing between 70 mV and 150, 230, or 260 mV relative 
to the SCE in a solution of 0.005 M n(1) and 0.1 M Pb(I1) in 5 M NaOH. Thal- 
lium-rich layers are deposited at low overpotentials, while lead-rich layers are de- 
posited at higher overpotentials. As can be seen in Fig. 3.6, the composition of the 
150 mV layer is relatively constant at 64% Pb, while the Pb content of the 260 mV 
layer vanes from 39 to 76% through the layer. The graded composition may be de- 
sirable for some applications. For example, grading the composition and lattice pa- 
rameter may inhibit misfit dislocation formation in strained-layer superlattices. In 
semiconductor devices for optical or electronic applications, however, it may be de- 
sirable to have square composition profiles. The important point is that the elec- 
trochemical method is ideal for both measuring and tailoring the interface sym- 
metry and composition profile in real time on a nanometer scale. 
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3.2.3 
Electrodeposition of  Metallic Multilayers and Superlattices 

I 

Multilayered metallic structures were first produced by Blum in 1921 by deposit- 
ing alternating Cu and Ni layers using the dual bath method [39]. The layers were 
fairly thick (224 pm). and the films were explored for their higher tensile 
strengths than the corresponding pure metals or alloys. Brenner first used single 
bath deposition in 1963 to produce multilayers of Cu and Bi [40]. Several years 
later in 1987 Cohen et al. produced multilayers of Ag and Pd by pulsing either 
the current or potential in a single plating bath [41]. Multilayers with layers as 
thin as 50nm were characterized by scanning electron microscopy and Auger 
depth profiling. In the same time period several groups used single bath deposi- 
tion to prepare multilayers of Cu and Ni [31, 42, 431. The Cu/Ni system has re- 
ceived a lot of attention, because it has low lattice mismatch (2.6% mismatch), 
and the electrochemical irreversibility is nearly ideal. The Ni  layer becomes pas- 
sive and does not re-dissolve during the lower-potential deposition of Cu [44, 451. 

In 1988, Lashmore and Dariel demonstrated that multilayers of Cu and Ni de- 
posited using a triple galvanostatic pulse were superlattices [46]. These results 
were important, because earlier work by other researchers had only shown that 
samples were layered, but the layered structures were not necessarily crystallo- 
graphically coherent. Lashmore and Dariel demonstrated the coherent nature of 
the superlattices by X-ray diffraction. Superlattices were deposited on to single 
crystal copper substrates and cold-rolled copper sheet from a nickel sulfamate 
electrolyte containing 90 g L-' Ni, 0.9 g L-' Cu in the form of copper sulfate, and 
30 g L-' boric acid at a pH ranging from 3 to 3.5. The triple cycle consisted of a 
short, high current density pulse (12-20 mA cm-2) to deposit essentially pure Ni; 
a short zero current pulse designed to improve the sharpness of the Ni-Cu inter- 
face; and, finally, a lengthy, low current density pulse (0.3 mA cm-2) for deposit- 
ing the pure Cu layer. Superlattices with alternating layers as thin as 2-3 nm were 
characterized by X-ray diffraction. First-order satellites due to the composition 
modulation were observed in the X-ray patterns. 

Moffat has shown that Cu-Ni multilayers deposited on to single-crystal Cu(100) 
are in fact strained-layer superlattices with a strong in-plane orientation [47]. This 
was an important result, because most of the work on the electrodeposition of 
layered nanostructures has been on columnar, textured films with an out-of-plane 
orientation, but no in-plane orientation. Hence, these results pushed the field clo- 
ser to the work that is done in ultra-high vacuum. The superlattices were pro- 
duced from a single plating bath composed of 1.5 M Ni(S03NH2)2, 0.5 M H3B03,  
and 0.009 M CuS04. The Cu/Ni superlattices were deposited using potentiostatic 
control. Copper was deposited under diffusion control at -0.270 V relative to the 
SCE, and nickel was grown under charge transfer control at -1.0 V relative to the 
SCE. The copper layer grew at a quasi-steady-state value of 0.15 mA cm-2, which 
corresponds to 1/3 of a monolayer per second or 0.06 nm s-', while the nickel 
layer grew at a rate of about 33 monolayers per second or 5.81 nm s-'. It was esti- 
mated that the nickel-rich layer contained about 1 at% copper. Superlattices were 
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produced with modulation wavelengths ranging from 2.6 to 70 nm, with speci- 
men areas of 2.5 cm2, and total film thicknesses of 2.4 to 4.7 pm. X-ray patterns 
of the superlattices showed several orders of superlattice satellites, and an out-of- 
plane orientation that followed the (100) substrate. The in-plane orientation of the 
superlattices was verified by electron channeling. The channeling patterns had 
fourfold symmetry, consistent with the (100) in-plane orientation. 

Although most of the research on the electrodeposition of superlattices and 
multilayers has been done using the single bath method, there have been several 
studies on dual bath deposition since Blum’s initial work in 1921 [39]. Cu/Ni mul- 
tilayers were produced galvanostatically by Celis, Haseeb and Roos by manually 
transferring the working electrode between two beakers containing the precursors 
for the Cu and Ni layers [48]. Layers with individual thicknesses ranging from 5 
to 100 nm were produced. Quite high current densities of 5-50 mA cm-’ for the 
Cu layer and 20 mA cm-2 for the Ni layer were used. 

A dual bath method was developed by the Spaepen group at Harvard University 
which automatically transfers the working electrode between the two deposition 
solutions [49]. The films were made by automatically exposing a circular substrate 
to two electrolytes as it rotated. The system resembles a multi-target sputtering 
system in concept. Jets of the two electrolytes were directed upwards against the 
substrate, and made contact with it in two wedge-shaped regions defined by the 
plating nozzles. Cross contamination of the electrolytes was minimized by clean- 
ing with jets of distilled water or N2 gas, or by rubber wipers that pressed up 
against the substrate as it rotated. The modulation wavelength of the resulting 
multilayer was controlled by varying the deposition current density or the sub- 
strate rotation speed. This technique was used to make Ni/NiPx [50], NiP,/NiP, 
[Sl] ,  and Cu/Ni [SO] multilayers. 

Although the initial interest in metallic multilayers and superlattices was based 
on their superior mechanical properties relative to pure metals or alloys, recent 
emphasis in this area has been on the synthesis of devices for spin-dependent 
transport. Ferromagnetic materials can be layered with nonmagnetic materials to 
produce giant magnetoresistance (GMR) devices or spin valves [20, 21, 24, 52-57]. 
The immediate interest in these materials is in read heads for hard disk data stor- 
age. There has been extensive work on the electrochemical synthesis of metallic 
multilayers and superlattices for GMR applications [58-721. The field has been re- 
viewed by Schwarzacher and Lashmore [58]. Resistance changes of up to 55% and 
sensitivities of up to 0.07%/0e have been reported in electrodeposited Co(-Cu)/Cu 
[59] and Co-Ni-Cu/Cu [GO] superlattices, respectively, at room temperature. These 
results compare very well with those obtained on superlattices grown by sputter- 
ing, and the electrodeposition process is simpler and less expensive. A disadvan- 
tage of the electrodeposited superlattices, however, is that they are typically depos- 
ited on to metallic, conductive substrates. The high conductivity of the substrate 
makes it difficult to utilize the GMR properties of the thin multilayer films. The 
standard procedure to eliminate this problem is to dissolve the substrate. The 
superlattices are typically deposited on to Cu substrates, and the Cu is selectively 
dissolved using a sulfuric acid/chromic acid etch. Shima et al. have made a big 
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step towards eliminating this problem by electrodepositing Co/Cu multilayers on 
to Si(OO1) wafers with a 20 nm Cu seed layer that was deposited by electron beam 
evaporation [G8]. The sample exhibited both structural and magnetic fourfold sym- 
metry. Azimuthal X-ray scans showed that the multilayer was rotated 45 relative 
to the Si substrate. The misfit between the superlattice and the Si substrate is 
34%, but this misfit is reduced to 7% with the 45" rotation. The coherent nature 
of the [Co (2 nm)/Cu (3 nm)lloo superlattice has been shown by X-ray diffraction. 
First-order satellites were observed around the (002) Bragg peak. Rocking curve 
analysis indicated that the multilayer had a mosaicity of only 1.8" (FWHM) about 
the (002) pole. Co-Ni-Co/Cu multilayers have also been directly deposited on to an 
n-Si wafer without a seed layer, but the multilayer did not grow epitaxially on the 
Si(OO1) [69]. There is intense interest in electrodepositing epitaxial superlattices di- 
rectly on to Si substrates without seed layers. 

Another important advance in the electrodeposition of metallic multilayers and 
superlattices for GMR applications was the electrodeposition of magnetic multi- 
layered nanowires [70-721. Multilayer nanowires have not been produced by line- 
of-sight vapor deposition methods. The nanowires were electrodeposited into the 
nanometer-scale pores of a track-etched polycarbonate membrane, following the 
template synthesis pioneered by Chuck Martin [73]. The Cu/Co multilayers had a 
diameter of about 40 nm and a length of about 10 pm, and included 500 periods 
of approximately 10 nm Co-rich and 10 nm Cu-rich layers. Besides the obvious no- 
velty of producing multilayer nanowires, there is also considerable technological 
incentive. Most GMR multilayers and superlattices are characterized in the CIP 
(current in the planes) geometry, because of the very low resistance in the CPP 
(current perpendicular to the planes) geometry. It is expected that the GMR effect 
will be much larger in the CPP geometry, but experimental tests of these predic- 
tions have been hampered by the difficulties with the CPP geometry for films. 
The multilayered nanowires, however, can be measured in this geometry. Magne- 
toresistance ratios higher than 20% at ambient temperatures have been reported 
[72] in magnetic multilayered nanowires. 

An area of research that has not received attention is the electrodeposition of 
metal oxides for GMR applications. Thousandfold changes in resistivity have been 
observed in magnetoresistive La-Ca-Mn-0 films [SG, 571. Epitaxial films grown on 
LaA10, substrates by laser ablation exhibited magnetoresistance values of 
127000% near 77 K and 1300% near room temperature. So far, no work has been 
done on the electrodeposition of metal oxide magnetoresistance materials. The 
electrodeposition of nonmagnetic ceramic superlattices is covered in the next sec- 
tion of this chapter. 

I 

3.2.4 
Electrodeposition of Semiconductor and Ceramic Multilayers and Superlattices 

Although the vast majority of work on the electrodeposition of multilayers and 
superlattices has been based on metals, research has been done on the deposition 
of multilayers and superlattices of semiconductors and metal oxide ceramics. 
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Most of the work in this area has focused on nanomodulated metal oxide 
ceramics. We will begin this section with a discussion of the deposition of films 
of semiconductors and oxides, and end with a discussion of work from the 
author's laboratory on the electrodeposition of ceramic superlattices. 

3.2.4.1 Electrodeposition of  Compound Semiconductor Films 
Semiconductor films can be electrodeposited either by co-deposition [74-851 or by 
electrochemical atomic layer epitaxy or ECALE [86-941. A recent review of ECALE 
by Stickney [8G] is an excellent source of references on both co-deposition and 
electrochemical atomic layer epitaxy of compound semiconductors, since it con- 
tains over 400 references to work in this area. Co-deposition and ECALE are simi- 
lar to the single-bath and dual-bath techniques, respectively, that we described pre- 
viously for the deposition of metallic superlattices. In co-deposition, a single solu- 
tion must be designed which will allow the deposition of all of the components of 
a semiconductor at a fured potential. Great care must be exercised to adjust solu- 
tion concentrations, pH, and potential to ensure that all of the components as- 
semble at the same time. ECALE is the electrochemical version of atomic layer 
epitaxy (ALE), because a material is assembled monolayer at a time using surface- 
limited reactions. ECALE usually uses a flow cell to alternately expose the surface 
to solutions from which monolayers of the elements of the semiconductor are de- 
posited. The alternating monolayers are deposited by underpotential deposition 
(UPD). The UPD layers form at a potential prior to the bulk deposition potential 
due to the free energy of formation of the surface compound. The UPD layers are 
expected to grow two dimensionally rather than three dimensionally. Co-deposi- 
tion and ECALE could be compared, respectively, to analog and digital electronics. 
Of the two methods, ECALE is the most chemically elegant, but it is also the 
most difficult method to use to grow films of appreciable (e.g., micrometer) thick- 
ness. Recently, the Stickney group has used ECALE to produce bulk films of InAs 

Most of the research on co-deposition of compound semiconductors has been 
on Group 11-VI compound semiconductors of metal chalcogenides such as CdS, 
CdSe, CdTe, and Hg,-xCd,Te. Both anodic and cathodic processes have been used 
to deposit metal chalcogenides. In the anodic process the metal is electrochemi- 
cally oxidized in the presence of chalcogenide ions. The technique is simple, but 
it does not allow the deposition of the metal chalcogenide on to substrates other 
than metals. The cathodic process is a true deposition process, since both compo- 
nents of the film are deposited from solution precursors. In this case, higher-va- 
lence metal and chalcogenide ions (for example, Cd2+ and HTeOi) are electro- 
chemically reduced to the elements at the electrode surface, where they combine 
to form the metal chalcogenide. These reactions are summarized in Eqs (6)-(10): 

P I .  
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Cathodic Deposition 
I 

Cd2+ + 2e-= Cd 

HTeO; + 4e- + 3 H' = Te + 2 H20 

Cd + Te = CdTe 

Anodic Deposition 

Cd = Cd2+ + 2e- (9) 

Cd2+ + Te2-= CdTe (10) 

Rajeshwar has shown that the cathodic reactions shown above are a simplifica- 
tion of the actual deposition process [79]. The reduction of HTeOi according to 
Eq. (7) is thought to be a crucial step, followed by the subsequent assimilation of 
Cd into the Te layer in a two-electron process, as shown in Eq. (11), below. The Te 
electrodeposition is also very complex, and the six electron reduction product, 
H2Te, may also participate in the precipitation of CdTe according to Eq. (12). A 
further complication in the deposition process is that homogeneous chemical re- 
actions between electrogenerated species can lead to impurities in the film. The 
homogeneous reaction in Eq. (13), for instance, will lead to Te impurities. 

Cd2+ + 2e-+ Te = CdTe (11) 

Cd2++ H2Te=CdTe+2H+ (12) 

2H2Te+HTeO;=3Te+2H20+H+ (13) 

Despite of the complexity of the co-deposition process for metal chalcogenide 
semiconductors, these electrodeposited materials have been shown to compete 
very successfully with vapor-deposited materials for optoelectronic applications 
such as photovoltaic solar cells, infrared detectors, and "smart" goggles [74, 791. 
Photovoltaic conversion efficiencies in the &lo% range have been observed 1791. 
Rajeshwar has also produced multilayers of metal chalcogenides by pulsing the 
potential during growth [79]. No evidence was given that these multilayers were 
also superlattices. 

Although the majority of work on the co-deposition of metal chalcogenides has 
been on the electrodeposition of polycrystalline films, Lincot et al. have recently 
shown that single crystal films of CdTe can be epitaxially grown on to single-crys- 
tal InP substrates (851. This was a significant advance in the field. The deposition 
was carried out in an aqueous solution at pH 2 with 1 M CdS04, 5 x lo4 M Te02, 
a deposition temperature of 85 "C, and a deposition rate of 0.7 pm h-l. Epitaxy 
was confirmed by five-circle X-ray diffraction and reflection high-energy electron 
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diffraction (RHEED). The epitaxy was found to exhibit higher perfection when the 
InP was covered with a thin film (20-30 nm) of epitaxial CdS grown by chemical 
bath deposition. 

3.2.4.2 Electrodeposition of Metal Oxide Ceramic Films 
Films of metal oxide ceramics can be electrodeposited from aqueous solution 
using either a redox change method or the electrochemical generation of base [37, 
95-97]. In both cases the source of oxygen is water. The methods are similar to 
co-deposition that was described in the previous section, except that water coordi- 
nated to the metal ion undergoes hydrolysis to an hydroxide, which dehydrates to 
form the metal oxide. It is not necessary (or, perhaps, not even possible) to co-de- 
posit the oxygen and metal in atomic form, as in the co-deposition of metal chal- 
cogenides. 

In the redox method, a metal ion or complex is placed in a solution at a pH in 
which the starting oxidation state is stable, but the oxidized (or reduced) form of 
the ion undergoes hydrolysis to form the oxide. Since coordinated water mole- 
cules are generally more acidic for metal ions in higher oxidation states, the ma- 
jority of the redox schemes involve oxidation of the metal ion or complex. Cu- 
prous oxide, Cu20, is an exception, since it is formed by electrochemically reduc- 
ing Cu(I1) in alkaline solution [97-1021. Some representative overall reactions for 
the synthesis of metal oxides by the redox change method are shown in Eqs (14)- 
(19). 

Electrodeposition of Ceramics by the Redox Change Method 

2Tl'+G0H-=Tl2O3+ 3H20+4e- (14) 

Pb2'+ 2H20 = Pb02(tetragonal) + 4H'+ 2e- 

3Fe2++4H20 = Fe30, + 8H'+ 2e- 

(16) 

(17) 

Ag'+ H20 =Ago + 2H'+ e- (18) 

~ C U ( O H ) ~ + ~ ~ - =  Cu20 + 20H-+ H20 (19) 

In Eqs (15) and (19) the precursors are shown as solids, because this is the stan- 
dard representation in tables of standard reduction potentials. In practice, how- 
ever, the reactions are run under conditions in which the precursors are soluble. 
For example, at high pH PbO dissolves to form the plumbite ion, and the Cu(I1) 
in Eq. (19) is usually complexed with lactate, acetate, or tartrate ions. Notice that 
the orthorhombic polymorph of PbOz is formed in alkaline solution, while the tet- 
ragonal form is produced in acidic solution. All of the reactions shown are simply 
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overall reactions, and do not imply any details of the reaction mechanism, except 
that the source of oxygen in the oxides is the water or hydroxide from solution. 
The formation of Tl2O3 in Eq. (14) is a good example of the redox method. The 
Tl' ion is similar chemically to K', and is therefore very stable in strong base. 
The ion exists as a hydrated complex with negligible hydrolysis. The T13+ ion is 
readily hydrolyzed in basic solution to form Tl2O3. Aqueous Ti3+ is formed when 
T1' is electrochemically oxidized in strongly acidic solution, while black films of 
T1203 are formed if the oxidation is run at a pH greater than ca. 10. 

We have used the redox method to produce films of 1 2 0 3  [95, 103-1071, Pb02 
[108], Ago [109], Cu20 [98, 991, the oxy salt Ag(Ag304)2N03 [108], B-Bi203 [110, 
1111, Fe304 [112], superlattices in the Pb-Tl-0 system [l, 38, 113-1161, defect- 
chemistry superlattices based on T1203 [117], and layered nanocomposites based 
on Cu and Cu20 [118-1221. Matsumoto et al. have used the redox method to 
photn~l~r t rnrh~rni ra l~~ deposit epitaxial films of Pb02 on to single-crystal Ti02 
and SrTi03 substrates [123]. 

In k e  diectrogenerated base method, cathodic processes are used to increase 
the pH at the electrode surface by generating base (or depleting protons). In this 
case the metal ions are already in a high oxidation state. The metal ions or com- 
plexes are then hydrolyzed by the electrogenerated base. The process is essentially 
a pH titration, but it occurs only at the electrode surface. Sample base generation 
reactions are shown in Eqs (20)-(23). A reaction is chosen after considering the 
reduction potential, electrochemical kinetics, and whether gas evolution (e.g., hy- 
drogen gas evolution) is desired. For example, hydrogen evolution reactions might 
be desired to produce powders or even porous films, while reactions like the re- 
duction of dissolved oxygen or hydrogen peroxide might be preferred for the syn- 
thesis of films. Also, the reduction of nitrate ion is known to occur on N i  electro- 
des, and has been used to produce Ni(OH)2, but the reaction may be kinetically 
sluggish on other electrode surfaces. We have used the electrogenerated base 
method to prepare nanoscale Ce02 [95, 1241 and Zr02 [125]. Pauporte and Lincot 
have produced epitaxial ZnO films on GaN [126], Mitchell and Wilcox used the 
method to produce preshaped ceramic bodies [127], and Redepenning has depos- 
ited brushite and hydroxyapatite on to prosthetic alloys [128]. 

I 

Reduction Reactions Used to Generate Base 

2H20 + 2e-= H2 + 20H- (20) 

02+2H20+4e-=40H- (21) 

H202+2H'+2e-=2H20 (22) 

NO;+H20+2e-=NO;+20H- (23) 
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3.2.4.3 Electrodeposition of Ceramic Superlattices and Multilayers 
In 1990, we used single-bath deposition to prepare compositional superlattices in 
the Pb-TI-0 system [l, 113-1161. The Pb-TI-0 system is ideal for superlattice de- 
position, because the composition can be controlled by varying the applied cur- 
rent or potential, the Pb-rich layer does not strip when the Tl-rich layer is depos- 
ited at less positive potentials, the oxides are highly conducting, and the oxides in 
the alternating layers have very similar crystal structures and lattice parameters. 
The superlattices were electrodeposited from a solution of 0.005 M T l N 0 3  and 
0.1 M PIJ(NO~)~ in 5 M NaOH by pulsing either the applied potential or current. 
These solution conditions were chosen because the standard reduction potentials 
for the two end members of the system, T1203 and Pb02, are 0.02 V and 0.28 V, 
respectively, relative to the standard hydrogen electrode (NHE). Hence, in a 1 M 

NaOH solution containing both Tl' and Pb2' under standard conditions, T1203 
should be produced at potentials greater than 0.02 V relative to the NHE (or -0.22 
V relative to the SCE), and Pb02 should be produced at potentials greater than 
0.28 V relative to the NHE (or 0.04 V relative to the SCE). The TI' concentration 
is kept low, so that deposition of T1203 should become mass-transport-limited at 
the higher potentials when Pb02 deposition occurs. That is, referring to Fig. 3.4, 
deposition of T I 2 0 3  films should occur in region A of the figure, and mixed Pb- 
Tl-0 materials should be deposited in region B, with the Pb content of the film 
increasing as the potential is increased. The deposition process is not as simple as 
this discussion would suggest, since the films contain Pb at potentials negative of 
the Pb02 standard reduction potential. Apparently, the formation of Pb-Tl-0 com- 
pounds shifts the standard potentials negative of those observed for the deposition 
of pure materials. As can be seen in Table 3.2, the composition of the films can 
be controlled through either the applied potential or current. Thallium-rich films 
are deposited at low potentials or currents, and lead-rich films are deposited at 
high potentials or currents. 

The crystal structures of the alternating layers of the Pb-TI-0 superlattice were 
very similar [108]. Superlattices were typically deposited by pulsing the applied 
current density between 0.05 and 5.0mA cm-2. The lattice mismatch between 
films grown under these conditions was only about 0.3%. The materials have a 
fluorite structure with space group Fm3m. The end members of the series have 
different crystal structures. Thallic oxide has a bcc bixbyite structure with 
a= 1.054 nm, and lead dioxide deposited from alkaline solution is orthorhombic 

Tab. 3.2 Composition and lattice parameters of Pb-TI-0 films as a function of applied potential 
or current density [116]. 

Potential Current density Pb content TI content lattice parameter 
(mV us SCE) (mA cm-') (atom%) (atom%) I n 4  

~ 

70 0.05 54 46 0.5328 
150 1.0 68 32 0.5338 
230 5.0 79 21 0.5342 
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with a=0.4938 nm, b=0.5939 nm, and c=0.5486 nm. There is also a high pres- 
sure polymorph of Pb02 which has an fcc fluorite structure with a=0.5349 nm. 
The Pb-Tl-0 system undergoes a transition from a bcc Bravais lattice, like that of 
T1203, to an fcc Bravais lattice at a lead content of greater than 40%. It appears 
that the substitution of Pb(1V) for Tl(II1) in T1203 stabilizes the fcc fluorite struc- 
ture by the addition of oxygen. The bixbyite structure of T1203 is often described 
in terms of a distorted fcc fluorite structure with one-quarter of the oxygen atoms 
missing. In the fluorite structure the coordination number of the oxygens is four, 
and the coordination number of the metals is eight. In the bixbyite structure the 
oxygen still has a coordination number of four, but the metal coordination num- 
ber becomes six. Also, there are two types of metal sites. The missing oxygens for 
one-quarter of the metals are at the ends of the body diagonal, and for the re- 
mainder of the metals the missing oxygens are at the ends of the face diagonal. 
As Pb(1V) is substituted into thallium(II1) oxide, the M01.5 formula of bcc bix- 
byite approaches the M 0 2  formula of fcc fluorite. We have included this discus- 
sion of the structures to emphasize the point that it is necessary to pay close at- 
tention to crystal structure and lattice mismatch when assembling materials as 
superlattices. Low mismatch is required so that the alternating layers grow two di- 
mensionally. As we will discuss in the last section of this chapter, it is possible to 
deposit epitaxial systems with high mismatch, provided that a low-mismatch coin- 
cidence lattice is accessible [110]. 

The Pb-Tl-0 superlattices grew epitaxially on oriented prelayers with either a 
[loo] or [210] texture [113, 1161. The superlattices had a fiber texture. That is, they 
were oriented out-of-plane but not in-plane. The out-of-plane texture was main- 
tained throughout the growth of the superlattice. X-ray diffraction (XRD) showed 
the films to be superlattices by the presence of satellites around the main Bragg 
reflections. There was good agreement between XRD and scanning tunneling mi- 
croscopy (STM) for the measurement of modulation wavelengths, A ,  from 3 to 
150 nm [l, 114, 1161. Partial relaxation of coherency was observed for modulation 
wavelengths exceeding about 20 nm. 

A new type of nanoscale material called a defect chemistry superlattice was elec- 
trodeposited in our laboratory [ 1171. These nanometer-scale layered structures 
based on thallium(II1) oxide were electrodeposited in a beaker at room tempera- 
ture by pulsing the applied potential during deposition. The conducting metal ox- 
ide samples had layers as thin as 6.7 nm. The superlattices are similar in concept 
to doping superlattices that are based on compound semiconductors. The defect 
Chemistry was a function of applied overpotential: high overpotentials favored oxy- 
gen vacancies, whereas low overpotentials favored cation interstitials. The transi- 
tion from one defect chemistry to another in this non-equilibrium process oc- 
curred in the same overpotential range (100-120 mV) in which the back electron 
transfer reaction became significant (as evidenced by deviation from linearity in a 
Tafel plot). The epitaxial structures have the high carrier density and low dimen- 
sionality of high temperature superconductors. They also have very interesting 
near-IR optical properties because of their high carrier density. The materials ex- 
hibit a plasma resonance in the near-IR at about 1500nm, and the optical band- 

I 
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Fig. 3.7 Spontaneous potential 
oscillations observed during the 
growth of copper/cuprous oxide- 
layered nanostructures. The solu- 
tion was 0.6 M CuS04 and 3 M 
lactate ion a t  30°C. The oscilla- 
tion period was a strong func- 
tion o f  pH, but was relatively in- 
dependent o f  the applied current 
density. 
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gap is blue shifted by up to 1.1 eV by the Moss-Burstein shift owing to the high 
free carrier concentration [lOG]. The superlattices were characterized by XRD and 
scanning tunneling microscopy. 

Although all of the superlattices or multilayers that have been discussed so far 
in this section of the chapter have been produced by pulsing either the applied 
current or potential, our group has discovered a system which assembles itself 
into a layered structure by undergoing spontaneous potential oscillations. The 
layered nanostructures were based on copper metal and cuprous oxide (Cu20), 
and were deposited from an aqueous solution of 0.G M Cu(I1) and 3 M lactate ion 
at a pH between 8 and 10. The electrode potential oscillated when a fixed current 
density was applied. Fig. 3.7 shows potential oscillations that were observed at pH 
8.5 and 9 for applied current densities of 0.25 to 1.5 mA cm-2. The oscillation per- 
iod, layer thickness, and phase composition was a strong function of the solution 
pH. At an applied current density of 0.25 mA cm-2, the oscillation period was 230 
s at pH 8.5, but decreased to 31 s at pH 9.0. At pH 9.0, the oscillation period re- 
mained in the 25-31 s range, even though the current density was varied from 
0.25 to 1.5 mA cm-2. 

Evidence for layering in the CuzO system was provided by Auger depth profil- 
ing (see Fig. 3.8), cross-sectional STM and SEM, and in-sib electrochemical 
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Fig. 3.8 
an electrodeposited copperlcu- 1 prous oxide-layered nanostruc- 
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quartz crystal microbalance (EQCM) studies. The EQCM showed that the 
materials consisted of very thin layers of Cu20 that were formed during the posi- 
tive-going spike in the potential-time oscillations, and a nanocomposite of Cu and 
Cu20 were formed in the more negative plateau region of the oscillations. Fig. 3.9 
shows the oscillation in potential (A) and equivalent weight (B), and the proposed 
nanostructure (C) for a film that was electrodeposited at pH 9 and a current den- 
sity of 2.0mA cmW2 as measured in real time with the EQCM. The CuzO layer 
was estimated to be 1.5 nm thick, and the Cu/Cu20 layer was estimated to be 
15 nm thick and to consist of approximately 82 mol% Cu. The Cu20 layers could 
be made thinner by decreasing the applied current at fixed pH, or by increasing 
the pH at fxed current density. 

Because of the layered structure of the Cu20/Cu nanostructures, and the p-type 
semiconducting behavior of Cu20, the electrical properties were highly anisotrop- 
ic. For a film grown at a current density of 1.5 mA cm-2 the resistivity was 
1.4~ lo4 0 cm when measured parallel with the layers, but 4.3 x 10' C2 cm when 
measured perpendicular to the layers. Percolation behavior was observed when 
the transport was measured parallel with the layers, and negative resistance, sug- 
gestive of resonant tunneling, was observed when transport was measured per- 
pendicular to the layers. The percolation behavior is shown in Fig. 3.10. The resis- 
tivity varied by over ten orders of magnitude from approximately lo4 R cm at 
high Cu contents to greater than loG R c m  at low Cu contents. There was an 
abrupt decrease in resistivity at Cu contents exceeding 9.8vol.%. The curve in 
Fig. 3.10 is a fit to the data using percolation theory. 
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Fig. 3.9 
tion of a copper/cuprous oxide-layered nanos- 
tructure using the electrochemical quartz crys- 
tal microbalance (EQCM).  (A) Potential oscil- 
lations that are observed during the deposi- 
tion o f  a film at a current density o f  2.0 mA 
cm-2 at a p H  o f  9.0 directly on to a 0.2 cm2 
platinum-coated E Q C M  oscillator. (B) Equiva- 

Real-time monitoring o f  the deposi- lent weight o f  the deposit calculated from the 
change in  frequency o f  the quartz oscillator. 
(C) Proposed nanostructure for the film. The 
CuzO layer is estimated to be 2.5 nm thick, 
and the Cu/Cu20 layer is estimated to be 15 
n m  thick and to  consist o f  approximately 82 
mol% Cu (1221. 

Evidence for quantum confinement in the cuprous oxide layer was seen in per- 
pendicular transport measurements on the Cu/Cu20-layered nanostructures [119, 
1221. Fig. 3.11 shows the current-voltage curve for perpendicular transport 
through a Cu/Cu20-layered nanostructure with 554 layers. The sample was depos- 
ited on to a copper substrate, and a point contact with an area of 1 x lo-’ A cm-2 
was made to the top of the surface. The Cu20 layer thickness was estimated to be 
2.4 nm. A sharp negative differential resistance (NDR) feature was observed on 
both the positive and negative scans at +0.17 V and -0.18 V, respectively. The 
slope of the curve becomes negative at biases exceeding the NDR maximum, and 
the differential conductance and resistance are negative in this region. The cur- 
rent density flowing through the point contact was in the 40000-50000 A cm-2 
range. 
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Cu Content (~01%) 

Fig. 3.10 Dependence of parallel 
resistivity on Cu content for a se- 
ries o f  Cu/Cu20-layered nanos- 
tructures. The Cu content was 
controlled by varying the applied 
current. The solid line is a fit t o  
the date using percolation theory, 
with a percolation threshold of 
9.8 vol% Cu 11191. 

The observation of NDR does not prove that the system is quantum confined. It 
is necessary to show that the position of the NDR maximum shifts with layer 
thickness as predicted by Eq. (1). Fig. 3.12 shows that the NDR signature shifts to 
higher bias as the CuzO layer is decreased from 2.5 to 0.8 nm. The maximum in 
the NDR curve shifts with a 1/L2 dependence (Fig. 3.13), consistent with quantum 
confinement [122]. The interest in resonant tunneling devices stems from the fact 
that they can be made both small and fast, since tunneling is not limited by car- 
rier mobilities in the semiconductor. Resonant tunneling diodes based on group 
111-V semiconductors such as GaAs/GaAlAs and InAs/AlSb have been produced 
which operate at frequencies up to 712 GHz [129, 1301. 

3.3 
Characterization of Superlattices and Multilayers 

3.3.1 
X-ray Diffraction 

The best evidence for a superlattice is the observation of satellites around the 
Bragg reflection in X-ray diffraction (XRD) [131-1431. Since the structures are 
crystallographically coherent, and follow the orientation of the substrate or pre- 
layer, the Bragg peaks that are observed are determined by the substrate or pre- 
layer. The satellites are caused by the superperiodicity in the system, because the 



3.3 Characterization of Superlattices and Muftilayers 

0.4 - 

0.2 - 
h 

9 0.0 - 
I 
0 -0.2 - 

.c, c 
L 
3 

-0.4 - 

-0.6 - 
-0.3 -0.2 -0.1 0.0 0.1 0.2 0.3 

Bias (V) 
Fig. 3.11 
temperature through a Cu/Cu,O film with 554 
layers. The CuzO layer is estimated to be 2.4 
n m  thick. The slope o f  the i-Vcurve becomes 
negative at biases exceeding the negative dif- 
ferential resistance (NDR) maximum, and the 
differential conductance and resistance are 

Perpendicular transport at room negative in this region. Inset cartoon shows 
the configuration used to  make the perpendi- 
cular transport measurement. The point con- 
tact area is approximately 1 xlO-’ cm2, so the 
current density is in the 40000 to 50000 A 
cm-* range [122]. 

X-ray pattern is the Fourier transform of the product of the lattice and modulation 
functions convoluted with the basis. The periodic variation can be represented as 
a waveform. For waveforms that vary sinusoidally, only first order satellites are ex- 
pected, since only one Fourier term is needed to describe a sine wave. As the 
waveform becomes more square, higher order Fourier terms are necessary, and 
higher order satellites are observed. For a perfect square wave (rarely observed), 
only odd orders of satellites are expected. When the lattice spacing and composi- 
tion both vary periodically, the intensities of like orders of satellites are not equal. 
The scattering factor is said to be convoluted with the lattice spacing variation. 

It is very straightforward to determine the bilayer thickness or modulation wave- 
length, A ,  from the satellite spacing in an X-ray diffraction pattern. For superlat- 
tices with large A the satellites are close to the Bragg peak, and as A becomes 
smaller the satellites move further away from the Bragg peak. In a superlattice 
the modulation wavelength creates an artificial spacing that is not present in the 
bulk materials. These planes scatter X-rays similar to a bulk crystal, where the 
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Fig. 3.12 Negative differential 
resistance (NDR) curves for 
layered Cu/Cu20 nanostructures 
as a function of the Cu20 layer 
thickness. The NDR maximum 
shifts to  higher applied bias for 
samples with thinner Cu20 
layers [122]. 

Fig. 3.13 Evidence for quantum 
confinement in  Cu/Cu2O-layered 
nanostructures. Demonstration 
that the NDR signature shifts 
with the Cu20  layer thickness (L) 
with a 1/L2 dependence, as 
would be expected according t o  
Eq. (1). The effective mass calcu- 
lated from the slope o f  the line 
is 0.61 mO, indicating that holes 
in the valence band are the 
quantum-confined carriers [122]. 



I 91 
3.3 Characterization of Superlattices and Multilayers 

scattering from the ith plane can be represented by Eq. (24), a modification of 
Bragg's law. 

Lil = 211 sin 13, (24) 

For two planes i and j separated by a distance A ,  the path distance is: 

or, in terms of the modulation wavelength: 

where Li and Lj are the satellite orders, 0, and Oi are the angles corresponding to 
the positions of the satellites, and 1 is the wavelength of the X-ray radiation. Eq. 
(26) is usually used to calculate A from the positions of the satellites. The X-ray 
data will also be cast in reciprocal space using the scattering vector Q, defined in 
Eq. (27): 

Q=2n/d=4n sin 011 (27) 

For a superlattice, the fundamental, or Bragg peak, will be at Q =  2n/(d), where (d) 
is the average d spacing for the A and B layers, and the harmonics or satellites will be 
located at AQ=2nn/A, where n is the order of the harmonic or satellite. Q has units 
of A-', and the harmonics are usually designated as Q'" and Q-". 

Even if a structure is a multilayer instead of a superlattice, it can also be charac- 
terized by X-rays. An example would be a layered material in which at least one of 
the alternating materials is amorphous. In this case, low-angle X-ray reflectivity is 
used [131]. A series of interference fringes is observed, with the spacing deter- 
mined by the modulation wavelength. Again, the smaller the modulation wave- 
length, the larger the spacing between the peaks in the reflectivity spectrum. 

Examples of X-ray diffraction patterns of Pb-Tl-0 superlattices are shown in Fig- 
ures 14 and 15. The superlattices in Fig. 3.14 were grown by single-bath deposi- 
tion by pulsing the applied current density between 0.05 mA cm-2 for 82 s and 
5 mA cm-2 for 1.2 s in a solution of 0.005 M Tl(1) and 0.1 Pb(I1) in 5 M NaOH. 
The superlattice in Fig. 3.14A was deposited on to a [100]-oriented prelayer of 
T1203, and the superlattice in Fig. 3.14B was deposited on to a [210] oriented pre- 
layer of a Pb-Tl-0 material that was deposited from the same solution as the 
superlattice at a fured current density of 5 mA cm-2. Notice that both of the super- 
lattices have a strong preferred orientation, since the out-of-plane orientation of 
the prelayers was maintained throughout the growth of the superlattice. Only first 
order satellites were observed for the two samples. The satellites correspond to 
modulation wavelengths of 13.3 and 11.8nm for the [loo]- and [210]-oriented 
superlattices, respectively. For comparison, an X-ray diffraction pattern of a Pb-T1- 
0 superlattice that was produced using potential control is shown in Fig. 3.15. 
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Fig. 3.14 X-ray diffraction patterns of two 
electrodeposited Pb-TI-0 compositional super- 
lattices. The top superlattice has a strong 
(1001 orientation and a modulation wave- 
length of 13.3 nm, and the bottom superlat- 
tice has a strong [210] orientation and a mod- 

ulation wavelength of 11.8 nrn. The superlat- 
tices are epitaxial structures that follow the 
crystallographic orientation of the prelayer. 
The spacing of the satellites around the Bragg 
peaks is used to determine the modulation 
wavelength according to Eq. (26) [116]. 

The superlattice was produced by applying a short potential pulse at 242 mV and 
a long potential pulse at 52 mV relative to the SCE. The modulation wavelength 
was 13.4nm. In this case, the XRD pattern showed superlattice satellites out to 
fourth order, consistent with a more square composition profile. These results 
were consistent with scanning tunneling microscopy studies of superlattices 
grown under potential and current control [I]. 
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Fig. 3.15 X-ray diffraction pattern o f  a 
Pb-TI-0 superlattice produced using po- 
tential control. Superlattice satellites 
out t o  fourth order are seen around the 
(420) Bragg reflection. The modulation 
wavelength calculated from the satellite 
spacing IS 13.4 nm. The X-ray radiation 
is CuK,,. The splitting o f  the peaks is 
caused by the presence of  u, and u2 
radiation [I]. 
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3.3 .2  
Scanning Tunneling Microscopy 

Another way to characterize superlattices is by scanning tunneling microscopy 
(STM). The technique does not require the detailed sample preparation that is 
necessary for transmission electron microscopy (TEM). Cleaved cross-sections of 
both compositional and defect chemistry superlattices can be readily imaged in 
the STM [l, 114, 1151. A cross-sectional STM image of a Pb-T1-0 superlattice 
grown with potential control is shown in Fig. 3.16. Cross-sections of the Cu/ 
Cu20-layered nanostructures have also been imaged, following an etch in dilute 
nitric acid to enhance the contrast between the layers [119]. The modulation wave- 
length can be determined using Fourier analysis of the STM images [115]. The 
STM is especially well suited to the measurement of modulation wavelengths that 
are too large to measure by X-ray diffraction but too small to measure by scan- 
ning electron microscopy. The STM can also give qualitative information about 
the composition profile in electrodeposited superlattices. For example, Pb-T1-0 
superlattices grown under current control have nearly sinusoidal profiles, while 
superlattices grown under potential control have more abrupt profiles [I]. 

3.3.3 
Transmission Electron Microscopy 

Transmission electron microscopy (TEM) can provide detailed information about 
the interfaces between the layers in a superlattice. It is an especially valuable tool 
to use when trying to understand the mechanical properties of superlattice, or the 
relief of strain in strained-layer superlattices. The main problem with the tech- 
nique is the difficulty in preparing samples. Although the superlattice nanowires 
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Fig. 3.16 Cross-sectional STM image o f  a Pb-TI-0 superlattice that was grown using potential 
control. Both layers of the superlattice were designed t o  be 25 n m  thick (adapted from Ref. [l]). 

[70-721 discussed earlier can be imaged directly, most samples need to be thinned 
to electron transparency. 

Lashmore and Thomson have studied cracks and dislocations in fcc metallic 
multilayers based on Cu and Ni [144]. Samples for TEM were fabricated by over- 
coating the sample with about 4 mm of Cu by electrodeposition followed by sec- 
tioning the sample in a direction normal to the growth direction with a slow- 
speed diamond saw to produce a foil containing the superlattice. The foil was 
then thinned to electron transparency in a two-stage process. The first step con- 
sisted of metallographically polishing the foil to a thickness of about 50 pm, and 
the second step consisted of thinning in a cold stage ion milling instrument. The 
superlattices had very flat layers and uniform modulation wavelengths. Lashmore 
and Thomson found that the superlattices had coherent interfaces if the modula- 
tion wavelength was in the 10nm range, but that at wavelengths above about 
60 nm the interfaces became incoherent. They analyzed dislocations produced in 
a cracked sample and found that the dislocations had strong interactions with al- 
ternating interfaces in the superlattice. Their results suggested that these materi- 
als should be ductile and have high toughness. 
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Most research on the electrodeposition of superlattices and multilayers has used 
polycrystalline materials or oriented prelayers as substrates. The superlattices and 
multilayers are typically columnar, textured films with an out-of-plane orientation, 
but no in-plane orientation. An important area of future work will be the electro- 
deposition of single-crystal superlattices on single-crystal substrates. As discussed 
in Section 2.3, Moffat has shown [47] that Cu-Ni strained-layer superlattices can 
be electrodeposited directly on to single-crystal Cu( 100). The superlattices had 
both an in-plane and out-of-plane orientation. More work of this type needs to be 
done, especially as quantum-confined electronic devices are produced electrochem- 
ically as competitors for semiconductor devices produced by UHV vapor deposi- 
tion methods. The work by Stickney et al. on electrochemical atomic layer epitaxy 
of semiconductors is moving nicely in this direction [86]. 

There have been some recent developments in the electrodeposition of epitaxial 
fdms that may prove important for future work on the electrodeposition of single- 
crystal superlattices. Epitaxial films of CdSe on InP [85], ZnO on GaN [126], and 
6-BizO3 [110, 1111, Cu20 [99], T1203 [107], PbS [145], and Fe304 [112] on single- 
crystal Au have been deposited. Pb02 has been photoelectrochemically deposited 
on to single-crystal Ti02 [123]. All of these films have both in-plane and out-of- 
plane orientations that are determined by the single-crystal substrate, and they 
should serve as an excellent foundation for the electrodeposition of layered nano- 
structures such as multilayers or superlattices. For example, the Cu/Cu20-layered 
nanostructures that were discussed in Section 2.4.3 were deposited on to polycrys- 
talline substrates. It would be most interesting to extend this work to the deposi- 
tion on to single crystal Au, Cu, or Si substrates. 

The in-plane and out-of-plane orientation of an epitaxial film relative to the sin- 
gle-crystal substrate can be determined by X-ray diffraction. A powder diffracto- 
meter fitted with a texture goniometer is adequate for most work. The Bragg (e), 
tilt k), azimuthal (+), and rocking (coo) angles used in the measurements are 
shown in Fig. 3.17. The out-of-plane orientation is determined in the Bragg-Bren- 
tan0 configuration by standard 8-0 scans. The out-of-plane mosaicity can be deter- 
mined by rocking the sample about the u axis. The in-plane orientation can be 
probed by pole figures and azimuthal scans. It is necessary in this case to bring 
other planes besides those which are parallel with the surface into the Bragg con- 
dition. In a pole figure the sample is tilted about the x axis in small steps and the 
sample is rotated about the azimuthal axis, 4, at each tilt angle. Azimuthal scans 
(4) are two-dimensional sections at a futed tilt angle 01) of a three-dimensional 
pole figure. They show the in-plane orientation of the film in relation to the sub- 
strate. 

A surprising result that has been obtained in this work so far is the demonstra- 
tion that it is possible to grow epitaxial systems with very large mismatch. 
Although small mismatch is still desired for the two-dimensional growth of super- 
lattices with nanometer-scale layers, we have shown that several systems will grow 
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Source 

Fig. 3.17 Schematic of the experimental set- 
up to determine the in-plane and out-of-plane 
orientation o f  epitaxial films. The out-of-plane 
orientation is determined in the Bragg-Brenta- 
no configuration by standard 8-0 scans. The 
mosaicity can be determined by rocking the 
sample about the w axis. The in-plane orien- 
tation can be probed using pole figures and 

azimuthal scans. In a pole figure the sample 
is tilted about the x axis in small steps and 
the sample is rotated 360" about the azi- 
muthal axis, 4, at each tilt angle. Azimuthal 
scans (4 scans) are two-dimensional sections 
a t  a fixed tilt angle of  a three-dimensional 
pole figure. They show the orientation o f  the 
film in relation to the substrate. 

epitaxially in spite of very large lattice mismatch. The large mismatch in the 6- 
Bi203/Au (35.3%) and PbS/Au (45.5%), T I ~ O ~ / A U  (29.1%) systems was accommo- 
dated by the formation of coincidence lattices, in which the film was rotated rela- 
tive to the Au substrate. The mismatch in the Cu20/Au system was only 4.4%, 
and no rotation was observed. Evidence for a coincidence lattice for 6-Bi203 depos- 
ited on to Au(ll0) is shown in Fig. 3.18. The Biz03 peaks in the azimuthal scan 
are rotated 90" relative to the Au(ll0) substrate, consistent with the (1xl)d- 
Bi203(110) [110]//(2~1)Au(llO) [loo] coincidence lattice shown in Fig. 3.18C. The 
mismatch in this coincidence lattice is only -4.4%, compared to the +35.3% mis- 
match for a commensurate system. A step towards the electrodeposition of single- 
crystal superlattices is the recent demonstration that it is possible to grow a 
Cu20/PbS-epitaxial heterojunction on single-crystal Au( 100) [14G]. 

Another important area of future work will be the electrodeposition of layered 
materials based on magnetic oxides for GMR applications. Although all of the 
work so far has focused on depositing layered structures based on metallic 
materials [58-721, the highest known GMR effects have been observed with oxides 
such as La-Ca-Mn-0 [SG, 571. Thousandfold changes in resistivity have been ob- 
served in these materials. Since it is possible to electrodeposit ferromagnetic mate- 
rials such as Fe304 epitaxially on to single-crystal gold [112], it should be possible 
to extend this work to the electrodeposition of layered nanostructures, in which 
the ferromagnetic material is layered with a nonmagnetic metal oxide. The low 
temperatures of electrodeposition may allow the deposition of these nanostruc- 
tures on to semiconductors, permitting the integration of spin-dependent trans- 
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Fig. 3.18 Evidence for in-plane orientation for 
6-Bi20, electrodeposited onto single-crystal 
A u ( l l 0 ) .  Parts A and B show azimuthal X-ray 
scans for the 6-Bi2O3 film and A u ( l l 0 )  sub- 
strate, respectively. For both azimuthal scans 
the sample was tilted at x=45' to  bring the 
(200) reflections into the Bragg condition. No- 
tice that the peaks for the 6-Bi2O3 are rotated 

90" relative to those o f  Au. Part C shows an 
interface model for epitaxial growth o f  6-Bi203 
on A u ( l l 0 ) .  The 6-Bi203 overlayer (bismuth 
atoms represented as dark balls) is rotated 
90" relative to  the Au substrate. The rotation 
reduces the lattice mismatch from 35.4% to - 
4.2%. 

A 

B 

C 

port devices with traditional electronic devices. The direct electrodeposition of epi- 
taxial architectures on single-crystal silicon will be a major breakthrough in this 
area. 
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Porous-etched Semiconductors: Formation and Characterization 
J.J. Kelly and D. Vanrnaekelbergh 

In this chapter we review the porous etching of a range of crystalline semiconduc- 
tors including Si, Ti02 and IV-IV, 111-V and 11-VI materials. Mechanisms are 
considered for a number of electrochemical methods such as (photo)anodic disso- 
lution, electroless etching and photoetching. The photoelectrochemical character- 
ization of these and other porous electrodes is described. Some applications of po- 
rous-etched semiconductors are considered. 

4.1 
Introduction 

When Uhlir performed his pioneering experiments on the anodic etching of sili- 
con in HF solution [l], it was not clear to him that he had formed a porous semi- 
conductor. He described his results as follows: “Instead of being shiny, the sur- 
faces have a matte black, brown or red deposit.. .tentatively supposed to be a sili- 
con suboxide”. Memming and Schwandt [2] suggested that the layer was amor- 
phous silicon resulting from the disproportionation of divalent silicon formed 
electrochemically. Subsequent experiments [3] showed that, in fact, a porous ma- 
trix is formed and the crystallinity of the solid is maintained. Since a subsurface 
porous structure is seldom evident to the naked eye, porosity arising from etching 
experiments probably often went undetected. 

The unusual properties of porous silicon were quickly recognized. Because of 
its very open structure, porous silicon can be thermally oxidized at a high rate un- 
der mild conditions [4]. If the porosity is properly chosen, a completely compact 
oxide layer is obtained. This has resulted in applications in silicon-on-insulator 
(SOI) technology. Again, because of its porosity, the etch rate of porous silicon in 
solution is much higher than that of the non-porous single crystal. As a result, 
the porous semiconductor can be used as sacrificial layer in micromechanical de- 
vice technology [S ] .  The very large internal surface area makes porous silicon in- 
teresting for sensor applications [GI. Perhaps the most spectacular property, strong 
luminescence in the visible spectral range, went unnoticed until Canham “redis- 
covered” it in 1990 [7, 81. The unusual optical properties have regenerated interest 
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in the material. An obvious aim of such work is to produce devices in which both 
electronic and optical functions can be integrated [9]. 

A second development that stimulated interest in porous semiconductor systems 
was the report by Gratzel and O‘Regan [lo] of a photoelectrochemical solar cell based 
on a dye-sensitized nanoparticulate TiOz electrode. This system offers the possibility 
of relatively high light-to-current conversion efficiencies at low cost. These develop- 
ments also demonstrated the advantages of porous matrices for other applications 
such as rapid intercalation in battery and electrochromic systems [ l l ,  121. 

The field of porous semiconductors has become a research area in its own right 
presenting many challenging issues. These include the preparation of both ran- 
dom and ordered (crystalline) porous structures, the characterization of the un- 
usual chemical and physical properties of such systems and the application of 
these systems in device technology and fabrication. In this chapter we shall con- 
sider mainly the first two of these topics. 

There are various ways of making porous semiconductors. These include de- 
position from colloidal suspensions (by dipcoating, spincoating or “smearing”), 
sol-gel techniques, deposition from the vapor phase, chemical bath deposition and 
electrodeposition. Strictly speaking, only the latter falls within the scope of the 
present volume. Because a number of contributors will be describing electrodepo- 
sition elsewhere in this volume, in this chapter we shall consider a different 
approach, i.e. the porous etching of crystalline semiconductors. In the second part 
of the chapter devoted to characterization and properties we again concentrate on 
porous-etched systems but, where relevant, we consider results obtained with 
other types of porous layers. 

Before discussing the special features of porous etching we first consider briefly 
general mechanisms for semiconductor dissolution (Section 2). The first of the 
two main topics, porous etching of single-crystal semiconductors, is dealt with in 
Sections 3 and 4. The second main theme of the chapter, the photoelectrochemical 
characterization of porous semiconductors, forms the basis for Section 5. In the final 
section current and potential applications of these systems are considered. 

I 

4.2 
Semiconductor-etching Mechanisms 

Etching of a semiconductor generally requires the localization of valence-band 
holes in surface bonds [13, 141. When all back bonds are broken, the oxidized sur- 
face atom goes into solution as a soluble product. For example, in the case of a 
111-V semiconductor such as GaAs six charge carriers are required for the oxida- 
tion of one formula unit and trivalent products are formed [13, 141 

GaAs + 6 h+ (VB) + Ga 111 + As 111. (1) 

The nature of the products depends on the solution composition and the etching 
conditions [ 131. 
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Fig. 4.1 Current-potential curves for 
CaAs in  H2S04 solution. The ptype elec. 
trode dissolves anodically in the dark (A) 
whereas illumination is required to  dis- 
solve the n-type electrode (curve (b), 
Fig. 4.1 B). At negative potentials hydro- 
gen is evolved at the n-type semiconduc- 
tor in the dark (curve (a), Fig. 4.1 B). The 
band bending for each case is shown in  
an inset. 
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On this basis one expects a p-type semiconductor to dissolve anodically in the 
dark when the surface hole concentration is appreciable, i.e. at potentials close to 
or more positive than the flat-band potential U, (Fig. 4.1A). On the other hand, 
n-type semiconductors do not dissolve anodically in the dark (Fig. 4.1B, curve (a)). 
Illumination is necessary to generate minority carriers. Under conditions in 
which the minority carriers can reach the surface without recombination (see in- 
set, Fig. 4.1B), an anodic photocurrent is observed as a result of oxidative dissolu- 
tion (Fig. 4.1 B, curve (b)). In general, electrochemical dissolution gives rise to sur- 
faces with a roughness on a scale ranging from 10 to 1000nm. It  is possible to 
choose “polishing” conditions to give a mirror-like finish [13]. In certain cases an 
atomically flat surface can even be obtained [15]. 

When an n-type electrode is subjected to a very positive potential an anodic cur- 
rent may be observed, even in the dark [lG]. Surface electrons can tunnel from 
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the top of the valence band (or from electronic states in the band-gap) through 
the space-charge layer to the conduction band; the resulting holes cause dissolu- 
tion of the solid. The tunnel distance depends on the width of the space-charge 
layer, which is inversely proportional to the square root of the doping density. 
Consequently, a tunneling mechanism is more likely for highly doped (n’) electro- 
des [ l G ] .  Since at very positive potentials there is a strong electric field present 
within the semiconductor at the interface, avalanche breakdown or impact ioniza- 
tion can also occur, generating holes in the valence band [ l G ,  171. The breakdown 
potential decreases strongly with increasing donor concentration. Avalanche break- 
down and impact ionization mechanisms very often depend on the state of the 
surface, e.g. on crystallographic defects and surface impurities. Consequently, ano- 
dic etching is strongly localized [17, 181, in contrast to the uniform dissolution 
usually observed with p-type material. 

In anodic etching, holes are supplied to the electrode interface by means of a 
current in the external circuit. Holes can also be created by reducing an oxidizing 
agent via the valence band of the semiconductor. The oxidant extracts electrons 
from, i.e. injects holes into, the band. For example, the Fe(CN)k ion can inject 
holes into GaAs from a solution of high pH 

I 

Fe (CN)i- + Fe (CN)i- + h+ 

The holes produced in this way can be used to oxidize surface atoms; the semi- 
conductor dissolves under open-circuit conditions. 

GaAs + G Fe (CN)i- + Ga 111 + As I11 + G Fe (CN):- (3) 

This form of dissolution, which occurs for both p-type and n-type materials in the 
dark, is generally referred to as “electroless etching”. A prerequisite for open-cir- 
cuit etching is that the electron acceptor levels of the redox system have an energy 
distribution which shows overlap with that of the valence band of the solid. Elec- 
troless etching of semiconductors has been widely studied with electrochemical 
and other techniques [13, 141. 

A semiconductor can be photoetched under open-circuit conditions in a solu- 
tion containing an oxidizing agent capable of “scavenging” electrons from the con- 
duction band [13]. The acceptor levels in this case have an energy distribution 
overlapping the bottom of the conduction band. Photons generate electron-hole 
pairs; the electrons reduce the oxidizing agent from solution and the holes oxidize 
surface atoms. The mechanism should work for both p-type and n-type materials. 
For photoetching to be effective the kinetics of the oxidation and reduction reac- 
tions must be more favorable than those of electron-hole recombination. For sim- 
ple redox systems this is seldom the case. An exception is the photoetching of 
InP in aqueous FeC13 solution, reported by Gomes and coworkers [19]. 

Semiconductors can also be etched by a surface reaction that does not involve 
free charge carriers (holes). In this case valence electrons are exchanged directly 
between the oxidizing agent in solution and the surface bond. For example, in the 
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GaAs/H202 system electron exchange between HO-OH and Ga-As bonds leads to 
rupture of existing bonds and formation of new bonds [20] 

H O - O H  OH OH 
+ I  I 

Ga - As Ga As (4) 

This mechanism, which is referred to as “chemical etching”, does not result in po- 
rosity. However, the oxidizing agents that are used in such systems give rise to in- 
teresting effects when the semiconductor is illuminated locally with supra-band- 
gap light under open-circuit conditions [21, 221. We shall return to these results 
when discussing porous etching of GaAs in Section 4. 

4.3 
Mechanisms of Porous Etching 

Depending on the etching conditions, dissolution of a semiconductor may or may 
not be spatially uniform. Localized attack on the surface can give rise to the devel- 
opment of porosity. A IUPAC convention [23] distinguishes three cases: “macro- 
porous” refers to systems with pore diameters larger than 100 nm while micropor- 
ous describes the range below about 2 nm. Since in the latter case the dimensions 
of the unetched structures can be similar to the radius of the Bohr exciton, effects 
due to quantum confinement may be expected for many semiconductors. The 
term “mesoporous” is used for intermediate cases. Since the starting point for al- 
most all the examples given in this chapter is a semiconductor single crystal, the 
etched solid is a “porous single crystal” without grain boundaries. Most other 
methods, such as those mentioned in Section 1, give polycrystalline porous ma- 
trices. 

There are two important aspects to porous etching: pore initiation and pore 
propagation. The mechanisms of these processes can differ for the different cases 
defined above. In addition, one can distinguish between systems in which pore 
formation is random or is crystallographically determined. 

For the macroporous case pores often nucleate at defects such as surface dislo- 
cations [24]. Artificial defects can be introduced deliberately by using photolitho- 
graphy to generate an etch pit pattern on the surface [25]. In certain cases pore 
initiation has been attributed to the localized breakdown of a surface-passivating 
layer [17]. In a similar way, “pitting” of oxidized aluminum can give rise to a 
highly porous metal. In the case of localized photoetching or photoanodic etching, 
the light pattern can generate a pattern of holes in the semiconductor [26, 271. 

Propagation of macropores during anodic etching of n-type semiconductors can 
be due to enhanced dissolution as a result of the much higher electric field at the 
pore tip. This idea, first postulated by Theunissen [ 3 ] ,  was extended by Beale [28]. 
The Beale model has been widely used. Parkhutik and coworkers adapted a model 
they developed for porous oxide formation on aluminum to describe pore growth 
in silicon [29, 301. The model is based on two competitive processes: the forma- 
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tion of a passive layer at the bottom of each pore and electrochemical dissolution 
of the oxide. The rates of both processes depend on electric field their relative 
contribution to the resulting porous structure depends on the anodisation regime, 
i.e. on potential or current density, The model allows for various morphologies in- 
cluding ordered and disordered arrays of pores similar to those observed experi- 
mentally [30, 311. Smith and coworkers [28] developed a diffusion-limited model 
which explains pore formation in terms of diffusion of holes to or electrons from 
the silicon surface. Computer simulations based on this model reproduce quite 
well the structures actually observed in TEM. Erlebacher et al. [32] included 
biased hole motion to the nearest pore tip in Monte Carlo simulations in order to 
mimic local electric field effects. Several morphological features encountered in 
porous silicon are seen in their simulations; these include highly directional 
pores, steady-state pore spacing and a smooth pore front. The pore spacing and 
degree of side branching were dependent on bias and hole concentration, as in ac- 
tual experiments. Since anodic etching of n-type semiconductors, either under il- 
lumination or as a result of breakdown, requires the electric field of a depletion 
layer, pore growth may stop when depletion layers from adjacent pores overlap 

As in the macroporous case, pore propagation in microporous etching has been 
attributed to electric field enhancement at the pore tips and diffusion control [28, 
331. The mechanism responsible for pore initiation is the subject of debate. The 
pore density is generally much too high to link nucleation to surface defects. 
Kooij and Vanmaekelbergh [34] have suggested a kinetic mechanism to explain 
various experimental results observed for photoanodic etching of n-type silicon. 
Their model assumes that the chemical oxidation of an Si(I1) surface intermediate 
to an Si(1V) product, which is accompanied by the formation of a hydrogen mole- 
cule, is catalyzed by a mobile Si(1) intermediate. The authors suggest that this 
“autocatalytic” mechanism can account for pore initiation. 

On the other hand Chazalviel and coworkers [35] attribute pore formation to the 
morphological instability of the dissolution process. Their model takes into ac- 
count transport of charge carriers across the space charge layer and the silicon/so- 
lution interface. Using linear stability analysis they link the occurrence of micro- 
pore and macropore formation in a sinusoidally perturbed p-type silicon surface 
to the relative resistivities of the semiconductor and the electrolyte solution. An 
instability parameter a is defined on the basis of the resistivities and the wave- 
number of the perturbation, q. When a is plotted as a function of q,  regions of mi- 
cro-instability, macro-stability and macro-instability can be distinguished. 

For microporous silicon with its nanometre-sized structures quantum-size ef- 
fects can influence strongly the dissolution reaction. Such ideas have led to quan- 
tum models for porous silicon formation [36]. The widening of the band-gap as a 
result of quantum confinement leads to a mismatch of the bandedges at the inter- 
face with bulk silicon and thus to a decrease in the concentration of charge car- 
riers in confined structures. In this way smaller crystallites are protected against 
further etching. 

I 

1241. 
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4.4 
Review of Porous-etched Sern icond uctors 

In this section we review the literature on single-crystal semiconductors made po- 
rous by etching. The aim is to give some details of the etching technique and to 
describe the morphology and some of the physical properties. The photoelectro- 
chemical investigation of a number of these systems is reserved for Section 5. 

There has been a huge amount of work done on the porous etching of silicon, 
too much to cover completely in this chapter, and in any case, this will be dealt 
with in more detail in Chapter 5. Aspects of this work and some results on two 
IV-IV compound semiconductors are described. Various other compound semi- 
conductors, 111-V and 11-VI materials and TiOz, are also considered. 

4.4.1 
Silicon 

Silicon can be made porous by anodic dissolution in HF solutions [28, 331. Unlike 
almost all other semiconductors this occurs under normal etching conditions, i.e. 
for p-type in the dark, for n-type under illumination. In addition, porous silicon 
can be produced by electroless etching in a HF solution containing an oxidizing 
agent [37]. Because of these rather unusual properties we begin this section with 
a short description of silicon electrochemistry. Drawing on previous reviews [28, 
331 we summarize the types of morphology (micro, meso and macro) that can be 
obtained. Finally, a short description of porous electroless etching (“stain etching”) 
is presented. 

4.4.1.1 Electrochemistry 
Fig. 4.2A shows a typical current-potential curve for p-type silicon in HF solution. 
At potentials more positive than the open-circuit value the current rises exponen- 
tially with increasing potential. The semiconductor is dissolved; the dissolution 
mechanism is complex [38]. Only two holes are required to remove each silicon 
atom to solution while one molecule of hydrogen is formed. Hydrogen is as- 
sumed to result from reaction of protons or HF with an intermediate of the sili- 
con oxidation reaction, e.g. Si I1 + 2H+ + Si IV+ H2. The total anodic reaction can 
be represented simplistically by 

Si+ GHF + 2h’ + SiF2- + Hz +4H+ (5) 

and porous silicon is formed. At higher potential a current peak is observed after 
which the current becomes weakly dependent on potential. In this range an oxide 
is formed on the semiconductor and the anodic current is controlled by mass- 
transport of fluoride species in solution. As a result, silicon is electropolished [38]. 

As expected, the dark current of moderately doped n-type silicon in HF solution 
is low (Fig. 4.2B, curve (a)). Under illumination, a photocurrent is observed 
whose limiting value depends on the light intensity (curves (b) and (c)). At low in- 
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Fig. 4.2 Anodic current-potential curves for p-type silicon in the 
dark (A) and n-type silicon (B) in the dark (curve a) and under 
illumination a t  low and high light intensities (curves b and c, re- 
spectively) in 1 M HF solution. 

tensity, the oxidation of silicon is controlled by the surface reaction involving 
holes and porous silicon is formed in the whole potential range (Fig. 4.2B, curve 
(b)). At high light intensity (Fig. 4.2B, curve (c)) the reaction becomes mass-trans- 
port controlled and the form of the photocurrent-potential curve resembles that of 
the “dark curve” for p-type silicon. In the porous etching regime the dissolution 
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mechanism is again complex being further complicated by electron injection into 
the conduction band from silicon dissolution intermediates [ 341. 

Highly doped n-type (n+) silicon shows dark current-potential characteristics 
similar to those of p-type silicon as a result of electron tunneling. Breakdown 
mechanisms operating at higher potentials can give anodic current in lower 
doped n-type silicon in the dark. In both cases (n and n+), porous layers are 
formed [28]. 

4.4.1.2 Morphology (Micro-/mesoporous) 
The morphology of porous-etched silicon depends on the dopant type and doping 
density and on the etching conditions. The rich variety in microstructure has 
been reviewed by a number of authors [28, 331. Smith and Collins [28] classify 
morphologies according to four types (n, p, n+ and p’) based on the dopant den- 
sity. For p-type silicon both the pore diameters and interpore spacings are ex- 
tremely small (1-5 nm) and the porous network is highly interconnected and uni- 
form. The pore diameters and interpore spacings increase slightly as the dopant 
density increases, leading to channel formation for p+ material. The pore 
morphologies of n+ silicon are similar to those of the p+ semiconductor. 

For n-type silicon there is a strong tendency for anisotropic pores to form 
(Smith and Collins refer to this as “piping”). This is considered below under 
macroporous silicon. In contrast to p-type silicon the pore diameters and average 
interpore spacings decrease with increasing dopant concentration. The pore diam- 
eters in n-type silicon are considerably larger than in p-type. 

In general, the pore structure at low current densities is random and the pores 
are filament-like. At potentials approaching the electropolishing range pore 
growth tends to become anisotropic giving “pipe” geometries (see below). Chuang 
et al. [39] have used TEM and electron diffraction to demonstrate that pore propa- 
gation occurs in (100) directions for both p-type and n-type silicon. 

4.4.1.3 Morphology (Macroporous) 
In a series of papers starting in 1990 [25, 40, 411 Lehmann and coworkers de- 
scribed very elegant work on macropore formation in silicon. Highly anisotropic 
pores could be formed by photoanodic etching of n-type (100) silicon whose sur- 
face had first been provided with etch pits, e.g. by dark etching at high potential 
(Fig. 4.3). The wafers were illuminated from the back side. Pore widths ranged 
from 0.5 to 10 pm while a pore depth of 200 pm could be readily achieved. By 
starting with an ordered array of pits, produced by anisotropic etching through a 
photolithographically masked pattern, a perfectly ordered two-dimensional array 
of pores could be produced. Such lattices are interesting for photonic applications. 
The orientation of the primary pores is crystallographically determined; they grow 
in the (100) direction. Lehmann described macropore formation in n-type silicon 
as a self-adjusting mechanism characterized by a specific current density at the 
pore tip. At this current density dissolution changes from a charge-transfer-lim- 
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Fig. 4.3 Surface, cross section, and a 
45" bevel of an n-type silicon sample 

cm-3 phosphorous doped) show- 
ing a predetermined pattern of macro- 
pores (3 V, 350 min, 2.5% HF). Pore 
growth was induced by a regular pat- 
tern of pits produced by standard 
lithography and subsequent alkaline 
etching (inset upper right). To mea- 
sure the depth dependence of the 
growth rate, the current density was 
periodically kept at 5 mA cm-* for 
45 m in  and then reduced to  
3.3 mA cm-' for 5 min. This reduction 
results in a periodic decrease of the 
pore diameter, as marked by white la- 
bels in the figure (from Ref. [25]). 

ited to a mass-transport-limited regime. Passivation of the pore walls is attributed 
to a depletion of the minority carriers. 

FO11 and coworkers [42] extended earlier work with Lehmann by studying the de- 
pendence of macropore formation on the substrate orientation. Samples were cut 
from a large silicon crystal in various orientations between (100) and (111). The 
growth direction of the photoanodically formed macropores was found to be (100) 
and (103) with a switch over at a critical angle of 43". Surprisingly, pores ob- 
tained by breakdown at high field without illumination always grow in the (100) 
direction. The reason for such differences is not clear. 

Levy Clement and coworkers [43] have investigated the influence of doping den- 
sity on the microstructure. Marked differences were observed between the 
morphologies of strongly and lightly doped silicon, especially in the initial stages 
of photoanodic etching. The results are explained by a model previously used for 
11-VI compound semiconductors. A breakdown field near surface dopant atoms is 
postulated. In this, as in previous work, it is clear that the macroporous layer is 
often formed beneath a micro- or mesoporous layer. 

Kang and Jorne [44, 451 have performed a morphological stability analysis on 
the photoelectrochemical etching of n-type silicon, illuminated from the back of 
the wafer. They concluded that, while porous silicon is formed when the dissolu- 
tion process is controlled by the supply of holes, the porous structure depends on 
both the semiconductor material properties and the process conditions. 

Recent work [35, 461 has shown that macropores can also be formed in low- 
doped p-type silicon in HF solution in the dark. This may seem surprising. Space- 
charge effects should not be important in this case since etching occurs close to 
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flat-band conditions. It  is also unlikely that in aqueous HF solution the silicon 
surface will be passivated. The explanation based on morphological instability put 
forward by Chazalviel and coworkers (see Section 3 )  has been questioned by Leh- 
mann and Ronnebeck [46] who suggested an alternative mechanism involving 
charge-transfer mechanisms across the Schottky barrier. Ponomarev and Levy- 
ClPment 1471 have shown that macropores can also be formed in solutions of HF 
in acetonitrile and dimethylformamide. 

4.4.1.4 Stain Etching 
Silicon can be made microporous by electroless etching in solutions containing 
HF and HN03 [37, 481; this process is generally referred to as “stain etching”. Ni- 
tric acid acts as oxidizing agent injecting into the valence band the holes required 
for the oxidation of the semiconductor. The composition of the solution is impor- 
tant for obtaining porosity. The mechanism of the reaction is complicated; HN03 
reduction occurs via an autocatalyzed reaction [49]. An induction period is often 
observed before etching starts [48]. Microporous silicon, produced by staining, 
also shows photoluminescence in the visible spectral range [37, 481. The fact that 
external contacts are not required, makes this method attractive for certain device 
applications. 

Zhang and coworkers [SO] have recently reported a novel open-circuit etching 
method. Si p/p+ epitaxial wafers with the (111) orientation were hydrothermally 
etched in a 7:6 (by volume) mixture of 40% HF and 0.3 M Fe(N03)3 aqueous solu- 
tion. The reaction was conducted at 142°C for 45 min. Porous layers prepared in 
this way showed photoluminescence which, in contrast to that of anodically 
etched or stain-etched silicon, was stable over a period of many months. The 
authors attribute this effect to a passivation of the surface by Fe, possibly via the 
formation of Si-Fe bonds on the porous surface. 

4.4.2 
IV-IV Materials 

4.4.2.1 Sil_xGex Alloys 
Pike et al. [51, 521 studied the microstructure of stain-etched Si,,Ge, alloys 
(0.06 5~50.25)  using TEM, chemical microanalysis and photoluminescence. The 
alloy samples, grown by molecular beam epitaxy on Si (100) substrates, had a 
thickness of 0.75 pm and a boron-doping density of 1017-1018 ~ m - ~ .  The etchant 
was 4:1:4 HF-HN03-H20. The porous layers were mainly composed of amor- 
phous material with some crystallites at the substrate interface. All layers had a 
porosity of between 70% and 80% and were substantially richer in Ge than the 
unetched material. The visible photoluminescence from the porous layers 
dropped off sharply with increasing Ge content of the stain-etched alloy. The 
emission maximum did not vary with the composition. Luminescence was attrib- 
uted to small “active units” containing a limited number of silicon atoms. 
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Schoisswohl et al. [53] have made Sil,Gex porous by anodic etching in HF- 
H20-ethanol solution. Both an intense red luminescence and a weak blue lumi- 
nescence were observed with the porous alloy. 

I 

4.4.2.2 SIC 
Electrochemically, Sic resembles Si in a number of respects. An oxide layer pro- 
tects the semiconductor very effectively from anodic attack in most solutions. Like 
Si, p-type Sic can be anodically dissolved in HF solution in the dark, while the n- 
type material dissolves under illumination [54]. The valence-band edge of Sic is, 
however, at an energy much lower than that of Si [54]; consequently, hole injec- 
tion from an oxidizing agent in aqueous solution does not occur so that electro- 
less etching is, under normal conditions, not possible. 

In 1993 Shor et al. [55, 561 reported for the first time the porous etching of Sic. 
They used good quality n-type GH single crystal wafers with a doping density of 
3 x lo1* ~ m - ~ .  Photoanodic dissolution was carried out in aqueous 2.5% HF solution 
at potentials between 0 and 4 V relative to the SCE. The photocurrent density ranged 
from 10-30 mA cm-*. A simple test showed that a thick porous layer is formed un- 
der such conditions. The anodized Sic samples were thermally oxidized in a steam 
ambient for 4 hours at 1150°C. For bulk Sic this should result in a surface oxide 
layer with a thickness of less than GO nm. However, after a short HF dip to remove 
the oxide, cavities several microns deep were observed, indicating that a highly po- 
rous layer had been oxidized and removed. As in the case of Si, anodisation of p-type 
Sic in HF solution in the dark resulted in porosity. TEM revealed a porous structure 
with pore sizes in the range 10-30 nm and with interpore spacings of 5-150 nm. A 
selected area diffraction analysis showed the etched layer to be single crystal GH Sic. 
The authors give two suggestions for pore initiation: defects present in sublimation 
growth G H Sic or variations in surface chemistry. 

Konstantinov et al. [57] and van de Lagemaat et al. [58] found that porous etch- 
ing also occurs with n-type Sic in HF solutions in the dark at strongly positive po- 
tentials (4-5 V and 20-25 V, respectively). On the other hand, high-quality crystals 
from Cree Research Inc. showed only very low anodic dark current up to GOV 
[54]. This absence of dissolution proves the importance of defects for the break- 
down phenomena required for anodic dissolution of n-type semiconductors in the 
dark. Konstantinov et al. showed that the morphology of the porous layer depends 
on the anodisation conditions [57]. The average wall thickness for dark-etched Sic 
is much larger (0.5-1 pm) than that of photoanodically etched material (< 50 nm). 
They reject quantum confinement as a mechanism for protecting the very thin 
“fibers” formed under illumination. Instead, they suggest a model involving Fer- 
mi-level pinning which leads to a greatly increased resistivity. Shin et al. [31] de- 
scribe a change in microstructure of n-type GH Sic from fibrous to dendritic as 
the anodic photocurrent density increases from 20 to GO mA cm-2. They use the 
Parkhutik model based on a passivating oxide at the pore tip [30] to model the 
change in microstructure. 
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4.4.3 
Ill-V Materials 

4.4.3.1 CaP 
In what, to the average electrochemist, would seem a rather extreme experiment, 
Chase and Holt in 1972 used a chlorine/methanol solution and a potential differ- 
ence of 120 V (!) to thin GaP anodically [59]. The (111) Ga surface was exposed to 
the solution. A tungsten counter-electrode was incorporated into a jet with which 
the semiconductor surface could be sprayed locally with the solution. An orange 
surface film was formed. Transmission electron microscopy (TEM) showed that a 
porous layer had been formed with high density networks of tunnels about 30 nm 
in diameter. The tunnels ran in the (111) direction, “in the polar sense from the 
gallium to the phosphorus atom along a chemical bond”. No relation was found 
with any preexisting defects in the material that could be seen with TEM (the tun- 
nel density was much higher than the dislocation density). The authors suggested 
avalanche breakdown of the depletion layer as a result of the very high electric 
field to explain tunnel formation. 

Porous GaP was “rediscovered” in 1995 by two groups. Anedda et al. [60] pro- 
duced a 3 pm thick light-yellow layer on n-type (100) material by anodic etching at 
20 mA cm-2 in 50% solution of HF in ethanol. The electrolyte was probably cho- 
sen because of its success in producing luminescent porous silicon. A porous 
layer was obvious in scanning electron micrographs; the GaP skeleton consisted 
of walls of nanometre dimensions. Ern6 et al. [24, 611 also etched n-type (100) 
GaP in the dark but at a constant potential (5-1OV relative to the SCE) in 0.5 M 

H2S04 solution (Fig. 4.4). Sub-micron pits, 10-30 pm apart, were first formed at 
the surface. Below the largely unetched surface the pits acted as nuclei for pores. 
The initial pits were attributed to a breakdown mechanism at defects. Pit propaga- 
tion was linked to electric field enhancement at the tip. Secondary pores were 
found to branch radially from the primary pores and these gave rise to porous do- 
mains. Pore widths and pore wall thicknesses were about 100 nm. In contrast to 
the results of Chase and Holt for (111) Gap, the pores did not propagate along 
crystallographically defined directions. Secondary pore growth stopped when pore 
fronts from adjacent domains met; this was explained by overlap of the depletion 
layers of pore fronts. Etching via “primary” pores continued to very large depths 
(z 100 pm). These layers had a porosity of ca. 35%. 

Schuurmans et al. [G2] showed that the porosity could be increased to ca. 50% 
by means of a novel etching process. The dark-etched GaP is subjected to a photo- 
anodic etching procedure in a H20-H2S04-H202 electrolyte solution. Sub-band- 
gap light from a HeNe laser is used (the band-gap of GaP is 2.24 eV, the photon 
energy is 1.96 eV). Photons are absorbed by a transition of an electron from the 
top of the valence band to an interfacial state 0.3 eV below the conduction band 
edge. This is followed by thermal release of the interfacial electron into the con- 
duction band. The hole in the valence band causes oxidation and dissolution of 
the surface. Because of the weak absorption of light (due to its sub-band-gap en- 
ergy) the etch rate is constant across the porous network and the sample is etched 
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Fig. 4.4 
electrode after anodic etching: 16 C cm-* 
charge was passed, equivalent to  the removal 
o f  30 pm in the case o f  uniform etching. (a, 
top left) SEM micrograph o f  the surface o f  
the electrode, showing a low density o f  sub- 
micron pits. (b, top right) SEM micrograph 
after removal o f  a top layer o f  less than 
0.5 p m  using a chemical etchant. Porous do- 
mains have become visible with nuclei which 
lie directly below the spots at which pits are 

Electron micrographs o f  an n-GaP seen at the surface o f  the electrode. Dark 
areas indicate the absence of GaP material. 
(c, bottom left) High resolution SEM micro- 
graph taken along the propagation direction 
o f  the pores. Pore diameters and pore wall 
thicknesses are ca. 100 nm. (d, bottom right) 
TEM micrograph o f  the wall o f  a porous do- 
main. In contrast to the SEM micrographs, 
the dark areas now indicate the presence of  
GaP material. The nonporous wall i s  100 to 
150 n m  thick (from Ref. [24]). 

uniformly resulting in a uniform decrease in wall thickness and increase in poros- 
ity over the whole layer. 

4.4.3.2 GaAs 
In the paper of Chase and Holt on porous GaP [59], there is a reference to earlier 
work on GaAs. However, with the upsurge of interest in porous semiconductors 
in the nineties, a number of groups have been working on the formation of po- 
rous n-type GaAs in the dark. There is also somewhat older work on the use of fo- 
cussed lasers or patterned light beams to generate pores either by open-circuit or 
anodic photoetching. Here, we review briefly the results with the various 
approaches. 
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Schmuki et al. [17, 181 studied pitting, pore initiation and growth in (100) 
GaAs. Localized dissolution of the p-type material was only observed in chloride 
solution when a passivating film was present on the surface. Otherwise, uniform 
dissolution of the semiconductor was observed. This case is similar to that of alu- 
minum where oxide breakdown by chloride ions causes pitting. Pore initiation 
and propagation were found in n-type GaAs at sufficiently positive potentials in 
the dark. Clearly, depletion layer breakdown is responsible in this case. Interest- 
ingly, the onset potential for pore formation is reduced when chloride ions are 
present in solution; the potential decreases as the chloride concentration in- 
creases. This shows that chloride ions, by participating in the dissolution mecha- 
nism, influence pitting. A SEM study of the porous n-type GaAs revealed micro- 
structure with dimensions in the submicron range. From cross-section SEM it 
was clear that the porous layer had a “needle-like” appearance. The authors report 
preferential attack perpendicular to the (100) direction, i.e. along (011). The pit- 
ting process was not influenced by surface roughness but was promoted by me- 
chanical damage of the surface, e.g. scratching. The latter result suggested to the 
authors that pitting could be due to surface defects such as dislocations and to dif- 
ferences in reactivity of different crystal planes exposed to the electrolyte. 

Oskam and coworkers [G3] carried out an extensive study of the porous etching 
of (100) GaAs. The n-type semiconductor was anodically etched in the dark in 
concentrated HF solution (see GaP). The pore density, the pore dimensions and 
the structure of the porous layer depended on the doping density and the crystal- 
lographic orientation of the surface. The pore morphology was independent of the 
current. The pore front velocity was linearly dependent on the current and the po- 
rous layer could be grown to any thickness. Transmission electron microscopy 
and small-angle neutron scattering were used to study the structure. The primary 
pores grow in the (1ll)a direction and have triangular or hexagonal cross-sec- 
tions. The pore diameters increase from 80 nm for highly doped GaAs to 400 nm 
for the undoped semiconductor. The authors suggest a depletion layer breakdown 
mechanism to explain pore propagation. 

In a subsequent paper [64] crystallographic aspects were considered in more de- 
tail (Fig. 4.5). A model was developed based on two assumptions: firstly, etching 
occurs more rapidly at sharply curved pore tips where the electric field is stron- 
gest and, secondly, atoms are removed preferentially from surface kink sites; the 
reactivity of these sites is assumed to be highest as their coordination to the lat- 
tice is lowest. With this model some essential differences in the porous etching of 
GaAs and Si could be highlighted. For Si the model suggests that, after nuclea- 
tion of a pore by a surface pit, etching proceeds by the removal of kink atoms 
from [11-2]-type steps on (111) planes. The flow of steps away from the tip gener- 
ates a pore with a square cross-section and (110) pore walls. In GaAs the geome- 
try of pores is controlled by the propagation of a tetrahedral vertex into the lattice 
sustained by the flow of [ll-21 type steps from the vertex to the pore wall. The an- 
gle which these steps make to the propagation direction leads to a higher etch 
rate at the center of the walls and explains why the pore cross-section is a dis- 
torted hexagon. 



118 4 Porous-etched Semiconductors: Formation and Characterization I 

Fig. 4.5 (a) Bright-field TEM image of an 
ion-milled cross-section with 11 101 orientation 
showing the structure o f  pores formed in 
2 x 10” cm-3 n-type (001) CaAs after etching 
in 49% HF for 60 min at 10 mA cm-2. The 
growth direction is from top to bottom. Two 
sets o f  pores can be seen in the plane o f  the 
foil while the other two are inclined. Images 
(a), (c) and (d) are at the same magnifica- 
tion. (b) Higher-magnification bright-field im- 
age of a crushed fragment of the same speci- 
men as in (a), viewed down one of the (111) 

pore propagation directions. The inset is a 
diffraction pattern showing streaking in (01 1) 
direction. (c) Bright-field image o f  an ion- 
milled cross-section tilted slightly off the 11 10) 
orientation showing pores formed in 
9 x 10l6 cm-3 n-type (001) Si after etching in 
20% HF (EtOH) for 10 min at 50 mA cm-’. 
Side branching is visible. (d) Plan-view SEM 
image of the same specimen as in (c), show- 
ing the (100) side branches and the (110) 
pore wall orientation (from Ref. [64]). 

Osgood and coworkers have produced quite spectacular results with UV-induced 
open-circuit etching of n-type GaAs single crystals [26, 65-67]. A focussed, fre- 
quency-doubled argon-ion laser (257 nm) was used to generate vertical, high as- 
pect features such as grooves and through-holes, 2 pm wide with a depth of over 
200 pm. Etch rates of 10 bm min-’ were achieved at laser intensities of 10 W cm-’ 
in H2S04-Hz0Z-Hz0 solution. The extreme anisotropy observed in this work is at- 
tributed to effective waveguiding of the light within the etched features. This 
approach using a focussed laser can obviously be used to generate any arbitrary 
pattern of deep holes or grooves in the semiconductor. In principle, a high inten- 
sity uniform light source could be used with a patterned mask for the same pur- 
pose. 
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The mechanism of open-circuit etching in such systems has been investigated 
by van de Ven and Nabben [21, 221. In the illuminated area the laser beam gener- 
ates electron/hole pairs. In n-type GaAs the majority carriers, the electrons, equili- 
brate very rapidly and are available for reduction of the oxidizing agent over the 
whole surface (illuminated and unilluminated). Since H202 has been shown to 
chemisorb on 111-V semiconductors, it can effectively capture electrons from the 
conduction band. Since the whole surface is available for this reaction, kinetic and 
mass-transport limitation of the reduction is avoided. The holes generated by the 
beam are held at the surface by the electric field of the depletion layer. The holes 
cause oxidation and dissolution of the solid. Being majority carriers, photogener- 
ated holes in p-type GaAs are not localized effectively within the beam area and, 
consequently, the photoetch rate is much lower than for n-type material. 

Rauh and coworkers [27, 681 demonstrated the importance of doping density 
and mask orientation for determining photoanodically-etched features in (100) n- 
GaAs. Structures etched along the (001) direction produced V-grooves, showing 
that the (111) Ga surface is a “stop plane” with regard to oxidation by photogener- 
ated holes. Other orientations etch more isotropically. Undercutting of the mask 
edge is attributed to the lateral diffusion of holes due to slow kinetics of the inter- 
facial reaction. This effect is minimized in highly doped crystals where high quali- 
ty vertical walled gratings were produced with aspect ratios of more than 10:1 
using visible light. 

4.4.3.3 InP 
Takizawa et al. [G9] formed a vertical porous n-type InP structure with an aspect 
ratio larger than 100 by anodisation in the dark of a (111) A-oriented n-InP sub- 
strate in a HC1 solution. Etching was carried out galvanostatically (15 mA cm-2). 
SEM revealed small pores with a diameter of around 50 nm randomly distributed 
on the surface. In cross section, a high-density pillar structure was clear with a 
depth of about 2 pm. A similar etching procedure with a (100)-oriented n-type InP 
surface produced pores aligned along (111) and (-1-11) directions with a depth of 
about 5 pm. Clearly, the (111) direction is preferred for pore propagation. By initi- 
ating the etching of the (111) A surface through Si02-defined masked windows a 
uniform high-density structure was fabricated. The shape of the pores was deter- 
mined crystallographically and did not reflect the shape of the holes in the Si02 
mask. The unetched pillars were triangular and the sides corresponded to the 
cleaved facets [l-lo], perpendicular to the (111) A surface. The pillar height was 
1.5 pm and a space filling factor of around 50% was achieved. These structures 
are very interesting for electrical and optical measurements [69]. 

Ferreira et al. [70] showed that the surface of n-type InP (100) could be textured 
by photoelectrochemical etching in HC1 solution. Elongated etch pits were ob- 
served. Hamamatsu et al. [71] produced porous InP by photoelectrochemical ano- 
disation of n-type (100) material, again in HCI solution. In this case the electrode 
was polarized at potentials at which passivation (oxide formation) occurred (2-7 V 
relative to the SCE). (001)-oriented nanometer-sized straight pores without 
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branches were formed. The pore diameter, wall thickness and pore length could 
be changed in the ranges 110-250 nm, 16-50 nm and 17-80 pm, respectively, by 
changing the anodisation potential. A combination of the Beale and diffusion-lim- 
ited models was used to explain pore formation. Widening of the pores stops 
when the pore walls become so thin they are completely depleted of charge car- 
riers. 

Deep holes and grooves can also be photoetched in InP at open-circuit. Lowes 
and Cassidy [72] used a focussed argon-ion laser to etch n-type (100) InP in dilute 
H3P04  solution. The light was chopped at a frequency between 15 and 3.2 Hz 
and a duty cycle of 5% to 100% was used. Photoetch rates of up to 7 pm min-' 
could be achieved for a light intensity of 250 W cm-2. The etched depth increased 
linearly with time. As in the work described above for GaAs, very deep holes a 
few microns wide could be produced, again pointing to the importance of a self- 
propagating waveguide. In this work it is not clear which reduction reaction is re- 
sponsible for removal of the photogenerated electrons (see Section 2). Probably 
oxygen, naturally present in aqueous solution, scavenges the electrons. As in the 
case of GaAs the photoetch rate of p-type InP is much lower than that of the n- 
type material. 

I 

4.4.3.4 CaN 
Youtsey et al. [73] describe an unusual mechanism for obtaining a porous semi- 
conductor. Photoelectrochemical etching of n-type MOCVD GaN in dilute KOH 
solution at light intensities of 5-10 mW cm-' resulted in whisker formation. The 
whiskers had typical diameters of 25 nm and could be up to a micron long. The 
surface density was high ( 2 ~ l O ~ c m - ~ ) .  The authors show that whiskers arise 
around dislocations; the material between the defects is selectively removed. A 
correlation between the etched features and threading dislocations in the un- 
etched film was confirmed with TEM studies. Clearly, enhanced electron-hole re- 
combination at defects protects the surrounding area from photoanodic attack. 

4.4.4 
Il-VI Materials 

While etch-pit formation is widely known for 11-VI semiconductors [74, 751, po- 
rosity has only been reported recently. 

4.4.4.1 CdTe 
Ern6 et al. [7G] described how p-type Cd,,.9sZno.sTe becomes porous on anodic 
treatment in acidic solution. Prolonged anodisation gives porous layers up to 
100 pm thick. Coulometry and XPS analysis showed the pore walls to be covered 
by a film of elemental tellurium. 

CdTe + 2h' + Cd2+ + Teo (6) 
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The Teo can be further oxidized to HTeO; (see ZnTe below). The authors propose 
a mechanism involving non-uniform hole collection to explain porous etching. 
Etch pits are formed with a crystallographically determined shape, implying sur- 
face diffusion of holes to sites where hole collection is kinetically favored. Disloca- 
tions and inhomogeneities are suggested as sites for this initial attack. The tellur- 
ium film grows on the remaining surface, preventing further dissolution. Pore 
propagation is explained in terms of space charge limitation, enhancement of the 
electric field and hole depletion in the porous layer. 

4.4.4.2 ZnTe 
Electrochemical etching of p-type ZnTe in HN03: HCI: H20 solution gives rise to 
patterns several microns deep in (111) and (110) surfaces [77]. A surface enlarge- 
ment of a factor of 50 could be observed. By performing etching at higher poten- 
tial, tellurium formation on the surface is avoided 

ZnTe + Gh+ + 2H20 + Zn2+ + HTeOl + 3 H+ (7) 

Etching was found to nucleate at specific defects, possibly dislocations, and to pro- 
ceed by the growth of etch pits displaying the symmetry of the surface. Etching 
along the (100) directions occurs at the fastest rates; (100)-oriented surfaces there- 
fore remain smooth and etch pits are found only if there is a misorientation in 
which case large rectangular etch pits with smooth terrace-like bottoms are ob- 
served. In contrast, etching in the (111) and (110) orientations produced deep pits. 
These exhibit the typical threefold symmetry for (111) surfaces while a pattern of 
rectangular pits is obtained for the (110) orientation. Lateral growth of the pits 
proceeds until the edges meet. Further etching results in a deepening of the pits. 
A columnar structure several microns deep results, with walls of 25-700 nm. 

4.4.5 
Titanium Dioxide 

Although TiOz had been considered the prime example of a stable photoanode, 
Nakato et al. [78] showed that prolonged illumination in sulfuric acid solution at 
positive potentials causes etching; in fact, deep pores are formed. A very interest- 
ing microstructure was reported by Sugiura et al. [79]. They used sintered pellets, 
formed by press-molding of TiOz powder in vacuo. The pellets were fired at 
1300°C for G h in a nitrogen atmosphere and then slightly reduced by heating at 
700°C for 4 h under a stream of 10% hydrogen to obtain n-type semiconductivity. 
Etching was performed under potentiostatic conditions in 0.1 M H2S04 solution 
with light from a high pressure mercury lamp. The morphology depended on the 
applied potential. At a potential just positive of the onset of the photocurrent the 
grains were selectively dissolved while the grain boundaries were left untouched; 
this created a “skeleton” structure. This is probably the same effect (enhanced re- 
combination) as that observed with GaN (see Section4.3). Under strong anodic 
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polarization corresponding to photocurrent saturation the grain boundaries were 
selectively attacked and a characteristic etching pattern appeared on each grain 
surface. The Faradaic efficiency of the photoetching reaction was approximately 
3%, independent of the applied potential; oxygen evolution accounts for most of 
the current. 

The etched TiOz consisted of quadrangular cells with uniform size (100- 
200 nm) and a depth of up to 5 Fm. The authors call this unique morphology a 
“nanohoneycomh” structure. Selected area diffraction showed that photoetching 
proceeded along the c axis and, consequently, the entire interior surface of the 
honeycomb consisted of a (110) crystal face. Quadrangular cells were also found 
when the (001) surface of a rutile single crystal was etched in the same way as 
the sintered sample. Photoetching takes place preferentially on the (001) face, 
thus creating a cell surrounded by four equivalent thin walls with (110) crystal 
faces connected vertically with each other. The authors attribute the relative stabili- 
ty of the (110) face to the larger number of Ti-0 bonds that must be broken when 
photoetching occurs. 

I 

4.5 
Photoelectrochemical Characterization 

In this section we describe the characterization of porous semiconductors by a 
number of photoelectrochemical techniques. Impedance measurements (Sec- 
tion 5.1) give information mainly about the potential distribution which depends 
on the morphology of the layer. Photocurrent (Section 5.2) and luminescence mea- 
surements (Section 5.3) and intensity-modulated photocurrent spectroscopy 
(IMPS) (Section 5.4) give information on the charge carrier dynamics. IMPS is 
particularly suitable for studying transport of charge carriers in porous media. 

4.5.1 
Electrical Impedance 

In an extrinsic bulk-semiconductor electrode three potential regimes can be de- 
fined with respect to the flat-band condition [13, 141. In this and the subsequent 
sections we take an n-type semiconductor as an example. At potentials more posi- 
tive than the flat-band value .!Jh a depletion layer is formed in which the majority 
carrier concentration at the surface is lower than in the bulk (n, < nb). The thick- 
ness of the depletion layer, W, is determined by the band bending, Us,: 

where E is the dielectric constant of the solid and ND is the donor density. If a 
change in applied potential leads only to a change in band bending then 
Us,= I U-  Ufil , where U is the electrode potential. The capacitance associated with 
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the depletion layer C,, can be calculated from Mott-Schottky theory [13] and is 
usually plotted as: 

At strong band bending inversion may occur. In this case the concentration of 
minority carriers at the surface exceeds that of the majority carriers (p, > a,). How- 
ever, since minority carriers generally react at the interface at a rate higher than 
the rate of thermal generation, this situation is not common in semiconductor 
electrochemistry. Instead, deep depletion is observed. 

At potentials negative with respect to Ufi an accumulation layer is formed in 
which the surface concentration of the majority carriers is larger than the bulk 
concentration (n, > nb). The width of the accumulation layer is much smaller than 
that of the depletion layer. As the electrode potential is made negative, the Fermi 
level EF passes through the conduction band edge at the surface and the semicon- 
ductor becomes quasi-metallic. This usually results in a change of the potential 
drop across the Helmholtz layer and, in the case of an n-type semiconductor, ari 
upward shift of the band edges at the surface. 

The formation of a depletion or accumulation layer in a porous electrode de- 
pends not only on the applied potential but also on the dimensions of the micro- 
porous or macroporous structures in relation to the dimensions of the space- 
charge layer. Obviously we need to distinguish between depletion and accumula- 
tion conditions. 

In microporous and mesoporous systems the typical dimensions of the solid 
structures are too small to sustain a depIetion layer. Consequently, in the case of 
porous p-type silicon the impedance measured is that of the substrate/electrolyte 
interface at the base of the porous layer [80]. On the other hand, with a macropo- 
rous electrode a depletion layer is expected when its width ( W) is smaller than the 
typical dimensions ( D )  of the porous structure. In such a case the inner edge of 
the depletion layer can follow the internal surface of the porous layer; this is 
shown schematically in Fig. 4.6(a). 

As a result, the depletion layer capacitance, which is directly proportional to the 
surface area, is very large. Since the width of the depletion layer increases with in- 
creasing potential (Eq. 8), the porous structures can become completely depleted 
as the bias is increased and W becomes comparable to D/2. The inner edge of the 
space-charge layer is no longer located within the porous structure but is shifted 
to the interface between the porous layer and its substrate (Fig. 4.6b). Such effects 
are illustrated in the results of Konstantinov et al. [57] obtained with n-type Sic. 
The upper straight line in Fig. 4.7 is the Mott-Schottky plot (see Eq. 9) for the un- 
etched single crystal while the lower curve was measured with the macroporous 
electrode. Between the flat-band potential (at ca. -1 V) and a bias of +1 V (indi- 
cated by A in the figure), the space-charge layer capacitance is greatly increased 
(l/Czc is very small). This corresponds to the range of incomplete depletion. At 
higher bias the porous layer becomes completely depleted (range B, Fig. 4.7). The 
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Fig. 4.6 Schematic representation o f  a po- 
rous structure under depletion conditions. I n  
case (a) the depletion layer width W is less 
than half the typical dimension D o f  the struc- 
ture. The inner edge o f  the depletion layer fol- 
lows the contours o f  the porous layer and the 
space charge layer capacitance is very large. 

(b) The porous structure is completely de- 
pleted (W>D/2 ) .  The depletion layer edge i s  
not located within the porous layer but at the 
interface between the porous layer and the 
substrate. In this case the space charge layer 
capacitance is similar to that o f  a flat elec- 
trode. 

-1 0 1 2 3 4 

Anode bias (V) 

Fig. 4.7 Capacitance-voltage characteristics single-crystal Sic (diamonds) and for porous- 
o f  the semiconductor/electrolyte interface for etched Sic (circles) (from Ref. 157)). 

same two ranges are clear in the capacitance-potential plot of Fig. 4.8 for the 
macroporous n-type GaP/electrolyte system 124, 611. As the charge passed during 
porous etching increases on going from curves 2 to 8, the capacitance in range A 
increases by more than two orders of magnitude. A similar result has been found 
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Fig. 4.8 The capacitance o f  the n-GaP/H2S04 
(aq) interface as a function o f  potential at var- 
ious stages of anodic porous etching. Curve 1 

is the unetched surface. In curves 2-8 the 
charge density passed during etching in- 
creases from 0.1 to 10 C cm-2. 

for n-type GaP/Au [81] and for n-type SiC/electrolyte interfaces [58]. The transition 
from the high to low capacitance ranges in Fig. 4.8 is not abrupt. This is mainly 
due to the fact that the pores are not monodisperse. This and the fact that the 
electric field within the space charge layer depends on the local geometry of the 
surface complicates the modeling of such systems. 

Shen et al. [82] showed that the depletion layer impedance of photoelectro- 
chemically etched n-type silicon, measured in an non-aqueous electrolyte, was al- 
most identical to that of the smooth substrate. This is surprising since the 
authors report that the etched layer on which the measurements were performed 
is macroporous (with pore dimensions of the order of 1 pm); the microporous top 
layer could be dissolved in KOH solution and its removal did not influence the 
impedance results. The authors explain their results by complete depletion of the 
macropore walls. This must mean that the walls are very thin, a result supported 
by SEM measurements. 

Under accumulation conditions porous silicon shows quasi-metallic properties 
and the interfacial capacitance is dominated by the Helmholtz double layer. Peter 
et al. [83] describe a novel application of this result for monitoring “in-sitd‘ the in- 
ternal surface area of an n-type substrate during anodic formation of the porous 
layer. The interfacial capacitance was determined from the current response to a 
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triangular voltage-wave form. The capacitance and thus the area was found to be 
linearly dependent on the anodic charge passed during etching and independent 
of the current density used. From these results conclusions were drawn regarding 
the morphology of the porous layer. 

Using the same approach Peter and Wielgosz [84] measured the capacitance of a 
porous p-type silicon electrode illuminated from the back of the wafer at potentials 
corresponding to depletion of a bulk electrode. The value found (750 pF c m 2 )  is 
several orders of magnitude larger than that of bulk n-type silicon under accumula- 
tion conditions ( -  1 pF cm-'). Obviously, electrons photogenerated in the substrate 
accumulate in the porous layer and give rise to a capacitance directly proportional to 
the internal surface area. 

I 

4.5.2 
Photocurrent 

The photocurrent measured with a semiconductor electrode depends on the dy- 
namics of photogenerated charge carriers and on the kinetics of the surface reac- 
tions. In order to understand the possible effects of porosity on the photocurrent 
quantum yield it is useful first to consider the situation at a non-porous electrode. 
The processes of importance are: generation of electrons and holes (by light ab- 
sorption); their separation (by migration and diffusion); recombination (in the 
bulk and at the surface); transfer of minority Carriers across the interface; and 
transport of majority carriers to the back contact. 

To illustrate the interplay of these factors we consider the case of an n-type 
semiconductor which is illuminated through a solution containing an efficient 
hole acceptor. The generation rate of electrons and holes at a depth x is given by 
-d@(x)/dx where @ (x) =@ (O)e"('))", @ (0) is the photon flux at the electrode surface 
(x=O), @(x) is the flux at a depth x and a(1) is the absorption coefficient for light 
of wavelength 1. The penetration depth of the light L(A) is usually defined as 
L(1) = l / a  ( I ) .  As shown in Fig. 4.9 two processes contribute to the spatial separa- 
tion of the photogenerated charge carriers. Electron-hole pairs created within the 
depletion layer (of width W) are separated by the strong electric field. The minor- 
ity carriers (holes) migrate to the surface, the majority carriers (electrons) to the 
bulk this occurs extremely fast, on a picosecond time scale [80]. Because of the ef- 
fective charge separation within the depletion layer, the concentration of minority 
carriers at the bulk edge of this layer is low. Minority carriers generated in the 
bulk can diffuse over a distance L, to the depletion layer edge and so reach the so- 
lution interface. The distance W+L, can be considered a retrieval length for min- 
ority carriers. Electrons and holes created by photons deeper in the solid recom- 
bine and hence do not contribute to the photocurrent. 

The quantum efficiency Q defined as the number of charge carriers measured 
in the external circuit for each photon absorbed, is determined by the flux of min- 
ority carriers arriving at the surface j, and by losses due to surface recombination 
of electrons and holes. For the case in which surface recornbination can be disre- 
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Fig. 4.9 Band diagram showing a depletion layer in 
an n-type semiconductor at  a solution interface. The 
depletion layer width is given by W; and the minority 

1 I 
0 --------I 

carrier diffusion length by L,. L (1)  is the penetration LP w 
depth of the light. L(V 

garded, the Gartner model [80] describes the dependence of the quantum eff- 
ciency on the widths of the depletion and absorption layers: 

From this equation it follows that, to ensure a significant quantum efficiency, it is 
necessary that l/a(1) < W or l/a(A) c L,. To illustrate the importance of these pa- 
rameters we consider a semiconductor such as TiOz or GaP with an indirect 
band-gap. In this case the absorption coefficient for photon energies just above 
the fundamental absorption edge is small. For example, the band-gap of GaP is 
2.24eV, corresponding to a wavelength of 554nm. For 1=514nm, n(A) is 
lo3 cm-' giving L ( 1 )  = 10 Fm. A typical value for L,  in GaP is 50 nm [24, 611. The 
depletion layer width at a band bending of 1 eV is of the order of 50 nm for a 
moderate doping level. Consequently the retrieval length of minority carriers 
(W+ L,) is only 100 nm which is much smaller than L(1). A quantum efficiency 
of only about 1% is found in this case (this is in agreement with Eq. 10) [24, 611. 
Most of the electron-hole pairs recombine in the bulk of the semiconductor. At high- 
er photon energies corresponding to the direct band-gap in Gap, the absorption coef- 
ficient is much larger and the penetration depth of the light smaller. This results in a 
more effective electron-hole separation and a higher quantum efficiency. 

Porosity can affect in two ways the optical properties of a photoelectrode, thus 
enhancing the quantum efficiency. Losses due to reflection of the incident supra- 
band-gap light at the interface may be reduced. If the typical dimensions of the 
porous structures are of the same order of magnitude as the wavelength, then 
light is scattered in the layer. In this way the effective absorption coefficient can 
be considerably higher than the corresponding value for the non-porous solid as a 
result of the increase in optical path length. 

Because of the limited dimensions of the porous structures and the enhanced 
absorption in the porous layer, the minority carrier is generally created close to 
the interface with the contacting medium within the pores. Consequently, the 
minority carrier is much more likely to reach the interface. This important effect 
was first pointed out by Hodes et al. [85] in a paper on photoelectrochemical cells 
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Fig. 4.10 The quantum efficiency i ,h/e@ a t  + 1 V (SCE) as a function o f  
the photon energy for a polished n-type (100) CaP electrode (curve a) 
and for the same electrode after anodic dissolution a t  +10 V (SCE) in 
the dark for the time needed to pass 16 Ccm-* (curve b). The indirect 
optical transition is at 2.24 eV and the direct transition a t  2.76 eV (from 
Ref. [24]). 

based on nanocrystalline CdS and CdSe electrodes. Two cases can be distin- 
guished. I f  the nanostructures are too small to support a depletion layer, then the 
minority carrier must reach the interface by diffusion. This requires a diffusion 
length comparable to the halfwidth of the nanostructure (0/2 < Lp). With larger 
nanostructures, as in macroporous layers, a depletion layer can be formed which 
follows the internal surface of the porous matrix (see Section 5.1). In this case if 
the minority carrier is to reach the interface then the halfwidth of the nanostruc- 
tures must be smaller than the sum of the diffusion length and the space-charge 
layer thickness (D/2 < Lp + W). The photocurrent quantum efficiency is deter- 
mined ultimately by competition between transfer of the minority carrier across 
the interface and surface recombination with a majority carrier. If the kinetics of 
charge transfer are more efficient, then a high quantum efficiency can be ob- 
tained, even for a light penetration depth which in a non-porous electrode would 
give a negligible efficiency. 

Results obtained with etched single-crystalline n-type GaP [24, 611, described in 
Sections 4.3 and 5.1, constitute a spectacular example of the second case (D/2 < 
& + W). Curve (a) of Fig. 4.10 shows the spectral response of a non-porous elec- 
trode. The quantum efficiency for photons with energy just above the fundamen- 
tal absorption edge (2.24eV) is low because, as already pointed out, the penetra- 
tion depth L ( A )  of the light is much larger than the retrieval length (W+ Lp) of 
the minority carriers. As the photon energy (and thus a ( A ) )  is increased, L (A) de- 
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creases leading to a gain in efficiency. A strong increase is observed at 2.76eV, 
which corresponds to the first direct optical transition in Gap. On the other hand, 
the quantum efficiency of the macroporous electrode (Fig. 4.10, curve b) reaches a 
value of one for photons of energy close to the fundamental absorption edge. 
Since the dimensions of the structural units are in the 100nm range and the 
minority carrier diffusion length is 50 nm, the criterion for ensuring high effi- 
ciency is met for the potential range in which surface recombination is negligible 
(Us ,  > 0.5 V). Similar results were obtained with porous n-type Sic electrodes [58]. 
Nanoparticulate Ti02 electrodes with particle sizes of 30nm are an example of 
the case in which 0 / 2  c L, [86]. With an efficient hole scavenger such as metha- 
nol in solution, surprisingly high quantum efficiencies can be realized. The nano- 
crystalline CdS and CdSe electrodes described by Hodes et al. [85] also correspond 
to this case. 

As far as we are aware there is no evidence for photocurrent originating directly 
from microporous or mesoporous silicon. Only a very small photocurrent is ob- 
served when the porous layer of a p-type electrode in indifferent electrolyte solu- 
tion is illuminated with light absorbed by the quantized semiconductor [87, 881. 
Possibly because of the poor kinetics for the hydrogen evolution reaction, photo- 
generated electrons and holes are not effectively separated (with the electron react- 
ing at the interface). Instead, they recombine and visible luminescence is ob- 
served. The photocurrent measured with p-type and n-type porous silicon elec- 
trodes originates from the depletion layer at the interface between the bulk semi- 
conductor and solution. The porous layer acts as a filter for short wavelength light 
[87, 881. However, two groups have shown that a thin porous layer can improve 
the photocurrent-potential characteristics of silicon photoelectrodes: n-type in con- 
centrated HI solution [89] and p-type in a cobalticinium ion/cobatocene (CoC;/ 
CoC,) solution in acetonitrile [go]. This improvement is attributed to two effects: 
reduced reflection of the incident light and a decrease in surface recombination as 
a result of the hydrogen-terminated surface which is produced by anodic etching 
in HF. The etched electrodes also proved to be markedly more stable. A similar 
improvement in the photocurrent quantum efficiency as a result of porous etch- 
ing has been reported for ZnTe [77]. 

4.5.3 
Luminescence 

The photoluminescence (PL) of porous silicon has been extensively studied and 
there has been much discussion regarding the origin of the visible emission [91]. 
Although complete consensus has not been reached, it is widely accepted that the 
visible luminescence is due to radiative recombination in quantum-confined struc- 
tures. While there have been claims on the basis of PL for quantum confinement 
in porous-etched GaP [60] and GaAs [92], these conclusions have also been dis- 
puted [93, 941 and the emission attributed to surface oxides in the porous layer. 

In this section we consider in-situ luminescence studies of etched single crys- 
tals, both PL and electroluminescence (EL). 
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Fig. 4.11 Schematic representation o f  the poten- 
tial dependence o f  the photocurrent (PC) and the 
photoluminescence intensity (PL) o f  an n-type 
semiconductor in  an indifferent electrolyte solu- 
tion. Energy band diagrams are shown for the illu- 
minated semiconductor under flat band and de- 
pletion conditions. 
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Fig. 4.12 The potential dependence o f  the emission intensity from a po- 
rous n-type silicon electrode in H2S04 solution. Three emission wave- 
lengths are shown. For the photoluminescence (PL) measurements an 
argon-ion laser was used as excitation source. Electroluminescence (EL) 
was excited by reduction of peroxydisulfate, added to  the H2S04 solution 
(from Ref. [96]). 

In a non-porous electrode, photogenerated electron-hole pairs recombining ra- 
diatively in the bulk will give rise to photoluminescence (PL) [95]. According to 
the Gartner model the PL intensity, IpL, is given by: 

where IC is the ratio of the rate of radiative recombination to the total recombina- 
tion rate. Clearly, the potential-dependence of the emission (as contained in 
Eq. 11) is different from that of the photocurrent (Eq. 9). Both are shown schema- 
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tically in Fig. 4.11. As the potential is decreased from positive values towards the 
flat-band potential the photocurrent decreases to zero while the PL intensity in- 
creases to a maximum ( W  = 0, I,,, = q b  (0)/(1 + u(L)Lp).  

The general features of the IpL-U curve for a macroporous electrode, in which 
0 /2  > L,, are not expected to be markedly different from those of a flat electrode. 
However, since the space-charge region of the porous electrode is much less uni- 
form, as is clear from the capacitance measurements described in Section 5.1, and 
the exciting light is more effectively absorbed in the layer, one might expect to see 
some differences. As far as we are aware such effects have not been studied. 

The potential dependence of the strong PL of microporous and mesoporous sili- 
con observed in indifferent electrolyte solution is, on the other hand, markedly 
different from that of a bulk electrode. Under conditions corresponding to deple- 
tion in a non-porous electrode, potential-independent emission is observed 
(Fig. 4.12 a). Charge carriers generated within nanocrystallites are not spatially se- 
parated but recombine. The photoluminescence is quenched at potentials negative 
with respect to U,, a process that has been attributed to Auger recombination 
[96] or to hydrogen-mediated recombination [97]. The potential at which the PL in- 
tensity decreases depends on the wavelength of the emitted light: emission at low- 
er energy (i.e. from larger crystallites) is quenched at more positive potentials 
than the high energy emission (from the smallest crystallites). This has been at- 
tributed to a higher barrier for transfer of an electron from bulk silicon to small, 
more confined particles than to larger particles [96]. 

There are numerous ways in which electron-exchange reactions can generate EL in 
porous silicon electrodes; these have been reviewed recently [95]. Here we confine the 
discussion to visible light emission due to simple minority carrier injection. For ex- 
ample, the methylviologen radical cation in solution can inject electrons into the con- 
duction band of porous p-type silicon. If, under accumulation conditions, majority 
carriers (holes) are supplied to the porous layer from the substrate, visible EL is ob- 
served. Similarly, when holes are injected from solution into porous n-type silicon and 
electrons are supplied from the substrate, visible emission is also observed. The most 
efficient and widely studied system is that in which peroxydisulfate (S,O;-) is used as 
oxidizing agent. The potential dependence of the integrated emission is shown in 
Fig. 4.12(b). Onset of luminescence is at a potential negative with respect to the onset 
potential for reduction of S&. The emission passes through a maximum and is 
quenched at negative potential. Quenching is attributed to the same mechanisms 
as proposed for PL quenching. An interesting aspect of the emission from this sys- 
tem is its “voltage tunability”: the emission maximum shifts to shorter wavelength as 
the potential is made more negative [96]. It has been suggested that this effect is also 
due to quantum confinement. Because of band edge mismatch supply of majority 
carriers to porous structures depends on their size, a more negative potential is re- 
quired to “feed smaller structures with electrons; these electrons are required for the 
first step of the S20;- reduction and the subsequent hole injection reaction. 
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4.5.4 
Electron Transport in Porous Semiconductors 

I 

Because of the permeation of the semiconducting solid phase by the electrolyte 
solution on a 1 to 100 nm scale, photogenerated minority carriers are transferred 
effectively to the solution. As we have seen, this feature leads to an enhanced 
photocurrent quantum yield. It also opens the possibility for the study of electron 
transport, since photogenerated electrons have to travel over macroscopic dis- 
tances through the porous system to reach the conducting phase at the back side. 

The study of electron transport in porous semiconductors has attracted the in- 
terest of groups in several fields, from statistical physics to solar physics and 
chemical catalysis [lo, 61, 85, 86, 98-1051. Preliminary work showed that the 
transport of photogenerated electrons through a porous electrode is very slow [98- 
1001. The characteristic transit time is in the s range. For comparison, the 
time it takes a charge carrier to travel across the depletion layer (about 100 nm in 
width) present at the interface of a bulk single crystalline semiconductor electrode 
is s, i.e. six orders of magnitude faster. This suggests that the motion of 
charge carriers in porous semiconductors is strongly attenuated. This might be 
due to the presence of grain boundaries, to electrical interactions between the 
traveling electron and dipole molecules in the electrolyte and to trapping of elec- 
trons in localized levels in the band-gap. Study of the attenuation of electron flow 
in porous systems is also of practical importance: a long residence time of the 
photogenerated electrons in the porous structure may lead to electron back-trans- 
fer to an oxidized species in the electrolyte, hence to electron-hole recombination 
via the permeated electrolyte phase [lo, 61, 85, 104, 1051. This is a loss mecha- 
nism in photoelectrochemical solar cells. 

The flow of a photocurrent in the external circuit implies that there is a direct- 
ed electron flux in the porous system, though there is, a priori, no electric field in 
the main direction of electron motion, i.e. towards the conducting contact (the 
electron sink). The motion of electrons from where they are generated to the sink 
is due to diffusion. The statistical driving force behind this directed electron flux 
corresponds to the gradient of the electrochemical potential [Fermi-level] of the 
free electrons. Vanmaekelbergh and de Jongh showed that the electrochemical po- 
tential of the free electrons decays by one to a few kTover the width of the porous 
layer (denoted d) [IOG]. The driving force is hence about kT/d, and was shown to 
be independent of the incident light intensity (photogeneration rate). From a ther- 
modynamic point of view, the decay of the electrochemical potential in the porous 
system leads to a loss in the work that can be performed in the external circuit by 
the photogenerated electrons. This is the price that must be paid for a statistically 
directed electron flow. 

The characteristic time that electrons take to travel through the porous system 
(i.e. transit time) cannot be obtained from the steady-state photocurrent. Instead, 
the transient photocurrent response in the external circuit upon a perturbation of 
the light intensity must be analyzed. This method has been extensively used in 
the study of electron transport in disordered, i.e. amorphous, semiconductors 
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[107-1121. When a strong light pulse is used, the photocurrent response is often 
typical of a dispersive transport process. This means that the transport is not char- 
acterized by an average transit time characteristic for the majority of the photo- 
generated electrons. Thus, the transport of individual electrons takes a time that 
can vary over many orders of magnitude. Strong light pulses have also been ap- 
plied to porous photoelectrodes, but a consistent interpretation of the photocur- 
rent transients remains a matter of debate [98-1001. 

In contrast, the study of electron transport in porous semiconductor electrodes 
under steady-state conditions, using a small harmonic light intensity modulation 
superimposed on the background light intensity, has proved to be very successful 
[86, 101-1031. This method is referred to as Intensity Modulated Photocurrent 
Spectroscopy (IMPS). The reason that electron transport is regular (i.e. non-dis- 
persive) under steady-state conditions has been discussed by Vanmaekelbergh and 
de Jongh [113]. It has been shown by several groups that the characteristic time of 
the opto-electrical transfer function j (w)/e&(w),  where J(w) is the modulated 
photocurrent and @(w) the modulated light intensity, gives the average transit 
time zd of the electrons through the system, when the lifetime of the electrons for 
recombination is considerably longer than zd. The spectrum of the opto-electrical 
transfer function j(w)/e&(w) is measured as a function of important parameters 
such as the thickness of the porous layer, temperature and background light in- 
tensity. Electron transport has been investigated with the IMPS technique in a 
variety of porous electrodes, including bare and dye-sensitized particulate TiOz, 
nanoparticulate ZnO and macroporous random networks of GaP [86, 101-1031. A 
characteristic and almost general feature is a transit time Zd that decreases consid- 
erably with increasing steady-state light intensity; i.e. zd o( @-? where y is between 
1/2; and 1, depending on the system studied. This feature is indicative of multi- 
ple trapping of the electrons in localized electron levels with energy located in the 
band-gap. Under steady-state conditions, the attenuation of electron transport is 
mainly due to trapping in states close to the Fermi-level [86, 101-103, 1141. It  can 
be shown that the transit time is given by the average number of trapping events 
times the localization time in levels close to the Fermi-energy. Interestingry, it has 
been shown that all types of levels attenuate electron transport in the same way. 
The only important parameter is the energetic distribution of the electron levels 
(the density of states or DOS). Since the position of the Fermi-level in the band- 
gap can be shifted by variation of the background light intensity, it is possible to 
map the DOS. Presumably, the electron levels are localized at the internal semicon- 
ductor/electrolyte interface. Thus, measurement of the transport characteristics of 
porous electrodes with IMPS may also be considered as a photoelectrochemical char- 
acterization technique. However, studies presented in the literature focus mainly on 
the fundamental aspects of the transport characteristics, not on the mapping of 
band-gap states [86, 101-1031. A wide public does not yet seem to recognize the po- 
tential of IMPS as a physical and photoelectrochemical characterization method. 
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4.6 
Applications of Porous-etched Semiconductors 

I 

The "oldest" of the porous-etched semiconductors, silicon, is clearly the one most 
widely used in practice. Reports on two recent meetings devoted to "Porous Semi- 
conductors-Science and Technology" [114, 1151 give a good impression of the 
wide range of applications of porous silicon. One of the first of these was in semi- 
conductor-on-insulator (SOI) technology 141. A new approach in this field, EL- 
TRAN (Epitaxial Layer TRANsfer), allows the transfer of epitaxial layers for SO1 
structures and reuse of the seed wafers [115, 1161. Porous silicon can serve as sa- 
crificial layer in microelectromechanical systems (MEMS) [117]. Miiller et al. [115] 
describe a novel approach based on the high perfection of macroporous silicon 
with billions of identical pores on one wafer for fabricating particle pumps. 
Macroporous silicon is also being considered as a material for the integration of 
capacitors in circuit technology [118]. Mesoporous silicon can serve as a mem- 
brane in separation technology [119] and can be used for local thermal isolation 
in devices such as gas-flow sensors based on thermal detection [120]. 

The discovery of visible luminescence from mesoporous and microporous sili- 
con [7, 81 seemed to herald a new era of optoelectronics. While interesting light- 
emitting devices have been fabricated [9, 115, 1211 there are still problems to be 
solved before the technology can be considered viable. These include the chemical 
stability of the porous material and the low electroluminescence efficiency. 

On the other hand, porous silicon is finding application in a number of new 
fields such as microphotonics [122] and solar cells [123, 1241. LCrondel et al. [125] 
describe the intriguing possibility of making three-dimensional photonic struc- 
tures in silicon by prepatterning the surface of the wafer and modulating the po- 
rosity by periodic modulation of the current density during anodic etching. A re- 
cent development in sensor applications involves the use of interferometric detec- 
tion techniques which allow for extremely high sensitivity [115, 1261. 

Of particular interest is the use of silicon for applications in the field of biology 
[115]. Porous silicon has been shown to provide an excellent coupling matrix for en- 
zymes in micro-bioreactors [127]. Porous silicon has been used as a substrate for 
culturing neurons [115, 1281 and for making biosensors [129]. Such applications 
profit from the enormous internal surface area of the semiconductor. In addition, 
since silicon is biocompatible, devices based on porous silicon can be used for in- 
vivo monitoring [115, 1291. An added attraction may be the fact that porous silicon 
is biodegradable so that components, once no longer needed, do not have to be sur- 
gically removed from the body [ 11 51; in a physiological environment silicon is re- 
sorbed and the resorbability can, in principle, be tuned over weeks or years. 

In contrast to silicon there are at present few reported applications for other po- 
rous-etched semiconductors. However, there are certainly many potential uses 
both in actual devices and in fabrication technology. The success of such applica- 
tions will probably depend on the reproducibility of the etching process. 

Sic is closest to Si in its electrochemical properties. Porous Sic can, like porous 
Si, be thermally oxidized under relatively mild conditions [55]. This process could 
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be interesting for electrical insulation in devices or for making components with a 
high capacitance [54, 571. Shor and coworkers have shown that Sic can be pat- 
terned by thermally oxidizing a patterned porous layer and subsequently dissolv- 
ing the oxide in HF solution [55]. Such possibilities make Sic an interesting 
material for MEMS applications. 

The potential applications of porous-etched 111-V and 11-VII materials would 
appear to be mainly in the fields of optics and optoelectronics. For example, Taki- 
zawa and coworkers [G9, 1301 have made high-density patterns of ordered, aniso- 
tropic, monodisperse pores in InP by anodic etching of the (111)A face. The 
authors show that these materials are birefringent at wavelengths used for optical 
communication. The materials can be easily integrated into optoelectronic sys- 
tems [130]. The process of anisotropic porous etching is also attractive for the fab- 
rication of high-density quantum wire and box structures with a low size fluctua- 
tion [130]. 

Schmuki et al. [131, 1321 have shown how porous etching can be used to make 
visible light-emitting micropatterns in GaAs by a direct writing process. A focused 
beam is used to implant Si“ ions into an n-type wafer. Under anodic polarization 
the areas damaged by implantation are etched selectively to give a porous layer. 
The porous material shows visible photoluminescence at green-yellow wave- 
lengths. In principle, patterns with a spatial resolution of 100 nm could be possible 
with this approach making the system suitable for novel light-emitting devices. 

Porous-etched semiconductors may be interesting for photonic applications. 
Macroporous Gap, produced by photoanodic etching, is the most strongly scatter- 
ing material for visible light reported to date [G2]. There is evidence for the onset 
of Anderson localization in this material [133J. This property would make porous 
GaP a candidate for applications such as diffusive totally reflecting mirrors. 

As outlined in Section 5.2 porous etching can greatly enhance the quantum effi- 
ciency of semiconductor devices which convert light into electrical energy (photo- 
diodes, solar cells). The most significant improvement is expected for semiconduc- 
tors with an indirect band-gap and/or a small value of the minority carrier diffu- 
sion length. Such effects have been demonstrated for GaP [24], Sic [58] and Ti02 
[134] but have not yet been incorporated into actual devices based on porous- 
etched single crystal or polycrystalline semiconductors. 

4.7 
Conclusions 

This review, though not exhaustive, shows that many single-crystalline semicon- 
ductors can be made porous by anodic etching. Both Si and Sic become porous 
under “normal” etching conditions, i.e. the p-type semiconductor is anodically dis- 
solved in the dark while the n-type semiconductor undergoes photoanodic decom- 
position. In most other cases depletion layer breakdown in n-type electrodes is re- 
quired to generate porosity. There have been reports of porous etching in p-type 
GaAs and CdTe, associated with layer formation. There is no satisfactory explana- 
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tion for the essential difference between the (photo)electrochemical properties of 
Si and Sic and those of other compound semicoconductors. 

The morphology of porous silicon has been studied in depth, that of 111-V 
semiconductors to a lesser extent. In Si, the pores grow in the (100) directions 
while, for the 111-V materials, pores in the (111) direction are generally observed. 
Much less attention has been devoted to the morphology of other porous semicon- 
ductors. 

Various models are available for describing pore initiation and propagation. 
These have been used in a somewhat “ad hoc” fashion and are rather simplistic. 
Ross and coworkers 1641 have been successful in explaining the striking differ- 
ences between Si and GaAs by assuming that etching is favored by the high elec- 
tric field at pore tips and that atoms are removed preferentially from surface kink 
sites. However, despite the elegance of their results, the authors admit that the 
predictive power of their model is limited. More sophisticated models combined 
with simulation are clearly required. 

Porous semiconductors show a wide range of interesting chemical, optical, elec- 
trical and optoelectrical properties. Models aimed at describing the relationship 
between morphology and physical properties are, in general, still at a primitive 
stage. There is clearly a host of possible applications for such systems. Up to now, 
the emphasis has been mainly on porous silicon. However, we foresee interesting 
applications for other porous-etched semiconductors. 
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Electrochemical Formation and Modification of Nanocrystalline 
Porous Silicon 
Will H. Green, Sonia L h n t  and MichaelJ. Sailor 

5.1 
Introduction 

The development of silicon-integrated circuit technology during this century ranks 
as one of the most important events in modem history and its impact on science 
and society has been incredible. Despite the tremendous amount known about Si 
and SiOz, our ability to manipulate and modify these materials continues to im- 
prove and there is every indication that this trend will persist for quite some time. 
Visible light emission from a Si electrode in an electrochemical cell was first re- 
ported in 1960 by Gee at Texas Instruments [l]. It would be another three years 
before the same company produced an integrated circuit containing four silicon 
transistors. Over the next thirty years, intensive research and development efforts 
would result in silicon circuits containing 106 transistors per chip, yet, surpris- 
ingly, Gee’s discovery was largely overlooked during this same time period. In 
1990, the light emitting properties of Si were rediscovered when Leigh Canham 
reported efficient room temperature photoluminescence (PL) from anodically 
etched Si in an HF electrolyte [2] .  The electrochemically etched material is known 
as porous Si, and it consists of a matrix of nanocrystalline Si domains. The visible 
light emission was attributed to quantum confinement effects in the nanocrystal- 
lites. Canham’s report sparked an intense period of research by workers in many 
disciplines with the aim of incorporating silicon optoelectronic functions into con- 
ventional silicon microelectronics. 

This article reviews aspects of the electrochemistry of nanocrystalline porous Si. 
We will begin with an introduction to semiconductor electrochemistry leading to a 
description of the electrochemical reactions responsible for the formation of nano- 
crystalline porous Si. We will discuss some of the interesting layered and pat- 
terned structures that can be fabricated from porous Si by manipulation of the 
electrochemical conditions. As Gee showed in 1960, electrochemical reactions can 
be used to induce light emission from the material, and the electrochemical reac- 
tions involved in electrochemiluminescence will be discussed. We will then pre- 
sent electrochemical reactions that have been used to modify the surface proper- 
ties of porous Si. We will finish with a discussion of potential applications for this 
material. 
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5.2 
Synthesis of Nanocrystahe Porous Si, Ce, CaAs, Gap, and InP 

I 

In 1956, during a study of electropolishing on silicon single crystals in aqueous hy- 
drofluoric acid (HF), Uhlir [3] observed that under particular current conditions an 
insoluble brown-red layer formed. Memming and Schwandt [4] demonstrated in 
1965 that these films were porous. Seven years after, Theunissen [5] showed that 
porous Si was produced by a localized dissolution of the semiconductor that creates 
an array of pores. In 1990, Canham reasoned that if the pores in these films were 
allowed to grow large enough until they overlapped, the remaining isolated wires 
of silicon might be small enough to display quantum confinement effects [2]. Can- 
ham reported an intense, broad, visible photoluminescence from his films under UV 
excitation. Electroluminescence from these films was discovered by Halimaoui et al. 
[6] a year later. Since that date, much work has been carried out in order to charac- 
terize and understand the promising properties of this new material. 

Porous Si layers are generally etched electrochemically. In this process, the 
monocrystalline Si substrate is anodized in an electrochemical cell with a mixture 
of HF, water and ethanol. The characteristics of the porous Si layer obtained are 
determined by the electrochemical parameters used during the etching process, 
which have been extensively reviewed [7, 81. The morphology of both pores and 
crystallites depends on the doping type and level of the initial Si substrate, the po- 
rosity depends primarily on the combination of HF concentration and current 
density, and the thickness is proportional to the duration of the etch. Chemical re- 
actions, commonly called "stain etches", have also been used to produce porous Si 
[9]. The chemical dissolution is usually carried out in a mixture of HF and a 
strong oxidizing agent such as HN03. Porous Si has also been fabricated using a 
dry spark-erosion process [lo-151. These techniques are not generally as flexible 
or reproducible [ 161 as the electrochemical technique. By modifying and adapting 
the formation parameters, porous Si chips can be used in various applications: for 
example, homogeneous p- or n-type layers presenting an array of nanometer-sized 
pores and crystallites are well suited for gas phase sensors, and p" layers with 
macropores (with diameters above 100 nm) are required for liquid phase sensors 
of large biological molecules. 

Porous germanium can also be prepared [17, 181 using a similar anodization 
process as is used for porous Si. The germanium crystallites present a nanowire 
shape (with diameters under 50 nm), but the surface roughness of the samples is 
generally on the micron scale. A red photoluminescence is also observed, which is 
less intense than is observed for porous Si. 

Pore formation has more recently been achieved on direct band-gap GaAs [19]. 
Samples are electrochemically etched in aqueous solutions containing HC1. The 
crystallite size ranges from micrometer to nanometers and two photolumines- 
cence bands are observed at room temperature: one in the infrared centered at 
840nm, and the other one in the green, centered at 540nm. The authors men- 
tion that all their samples show a certain degree of inhomogeneity with respect to 
morphology, surface chemistry and photoluminescence. Porous GaP [20], pre- 
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pared under identical conditions, consists of crystallites with diameters ranging 
between 20 and 50 A which exhibit blue and violet PL. Gudino-Martinez et al. [21] 
reported recently the first preparation of photoluminescent spark-processed po- 
rous InP. The technique consists of the application of high voltage discharges 
(50 kV, 20 Hz) on the substrate in air or in an argon atmosphere for several 
hours. The size of the active InP core is 42 A and the PL, which is weak at room 
temperature, occurs between 400 and 500 nm. 

Although porous semiconductor structures have been realized with various sub- 
strates, the most reproducible samples have been obtained with silicon. Moreover, 
different electrochemical preparation conditions lead to different morphologies, 
porosities and thicknesses, which are well controlled and useful for different ap- 
plications. By way of introduction to the next section, it should be noted that 
many of the unique properties of porous Si stem directly from the electrochemi- 
cal nature of its synthesis and are difficult to understand without a good apprecia- 
tion of this process. Thus, it is useful to look at the electrochemistry of semicon- 
ductor electrodes with a view toward a better understanding of porous Si and its 
potential uses. 

5.3 
Junction Properties of Si-Electrolyte Interfaces 

The properties of semiconductor/electrolyte interfaces have been extensively re- 
viewed [22, 231, but a short discussion here is appropriate. When a semiconductor 
is brought into contact with an electrolyte and the interface attains equilibrium, 
the Fermi energy in the two phases must become equal. Thermodynamically, the 
Fermi level is the average energy of the mobile charge carriers in a solid and is 

n-Si Electrolyte 

Fig. 5.1 The energy levels and poten- 
tial distribution across an n-Si-electro- 
lyte interface. EF,T is the electrochemical 
potential o f  the electrolyte, Ef is the 
Fermi level in the semiconductor, Ecs 
and Evs are the energies o f  the con- 
duction and valence band edges re- 
spectively and Eb is  the band bending. 
SCL, HL and DL refer to  the space 
charge layer, the Helmholtz layer and 
the diffuse layer respectively. The 
widths o f  these regions are not drawn 
to  scale. The bottom illustration shows 
how the potential is distributed across 
the interface. 
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analogous in definition to the Nernst potential of a redox couple in solution. The 
mechanism by which equilibrium is established involves charge transfer between 
the semiconductor bands and the redox species in solution. This process is shown 
schematically in Fig. 5.1 for an n-type Si electrode in contact with a solution con- 
taining a reversible redox couple. 

Charge transfer with a semiconductor electrode can take place through the con- 
duction band by electron transfer, or through the valence band by hole transfer, 
depending on the position of the Fermi level with respect to the potential of the 
redox couple (Eqs 1-4): 

I 

Ox' + e(CB) + Red 

Ox+ + Red + h&, (3)  

Red + h;VB) + Ox+. (4) 

The situation illustrated in Fig. 5.1 shows that electrons are depleted from the sur- 
face while positively charged holes are drawn to the surface by the electric field 
gradient in the space charge region. Accordingly, in the vicinity of the electrode 
the solution acquires a negative charge. The net result of the redistribution of 
charge at the interface is the formation of an electric double-layer with three dis- 
tinct zones: the space charge layer (SCL), the Helmholtz layer (HL) and the dif- 
fuse layer (DL) as shown in Fig. 5.1. The space charge layer is the region that lies 
entirely within the semiconductor and where the electric field felt by a charge car- 
rier is a function of its distance from the surface. On the electrolyte side of the in- 
terface, the opposite charge accumulates through the specific adsorption of ions 
and polarized solvent molecules to form the Helmholtz layer which includes the 
first monolayer of adsorbed species on the electrode. Finally, the diffuse layer is 
defined as the region extending from the Helmholtz layer to the bulk electrolyte 
where the ion concentrations deviate from their nominal bulk values. 

An externally applied potential controls the position of the Fermi level of the 
semiconductor with respect to a reference. The potential distribution across the 
junction is determined by the density of charges on either side of the interface. 
The charge density of a 0.1 M electrolyte solution is around lo2' cm-3 whereas a 
typical semiconductor has a dopant concentration of 1015-10'9 ~ m - ~ .  Therefore, 
most of the potential drop is felt by the semiconductor in the space charge re- 
gion. Under an applied bias, the energy of a charge carrier in the bulk differs 
from the carriers at the surface by an amount equal to the band bending energy. 
Band bending can be positive, negative or zero and reflects the different concen- 
trations of carriers at the surface and in the bulk. As seen in Fig. 5.1, band bend- 
ing causes the majority carriers (electrons) at the surface to move toward the bulk 
of the semiconductor while holes are attracted to the surface. The electrode pic- 
tured here is said to be in depletion mode because electrons have been depleted 
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n-Si E Electrolyte E 
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C 
Fig. 5.2 Different types of band bending at 
an n-type Si electrode in equilibrium with a 
solution redox couple. (A) Flat band potential. 
(€4) Inversion. (C) Accumulation. (D) Fermi 
level pinning by surface states. EVB is the va- 

B 

E 

D 
lence band energy, Ecs is the conduction 
band energy, Ef is the Fermi level in  the semi- 
conductor, €(,, is the Nernst potential of the 
redox couple in solution, Eb i s  the band bend- 
ing energy and E,, is the surface state energy. 

from the surface. A quantity of particular importance in semiconductor electro- 
chemistry is the flat band potential (Em) or the potential at which there is no 
space charge layer and hence no band bending at the interface (Fig. 5.2A). Knowl- 
edge of the flat band potential allows one to predict the extent of overlap between 
the valence and conduction bands of the semiconductor and the donor and accep- 
tor levels of a redox species in solution. In other words, the flat band potential is 
essential if the semiconductor band edges are to be referenced to an electrochemi- 
cal energy scale, such as the normal hydrogen electrode (NHE). 

There are important exceptions to the usual situation where the potential drop 
is felt mostly in the space charge region of the semiconductor. When a doped (n- 
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or p-type) semiconductor is forward biased by a sufficiently large applied poten- 
tial, the Fermi level can approach and penetrate the conduction or valence band 
producing very high concentrations of majority carriers at the surface (Fig. 5.2C). 
Under these conditions, the semiconductor is said to be in accumulation mode 
and the electrode behaves as if it were metallic. It follows that any further in- 
crease in electrode potential will be felt across the Helmholtz layer. Obviously, the 
magnitude of the potential at which this occurs depends strongly on the dopant 
concentration in the semiconductor. The second exception arises when surface 
states are present with energies in the band-gap (Fig. 5.2D). Surface states are 
energy levels associated with distinct chemical species either physically or chemi- 
cally bound to the electrode surface. Adsorbates, reaction intermediates, oxides, 
lattice defects and dangling bonds can all produce surface states, and when pre- 
sent in sufficiently high concentrations, will introduce large uncertainties in how 
the potential is distributed across the interface. This is most likely to be the case 
during the electrochemical corrosion of Si. When the Fermi level in the semicon- 
ductor becomes isoenergetic with the surface states, charge transfer between the 
redox couple and semiconductor will take place through these levels. Thus, the oc- 
cupancy and charge state of the surface becomes dependent on the applied poten- 
tial. If the charge density associated with surface states is greater than the charge 
density in the space charge region, the Fermi level will no longer be representa- 
tive of the energy of electrons in the semiconductor, but rather, becomes fmed at 
the energy of the surface states. This condition is called Fermi level pinning be- 
cause the band bending is fmed and the band edges appear to vary with applied 
potential. Charging and discharging of surface states can occur through redox spe- 
cies or charge carriers in the semiconductor, situations that in practice are d i s -  
cult to distinguish. The practical consequence of surface states is that they intro- 
duce uncertainty into the potential distribution across the junction and therefore 
the charge transfer rate of any reaction occurring at the surface. As will be dis- 
cussed in more detail below, knowledge of the potential distribution at the Si-HF 
interface turns out to be of critical importance in formulating reasonable models 
for this reaction and the formation of porous Si. 

1 

5.3.1 
Chemistry of Silicon in Aqueous HF 

Thermodynamic considerations show that Si is a strong reducing agent, forming 
hydrogen gas and silane (SiH4) upon reaction with water. Silane subsequently de- 
composes in the presence of water to form SiOz. Everyday experience, however, 
shows silicon is quite unreactive towards water. The main reason stems from the 
passivating nature of the silicon oxide layer. In addition, the excellent matching of 
the thermal expansion coefficients of Si and Si02 means the surface is mechani- 
cally and chemically very resistant towards further attack by the oxidizing agent. 
In fact, HF is one of the few substances that can dissolve Si02 at room tempera- 
ture. Silicon's propensity for combining with oxygen and the thermodynamic sta- 
bility of SiOz also explains why silicon is rarely found without an oxide layer un- 
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der ambient conditions. An important exception to this rule is the hydride-termi- 
nated silicon surface formed upon reaction of silicon with aqueous hydrofluoric 
acid. Analysis of the chemical composition of the surface of Si after exposure to 
HF shows predominantly silicon hydride species and very little oxide or fluoride 
(24-271. This is somewhat surprising considering the energies of Si-F and Si-0 
bonds are larger than Si-H bonds (129.3, 88.2, and 70.4 kcal mol-', respectively). 
Kinetic and electronic factors are more important than thermodynamic ones in 
this reaction. The main reason for the stability of Si-H over Si-F and Si-0 bonds 
on Si surfaces comes from the electronegativities of the elements; highly electro- 
negative elements like F and 0 polarize the Si surface atoms, making them more 
susceptible to nucleophilic attack. 

5.3.2 
Electrochemical Formation of Porous Si 

As was mentioned above, porous Si can be formed from single crystal Si by a 
number of methods, although the mostly widely used is an electrochemical etch 
in ethanolic HF solution. A two electrode cell consisting of a Si working electrode 
and a Pt counter electrode is commonly employed and the reaction is carried out 
at constant current. The corrosion of crystalline Si requires a supply of valence 
band holes at the surface, thus, p-type Si can be etched in the dark while n-type 
Si requires illumination to supply photogenerated holes. Using relatively high 
concentrations of HF and etching at low overpotentials ensures the formation of a 
porous layer rather than an electropolished surface. The exact morphology of the 
porous layer, however, is very sensitive to many experimental variables, such as 
the doping density of the Si substrate, the type of dopant, the current density and 
the duration of the etch [28-321. To ensure that reasonable comparisons can be 
made between different porous Si samples, identical etch conditions must be 
used. As will be discussed later, certain properties of porous Si such as the emis- 
sion wavelength and quantum efficiency of the photoluminescence are very sensi- 
tive to the formation conditions. 

There is a general consensus among those who have studied the formation 
mechanism of porous Si, that once initiated, pores propagate through the 
material under the combined influence of the electric field, the hole concentration 
and the preference of certain crystallographic planes [30, 33-35]. It is supposed 
that initiation of the porous structure occurs at localized regions on the Si surface 
where random defects create minute concave depressions [36]. The potential dis- 
tribution between the Si and the electrolyte depends on the band bending at the 
interface, which is lower at the tip of a growing pore [7]. Since the band bending 
represents a barrier for charge transfer with the electrolyte, the lower the barrier, 
the faster the etch. The electric field is also enhanced at the pore tips, which at- 
tracts and concentrates valence band holes in this region. Although the pores are 
self-propagating once started, their dimension, in addition to the path they take 
through the crystal, will be determined by other factors. For example, it is thought 
that as the crystallite domains reach the quantum confinement regime they are 
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Fig. 5.3 A proposed mechanism of oxidation of n-type Si in HF electrolyte (after Ref. 1291). 

depleted of charge and the corrosion reaction is suppressed [28, 371. There is still 
considerable debate over what controls the final morphology of the porous layer. 

Despite the considerable effort made to unravel the mechanism of the Si/HF 
electrochemical reaction, there is still uncertainty as to the intermediates and reac- 
tion steps involved. Part of the problem lies in the complexity of the reaction, 
which is known to involve chemical as well as electrochemical steps and whose 
mechanism changes with HF concentration and overpotential [38]. 

Fig. 5.3 shows a reaction mechanism for the oxidation of n-type Si in aqueous 
HF [29]. The reaction is cyclic in that there is an alternation between hydride- and 
fluoride-terminated surfaces as each Si atom is removed into solution. Starting 
with the hydride terminated surface, the first step involves capture of a photogen- 
erated hole by a Si-Si bond. The hole can then migrate on to a Si-H bond thus re- 
leasing a proton. Attack of the Si radical by fluoride causes electron injection into 
the Si conduction band and the formation of a Si-F bond. The next few steps in- 
volve the sequential replacement of hydrogen with fluorine on the more highly 
oxidized Si, with the concurrent injection of an electron into the conduction band. 
The final step is a chemical reaction in which HF adds across the one remaining 
Si-Si bond to release SiF4 into solution. At the same time, the surface-bound sili- 
con is terminated with a hydride. As seen in Fig. 5 .3 ,  for every photogenerated 
hole that is consumed at the surface three electrons are injected into the conduc- 
tion band resulting in a photocurrent quantum yield of 4. The SiF4 species that 
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was released into solution quickly adds two additional fluoride anions to form 
SiF;* which, interestingly enough, is one of the few silicon fluorine compounds 
that is stable towards hydrolysis in aqueous solution. Was this product not soluble 
or stable, HF would probably act like most other oxidizing agents towards Si and 
simply form a layer of SiOz on the surface. 

As described, this mechanism is thought to be operative at low overpotentials 
and high HF concentrations in the regime where porous Si is formed [29]. How- 
ever the exact mechanism is dependent on light intensity and under high light 
flux, hydrogen gas is evolved and the photocurrent quantum yield falls to 2 (i.e., 
for every photogenerated hole consumed only one electron is injected). At high 
overpotentials and low HF concentrations, the reaction mechanism changes again 
and the surface is electropolished rather than etched. The mechanism of oxida- 
tion in this regime is much more complex and will not be covered in detail. For 
instance, there are many reports of current-voltage oscillations, chaos and other 
non-linear behavior during the electropolishing of Si [39, 401. The current consen- 
sus is that there are at least two coupled reactions occurring at the surface at the 
same time; one is SiOz formation and the other is the chemical dissolution of this 
oxide by HF [38, 411. The interaction between these competing reactions is equiva- 
lent to positive feedback, a known requirement for nonlinear behavior [42]. 

The i-V characteristic of an n-type Si/HF junction at small overpotentials closely 
follows that of a Schottky diode when measured in the dark. The relevant relation- 
ship [43] is given by the ideal diode law, Eq. (5): 

wherej is the current density, j, is the reverse-bias saturation current density, q is 
the charge of an electron, A is the diode quality factor, k is the Boltzmann 
constant, and T is temperature. Under reverse bias, the junction passes only a 
small current, called the saturation current cia), but when forward biased the cur- 
rent increases exponentially with potential. This is the basis for the rectifying na- 
ture of a Schottky junction. Both n- and p-type Si are stable to dissolution under 
negative bias and behave as typical semiconductor electrodes in HF solutions (i.e., 
Schottky diode behavior, reduction of water with hydrogen evolution). It is only 
under positive polarization that Si dissolves. However, depending on the magni- 
tude of the applied overpotential, very different surface morphologies can result. 

There are three main potential regimes for anodic dissolution of Si in HF, 
shown in Fig. 5.4 for a p-type Si electrode [44]. At potentials slightly positive of 
the dissolving potential (-0.1 V relative to the SCE; region A in Fig. 5.4) the sur- 
face is dissolved in an irregular, fractal-like manner leaving behind a highly po- 
rous layer of nanometer-sized structures composed of hydride-terminated crystal- 
line Si. At higher overpotentials (region B in Fig. 5.4) the i-V curve departs from 
Schottky diode behavior and a transition region between pore formation and elec- 
tropolishing occurs. In this potential region, pore formation competes with elec- 
tropolishing to control the surface morphology. Electropolishing (region C in 
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Fig. 5.4 Current-voltage curve of p-type Si in 1% HF solution. The three 
lines separating regions A, B, and C indicate a change in the reaction mech- 
anism that results in the dissolution of Si surface [44]. 

Fig. 5.4) begins at still more positive potentials. This region is characterized by its 
planarizing action on the Si, leaving behind a mirror-like surface with excellent 
conventional electronic properties. In order to suggest a mechanism by which 
such radically different surface morphologies can result from relatively small 
changes in overpotential, one must first propose an appropriate potential distribu- 
tion across the junction by specifylng a rate-limiting step. Viewed another way, ac- 
curate measurement of the relative potential drops across the space charge layer 
and the Helmholtz layer allows reasonable rate-limiting steps to be proposed for 
high and low overpotentials. The literature on this topic is not in agreement. For 
instance, based on a Tafel slope of GO mV for region A of Fig. 5.4, Zhang et al. 
[44] came to the conclusion that the kinetics were under Helmholtz-layer control 
( R v P n F )  while Ronga et al. [45] used the same slope to argue for space charge 
layer control ( k v q ) .  

Electrochemical impedance spectroscopy has helped to clarify some of the con- 
troversy over the potential distribution at the Si/HF interface, as these measure- 
ments allow determination of the flat band potential and capacity of the space 
charge layer [35]. Knowing where the flat band potential lies relative to the ap- 
plied potential allows one to determine the magnitude and direction of band 
bending at the semiconductor surface and hence the concentration of free carriers 
available for reaction. The most common way of determining V, is by measuring 
the junction capacitance, C,,, as a function of applied potential and plotting the 
data according to the Mott-Schottky relationship [43] (Eq. 6): 
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where A, is the electrode area, E ,  is the dielectric constant of the semiconductor, 
ND is the dopant density and V is the applied potential. A plot of the reciprocal 
square of capacitance against voltage yields the flat-band potential. 

It is generally assumed that the measured junction capacitance reflects the 
space charge capacitance because it is in series with the Helmholtz and diffuse 
layer capacitances, both of which are much larger (10-100 pF cm-2) than the ca- 
pacity of the space charge region. The Mott-Schottky equation is only valid when 
the space charge layer is in mild depletion (Fig. 5.2B) and interface states are not 
present. Deviations from linearity are often observed, however, indicating an alter- 
nate method should be used to find V,. For purposes of characterizing the Si/HF 
system, obtaining a linear Mott-Schottky plot and showing that the semiconductor 
is in depletion is taken as good evidence for space charge control of the reaction. 
In the region of pore formation this is largely true; however for n-type Si, some 
authors have reported that linear behavior was only observed on the first sweep, 
where little or no pore formation occurs [46]. Other authors have shown a clear 
dependence of rate on the concentration of HF, which implies Helmholtz layer 
control [41]. The results appear to conflict if one assumes that the reaction must 
be controlled by either the space charge or the Helmholtz layer, but not by both. 
The postulation of a global mechanism explaining the kinetics and chemistry of 
the Si/HF electrochemical reaction as well as the morphology obtained has re- 
mained elusive due to the complex electrochemical behavior shown by this sys- 
tem. 

5.3.3.1 Photoelectrochemically Patterned Porous Si 
To a first approximation, Si in contact with a hydrofluoric acid etching solution 
behaves like a solid-state Schottky junction; corrosion of p-type Si occurs in the 
forward-bias direction, while corrosion of n-type Si occurs under reverse-bias con- 
ditions. Just as in a Schottky photodiode, current induced by light can add to or 
subtract from the corrosion current passing through the Si, depending on the ma- 
jority carrier type present in the Si wafer. This is why n-type Si wafers will not 
readily electrocorrode unless they are illuminated, and the corrosion reaction is 
suppressed by illumination of p-type electrodes [47-49]. Thus porous Si can be 
patterned by projecting an image onto the Si surface during electrochemical etch 
[47, 481. The intensity of light at a given spot on the wafer locally modulates the 
etch rate, resulting in porosity gradients in both the in-plane [47, 481 and z-direc- 
tions [49] of the porous Si layer [50]. Photoluminescent layers can be fabricated 
which have surfaces ranging from matte black to so reflective that they display op- 
tical cavity modes [48, 50, 511. This photoelectrochemical procedure also allows 
control of the intensity and wavelength of photoluminescence that can be ob- 
tained from porous Si [SZ]. 

Photochemical and photoelectrochemical patterning has also been used to selec- 
tively derivatize porous Si surfaces [53-551. For example, photoelectrochemical oxi- 
dation of luminescent porous Si in carboxylic acids produces a silyl ester-modified 
surface, which can be photopatterned by illuminating the surface through a mask 
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during the derivatization procedure [53]. Photoluminescence from the ester-modi- 
fied surface is reversibly quenched by H 2 0  vapor, while photoluminescence from 
the original Si-H surface is much less sensitive to H 2 0  vapor. This demonstrates 
the ability to pattern porous Si surfaces to impart specific chemical sensing prop- 
erties, important in generating high density multifunctional sensor arrays [SG] .  

5.3.3.2 Porous Si Layers and Multilayers 
If the size of the pores is smaller than the wavelength of light, films of porous Si 
often display optical interference [48, 511. If the films are assumed to be optically 
transparent, the optical reflectivity spectrum can be modeled using the Fabry-Per- 
ot relationship (Eq. 7): 

Y = -  2 (  cos- ~ p ) ~ (  sin - 2 : ~ ~ )  +- ;( cos- 2;””)*( 4n - sin- 
n (7) 

where Y is the intensity of reflected light of wavelength A, L is the thickness of 
the film, and n is the refractive index of the film. The equation results in a series 
of maxima, equally spaced in energy, corresponding to the condition for construc- 
tive interference in the film. The maximum of each fringe is given by Eq. (8) for 
light incident normal to the porous Si surface [57]: 

mi = 2 n L  (8) 

where m is an integer corresponding to the spectral order of the fringe. 
The determining physical parameters for the reflectivity of the film are the re- 

fractive index (n) and the thickness (L).  The quantity 2 n L  is commonly referred to 
as the effective optical thickness of the film. The values of n and L are both deter- 
mined and well controlled by the electrochemical parameters used in the synthe- 
sis, and thin films with given optical parameters can be etched in a reproducible 
way. Fig. 5.5 gives an example of a high quality Fabry-Perot interferometer film 
made from porous Si. The high contrast observed in the optical fringes is a signa- 
ture of the formation of two planar and parallel interfaces. A shift in these fringes 
occurs upon analyte binding in the pores, which provides a sensitive transduction 
modality for chemical sensing, discussed in more detail below. 

It is possible to fabricate more sophisticated optical devices from porous Si 
films. In 1995 Pavesi and Mazzoleni [58] reported the first microcavity made en- 
tirely out of porous Si. These structures are planar microcavities based on an ac- 
tive medium (luminescent porous Si) sandwiched between two distributed Bragg 
reflectors. Chemical sensing using Bragg mirrors of porous Si was first demon- 
strated by Snow and coworkers 1591. 

Porous Si multilayers are prepared by periodically varying the current density 
during the etching process; a current versus time profile can be transferred to a 
porosity, i.e. refractive index, versus depth profile. The HF concentration of the 
electrolyte and the current densities are adjusted to allow formation of layers of 
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Fig. 5.5 
dence) showing the interference fringes obtained on 
a porous Si thin film. The position o f  the optical 
fringes is highly dependent on the refractive index 
o f  the material filling the pores, and this phenome- 
non can be used for chemical sensing. 
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the appropriate refractive indices, and the etch times are adjusted to control layer 
thicknesses. The multilayers display the properties of Bragg mirrors when both re- 
fractive indexes nl and n2 and thickness of the layers L1 and L2 satisfy the follow- 
ing relationship: 

mi = n1 L1 = n2 L2 (9) 

Fig. 5.6 shows an example of a /2/4 Bragg stack formed electrochemically from po- 
rous Si. 

The reflectivity spectrum of the Bragg stack of Fig. 5.6 shows a Bragg plateau 
(or photonic band-gap) centered at 680nm with a FWHM of 60nm. These two 
optical properties can be tuned by adjusting the electrochemical parameters of the 
etch. 

If the periodicity of the Bragg structure is broken by the introduction of a 1"/2 
central layer, a mode is opened in the reflectivity of the Bragg plateau. The spec- 
trum then displays a sharp transmission peak in the middle of the forbidden 

Fig. 5.6 A multilayer porous Si Bragg stack 
(ten repeats) with nl N 1.1, L, z 0.75 p m  
and n2 z 1.4, L2 z 0.59 pm. On  the left is an 

electron micrograph image of the cross sec- 
tion, and on the right is shown the reflectivity 
spectrum o f  the structure. 
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band and constitutes a Fabry-Pkrot filter for any luminescence coming from the 
central layer. Once again, the spectral position of the mode can be tuned by modi- 
fying the electrochemical parameters of formation. 

Cavity effects on the luminescence of the central active porous Si layer, or on 
the luminescence of dyes introduced in the porous structure, have been observed 
[60-641. Reduction of the photoluminescence line width from 130 to 15 nm and a 
strong directionality of the emission along the axis normal to the surface is ob- 
served. No lasing has been reported yet, certainly because of the low quantum ef- 
ficiency of the porous Si luminescence and because of the losses in the structure 
arising from absorption .and interface roughness. However, recently Fauchet and 
coworkers demonstrated femtomolar-level detection of single-stranded DNA using 
a similar porous Si optical microcavity structure that had been modified with ‘the 
complementary DNA strand [65]. 

I 

5.4 
Properties of Porous Si 

As the electrochemical etch that forms porous Si proceeds, the size of the crystal- 
lites carved out of the substrate is reduced. The fraction of atoms identified as p r -  
face atoms increases. As a consequence, many of the properties of porous Si are 
determined by these surface atoms; the high radius of curvature induces strain in 
the fdms; the surface atoms become more reactive than atoms at the surface of 
flat Si; and their electronic properties are highly perturbed. A lot is happening at 
the surface, and chemical transformations of the surface can generate surface 
states on porous Si that are more or less accessible chemically and energetically. 

In addition to the higher relative density of surface electronic states, which may 
have a distinctive chemical nature as depicted in Fig. 5.7, there are other photo- 
physical mechanisms that may be operative in nanocrystals that are not available 
to bulk solids. Since the surface-free energy is a significant term in determining 

Surface Species 

si2k’si si4i1si s i 2 k l s i  

Si Si Si 

“Dangling Bonds” 

Fig. 5.7 Some of the species known to be present on the surface of porous Si. 
The species “X” can be a variety of intentionally or unintentionally introduced 
chemical moieties. 
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the overall thermodynamics of nanoparticles, surface strain can have a large effect 
on their electronic properties. For example, Alivisatos and coworkers have shown 
that the phase diagram for 11-VI nanocrystals is very different from the bulk 
material, and that both the kinetics and thermodynamics of phase transitions can 
be size-dependent [66, 671. One of the distinctive characteristics of porous Si is 
that its properties are limited by surface chemistry. In particular, any modification 
of the surface energy may affect the size, shape, and lattice parameter of the na- 
nocrystals and any modification of the surface states may affect their band struc- 
ture. 

5.4.1 
Structural Properties of Porous Si 

The first issue we will discuss is the effect on the atomic arrangement in the lat- 
tice when the size of the solid semiconductor is reduced. On porous Si it has 
been shown [68] that the electrochemical formation of pores on an initially crystal- 
line substrate does not lead to any loss in crystallinity. Indeed, the X-ray diffrac- 
tion rocking curves [69] of supported porous Si layers clearly show two sharp 
Bragg peaks coming from the Si substrate and from the porous Si layer respec- 
tively. The difference in the angular position of these peaks is directly correlated 
to the lattice mismatch (Au) along the normal direction of the sample surface. No 
modification of the lattice parameter has been detected in the parallel direction of 
the sample surface. The authors measured a lattice expansion (Aa/a) of 30 x10" 
on p-type Psi films of 65% porosity (the expansion is proportional to the porosi- 
ty), which is attributed to the reconstructed Si-H, surface. This result is in good 
agreement with the simulations of Ito et al. [70], which indicated an increase of 
the Si-Si distance when the surface of Si clusters is covered with hydrogen. It has 
also been observed that the lattice parameter expands when the films are oxidized 
[71]. The stress derives from the large volume increase (factor of 2.3) when bulk 
Si is converted into silica. Lattice expansion also occurs when porous Si is wetted 
by adsorption of alkanes [72]. 

A dependence of the lattice parameter on crystallite size has also been observed 
with 11-VI based semiconductors. Bawendi and coworkers [73] have synthesized 
CdS, CdSe and CdTe quantum dots with diameters ranging from 115 to 12 A. The 
X-ray powder diffraction spectra of the dots exhibit the wurtzite crystal structure 
with the lattice parameters of the bulk materials. As the diameter decreases, a 
size broadening of the reflections appears, indicating an enhancement of the 
number of stacking faults. The diffraction pattern from the 12 A-diameter parti- 
cles is very different from the other sizes. In that case, the clusters possess too 
few atoms to define a core crystal structure. The authors also mention the possi- 
bility of surface reconstruction and a contribution from the capping groups to the 
diffraction pattern. Goldstein et al. [67] have evidenced a contraction of the lattice 
parameter of CdS quantum dots as their diameter is reduced. The surface tension 
increases from 0.750 N m-' for bulk CdS to 1.74 N m-l for capped nanocrystals 
and to 2.50 N m-' for bare ones. As the dimensions are reduced. the contribution 
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of the surface tension to the free energy of the crystal increases, and the thermo- 
dynamic parameters of the nanocrystals appear to be modified. The melting point 
of CdS quantum dots with diameters ranging from 24 to 80A was studied by 
TEM [67]: a decrease of the melting temperature from 1200 K (80 A diameter) to 
600 K (24A diameter) is observed, whereas the melting temperature of the bulk 
material is 1680 K. Another example of the size effect on the thermodynamic 
properties of nanocrystals is provided in the study of a solid-solid phase transition 
performed by Tolbert et al. on CdSe quantum dots [66]. Indeed, bulk CdSe under- 
goes a phase transition from a wurtzite to a rock salt structure at 2 GPa, and the 
authors report an evolution of the transition pressure from 3.6 to 4.9 GPa when 
the radius of the nanocrystals decreases from 21 to 10 A. 

I 

5.4.2 
Luminescence Properties of Porous Si 

The optical properties of nanocrystalline porous Si have been the subject of exten- 
sive investigations during the past 10 years. Indeed, for both porous semiconduc- 
tors and semiconductor quantum dots, efficient visible photoluminescence has 
been reported. For porous Si, electroluminescence has also been observed in sol- 
id-state [74-771 and liquid junctions [6, 781. Although the visible emission of these 
nanocrystals under UV excitation is the property that has been studied the most, 
the recognition that electrically stimulated emission would most likely lead to 
practical optoelectronic applications has resulted in a significant amount of effort 
focussed on electroluminescence phenomena. In recent years the passive optical 
properties of thin porous Si films and multilayers, which we have already dis- 
cussed, have received increased attention. 

The reduction in size of a crystal to the nanometer range often results in the oc- 
currence of quantum confinement effects, which will principally affect the value 
of the band-gap and the electron-hole recombination rate. The loss of long-range 
periodicity and the presence of surface states will also play important roles. Po- 
rous Si was at first considered a material comprised of quantum wires, although 
now it is thought of more as a matrix of interconnected quantum dots [79, SO]. 
The semiconductor physics representation of such a system is a well of potential 
in which the carriers are more or less trapped, depending on the height of the po- 
tential barrier. The energy levels in the well are quantized, and their positions are 
strongly affected by the size of the nanocrystal. If the three dimensions of the na- 
nocrystal are respectively &, 4 and Lz, the confinement energy, Ec, will depend 
on these values as (1/c + l/q + l/L;). If the bulk semiconductor has a band-gap 
Eg, the nanocrystalline semiconductor will have a band-gap Eg, = Eg + E,. The rela- 
tionship between the gap and the size of the crystallites in porous Si has been 
modeled in various ways, but all the calculations lead to a relation AEg z D-", 
with D the diameter of the crystallite and a a coefficient. The a parameter de- 
pends on the model, a = 2 for infinite potential barriers, a = 1.64 for finite oxide 
barriers in the effective mass approximation [81], and a = 1.39 for the LCAO meth- 
od on spherical clusters passivated by hydrogen [82]. These models show a good 
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correlation with the average spectral positions of the emission data. However, the 
spectra usually display linewidths much larger than those seen in the spectra of 
“conventional” quantum dots based on 11-VI materials. For 11-VI quantum dots it 
is not unusual to observe spectral linewidths of <50 nm and fine structure corre- 
sponding to higher order transitions [83], while the photoluminescence spectra of 
porous Si have linewidths that are typically 150 nm and featureless. 

The time-resolved photoluminescence spectra are somewhat difficult to inter- 
pret, displaying non-exponential decays that tend to range from a few microse- 
conds on the high energy end of the emission spectrum to a hundred microse- 
conds on the low energy end [84]. Fishman et al. [81] have shown that the steady- 
state spectra can be fit using a Gaussian distribution of crystallite diameters. The 
time-resolved data are usually fit with a stretched exponential [85, 861 or a semi- 
quantitative “average” lifetime based on the half-life of the decay curve [87]. This 
distribution complicates the interpretation of the kinetics for energy or charge 
transfer at porous Si interfaces significantly [87]. 

Concerning the lifetime of radiative recombination, one can expect that the 
break in the crystalline symmetry makes transitions that are formally forbidden in 
the bulk material allowed, and the long lifetimes associated with an indirect gap 
material would shorten to resemble a direct gap semiconductor. Moreover, the 
simple fact that the carriers are spatially localized increases the probability of re- 
combination. Thus, the lifetimes are usually shorter for radiative recombination 
in nanocrystals than for radiative recombination in the parent semiconductors. 
For quantum dots, the lifetimes are typically in the range of 100 ns [88] and mul- 
ti-exponential. As already mentioned, larger diameters induce longer lifetimes. For 
porous Si, the very long (microsecond) lifetimes indicate that the indirect charac- 
ter of the semiconductor is conserved. Experimental verification of the indirect na- 
ture of the radiative transition was first reported by Calcott et al. [89], who clearly 
observed the TO and TA phonon-assisted transitions under resonant excitation at 
2 K. 

Unlike the generally well-isolated quantum dots based on 11-VI materials [83], 
the interconnected nature of the porous Si matrix results in partial overlap of 
wavefunctions between adjacent nanocrystalline domains. This property manifests 
itself in two main electronic features: first, it provides a pathway for current trans- 
port in the matrix, and second, it provides a low energy route for migration of ex- 
cited carriers and for their non-radiative recombination [90]. The quantum effi- 
ciency for emission depends on the rate of radiative recombination relative to the 
rate of non-radiative recombination. When the size of a nanocrystal decreases, lo- 
calization increases and the effect of surface traps and dangling bonds is magni- 
fied. Indeed, in as far as the wavefunctions of the carriers occupy the whole parti- 
cle, one defect is sufficient to kill the luminescence of a nanocrystallite. Passiva- 
tion techniques like the core-shell structures for quantum dots [91, 921 and oxida- 
tion or surface derivatization for porous Si [93, 941 have been shown to lead to 
good improvement of the quantum yields. Typical values are around 5% for po- 
rous Si and around 50% for quantum dots. 
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5.4.3 
Electrical Properties o f  Porous Si 

I 

Much of the interest generated by Canham’s first report of photoluminescence from 
porous Si stemmed from the idea that it would be easy to inject electrons and holes 
into the nanocrystals with an electrical contact. The interconnected nature of the ma- 
terial and the fact that its synthesis relies on electrical injection of holes from the Si 
substrate means that the material should readily lend itself to electroluminescent 
device structures, and the first demonstrations of such devices appeared within a 
few years of Canham’s discovery [6, 74, 76-78, 95-1001. Nevertheless, it took quite 
a long time to get stable, efficient contacts on porous Si [101-1111, and good porous 
Si LEDs have only recently been realized [103, 1121. One reason for this is that effi- 
cient luminescence is correlated with high spatial localization of holes and electrons 
while transport involves motion of carriers over macroscopic distances. The problem 
has been successfully addressed with the 11-VI nanoparticles by imbedding them in 
conducting polymer matrices [91, 1061. The organic materials have a lower density of 
states than conventional metals or semiconductors, so the probability of interfacial 
recombination events is reduced. Transport studies on the interconnected crystal- 
lites in porous Si have led to a better understanding of the conduction processes, 
and have been key to achieving efficient devices with this material. 

The resistivity of nanoporous Si has been reported to be a few orders of magni- 
tude higher than microporous Si [113]. Typical values of the resistivity are lo1’- 
10i2Rcm at room temperature and can increase to 1016-1017Rcm when the 
samples are oxidized. The conductivity is thermally activated, with an activation 
energy in the range of 0.3-0.7 eV [114]. Among different models proposed to ex- 
plain the conductivity of porous Si, a hopping mechanism seems to explain most 
of the observed experimental facts [115, 1161. An electron at the Fermi level can 
jump from its equilibrium position in a crystallite while leaving a positive trap be- 
hind. Under these conditions, the higher the energetic barrier, the lower the prob- 
ability of hopping. This explains quite well the fact that conductivity decreases 
with increasing porosity (higher confinement energy), with increasing oxidation 
(higher barrier), and with decreasing temperature (no activation energy available 
to jump the barrier). The point which needs to be stressed is that efficient lumi- 
nescence and efficient conductivity are orthogonal phenomena, and that increas- 
ing the efficiency of confinement in the nanocrystallites strongly increases both 
photoluminescence and resistivity of the porous material. 

5.5 
Electroluminescence from Porous Si 

A significant obstacle encountered in fabrication of LEDs from porous Si has 
been the generation of a low resistance, stable electrical contact to the porous 
layer. A number of approaches have been reported, including thin metal films 
[loo, 1171, sputtered indium tin oxide (ITO) [97, 1181, and conducting polymers 
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[101, 119, 1201. Liquid junctions, although not practical, have also been extensively 
studied as they provide an intimate electrical contact to the porous layer [121- 
1231. Chemical corrosion is a problem with any electrochemical system and sub- 
strate oxidation tends to occur readily in most solvents [38]. Despite the draw- 
backs, liquid contacts allow flexibility in studying charge transport processes at 
the interface, and they provided the initial impetus for the study of electrochemi- 
cal reactions at porous Si surfaces. A fundamental distinction between solid-state 
and liquid junctions should be made here. Electroluminescence generally refers to 
the solid-state process. If a chemical reaction is involved in the electrical genera- 
tion of light, the process is usually referred to as electrochemiluminescence. Be- 
cause the energy produced as light contains a contribution from the free energy 
released in the making and breaking of chemical bonds, electrochemilumines- 
cence can occur at applied voltages lower than would be possible for production 
of the same energy of light by electroluminescence. 

Despite the fact that crystalline Si (c-Si) has an indirect band-gap in the near in- 
frared, visible electroluminescence has been observed from this material under a 
variety of experimental conditions [124-1281. For example, when a high voltage is 
applied to a Si p-n junction, avalanche breakdown can occur, resulting in the 
emission of a broadband spectrum with photon energies considerably greater 
than the band-gap energy of bulk Si [127]. Although it is now widely accepted that 
quantum confinement effects are responsible for the efficient visible emission 
from freshly prepared porous Si, there is evidence that molecular species or defect 
states may also play a role, particularly in aged or oxidized samples [129-1321. 

The high surface area of porous Si combined with its known sensitivity to mo- 
lecular adsorbates makes contamination of the surface an important consideration 
in the photophysics. As suggested by Canham, the accumulation of organic 
material may be responsible for the appearance of a blue emission band in the PL 
spectrum of aged porous Si [133]. The density of defects formed during oxidation 
of porous Si should be much higher than a similar oxide grown on flat Si. Sili- 
con-oxygen-related defects, such as the non-bonding oxygen hole center (NBOHC) 
[134], Pb [135-1371 and E’ centers [138, 1391, have been characterized and studied 
extensively because of their importance in the fabrication of high-quality Si/Si02 
junctions for microelectronic circuits. Although the assignment of PL bands to 
specific defects is difficult, there is general agreement that many defects com- 
monly found in amorphous silica (a-Si02) and at Si/Si02 junctions can give rise 
to visible emission [138, 1391. For example, the NBOHC is strongly associated 
with a broad red emission at 1.9 eV [140] and the Pb and E’ centers are also re- 
ported to have emission bands in the red portion of the spectrum [134, 141-1431. 
Silanol or suboxide groups have been correlated with fast, blue PL in both a-Si02 
[132] and rapidly oxidized porous Si [144]. It is becoming increasingly clear that 
the model describing the electroluminescent properties of oxidized porous Si 
must include contributions from quantum-confined crystalline Si and from defect 
states localized in the oxide layer or at the nanocrystalline Si/Si02 interface. 

Visible EL from SiOz has been well documented in studies concerning the 
transport of energetic carriers through metal-oxide-semiconductor (MOS) struc- 
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tures [145-1501. It is generally accepted that electronic transitions of hot electrons 
are responsible for the emission from MOS structures subjected to high electric 
fields [ 145-15 11. Although less thoroughly studied, visible electrochemilumines- 
cence has been observed from oxidized Si anodes in aqueous and non-aqueous 
electrolytes under conditions of very high applied over-potentials (greater than 
+SO V) [152, 1531. For example, Hasegawa [154] observed visible electrochemilumi- 
nescence from oxidized a-Si(H) and crystalline Si anodes and ascribed the phe- 
nomenon to electronic transitions occurring at the SiO,/Si interface and in the 
bulk SiOz film. With porous Si, the electrochemiluminescence process often pro- 
duces interfacial oxides or oxide-related species that can act as emissive centers. 
For example, electrochemiluminescent porous Si/formic acid junctions slowly pro- 
duce mixed oxide and formate ester species at the interface [123]. This oxide layer, 
which can also be generated at flat Si, is highly photoluminescent. Stable electro- 
chemiluminescence has not been achieved on porous Si, although the product of 
the electrochemical reaction can often produce a species bonded to the surface 
that is useful for other applications. A variety of electrochemical reactions have 
now been found that are of some utility in the modification of porous Si surfaces. 

I 

5.6 
Electrochemical Functionalization 

Pristine porous Si has a hydride-terminated surface that is prone to oxidation and 
corrosion. In recent years there has been much effort to chemically modify po- 
rous Si and hydride-terminated crystalline Si with organic moieties in order to sta- 
bilize the surface or to impart some specific chemical property. The electrochemi- 
luminescence reaction involving formic acid that was described above works with 
a variety of carboxylic acids 153, 54, 1551. The covalently attached Si esters are 
readily removed, and they provide a convenient starting point for chemical modifi- 
cation reactions (Eq. 10). Such surfaces have been used to impart chemical speci- 
ficity to porous Si for gas sensor applications [53]. Alkoxy groups can similarly be 
electrochemically attached to Si [156]. 

Much more chemically adherent layers can be formed using Si-C bonds to link 
the organic group to the Si surface. Covalently attached (Si-C) layers have been 
formed at Si and porous Si surfaces using Grignard and alkyl- or aryllithium re- 
agents [157-1641. Similar results have been obtained by thermal [158, 1651, photo- 
chemical [55, 1621 and Lewis acid catalyzed [166] hydrosilylation reactions. Electro- 
chemical oxidation of methyl-Grignards [ 167) on porous Si and electrochemical re- 
duction of phenyldiazonium salts [lG8] on single crystal Si have been shown to 
yield dense monolayers of methyl and phenyl groups, respectively. Electrochemi- 
cal reduction of organohalides (Eq. 11) has also been demonstrated as an effective 
grafting technique [ 1691. In many cases, the organic functionalization dramatically 
improves the chemical stability of porous Si [170, 1711, which has spurred interest 
in this material for sensor, display, and photoelectrochemical conversion applica- 
tions. 



5.7  Applications 

The reductive electrolysis of organoiodides and organobromides (Eq.  11) is a 
fast and highly efficient 

'. /O!lCR R'OH H. ,OR' H 
I - e  

Si * Si Si + RCOIH (10) 
1'2 \ RCO,H ; \ r i 

Porous Si 
R = H, CH 3 ,  CF R = CH 3 ,  CH ,CH,, C(0)CH ,NH3, etc 

electrochemical method for surface functionalization of n- and p-type porous Si 
[ 1691. This method provides high surface coverage, while requiring only very short 
(< 2 min) reaction times. Widely available mono- and bifunctional organo halide 
reagents with low to moderate reactivity make this method convenient to use and 
generally applicable. The reductions are performed in 0.2 M to 0.4 M solutions of 
the organo halides in an acetonitrile electrolyte. Application of a cathodic current 
(2 to 10 mA ern-,) for 30-120 s leads to high coverage of the porous Si surface 
with organic species. As-formed alkyl layers are stable in ethanolic HF, which has 
become a litmus test to determine if grafting proceeds through formation of cova- 
lent Si-C bonds [160, 1661. Si-0 bonds are rapidly dissolved under these condi- 
tions. 

5.7 
Applications 

Obtaining efficient electroluminescence was a key milestone on the path to inte- 
grating porous Si-based optoelectronic functionality on a Si microcircuit chip. The 
requirements for light emitting diodes used in displays are a bit more stringent: a 
quantum efficiency higher than 1%, three colors (blue, green, and red) with a 
spectral width about 0.1 eV, a turn-on threshold below 5 V, and a stability greater 
than lo5 h [172]. Until recently, such requirements presented a serious obstacle 
for porous Si devices, which showed typical electroluminescence efficiencies 
around 0.1% and stability under one month. Gelloz et al. [lo31 have reported an 
enhancement of the quantum efficiency using an anodic passivation process. 
They obtain an electroluminescence efficiency of 0.21% at emission wavelengths 
around 640 nm and an applied bias of under -30 V. The device is made of porosi- 
fied n+type Si contacted with indium tin oxide. This advance has made porous 
Si-based light emitters a viable option for optical switching applications. Another 
approach for is to couple passive porous Si optical devices like Bragg reflectors 
and microcavities with porous Si LEDs. The first attempt was realized by Araki et 
al. in 1996 with a device composed of a thin gold film, a light-emitting porous Si 
layer, a multilayer porous Si mirror, a p-type substrate and an ohmic contact [173]. 
The main advantage of this device is that the Bragg mirror filters the emission of 
the porous Si to provide a narrow linewidth. The authors report a FWHM of 
about 0.1 eV. Recently, Chan et al. sandwiched a highly luminescent p+ type po- 
rous Si layer between two porous Si Bragg mirrors contacted with gold [112]. The 



162 5 Electrochemical Formation and Mod$cation of Nanocrystalline Porous Silicon 

electroluminescence threshold is about 30 V, the emission is narrow (FWHM 
around 20 nm), tunable (between 750 and 670 nm), and directional (30 degree 
cone around the normal axis of the device), demonstrating the potential use of po- 
rous Si microcavities for flat-panel displays, although three-color operation has not 
yet been achieved. Despite the fact that different groups [Gl-63, 1121 reported 
band narrowing and directionality effects, lasing in porous Si structures has also 
not been observed yet. 

The open pore structure and large specific surface area (a few hundred m2 per 
cm3, corresponding to about a thousand times the surface of the polished Si wa- 
fer) make porous Si a convenient material for sensitive detection of liquid and 
gaseous analytes. The ability to electrochemically tune the pore diameters [174] 
and to chemically modify the surface [175-1771 provides control over the size and 
type of molecules adsorbed. These properties have been exploited to develop po- 
rous Si sensors for detection of toxic gases [178, 1791, solvents [59, 180, 1811, ex- 
plosives [182, 1831, DNA [65, 1841, and proteins [174, 185, 1861. The main tech- 
niques investigated to achieve signal transduction are capacitance [ 1871, resistance 
[188], photoluminescence [189], and reflectivity [Sl]. Detection limits of at least a 
few ppb have been demonstrated for some of these [%I. 

Silicon has an advantage over other crystalline semiconductors in that it is inex- 
pensive and easy to integrate in electronic devices. Porous Si films can be pre- 
pared to be luminescent [2], to have a measurable conductivity [115] and to show 
interference fringes in reflectivity [ 1901. Sophisticated passive optical structures 
like Bragg reflectors, microcavities [ 1911, gratings and waveguides [ 1921 have been 
demonstrated. In-vitro studies have shown the material to be very biocompatible 
[193-1951. Applications in smart drug delivery systems and temporary medical im- 
plants have been proposed [193]. There is little doubt that porous Si will see in- 
creased use in practical devices as the field develops. As this occurs, electrochemi- 
cal control of the surface and morphology will become crucial. 
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Charge Transport in Nanostructured Thin-film Electrodes 
Sten-Eric Lindquist, Anders Hadeceldt, Sven Sodergren, and Henrik Lindstrom 

6.1 
Introduction 

The properties of mesoscopic nanoporous-nanocrystalline, frequently named na- 
nostructured, thin-film electrodes, have been extensively studied. Such porous 
films immersed in an electrolyte show surprisingly good ability to accommodate 
photogenerated electrons in the conduction band (CB) of the semiconductor (SC) 
and deliver a current to a conducting support (back contact). We know from solid- 
state semiconductor physics that disordered structures in, e.g., polycrystalline film 
electrodes normally have a relatively poor performance compared with electrodes 
made from highly ordered materials such as single crystals. This raises several 
questions. How it is possible to collect electrons and transport them so efficiently 
through such a poor and disordered structure as a nanostmctured thin-film elec- 
trode? What are the mechanisms of charge transport? Although extensive work 
has been performed, there still remain questions to be answered and the mecha- 
nism of charge transport in mesoporous electrodes is currently under intense de- 
bate in the literature [l-81 and will probably be so for some time to come. Slowly 
a clearer picture of the factors affecting the transport of charge carriers in nano- 
structured electrodes is emerging. The object of this chapter is to review the re- 
cent work on charge transport in mesoscopic (particulate) nanostructured film 
electrodes. This review of the field will be accompanied by a discussion which 
aims to pinpoint eventual inconsistencies and reveal areas where we still have lim- 
ited knowledge. 

There are a few earlier reviews of charge transport in nanostructured electrodes. 
Peter et al. [S, 91 have recently reviewed the properties of “nanocrystalline elec- 
trodes’’ with particular emphasis on electron transport in dye-sensitized nanocrys- 
talline photovoltaic cells. Some information concerning charge transport in nano- 
structured electrodes is also found in a paper by Miller et al. [lo]. Recent papers 
by Hagfeldt and Gratzel [ll], Hagen [12], and Cahen et al. (131 are also of great 
value as sources of information for the discussion. 

Most of the work presented in this chapter will relate to papers published dur- 
ing the last decade. This is for the simple reason that before the appearance of 
the paper ‘A low-cost, high-efficiency solar cell based on dye-sensitized colloidal ti- 
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tanium dioxide films” by O’Regan and Gratzel in Nature 1991 [14], little attention 
was paid to the properties of nanostructured electrodes in photoelectrochemistry. 
In the early fundamental work on dye-sensitized SC electrodes by Gerischer, Tri- 
butsch, Willig [15-191, Memming [20], and others, well-defined single crystal elec- 
trodes were used. The dye was attached as a monolayer (or less) at a defined flat 
surface at the electrode-electrolyte interface. The potential distribution in the semi- 
conductor could then correctly be described as a Schottky barrier using the Gart- 
ner-Butler approximation [21]. When polycrystalline and apparently porous large 
inner area electrodes were used as support for dyes (see, e.g., Refs [22] and [23] 
and references cited therein) the Schottky barrier was still frequently adopted to 
describe the potential distribution in the semiconductor. Today’s dye-sensitized 
electrodes are almost exclusively nanostructured wide band-gap oxide semiconduc- 
tor thin films in liquid electrolytes. The absorption of the SC is in the UV while 
the effective absorption of the dye is in the visible region. 

The most extensively studied material so far is TiOz. The first studies of the 
charge transport in nanostructured electrodes were made on bare (no adsorbed 
dye) SC film electrodes [24, 251. Investigations on dye-sensitized films subse- 
quently were more commonly studied. Different experimental procedures to study 
where in the SC film efficient separation of photoinduced charge takes place will 
be presented in this chapter. Thus, photostationary as well as photocurrent transi- 
ent measurements will be treated. Results from intensity-modulated photocurrent 
spectroscopy (IMPS) and intensity-modulated photovoltage spectroscopy (IMVS) 
will be described and discussed [5, 7, 26-33] and attempts to model the charge 
transport through the films will be reviewed. As we will see, the transport of 
charge carriers in the porous films and transport of the ions in the electrolyte- 
filled pores are interrelated. Effects of different morphologies of the nanostruc- 
tured films will also be briefly addressed. The aim is to elucidate what is known 
and understood today in this rapidly developing field. 

I 

6.2 
From Single Crystal to Quantum Dots 

6.2.1 
Nanostructured Film Electrodes 

What is commonly called in the literature today a mesoporous or nanostructured 
electrode is a porous electrode built up from interconnected semiconductor parti- 
cles of nanometer size. (An overview of nanostructured materials, methods of prep- 
aration of nanoparticles and films, and optical and electronic properties are given in 
Chapter 7 and by Hagfeldt and Gratzel [34] as well as in other chapters in this book. 
We will here only point out a fast and cost-efficient method recently introduced for 
on-line fabrication of thin nanostructured films [35].) Most workers use films that 
have a relatively homogenous distribution of particles and pores. Typically particle 
size is in the range of 5-50 nm, and the porosity is normally around 50%. The films 
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Fig. 6.1 
ogies o f  nanostructured film electrodes: (a) 
Isotropic nanostructured TiOz from Degussa 
P 25 powder on a conducting Sn02(F) film 
on glass prepared by the press technique [35]. 
(b) TEM cross-section of a reactively sput- 
tered highly non-isotropic T i02  film. The film 

Some examples of different morphol- i s  porous and allows dye molecules and elec- 
trolyte to penetrate the film all the way up to  
the Sn02(F) back contact [41]. (c) SEM pic- 
ture of hexagonal ZnO rods in  a film formed 
by chemical deposition from a solution. (d) 
SEM picture o f  a hematite (a-Fe203) fiber film 
[39, 401. 

d 
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are often described as randomly-packed spheres (see, e.g., Ref. [361) although for 
many materials, the nanoparticles are highly crystalline and show distinct crystal 
facets. The vocabulary used for these films varies from author to author and words 
like nanocrystalline, nanoporous-nanocrystalline, particulate and even microporous 
are used. An important parameter for the charge transport in porous film electrodes 
is also their morphology. Most of the work has been done on more or less isotropic 
films of nanoparticles, but highly non-isotropic films with etched pores in solid sin- 
gle crystals [37], nanorods or rod-like nanoparticles parallel, or perpendicular to the 
plane of the back contact have been prepared and investigated [38-41]. Even the 
Langmuir-Blodgett technique [42] and self-assembly and subsequent selfiorganiza- 
tion of a semiconductor nanocrystallite to form superlattices have been used [43]. 
A few examples of the different film morphologies are given in Fig. 6.1. As can be 
expected, such changes in morphology will have major impact on the charge trans- 
port properties of the films [40]. Another morphological change with an impact on 
the charge transport properties is a gradually changing porosity with film depth. 
From these examples, it is obvious that modeling of porous film electrodes must 
include aspects of morphology. So far only models for uniform, isotropic, nanostruc- 
tured film electrodes have been presented. But many other morphologies are cur- 
rently under investigation [ 391. Many of these non-isotropically structured electrode 
materials (Ti02, Fe203, Gap, Sic) often show enhanced efficiencies for conversion of 
light to photocurrent compared to their isotropically nanostructured counterpart [37, 
40, 441. 

Independent of morphology, nanostructured film electrodes are characterized by 
a large inner surface area - often several orders of magnitude larger than the geo- 
metric area of the support they are attached to. A 10 pm thick film has typically a 
geometric-to-inner surface area ratio of 1: 1000. In an electrochemical or photoelec- 
trochemical device, this inner film electrode area is the site of the interfacial 
chemistry One advantage of porous film electrodes is that slow interfacial kinetics 
can be compensated by a large number of turnovers at this inner surface area. 
Another advantage is utilized in the dye-sensitized solar cells and also recently de- 
veloped colored displays [44-SO], where the large inner area allows a large num- 
ber of dye molecules to be attached to the surface of the SC. Thus only a mono- 
layer of molecules at the interface will result in a high absorption of light per unit 
area of illuminated film. Independent of morphology, a common feature of all na- 
nostructured electrodes seems to be that transport of the charge carriers is slow. 

I 

6.3 
Limitations of  Charge Transport 

To picture the main elements affecting the charge transport in a nanostructured 
electrode, we have to consider the whole system, that is the transport of carriers 
in the SC and in the electrolyte. The transport of electrons in the SC, and ions 
and redox species in the electrolyte are intimately related. Under steady state con- 
ditions, one electron leaving the electrode at the back contact of a photoanode 
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means a corresponding positive charge passing the interface of the nanostructure 
at the electrolyte side of the electrode. But that is not all. The SC and electrolyte 
must be looked upon as one effective medium [13]. The redistribution of ions and 
dipoles between the solution in the pores and the surface of the nanostructured 
SC strongly affects charge separation and kinetics at the nanostructured semicon- 
ductor electrode-electrolyte interface (NSEI) [Sl], as well as the charge transport. 
Any excess electron in a SC particle is screened by a corresponding image charge 
by ions and dipoles in the solution. 

Let us list the important steps in the charge transport after a light-induced 
charge separation in an n-type nanostmctured film electrode sandwiched with a 
counter electrode: 
1. absorption of a photon and excitation of an electron from the valence band (VB) 

to the conduction band (CB); 
2. transfer of a hole over the NSEI; 
3. a hole-hole acceptor reaction (an oxidation step) in the electrolyte at the NSEI; 
4. electron transport of electrons through the SC nanoparticle film; 
5. transport of a corresponding positive charge out of the nanostructure towards 

6. transport of the electron through the outer circuit to the CE; and 
7. electron transfer and redox chemistry at the CE. 

the CE; 

(In a DSC the same steps are present, with the difference being that the dye ab- 
sorbs the photon (excitation from HOMO to LUMO level) and the electron in 
the LUMO level is injected into the CB, thus leaving the dye with an excess pos- 
itive charge - a “hole”.) 
Step one is fast but in principle any one of the other steps can be rate limiting. 

We will in the following focus on the transport of charges in the nanostructured 
film, that is, steps 4 and 5. As will be discussed below, step 4 can eventually be di- 
vided into two processes: transport through the nanostmcture up to the interfacial 
region close to the back contact, and the transport from this region into the back 
contact. The latter is related to a discussion concerning the existence of a junction 
in the vicinity of the back contact (vide infra). Whenever discussing the charge 
transport, we have to keep in mind all steps, and consider which is rate-limiting. 
While step 1, as well as the electron injection in the case of a dye-sensitized sys- 
tem, have been proven to be extremely fast [52-GO], in most systems studied, the 
reaction over the NSEI (step 3) will depend on the interfacial rates of reaction be- 
tween the charge carrier passing over the NSEI (hole or electron) and accepting 
species in the electrolyte. This reaction is strongly system dependent. E.g. in an n- 
type nanostructure, an efficient hole-accepting species in the solution can speed 
up the interfacial reaction. The reaction rates for the reduction of the dye with an 
electron donor in the electrolyte, as well as for step 7, are extremely important in 
the solar cell device, but this is outside the scope of this paper. 

It should also be noted that step 4 is further complicated by trapping-detrap- 
ping [7, 8, 61-63] of electrons in intrinsic SC and/or surface states and by differ- 
ent electron back reactions across the NSEI. As noted above, the charge transport 
is also affected by the intimate relation between carriers in the SC and dipoles 
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and ions in the electrolyte. The net flux of charge through a nanostructured elec- 
trode is a function of material parameters such as particle and pore size, morphol- 
ogy and properties of the SC, as well as the concentration of supporting electro- 
lytes and redox components in the solution. It will also depend on experimental 
conditions. Thus, the generation rate (step 1) of charge carriers is an important 
parameter, since the properties of the nanostructured electrodes may change with 
increasing concentration of electrons in the CB. Also the interfacial reactions are 
a dynamic function of the concentration and distribution of free and trapped car- 
riers in the system [5, 28, 30, 641. 

I 

6.4 
The Breakdown of the Schottky Barrier Model 

As mentioned above, the traditional manner of describing the behavior of semi- 
conducting electrodes stems from solid state semiconductor physics. It is well 
known that when a crystalline (with crystal size of at least hundreds of nano- 
meters) semiconducting electrode is brought in contact with a solution, a Schottky 
barrier is (usually) formed in the semiconductor at the liquid-SC interface. The 
energetics in the system is described by the positions of the conduction band and 
valence band and the relative positions of the Fermi levels (EF) in the semiconduc- 
tor and the electrolyte. A schematic of the energetics and relevant equations are 
shown and described for an n-type SC in Fig. 6.2 and the figure legend. This fig- 
ure provides the basis for the generally used Gartner-Butler equation (Eq. 1) [21, 
651 giving the net photocurrent density iph as a function of the absorption coeffi- 
cient, a, the diffusion length, L,, of the minority carrier in the semiconductor, the 
photon flux @,, incident on the electrode and depletion layer w (Eq. 2). The latter 
is expressed as a function of the electrode potential, U, the flat band potential, 
UFB, the relative dielectric constant, E ,  the permittivity of free space, E,,, the donor 
concentration in the SC, ND, and the elementary charge, q, as shown by Eq. (2). 
Because, in the following text, we will deal the monochromatic or “incident 
photon to current efficiency” IPCE=q5i=iph/q@0, Eq. (1) has been rearranged to 
give Eq. ( 3 ) .  Thus IPCE (or q5& quantum efficiency, vide infi., page 177) is a func- 
tion of the wavelength 1 of the incident light. We will in the following also consid- 
er backwall illumination of nanostructured film electrodes, therefore the equation 
for a solid semiconductor electrode for backwall (SE) illumination as derived by 
Lindquist et al. [66] is given (Eq. 4), for comparison. In Eq. (4) the thickness, d, of 
the film (as defined in Fig. 6.2) becomes an important parameter. 

When we substitute the single crystal with a particulate porous semiconductor 
electrode, the conditions for charge separation and charge transport become even 
more complex. For the sake of the discussion, let us look at this transformation in 
a process in which the macroscopic solid semiconductor electrode is gradually 
broken up into smaller and smaller, physically and electrically interconnected par- 
ticles. What we will observe is not only an electrode that is penetrated by the liq- 
uid electrolyte and gradually increases its interfacial area. At a certain point we 
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Fig. 6.2 The energetics o f  an n-type, compact solid state SC electrode in contact with an elec- 
trolyte. The direction o f  illumination i s  defined EE or “front wall” and SE “back wall’’ are defined 
in the figure. Gartner-Butler equation: 

where 

i s  for EE illumination expressed by: 

GEE = 1 - exp( -w) 
1 +crL, 

and for SE illumination by: 

1 
@SE =- exp[-ci(d - w ) ]  - exp[-crd] 

Symbols are explained in the text, and in [66] 

( 3 )  

(4) 

will also have to accept a breakdown of the Gartner-Butler formalism described 
above. The reason is that the particle size becomes so small, that it can no longer 
support an effective depletion layer [67, 681. Therefore the band model description 
will no longer be applicable. Moreover, as the particle size approaches a few nano- 
meters or less, the number of atoms in the particles becomes so small that they 
start to show “molecular properties”. The particles become “quantum dots” or 
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“quantum rods”, subject to the quantum size effect [69-761. This change in size of 
the particles in the electrode can be observed spectroscopically as a blue shift of 
the absorption edge, which is a consequence of an increase of the band-gap (see, 
e.g., Ref. [77]). More or less distinct bands also appear in the absorption spectra 
due to separation of the energy levels in the bands. Another change is related to 
scattering of light. The simple interfacial specular reflection at the interfaces of a 
perfect single crystal electrode turns into a pattern of scattered light. We have to 
consider the diffusely transmitted and reflected light. A porous mesoscopic SC 
film with a band-gap > 3 eV (and subsequently with no absorption in the visible 
region) will in ambient daylight if the particles (nanocrystals, aggregates of nano- 
crystals, amorphous particles, etc.) are large enough, appear white due to scat- 
tered visible light and the transmitted light appears brownish, because of the loss 
of scattered blue light. As the particles approach the size of a few nanometers or 
smaller, the scattered light shifts into the UV region and the semiconductor nano- 
particle films become transparent in the visible region again. It should here be 
emphasized that if nanocrystals form aggregates, it is rather the size of the aggre- 
gates than the size of the nanocrystals that determines the spectral distribution of 
the scattered light. 

As already stated, with decreasing size of the particles, the concept of a Schottky 
barrier [21, 651 will be increasingly invalid. A depletion region, w, at the semiconduc- 
tor-electrolyte interface (SEI), commonly assumed for single crystal and solid poly- 
crystalline electrodes, will normally not be formed. Unless the doping density is 
very high, such small particles cannot sustain a depletion layer of any magnitude 
[2, 341. Furthermore, as the electrolyte penetrates the electrode all the way to the 
back contact, and we have to consider the total inner nanostmctured semiconductor 
electrode-electrolyte interface, the following questions arise: Where does the efficient 
charge separation take place in a nanostructured electrode, and how are the charge 
carriers separated? How can we explain the photocurrent and photovoltage in a na- 
nostmctured electrode, when employed as the photoactive electrode in a sandwich 
wet-solar-cell, and how can we explain efficiency as high as 10-11% in dye-sensi- 
tized solar cells [l, 11, 78, 79]? All these questions relate to some extent to the mech- 
anism of charge transport in nanostructured electrodes. A first handle in the search 
for answers to these questions was given by action spectra analysis. 

I 

6.5 
Action Spectra Analysis 

6.5.1 
Technique and Definitions 

Action spectra analysis can be a powerful tool in the investigations of the photo- 
electrochemical properties of SC thin-film electrodes. The electrodes are illumi- 
nated with continuous monochromatic light under potentiostatic conditions in a 
three-electrode system. The photocurrent is registered and displayed as a function 



I 177 
6.5 Action Spectra Analysis 

of wavelength. As the output power per unit area (P) of light from the monochro- 
mator varies with wavelength, the “incident photon to current efficiency” IPCE (or 
41) is calculated from: 

where h is PlancKs constant, and c the velocity of light. 
IPCE and 4;. are used synonymously in the literature. During the last decade, 

IPCE has become predominant, and will be used in this chapter. Normally, I P C E  
is not corrected for losses of light by absorption in solutions, glass substrates and 
transparent back contacts as well as for reflection losses at interfaces, etc. For 
comparison of experimentally collected data with theoretical expressions, such cor- 
rections are important. In solar cell devices, these corrections are not always car- 
ried out, as the performance of the complete device as assembled is of interest. 
Different workers practice different conventions. Occasionally the quantum yield or 
“absorbed photon to current efficienq (APCE) is calculated 

where A2 is the absorption. APCE is the number of electrons collected at the back 
contact per photon absorbed in the SC. That is, a correction is also made for the 
transmitted light. 

APCE is a measure of how many electrons leave the electrode at the back con- 
tact per photon absorbed. For dye-sensitized electrode and cells, the following ex- 
pression is often used 

where dinj is the quantum yield for the injection of electrons (or holes), qesc is the 
charge separation probability, and LHE is the light harvesting efficiency (and iden- 
tical with AA). Apparently APCE= diniqesc. 

6.5.2 
The Zones of Efficient Charge Separation 

Shortly after the Nature paper of Gratzel and O’Regan [14] was published in 1991, 
the photocurrent action spectra of nanostructured CdS and CdSe were recorded 
by Hodes and Peter [24]. At the same time, IPCE actions spectra for nanostmc- 
tured TiOz [25, 801 electrodes were registered by Hagfeldt et al. A common feature 
of these experiments was that film electrodes were deposited on a transparent 
conducting substrate, so action spectra could be recorded both with the light inci- 
dent on the substrate-electrode interface (SE-illumination) or on the electrolyte- 
electrode interface (EE-illumination). By tradition from earlier PEC work, “front 
wall” (EE) and “back wall” (SE) illuminations are still used by many workers. For 
definitions see Fig. 6.2 and corresponding text. 
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6.5.2.1 Action Spectra of TiOz Film Electrodes 
Action spectra of nanostructured TiOz film electrodes were recorded in the UV re- 
gion [25]  and compared with similar measurements performed on compact Ti02 
thin films with transparent back contacts [66]. There was a distinct difference in 
the spectral distribution of 41 (= IPCE) of the nanostructured Ti02 film elec- 
trodes, when compared with the same type of action spectra recorded at the com- 
pact TiOz thin films presented almost ten years earlier. The spectral distributions 
were very much the same. Agreement between the two spectra could be obtained 
if the indices EE and SE were shifted. That is, the EE action spectrum for the 
nanostructured electrode was similar to the SE action spectrum of the solid film 
electrode and vice versa. The results are shown in Figure 6.3a and b. The SE and 
EE illumination action spectra of compact TiOz thin-film electrodes were satisfac- 
tory explained by applying the Gartner-Butler model 1661 for a Schottky barrier at 
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the electrode-electrolyte interface (Eqs. 1-4). The action spectra of the nanostruc- 
tured TiOz electrodes were in direct contradiction to what had been observed for 
solid thin films [25, 801. Thus, using the penetration depth of the monochromatic 
light at different wavelengths as a probe, from the comparison of the two sets of 
action spectra, it could be concluded that the most efficient charge separation in 
the nanostructured electrodes took place in a zone close to the back contact. 

6.5.2.2 Photocurrent Action Spectra from Porous CdSe and CdS Films 
From similar backwall (SE) and frontwall (EE) photocurrent ( iph) action spectra 
analyses for nanocrystalline porous CdS and CdSe thin films, Hodes et al. [24] 
came to a similar conclusion: “Charge separation in these photoelectrodes occurs 
at the semiconductor-electrolyte interface which occurs throughout the thickness 
of the porous film, and not in a built-in space charge field. Relatively low recombi- 
nation loss is due to rapid removal of one of the charges (holes) allowing elec- 
trons to pass through a number of grain boundaries with a small chance of meet- 
ing a hole on its journey to the substrate”, this explanation emphasizes the inter- 
facial kinetics. That is, the rapid loss of one of the charge carriers in the SC (in 
the present example, the hole) at the electrolyte-nanoparticle interface. Implicitly, 
it also points to another important parameter: The long lifetime of the other 
charge carrier, the electron in the CB - allowing this carrier to reach the back con- 
tact without recombining either with holes or by reductive back reactions with 
components in the electrolyte (see below). This new information indeed indicated 
that the normal description valid for ideal single crystals and compact thin solid 
film electrodes was not valid for the porous SC electrodes. These experiments also 
announced another important property of nanostructured electrodes: The fact that 
a porous electrode, composed of small interconnected particles, so that the electro- 
lyte could penetrate the electrode all the way to the back contact, could efficiently 
transfer electrons to the back contact. 

A number of investigations followed and similar SE and EE action spectra char- 
acteristics were found for different nanostmctured dye-sensitized [81, 821 as well 
as bare electrodes [51, 831. Almost all materials investigated, mainly large band- 
gap metal oxides, showed “n-type behavior”. That is, the electrons in the conduc- 
tion band were transferred to the back contact, just as in an n-doped single crystal 
semiconductor with a Schottky barrier at the electrode-electrolyte interface. Nor- 
mally n-type behavior indicates that the SC material is n-doped. However, if the 
assumption that the interfacial kinetics and the lifetime of the different carriers in 
the nanostructure determines the direction of the current is correct, then the type 
of doping should be of less importance. Actually non-doped (close to intrinsic) 
TiOz seems to work very well. In their CdS and CdSe electrodes, Hodes et al. ob- 
served a transition from n- to “p-type behavior” [84] explained by change in the in- 
terfacial kinetics, which was subsequently related to preferential charge trapping 
of electrons or holes at the nanocrystalline CdSe surface [69]. Recently “p-type be- 
havior” was shown also for plain and dye-sensitized nanostructured NiO elec- 
trodes [85]. However, as-prepared NiO is known to be p-doped [86]. Since nano- 
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structured p-type system are rare, the discussions in the following will be re- 
stricted to semiconductors with n-type behavior. 

I 

6.5.2.3 Scavengers in the Electrolyte 
It was also clarified that electron scavengers in the electrolyte, energetically posi- 
tioned to overlap with the semiconductor CB, substantially decreased the photo- 
current. Oxygen (Fig. 6.4a) [82] and triiodide (Fig, 6.4b) [51] commonly used in 
the Gratzel cell was shown to collect electrons from the TiOz CB. These measure- 
ments again strongly indicated that the high currents collected at the back contact 
were driven by the interfacial kinetics, rather than by a potential gradient (in a de- 
pletion layer) inside the SC. A fast hole injection into the electrolyte, promoted by 
e.g. a fast oxidation of chemical species in the solution and a long life time of the 
electron in the conduction band, appeared to be the important factors for high 
yields. Trapping of the electron in intrinsic or surface states will increase the resi- 
dence time of the electrons in the nanostructure, and thus also the probability of 
losses due to back reactions with components in the electrolyte. Consistent with 
the latter, it was also shown that the film thickness was a parameter of impor- 
tance for the IPCE action spectra, particular for EE illumination [87]. 

On the basis of the action spectra analysis as described above, a first model for 
the charge separation and charge transport was proposed. It was applied to experi- 
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mental action spectrum data, and the current-voltage characteristics of nanostmc- 
tured TiOz electrodes [88]. 

6.6 
The Diffusion Model 

As discussed in Section 4, the nanoparticles in typical porous SC films are too 
small to support a space charge layer. To explain charge separation, O’Regan et al. 
in one of their early papers [89] assumed that the clustering and interconnection 
of the particles can be expected to affect the potential distribution, so that a signif- 
icant electrical field is likely to develop in the array of particles. The model pro- 
posed by Sodergren et al. 1994 [2] abandoned the influence of any electrical field 
and assumed that the photogenerated electrons in the CB were driven solely by 
diffusion in a concentration gradient of electrons in the film. The diffusion length 
L of the majority currier - the electron in the case of TiOz - was introduced as an 
important parameter, and it was shown that the L could be estimated from experi- 
mental data. The assumptions in the derivation of the “diffusion model” were: (i) 
The electron transport in the SC occurs via diffusion, and (ii) L is a constant 
through out the whole nanoporous film, (iii) the recombination losses is assumed 
to be of first order. The derivation of the spectral distribution of the IPCE and cur- 
rent-voltage characteristics started with equation: 
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Fig. 6.5 Electron concentration profile in a 
nanostructured SC film during illumination. 
To obtain the boundaty conditions for SE and 
EE illumination, the x-axis is in the direction 
of the incident light in the respective cases. 
Curve (a) displays the electron concentration 
when the cell is unloaded (short-circuit condi- 

tions), whereas for curve (b) the cell is 
loaded. The SC-back-contact interface is 
placed at the position of the y-axis for both 
SE and EE illumination. The boundary condi- 
tions for SE illumination: n(0) = no and 
dn(x)/dxl,d = 0 respectively and for EE illumi- 
nation: n(4 = no and dn(x)/dx(,o = 0 121. 
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where D is the diffusion constant of the electrons in the film, n(x)  the excess elec- 
tron density, no the electron density in the dark and t ,  @, and a are the same as 
in the equations given in the legend to Fig. 6.2. 

Fig. 6.5 gives the electron concentration profile in the nanostructured SC elec- 
trode under short circuit and finite load conditions. 

It also gives the boundary conditions and definitions of film thickness d under 
S E  and E E  illumination. With these boundary conditions and knowing the absorp- 
tion coefficient, a, expressions for the photo-to-current efficiency as a function of 
wavelength can be derived ( E q s  (6) and (10) in Ref. [2 ] ) .  Fig. G.Ga gives the best fit 
to experimental data for SE and E E  action spectra. Similarly an equation for the 
current-voltage characteristics, expressed by 

I 

I=IL - I s  exp [ (qvkTm) - 11 (9) 

was derived. In E q .  (9), IL is the photocurrent due to the incident light and I s  is 
the saturation current. Eq.  (9) was fitted to I-Vdata for a dye-sensitized nanostruc- 
tured film illuminated with monochromatic light close to the absorption maxi- 
mum of the dye (520 nm). The agreement between data and the I-V curves was 
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Fig. 6.6 (a) Experimental data for ac- 
t ion spectra EE (q5EE) and SE (dSE) illu- 
mination o f  a 2.5 p m  thick nanostruc- 
tured TiOz film electrode in 0.1 M 
KSCN ethanol. Theoretical curves (solid 
lines) to  fit the experimental data have 
been calculated from Eqs (6) and (10) 
in  Ref. [2] setting the diffusion length o f  
the electron t o  0.8 prn. (b) Current- 
voltage (I-V) characteristics o f  a 2 pm 
dye-sensitized nanostructured T i02  film 
electrode in  a sandwich cell structure. 
Electrolyte: 0.4 M Lil and 0.1 M l2 in a 
propylene-ethylenecarbonate mixture 
(1:4 by weight). The I-Vcutves were re- 
corded at different monochromatic light 
intensities o f  520 nm (FWHW = 

10 nm). Solid lines are curves calcu- 
lated from Eq. (9) in Ref. 121 for best fit 
to  the experimental points. Both I s  and 
rn in Eq. (9) were constant at all light 
intensities (within experiment error). 
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excellent and both the ideality factor m and I s  were constant within experimental 
error at four different light intensities (Fig. G.Gb). 

6.7 
Laser-pulse-induced Current Transients 

Another way to study the charge transport through nanostructured electrodes is 
by pulse-induced current transients. The film electrode is excited with a short 
light pulse with a defined penetration depth, and the photocurrent transient col- 
lected at the back contact is registered. Potential dependent transient measure- 
ments can conveniently be performed in a conventional three-electrode cell. 

Hoyer and Weller used this technique on nanostructured ZnO electrodes [go]. 
The injection of electrons into the CB was performed by illuminating the elec- 
trode from the EE side with a fast nanosecond excimer laser pulse of 308nm 
wavelength. At this wavelength, the penetration depth of the light, I /a ,  in ZnO is 
small and, for the films studied, almost negligible compared to the thickness of 
the electrodes. The "flight time" to the back contact of the photogenerated elec- 
trons injected into the CB at the electrolyte side of the electrode could be mea- 
sured. After a fast photocurrent transient in the micro- to millisecond regime, a 
slow current transient, peaking after a few milliseconds, was observed. These ob- 
served transit times (measured as the time between flash and the maximum tran- 
sient current), decreased with increasing light intensity, and they were two to 
three orders of magnitude longer than expected from the mobility of the electrons 
in the bulk crystalline ZnO. 

Other investigators used the same technique [27] on TiOz electrodes and a mod- 
el for the electron transport was formulated [91-931. The electron diffusion cur- 
rent was derived by solving the time-dependent diffusion equation (FicKs second 
law). Thus 

where t is time, x is the distance from the back contact, n(x, t) is the concentra- 
tion of electrons at time t at the position x, d the thickness of the film, D the 
chemical diffusion coefficient for the electron (coupled to its image charge in the 
solution), A N  the number of photoexcited electrons after initial recombination 
(approximated by a square pulse of negligible width). 

The diffusion current is given by the electron concentration gradient times D 
and the elementary charge q. 

qdAN e-d2/4Dt 
Idiff = 2 d ~  

z D t  

From the fact that the current is at maximum when dl/dt=O, the current maxi- 
mum appears when: 
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tpeak=d2/6D (12) 
I 

An expression for an initial fast low-intensity current transient was added (for de- 
tails see Solbrand et al. [92]) to give: 
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Fig. 6.7 (a) Induced photocurrent 
transients for five films with different 
thickness in the range 4-18 Fm. The 
inset gives a best fit to Eq. (12). (b) 
The upper part shows the evolution 
of the electron concentration a t  three 
consecutive times, the lower part is a 
simulated transient from Eq. (13). 
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The transit time for the electrons was studied as a function of the nanostructured 
film thickness. Fig. 6.7a shows the induced photocurrent transients for five films 
with different thickness in the range 4-18 pm. The inset gives a best fit to Eq. 
(12). Fig. 6.7b shows in the upper part the evolution of the electron concentration 
at three consecutive times and, in the lower part, a simulated transient from Eq. 
(13). The qualitative agreement between simulated (Fig. 6.7b) and experimentally 
determined curves (Fig. 6.7a) is striking. 

The formulated model, again based on the assumption that the electron trans- 
port in the conduction band was controlled by diffusion, gave reasonable agree- 
ment between experiment and theory. The outcome of these studies was unambig- 
uous: the charge transport is mainly controlled by a diffusive process. A general 
observation was that the estimated apparent diffusion constants were smaller, or 
of the same size as those for the ions in the solutions. 

Further studies included detailed investigations of the effects of applied poten- 
tials [92, 941, conductivity and concentration of the supporting electrolyte in differ- 
ent solvents. Nanostmctured Ti02 and ZnO films were studied [93]. 

6.8 
The Influence of Traps 

An early paper by Schwarzburg and Willig [61] discussed the influence of trap fill- 
ing on photocurrent in dye-sensitized polycrystalline TiOz electrodes. Unfortu- 
nately it is not possible to derive from their letter if the “polycrystalline electrode” 
was porous or not. The assumption of Schottky barrier-type contact may indicate 
that the authors assumed a solid close-packed compact and non-porous structure. 
They discuss the trapping-detrapping mechanism in terms of the Shockley-Read 
formalism and compare the experimental photocurrent response of their Ti02 
samples subject to square wavelight pulses at different incident photon flux, to 
numerical curves derived from their rate equations. The shape of the photocur- 
rent transients at different light intensities provides evidence of a trap-filling con- 
trolled process. Photocurrent transient experiments on nanostructured Ti02 elec- 
trodes show a similar behavior, indicating that, also in these electrodes, a trap- 
ping-detrapping mechanism should be considered. 

Koenenkamp et al. [31, 95, 961 studied the transport kinetics and trapping pro- 
cesses in colloidal Ti02 films using time-resolved photoconductivity techniques. 
They found that the transport process in the films was dispersive. Excess elec- 
trons induced by e.g. optical pumping or electrical injection was found to saturate 
the trap states and induce drastic changes in the trapping kinetics. Decay times 
on the millisecond range were reached, which results in correspondingly longer 
transport distances. Thus the transport properties were markedly improved when 
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excess carriers saturated deep trap states. They suggest that the success in using 
nanostructured films in DSCs may be due to the improved transport properties 
under high carrier injection. 

In a preliminary model of dispersive transport based on the continuous-time 
random walk, Nelson 1971 introduced traps. The model was applied to nanocrystal- 
line TiOz electrodes. The basic idea is "that electrons perform a random walk on a 
lattice of trap states, each electron moving after a waiting time which is deter- 
mined by the activation energy of the trap currently occupied. An exponential 
density of trap states, g(E)-ea(Ec - @ I k T  , was used. It was also shown that normal 
diffusive transport failed to explain the observed kinetic behavior. 

I 

6.9 
Charge Transport in the Electrolyte 

6.9.1 
Liquid Electrolytes 

As mentioned in Section 3 above, the properties of the liquid phase in the pores 
of the nanostmctured electrode can be the limiting factor in the charge transport. 
It is easy to imagine and create systems in which the transport of the redox cou- 
ple through the mesoscopic pores can be the limiting factor [12, 98-1001. In an n- 
type, nanostructured SC film subject to efficient injection of electrons into the 
CB, fast interfacial kinetics of the hole and a fast electron transport in the SC 
film, the photocurrent will be limited by the slow transport of the redox couples 
in the electrolyte. Such a limitation can be enhanced by physically obstructing the 
transport of the charged or neutral redox components with a polymer in the 
pores, increasing the viscosity of the solvent, or by decreasing the porosity by 
making the electrode more compact. Parameters of interest are well described in 
Ref [36] and in references therein. Adsorption of redox components at the NSEI 
and thereby increased residence time in the nanostructure can also decrease the 
flux of redox component in the electrode. Most authors working on the transport 
properties of the redox couple(s) in the electrolyte deal with transport in a two- 
electrode sandwich solar cell sandwich structure [36, 101-104). However, studies 
of the transport of redox species in nanostructured electrodes in bulk solutions in 
a three-electrode system have also been performed. In such a system, care must 
be taken to eliminate the concentration gradient outside the electrode by stirring. 
Control of the flux of component out to the electrode-electrolyte interface is best 
achieved in a rotating disk experiment [105]. For practical reasons, this method is 
rarely used for nanostructured electrodes. It is also important to note that, in a 
sandwich structure, the concentration of one of the redox components at high cur- 
rent densities will approach zero at the counter electrode. In a three-electrode 
measurement, on the other hand, the concentration outside a nanostmctured elec- 
trode will be determined by the concentration in the bulk of the stirred solution. 
This means that the concentration gradient, and thus the driving force for flux of 
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redox components out of a nanostructured electrode in a sandwich structure, can 
be higher than for the same electrode in a three-electrode system. 

Considering the huge interest in nanostructured electrodes, relatively few stud- 
ies have been performed to elucidate the transport of the redox mediators and 
other chemical components in nanostmctured electrodes. However, an extensive 
study on the relevance of mass transport in thin layer mesoporous PEC solar cells 
was made by Papageorgiou et al. [36, 1021. In these studies, analysis of the diffu- 
sion processes in the steady state operation of mesoporous dye-sensitized TiOz 
PEC solar cells was carried out. The influence of migration was also considered, 
but, for cells with normal operating current densities, was found to be of little im- 
portance. The I-/I; redox mediator served as the system of reference. The analysis 
gave information on the limiting or maximum possible currents in the nanostmc- 
tured PEC devices. It showed that, for a nanostructured n-type sandwich solar cell 
in which charge transport is limited by the transport of the redox couple in the so- 
lution, EE (light incident on the cathode) rather than SE illumination should give 
the highest photocurrent yield. The derived equations were supported by experi- 
mental data. The mass transport limitation effect was amplified by using neat 1- 
hexyl-3-methylimidazolium iodide (MHImI) electrolyte and low concentration of 
the redox mediator. A high viscosity characterizes MHImI. Plots of photocurrent 
against photon flux showed ambiguously that, at high light intensities in a mass 
transport, limited nanostructured sandwich cell, EE illumination is more favorable 
than SE illumination. The generality in the underlying theory implicates that this 
could be used as a general method for the analysis of nanostructured solar cells. 
The paper also anticipated the mass transfer overpotential created by concentra- 
tion changes in the cell. 

Surprisingly Papageorgiou et al. [36] found that the effective diffusional coeffi- 
cient, D,E, of triiodide (I;) in the investigated mesoporous films (porosity esti- 
mated to 64%) did not deviate significantly from the “free-stream” values of I;, 
although their theoretical considerations, well described in their paper, suggested 
it should do so. The authors discuss the reason for this unexpected result in some 
detail, and give speculative explanations (best read in the paper) for the unim- 
paired difhsion of 1; through the porous network. 

Kebede and Lindquist [ 1061 prepared free standing nanostructured membranes 
from Degussa P25 TiOz nanoparticles at one of the ends of a small glass tube. 
When the tube was dipped into a beaker, they could, in a straightfonvard experi- 
ment, study the flux of I; (in acetonitrile), in the concentration gradient formed 
over the membrane. The acetonitrile solution in beaker contained the same chem- 
ical ingredients as the solution in the tube, except for I;. Consistent results were 
obtained for membranes of different thicknesses. The obstructed apparent diffu- 
sion coefficient in a 550 pm thick membrane with a porosity around 55%, and in 
a solution of 0.1 mM I; and 0.1 mM I, was found to be around 3 . 4 ~  cm2 s-’. 
This is almost an order of magnitude smaller than the diffusion coefficient for I; 
in free solution. The apparent diffusion coefficient (corresponding to the effective 
diffusion coefficient, Drr, of Papageorgiou et al.) was, as expected, temperature de- 
pendent with a diffusional activation energy of 13.5 kJ mol-l. This deviation in re- 



188 G Charge Transport in Nonostructured Jhin-film Electrodes 

sult from the electrochemical determination by Papageorgiou et al. [36] is interest- 
ing. One easily can think of reasons for a decrease of Deff below the expected val- 
ue. For example, D,ff could decrease due to adsorption-desorption equilibrium be- 
tween 1; and the SC surface, since this would increase the residence time of I; in 
the mesoscopic film. It is harder to understand the opposite behavior. Papageor- 
giou et al. suggested an influence of the mesoporosity on the transport mecha- 
nism involved [36]. Another and more immediate interpretation could be that, in 
the electrochemical experiments, there is a contribution of migration due to the 
electrical field, particularly in the vicinity of the counter electrode. 

Kebede and Lindquist also discuss the relevance of their results in relation to 
what is needed for an efficient dye-sensitized nanostructured cell (DSNC). Under 
the assumption of a linear concentration gradient in the DSNC with 0.5 m I- and 
50 mM I; (the most frequently used concentrations of the redox couple used in 
DSNC), they found that a D,ff value an order of magnitude smaller than that for 
free diffusion of I;, could still carry a current density of 30 mA cm-2 - this even 
at 25 “C. This is more than expected from the DSNC. At 50 “C, which is a more 
realistic temperature for a solar cell in full sunlight, D,E will increase to between 
4-1.5~ lo-’ cm2 s-l and D e ~  will be well above what is needed for a DSNC not 
current limited by diffusion in the electrolyte. 

I 

6.9.2 
“Solid Electrolytes” 

The problems of charge transport in the electrolyte are highlighted in the many 
attempts to make a “solid state” dye-sensitized solar cell [12, 98-1001 by introduc- 
ing a solid or highly viscous hole conductor. Interesting in this context is the 
work by U. Bach et al. [loo]. They made a dye-sensitized mesoporous Ti02 solar 
cell using the amorphous organic hole-transport material 2,2’,7,7’-tetrakis( N,N-di- 
p-methoxyphenylamino)-9,9’-spirobifluorene (OMeTAD). In this cell, the electron 
injection of the dye is immediately followed by a regeneration of the dye via hole- 
transfer from dye to OMeTAD. For the further transport through the OMeTAD, a 
hopping mechanism was assumed. A photon to electrical current efficiency of 
30% with the sensitizer Ru(II)L~(SCN)~ (L=4,4’-dicarboxy-2,2’-bipyridyl) was 
achieved, but the short circuit photocurrent under white light at 9.4mWcm-2 
(less than 1/10 of a full sun) was only 0.3 mA cm-‘, indicating a severe limitation 
of charge transport in the OMeTAD. A number of different sensitized nanoporous 
solid-state cells was also investigated by Tennakone et al., using p-CuCNS, 
~ C U B ~ ~ S ( C ~ H ~ ) ~  and p-CuI as hole-collectors [107-1131. 
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6.10 
Intensity-modulated Photocurrent and Photovoltage Spectroscopy 

Intensity-modulated photocurrent spectroscopy (IMPS) and intensity-modulated 
photovoltage spectroscopy (IMPV) has become a powerful tool to uncover the de- 
tails concerning transport in nanostructures; see e.g. [4, 7, 8, 28, 64, 114, 1151. 

IMPS was used by de Jongh and Vanmaekelbergh to study the electronic trans- 
port properties of nanocrystalline particulate TiOz 17, 81. By extending a model 
(used for nanoporous crystalline GaP prepared by etching single crystals) to in- 
clude also recombination and a trapping-detrapping mechanism, they could satis- 
factorily describe their data. They suggested that the transport of photogenerated 
electrons through particulate Ti02 electrodes is limited by electron trapping-de- 
trapping states distributed in the band-gap and argue that these states are located 
at the Ti02-electrolyte interface. 

Light intensity-dependent measurements have revealed the complex nature of 
the charge transport in nanostructured materials. Major contributions to a deeper 
understanding of the charge transport phenomena in nanostructured electrodes 
has recently also been made by Peter et al. [64, 1141 and Schlichthorl et al. [28, 
1151. Peter et al. makes use of both IMPS and IMVS. These techniques made it 
possible to characterize the electron transport and back reactions over five orders 
of magnitude of light intensity. They studied a dye-sensitized nanostructured TiOz 
film in a Gratzel cell sandwich structure with iodide-triiodide redox couple as 
charge carrier in the electrolyte. In the evaluation of data they (similar to Soder- 
gren et al.) make use of the continuity equation: 

which describes the injection, collection and back reaction of electrons in the 
DSNC in terms of the electron density n, the net electron injection efficiency q, 
the absorption coefficient of the dye-impregnated SC a@), the intensity of light I,, 
the electron diffusion coefficient D,, and lifetime of the electron in the conduc- 
tion band, z. 

Their results reveal that, while the diffusion length of the electron, Ln, is fairly 
constant, increasing only by a factor of about two over the five magnitudes of 
change in light intensity, z and D, vary over three orders of magnitude; z decreas- 
ing and D, increasing with increasing light intensity. The relatively small change 
in L, can be understood considering that it is calculated from the relationship 
L= (D,z,)l12. According to the authors, the intensity dependence of D, arises 
from the change in trap occupancy with intensity. At low intensities, electrons are 
exchanged between deep traps and the conduction band, and transport is slow. At 
higher intensities, the deep traps are fdled and trapping-detrapping involves only 
shallower levels, so transport is faster [64, 1141. Consistent with the relative con- 
stancy of L,, the measured IPCE values of the DSNC were found to be fairly inde- 
pendent of light intensity. Fig. 6.8 (from Ref. [64]) shows typical IMPS and IMVS 
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Fig. 6.8 (Figures 1 and 3 from Ref. 
[64].) Typical IMPS and IMVS plots 
for a DSNC at an intensity of 
4 x 10' cm-2 s-' . 

plots for a DSNC at an intensity of 4 x  l O I 3  cm-2 s-', and Fig. 6.9 the dependence 
of x,, 0, and L, as a function of the photocurrent density. Peter et al. [G4] (and 
Ref. [115]) argues for a second order recombination process. The treatment of Pe- 
ter et al. deals with the transport of the electrons in the nanostructure and assum- 
ing that limiting processes are primarily related to the particulate matrix of the 
SC. This implies that the transport in the studied cell is not limited by slow ki- 
netics at the counter electrode or by diffusion limitations in the electrolyte. 

Similarly Schlichthorl et al. [28] used IMVS and IMPS to evaluate the charge- 
collection efficiency in dye-sensitized nanostructured semiconductor cells (DNSC). 
Three comparable models were developed for relating the charge collection effi- 
ciency to the time constants for charge recombination at open circuit, to,, and the 
combined process of charge collection and charge recombination T ~ ~ .  The second 
and third model take as their starting point the assumption that the electron 
transport through the Ti02 film occurs by diffusion, that electrical fields are negli- 
gible and that free and trapped electrons are in thermal equilibrium. The third, 
and most elaborate model, takes into account the observation that the rate of re- 
combination does not depend linearly on the electron concentration. Interestingly, 
this third model results in an electron diffusion length, L, which depends on the 
distance from the back contact. Furthermore, the continuity equation is modified 
to account for charge trapping and detrapping. The validity of the method is dem- 
onstrated for the second model from which the exact IMPS and IMVS responses 
are calculated. A simple expression is derived for calculating the charge-collection 
efficiency from the measured values of x,,/z,, and the light intensity dependence 
of zoc. 
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Fig. 6.9 Dependence of r,, D, and L, re- 
spectively on the photocurrent density. jpho,dklA cm.’ 

Cao et al. [4] studied the photocurrent response of dye-sensitized, porous nano- 
crystalline Ti02 cells as a function of light intensity. Photocurrent transient mea- 
surements and IMPS were used. They claim that the transient response of the 
DSNC was dominated by the electron transport in the nanocrystalline (porous) 
TiOz film. Their results were consistent with a diffusion model as proposed by So- 
dergren et al. [2]. However, the apparent diffusion coefficient for electrons in the 
particle network was found to be a function of the light intensity. 

As a comment to light intensity IMPS and IMVS measurement described above 
we could also note the following: Based on the fact that, at steady-state and in full 
sunlight, the carrier concentration in the photoactive electrode of a DNSC is 
about one electron per particle [115], Hagfeldt and Gratzel calculated a resistance 
for the illuminated nanocrystalline film which is at least 1000 times higher than 
experimentally observed. A light-induced change in conductivity, as earlier ob- 
served in polycrystalline Ti02 films by Lindquist [116] and by Zaban et al. in na- 
nostructured electrodes [117], was proposed by Augustynski [118] to explain the 
discrepancy. 
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6.1 1 
Ambipolar Diffusion of Carriers Nanostructures 

I 

The effects of electron concentration in the conduction band [64] and the conduc- 
tivity (or the concentration of ions) in the electrolyte [92] have been clearly demon- 
strated. However, models presented so far [2, 64, 971 describe only the transport of 
one charge carrier - the carrier in the SC. An elegant way to involve diffusion of 
carriers both in the SC and the electrolyte was recently suggested by Kopidakis et 
al. [32] by introducing the ambipolar diffusion coefficient. This concept was first 
introduced by Scher et al. to describe charge carrier transport in highly disordered 
solid materials such as amorphous chalcogenides. The ambipolar diffusion coeffi- 
cient was then expressed by 

where n and D, are the electron density and diffusion coefficient respectively, and p 
and D, are the hole density and diffusion coefficient. According to the authors, am- 
bipolar diffusion occurs when an electrical carrier is injected into a sea of oppositely 
charge mobile carriers; under these conditions the injected charge is referred to as 
the minority carrier. They point out that this description, in which a "packet" of the 
excess minority carriers is generated by light (or by contact injection) and confined to 
the nanoparticle matrix, undoubtedly applies to the photocarriers in the electrolyte- 
filled, nanoporous Ti02 film electrodes they studied. The "packet" will diffuse natu- 
rally along with a cloud of positive charge (in the electrolyte) so that the entire pack- 
age remains neutral. There can be only modest deviations from electrical neutrality 
and such deviations occur on the scale of the Debye length. 

6.12 
The Electrical Field at the Nanostrudured SC-Back-contact Interface 

The studies referred to so far have discussed the charge transport in the nano- 
structured electrodes in terms of diffusion, neglecting the possibility of the influ- 
ence of any electrical field in the porous SC electrode. However, it is well estab- 
lished that when a liquid electrolyte or metal is brought into intimate contact with 
a macroscopic SC, the equilibration between the two phases results in transfer of 
charge between them and (in most cases, particularly for an electrolyte-SC junc- 
tion) formation of a Schottky junction [119]. 

Generally, to collect the generated photocurrent in a nanostructured electrode, 
the predominant configuration is a nanocrystalline porous SC thin film in contact 
with a transparent (by heavy doping) conducting oxide (TCO) such as Sn02(F), 
In203(Sn) or ZnO(A1) (dopants in parenthesis). So we may ask what happens at 
the junctions at the interface between the nanostructure and the back contact 
material? Several workers have addressed this question both theoretically and ex- 
perimentally [13, 117, 12&123]. 
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AS pointed out by Schwarzburg and Willig [122] it is quite clear that, according 
to general thermodynamic rules, a difference in chemical potential of any two 
materials in contact will be balanced by an exchange of charges and/or the forma- 
tion of a dipole layer in the vicinity of the interfacial contact [119]. The metal-SC 
or liquid-SC junctions discussed above are familiar examples of this. It is obvious 
that, in a nanostructured film in vacuum, such a junction can be expected at the 
interface between each SC particle and the TCO back contact. However, in con- 
trast to a compact SC solid state-metal or a single crystal-liquid junction, the situa- 
tion in a nanostmctured film electrode, including electrodes in a DNSC, is 
further complicated by the fact that only a small fraction of the surface of the po- 
rous film is in contact with the TCO. In the presence of an electrolyte, the pores 
between the particles will be filled with a solution containing ions and dipoles, 
which will screen any charges in the nanoparticles and in the TCO back contact. 
It is well established that at high ion strength - the condition normally used in 
the DSNC - this potential drop is almost entirely over the Helmholtz layer in the 
electrolyte. Regarding these interfacial conditions, the questions now arise: What 
electrical field (if any) is present in the region where the TCO, the SC nanoparti- 
cles and electrolyte connect? If of significance, how large and how deep into the 
nanostructured film does the field penetrate, and how does this field affect the 
charge transport and the collection of charges at the back contact? 

Schwarzburg and Willig [I221 discuss in a recent paper the origin of the photo- 
voltage and the photocurrent in nanoporous electrochemical solar cells and ern- 
phasize the essential role of the dark equilibrium potential for the charge separa- 
tion and the photovoltaic action in these cells. To obtain a minimum electrostatic 
element to work with, they approximate the Ti02 network immersed into a strong 
electrolyte by a hollow conducting cylinder where the base (connected to the TCO) 
is at a different potential than all the other surface elements of the cylinder. The 
cylinder corresponds to a chain of sintered nanoparticles. The analytical solution 
for potential distribution, as derived for the model element and transformed to 
the nanostructured TiOz network, predicts that the total potential drop for 10- 
20 nm diameter particles extends a few tens of nm into the nanostructure, that is, 
only over one or two particles. Schwarzburg and Willig also consider the screen- 
ing of photogenerated electrons in the nanostructure and they point out that both 
electrons injected into the CB and the positive charge left behind are effective 
over a few nanometers in 0.5 M LiI solution. The major part of the screening is 
controlled by the relaxation time of the ions in the solution, i.e. within nanose- 
conds. The expected sharp potential drop at the interfacial region is used, when 
arguing for a general analogy between the DSNC and a solid state p-n junction so- 
lar cell. According to the authors the charge transport is conditionally dependent 
on such a p-n junction at the interface of the nanostructure electrode and the 
back contact material. Consistent with the findings of Schwarzburg and Willig, 
Levy et al. [I201 demonstrated the presence of a contact potential between lightly 
sintered colloidal nanocrystalline Ti02 films deposited on transparent highly con- 
ductive tin oxide films degenerately doped with fluorine, Sn02(F), using time-re- 
solved photocharge (TRPC) measurements. 
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Zaban et al. [117] investigated the potential distribution and short-range screen- 
ing in nanoporous Ti02 electrodes on conducting Sn02 films by impedance spec- 
troscopy. They found that the capacitance of the nanoporous electrodes in the 
dark was potential dependent. While the capacitance at high potentials (above - 
0.5 V relative to the SCE in 0.3 M tetra-ammonium hexafluorophosphate) was low 
and constant and comparable to the values of the bare Sn02 back contact, it in- 
creased continuously below that potential up to a plateau at ca. -1.4 V. Depending 
on film thickness, the increase at -1.4 V was 2-3 orders of magnitude larger than 
in the potential range above -0.5 V. Simple dye desorption was used to correlate 
the capacitance of the nanoporous films to the real surface area of the film. The 
capacitance, CHL, which they attributed to the Helmholtz double layer, scaled lin- 
early with this surface area. The interpretation of the experimental results was 
that, at positive potentials, the Ti02 is practically insulating and therefore little or 
no contribution from the large surface area of the Ti02 film was observed. The 
overall capacitance was due mainly to the CHL (capacitance of the Helmholtz 
layer) over the exposed Sn02 film and the first few monolayers of the TiOz film. 
Only when the film was “doped” by injecting electrons into the CB (by applying a 
negative bias), the TiOz film became conducting and therefore could access the 
CHL at the porous Ti02 interface. The low doped film (-lo1‘ ~ m - ~ )  became, on 
electron injection, more metal-like. Further proof of this interpretation was col- 
lected by comparing the CHL as a function of potential in the dark and under UV 
illumination, inducing transition of electrons from the VB to the CB. The onset 
of increased CHL with applied potential was now shifted about 1 V in the positive 
direction, showing that also the photogenerated electrons in the CB increase the con- 
ductivity of the porous TiOz. According to the authors, the results provide a rationale 
for a dispersive transport. Because of the porous nature of the nanostructured films, 
ions can migrate through the film over very short distances to neutralize any electri- 
cal field, including those caused by photo-injected electrons. Therefore under the 
normal operating conditions of a DSNC, there should be no essential macroscopic 
field in the Ti02 film. Thus, during steady state illumination, the injected electrons 
will experience little or no electrical field, so their transport will be governed primar- 
ily by concentration gradients in the film, i.e., it will be diffusional. 

In a more recent paper Pichot and Gregg [121] investigated the potential drop 
at the nanostructured Ti02-back contact interface in some more detail to find ex- 
perimental proof for one of the two models - the “kinetic model” and the “junc- 
tion model” - the latter which assumes that a flux of electrons in a nanostructure 
electrode can only occur with the assistance of an electrical field at the interface 
of the nanostructured electrode-back contact. Thus, Ti02 nanostructured electro- 
des with back contact work functions varying over a range of 1.4 eV were pre- 
pared. The back contact materials used were ITO, Sn02, Au, and Pt with the work 
functions were 4.3, 4.8, 5.1, and 5.7, respectively. In spite of the different back 
contact materials, the photovoltage of the assembled DNSC measured (in 0.5 M 

LiI in acetonitrile) at different light intensities were practically unchanged. Only 
with Pt as back contact the photovoltage was noticeable lower (-100mV at one 
sun). This relatively small deviation could be explained by the high catalytic activ- 

I 
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ity of Pt for the reductive back reaction 2e + I;=3I-. Contrary to Schwarzburg and 
Willig [122], Pichot and Gregg stated that the open circuit photovoltage of the 
DSNC is independent of any interfacial potential created by the difference in 
work function of the nanostructured Ti02 and the back contact materials, to sepa- 
rate the screened electron from its image charge in the solution. Therefore the 
junction model is incorrect. A charge separation controlled by the interfacial ki- 
netics and diffusional transport of charge carriers seems to be valid also for their 
experimental data. Pichot and Gregg suggest that the interfacial potential barrier 
may be smaller than expected and/or too thin to have a significant influence on 
the cell performance. 

6.13 
Ballistic Electron Transport 

In a recent paper, Tennakone et al. discuss the possibility of ballistic electron 
transport in nanostructured electrodes [ 1241. They studied a dye-sensitized cell 
with photoanodes of various compositions made from mixtures of Sn02 (ca. 
15 nm diameter) and ZnO (ca. 1 pm) particles. 

At a ZnO content of -53%, optimum photocurrent (-22 mA cm-’) and photo- 
voltage (635 mV) were observed. Since at this composition, the total surface area 
of the SnOz is more than GO times larger than that of the ZnO, they concluded 
that light absorption, and therefore the photocurrent generation, occur predomi- 
nantly at the dye-coated SnOz. They further calculated that the Sn02 crystals 
should form a layer of -100 nm on the ZnO crystals. Although the CB of SnOz is 
well below that of the ZnO, the dye pumps electron into the ZnO, raising the 
quasi-Fermi level of the ZnO well above the CB of Sn02. From this they con- 
clude: “it is inevitable that the energetic electrons in Sn02 (i.e. ballistic electrons 
that have not relaxed to the conduction band of SnO,) have been transported to 
ZnO”. This phenomenon has certain similarities with the hot carrier injection 
from surface-adsorbed dye molecules to a semiconductor as discussed by Nozik 
and others [59]. However, the distance over which the ballistic electron transport 
takes place is one to two orders of magnitude larger. The overall transit time for 
the electron over the 10 pm film was not measured. Although such ballistic elec- 
tron transport through the SnOz may occur, the overall electron transport through 
the film may still be diffusive. 

6.14 
Charge Transport and Applications of Nanostructured Electrodes 

Although the nanostructured thin-film electrodes today, most commonly are dis- 
cussed for their potential applications in the dye-sensitized solar cells, they are fre- 
quently used as electrodes in sensors, displays, super capacitors and batteries and 
even smart windows [125]. They may also be useful in photosynthetic cells for, 
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e.g., water splitting, or photocatalytic systems for air or water purification. In 
these latter applications, knowledge of the mechanisms of charge transport are 
equally of interest. In the solar cell prototypes, the most frequently used SC is 
Ti02, but other oxides with large band-gap such as ZnO, Nb205, Sn02 and NiO 
are currently under investigation. Recently a dye-sensitized solar cell based on a 
photoanode of nanostructured ZnO with 5% solar energy efficiency was prepared 
11261. 

I 

6.1 5 
Summary 

Many articles devoted to theoretical consideration and interpretation of the mecha- 
nism of charge transport in nanostructured electrodes have appeared during the 
last 5 years [G-8, 97, 108, 117, 1271. 

Except for some conflicting opinions concerning the potential drop in the inter- 
facial region between the nanostructured porous large band-gap SC electrode and 
its conducting substrate, there seems to be a growing consensus about experimen- 
tal results and, from these, derived concepts and ideas about charge transport in 
nanostructure materials. These are: 
- the transport is mainly diffusional; 
- the electrons are mainly driven by a one-dimensional concentration gradient of 

electrons normal to conducting substrate. If the photocurrent is not limited by 
diffusion in the electrolyte, the charge transport is limited by the electron trans- 
port in the nanopartide network 

- the SC and electrolyte must be looked upon as one effective medium. There is 
an image charge in the electrolyte at the NSEI screening charges inside the na- 
nostmcture and charges in the back contact; 

- the redistribution of ions and dipoles between the solution in the pores and the 
surface of the nanostructured SC strongly affect charge separation and kinetics 
at the NSEI as well as the charge transport; 

- trapping and detrapping of electrons is of importance and may be the main 
cause of the slow transport. 

As noted above, the unresolved questions seem to concern mainly the existence 
and importance of an electrical field at the back contact. Another question to be 
addressed is: Is it a matter of coincidence that the proposed trapping-detrapping 
mechanism leads to an upper limit of D e ~  of the same size as the diffusion coeffi- 
cient of the ions in solution? Concerning this question, the introduction of the 
ambipolar diffusion coefficient may be a step in the right direction [32]. The de- 
pendence of Deff on the conductivity of the solution as measured by photocurrent 
measurement [92] points to another explanation: The reorganization of the image 
charge as the electron moves between traps and particles may be limited by diffu- 
sion of the screening ions from and to the NSEI. 
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7 
Dye-sensitized Solar Cells: Principles of Operation 
David Cahen, Michael Criitzel, Jean Francois Cuillemoles, and Gary Hodes 

7.1 
General Description of DSSC Systems 

7.1.1 
Solar Cells, How do They Work? 

7.1.1.1 General 
One way to understand the unique aspects of a dye-sensitized solar cell (DSSC) is 
to contrast it with normal, solid state, solar cells. The latter function because of 
the photovoltaic effect, by which supra-bandgap illumination causes a difference 
in the electrochemical potential of the two electrodes through which the photoef- 
fect is measured. To help us understand the DSSC we will first explain the photo- 
voltaic effect in normal cells. 

While in a bulk semiconductor the excess of free carriers created by supra-band- 
gap illumination will quickly decay because of recombination, and produce heat, 
in good photovoltaic (PV) cells such recombination is suppressed and, in the best, 
virtually eliminated under short circuit. This happens because of the existence of 
an electric field in the device. Given such a field, optimization of the efficiency by 
which photon energy is converted into electrical energy depends on additional fac- 
tors, including minimization of the density of recombination centers, that are due 
mostly to bulk defects and surfaces. The origin of the internal electric field can be 
understood as follows. 

When the two components with different electrochemical potential of the elec- 
trons, that form the photovoltaically-active junction, are brought into electronic 
contact, a redistribution of free charge carriers occurs as the electronic carriers 
seek to establish electronic equilibrium between the components. While overall 
the system remains electrically neutral, this is not so locally, around the junction, 
because the electronic carriers that balanced the charged dopants are now spa- 
tially removed from them. This is the process of space charge formation, which, 
by Poisson's relation, implies the formation of a gradient in the electrical poten- 
tial, i.e., an electric field. The field extends over the space charge layer. In electron 
energy band diagrams this is expressed as the bending of the (conduction and va- 
lence) bands. 
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The external performance of a PV cell is mostly measured by way of three pri- 
mary parameters: rsc, the short circuit current (infinite load); V,,, the open circuit 
voltage (zero load) and FF, the fill factor, which is the ratio of the maximum 
power that can be obtained from the device and the product V,,I,,. 

I 

7.1.1.2 p/n Solid-state Cells 
In a p/n type PV device, the photogenerated charge carriers are separated by the 
electric field in the space charge layer. These charge carriers include also those 
that are created in field-free regions, but still within a distance that electronic car- 
riers can diffuse (their diffusion length) from the boundaries of the space charge 
region. 

For what follows it is important to stress that while just differences in diffusion 
between the photogenerated carriers of opposite sign can lead to photovoltages 
(Dember voltages), such photovoltages are very small (several millivolts) in nor- 
mal PV devices. This is so because these are ambipolar devices, where that con- 
cept here means primarily the presence of two types of electronic charge carriers 
with opposite charge in the semiconductor phases of the device. 

In terms of electron energies, the PV action of a semiconductor p/n junction re- 
sults from the separation of the Fermi levels (note: this is an ambipolar device, 
i.e. a device in which both positive and negative electronic charge carriers partici- 
pate!) because of the supra-bandgap illumination (Fig. 7.1). As is common, we use 
here the term Fermi level as synonym for the chemical potential of the electron. 
Since, strictly speaking, that level, even as a virtual one, is defined only for an 
equilibrium situation, the term quasi-Fermi level is used to describe the situation 
under illumination. 

The photovoltage that is measured is given by [l, 21: 

qAV(measured) = Aye = Ape + qAq5 

Dark Illumination 

Fig. 7.1 
grams o f  a p/n junction in the dark (left) and 
under illumination (right). Vertical double- 
headed arrows indicate thermal excitation and 
de-excitation processes; vertical, single- 
headed arrows indicate thermal excitation; 

Top: one-electron energy band dia- horizontal arrows represent electronic charge 
transport processes. V,, is the built-in voltage. 
Bottom: real-space schemes of the p/n junc- 
tion, with the space charge regions and built- 
in  electric field (E;  horizontal arrows) indi- 
cated. 
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where A V  is the difference between the two leads of the voltmeter, ve and ,ue are 
the electrochemical and chemical potential of the electron, q5 is the electrical (Gal- 
vani) potential, and q is the electron charge. In non-degenerate semiconductors 

p, = p: + kT ln(ne) 

where p: is the electron’s standard chemical potential, n, is the electron density, k 
is Boltzmann’s constant, and T is the temperature (in Kelvin). In a pin junction 
in equilibrium in the dark, AV = 0, because Ape = -qAq5, with variations in their 
values along the electrochemical chain. The light-induced change in n, changes 
Ape to Ape. which brings about a change in Aq5 (as dictated by the Poisson rela- 
tion), until a steady state is established. Then Ape#-qAq5 between the two 
halves of the cell, resulting in Al! Ultimately, the voltage is measured between 
two leads of the same material, and AV(measured) = &leads, where is the 
inner electrostatic potential difference between the leads. 

7.1.1.3 Photoelectrochemical Cells 
A special PV device is the photoelectrochemical cell (PEC), which is based on the 
junction between a semiconductor and an electrolyte, i.e. an ionic rather than 
electronic conductor. Mostly the electrolyte is a liquid one. The most striking dig 
ference between the PEC and a p/n or metal-semiconductor junction-based PV 
cell is that it contains two interfaces at which charge transport has to switch from 
electronic to ionic and vice versa, as in a common electrochemical cell (e.g. a bat- 
tery). In contrast to a common electrochemical device, though, at least one of 
these interfaces is semiconductor/electrolyte, rather than the more common me- 
tallelectrolyte. Even though relatively efficient devices can be made, they are 
mostly plagued by stability problems because of the ease of corrosion of the semi- 
conductor by the electrolyte under the strongly oxidizing or reducing conditions 
present at the interface. Among several notable exceptions are devices that use 
wide bandgap (mostly oxide) semiconductors, but those are inefficient solar en- 
ergy converters. This can be understood by the rule of the thumb that the width 
of the optical bandgap is a measure of the chemical bond strength. 

7.1.1.4 Photogalvanic Cells 
Another type of PV converter, also an electrochemical cell variant, is the photogal- 
vanic cell. In this device, the solution contains a chromophore that is photoex- 
cited. The photoexcited chromophore oxidizes the reduced form of a redox species 
in solution. Instead of a semiconductor, both electrodes in a photogalvanic cell are 
metallic, but with different selectivity to the redox reaction. These cells have only 
given very low efficiency-stability performance. For example, a recent paper on 
photogalvanic cells gives a conversion efficiency of about half a percent for half an 
hour [3]. The issue of contact selectivity is important for the DSSC as it presents 
some analogy with the photogalvanic cell. In the DSSC system, two SnOz elec- 
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trodes are in contact with the redox couple; one is covered by TiOz/dye and the 
other by Pt. 
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7.1.1.5 Summary 
We summarize the important characteristics of a p/n or photoelectrochemical so- 
lar cell: 
- light absorption occurs in the semiconductor, this leads to photogeneration of 

- both minority and majority carriers are present in the semiconductor ( 9 c ) ;  

- charge separation occurs in the electric field in the space charge region (*); 
- the photovoltage is equal to the reduction of the built-in electric potential (+<); 
- the recombination rate at and near the photovoltaically active junction should 

- therefore, grain surfaces and boundaries need to be avoided (*). 

In the above features that are different in a DSSC are marked by an asterisk. This 
then leads to the question of how such a device can work at all as a photovoltaic 
cell. This will become clear from the following. 

electronic charge carriers in the semiconductor (+:); 

be minimized; and 

7.1.2 
Comparison of Dye-sensitized Solar Cells with Other Types 

7.1.2.1 Description of DSSC 
Commonly, this type of cell is composed of two surfaces of transparent conductor 
(mostly a conducting oxide on glass), onto one of which a few pm thick film of 
wide bandgap semiconductor has been deposited in the form of a self-connected 
network of nm-sized particles, with a network of similarly or larger-sized self-con- 
nected pores in between the particles. The semiconductor that is most widely 
used is the anatase form of TiOz. Onto the semiconductor dye molecules are che- 
misorbed, forming close to a monolayer. This dye-semiconductor assembly is in 
contact with a redox electrolyte that serves to close the electrical circuit with the 
second transparent conducting electrode (counter electrode). A catalyst is depos- 
ited on the counter electrode to facilitate the redox reaction that has to occur on it 
to close the electrical circuit. 

7.1.2.2 General Model of Cell Action 
Fig. 7.2 shows the basic operating principles of a DSSC. 

The heart of the device is the mesoporous oxide layer composed of a network of 
nanoparticles which have been sintered together to establish electronic conduc- 
tion. Attached to the surface of the nanocrystalline film is the monolayer of the 
charge transfer dye. Photoexcitation of the latter (hv) results in the injection of an 
electron into the conduction band of the oxide (a). If it does not recombine (b), 
the electron is subsequently transferred to the electrode and the external circuit 
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hv: photon absorption; 
a: electron injection; 

c: electron transport and collection a t  con- 
ducting substrate (shown as SnOz 
which stands for SnOl:F); 

4 b recombination; 

snq _ _  
d: I- oxidation; 
e: I; reduction; 
fi ion transport 

Fig. 7.2 
one-electron electron energy and the dashed horizontal line the Fermi level/redox potential/elec- 
tro-chemical potential o f  the electron. For further discussion see text. 

Basic processes in a DSSC. Illumination is from the right. The vertical arrow indicates 

(c). The original state of the dye is restored by electron donation from the electro- 
lyte (d), usually an organic solvent containing the iodide-tri-iodide redox system. 
The iodide is regenerated in turn by reduction of tri-iodide at the counterelectrode 
(e; I; + 2e- + 3 I-), the circuit being completed by diffusion of the I- back to the 
dye-sensitized electrode ( f )  and electron transport through the external load. The 
voltage measured under illumination corresponds to the difference between the 
quasi-Fermi level of the electrons in the two SnOz electrodes. At open circuit, this 
photovoltage can be identified with the voltage generated in the active part of the 
device, i.e., the difference between the quasi-Fermi level of the electrons in the 
solid (if it is uniform, that is in practical devices) and the redox potential of the 
electrolyte (the Fermi level at the ideally non-polarized counter electrode). Overall, 
electric power is generated without permanent chemical transformation. 

7.1.2.3 What are the Special Features of a DSSC? 
An important property of the nanocrystalline semiconductors used in the DSSC is 
that they function as a unipolar component, i.e., in the case described above there 
will be virtually no holes in the semiconductor. This is the case because in the 
DSSC the semiconductor is not photoexcited directly, in contrast to the case for 
the p/n or photoelectrochemical PV cells, discussed above. This is possible be- 
cause a wide gap semiconductor is used, which does not absorb the photon ener- 
gies that excite the dye. Thus, photocarrier generation and transport are well sepa- 
rated. Because of this spatial and material (phase) separation, the chances of re- 
combination can be drastically reduced. Electrons can spend long periods of time 
in the semiconductor film without recombination. This is somewhat simplistic in 
that the electrons can be re-injected into the electrolyte and recombine in this 
way however, also that pathway involves two phases and is much less probable 
than direct electron-hole recombination. 

Another special feature of the DSSC is the essentially total depletion of the 
semiconductor, due to the small size of the nanoparticles [4] and porous structure. 
The Fermi level in the dark is therefore near the bandgap center, allowing genera- 
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tion of large photovoltages upon illumination. This aspect will be considered in 
more detail below. 
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7.2 
Detailed Description of Dye-sensitized Solar Cells 

7.2.1 
Dye Chemistry and Photochemistry: General Presentation 

The first panchromatic film, able to render the image of a scene realistically into 
black and white, followed on the work of Vogel in Berlin after 1873 [S] in which 
he associated dyes with silver halide grains. The first sensitization of a photoelec- 
trode was reported shortly thereafter, using similar chemistry [GI. However, a clear 
recognition of the parallel between the two procedures, the realization that the 
same dyes can function in both [7] and verification that the operating mechanism 
is by injection of electrons from photo-excited dye molecules into the conduction 
band of the semiconductor substrates [8] date to the 19GOs. In subsequent years 
the idea developed that the dye could function most efficiently if chemisorbed on 
the surface of a semiconductor [9, lo]. As the concept emerged to use dispersed 
particles to provide a sufficiently large interface [ 1 11, particulate photo-electrodes 
were employed [12]. The raison &Are for porous cells was to allow strong light ab- 
sorption by the adsorbed dye. The DSSC has been around for a long time, but at- 
tained only very low conversion efficiencies, since a relatively thick layer of dye 
was necessary to absorb the incident light. This then led to very poor electron in- 
jection into the semiconductor. Most of the photogenerated electrons recombined 
in the dye layer. The major breakthrough was the use of a high surface area layer 
that was so well accessible (to the electrolyte) - the nanoporous TiOz - that a sin- 
gle monolayer (or less) of the dye on the semiconductor surface was sufficient to 
absorb essentially all the incident light in a reasonable thickness (several pm) of 
the semiconductor film. This is clearly a critical issue, although by itself it would 
not guarantee the efficient operation of these cells. Indeed, as discussed further in 
Section 2.4, other properties that derive from the porous nature of the nanocrys- 
talline films appear to be no less important. These include efficient electron injec- 
tion from the dye into the semiconductor, screening the injected electrons to facil- 
itate their transport to the back contact and strong depletion of the semiconductor 
layer for the control of the maximum photovoltage. 

Titanium dioxide became the semiconductor of choice [13]. The material has 
many advantages: it is cheap, abundant, non-toxic and biocompatible, and is 
widely used in health care products as well as in paints. The standard dye at the 
time was tris(2,2'-bipyridyl-4,4'-carboxylate)ruthenium(II), the function of the car- 
boxylate being the attachment by chemisorption of the chromophore to the oxide 
substrate [12, 131. In 1991 [14] the first dye-sensitized nanocrystalline solar cell 
(DSSC) with a conversion yield of 7.1% was announced and presently the certi- 
fied efficiency is over 10% [15]. 
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The ideal sensitizer for a photovoltaic cell converting standard global AM1.S 
sunlight to electricity should absorb all light below a threshold wavelength of 
about 900nm which is equivalent to a semiconductor with a band-gap of 1.4 ev. 
For a single-junction device this presents the optimal threshold energy where the 
solar to electric power conversion efficiency reaches its maximum of 33%. In addi- 
tion, it must also carry attachment groups such as carboxylate or phosphonate to 
firmly graft it to the semiconductor oxide surface. Upon excitation it should inject 
electrons into the solid with a quantum yield of unity. The energy level of the ex- 
cited state should be well matched to the lower bound of the conduction band of 
the oxide to minimize energetic losses during the electron transfer reaction. Its re- 
dox potential should be sufficiently high that it can be regenerated via electron do- 
nation from the redox electrolyte or the hole conductor. Finally, it should be stable 
enough to sustain about 10’ turn-over cycles corresponding to ca. 20 years expo- 
sure to natural light. 

Much of the research in dye chemistry is devoted to the identification and syn- 
thesis of sensitizers matching these requirements, while retaining stability in the 
photo-electrochemical environment. The attachment group of the dye ensures that 
it spontaneously assembles as a molecular layer upon exposing the oxide film to a 
dye solution. This molecular dispersion ensures a high probability that, once a 
photon is absorbed, the excited state of the dye molecule will relax by electron in- 
jection to the semiconductor conduction band. However, the optical absorption of 
a single monolayer of dye is weak, a fact which originally was cited as ruling out 
the possibility of high efficiency sensitized devices, as it was assumed that smooth 
substrate surfaces would be imperative in order to avoid the recombination loss 
mechanism associated with rough or polycrystalline structures in solid-state 
photovoltaics . 

This objection was invalidated by recognizing that, by the injection process, the 
electron finds itself in the semiconductor lattice, separated spatially and by a di- 
pole potential barrier from the dye. The surface dipole is generated by proton 
transfer from the carboxylate groups of the sensitizer to the oxide, charging the 
solid positively and leaving an excess negative charge on the dye. The resulting 
electric field promotes electron injection into the solid while impairing the reverse 
process. Further retardation arises from the large driving force of the back reac- 
tion which exceeds significantly its reorganization energy (“inverted Marcus re- 
gion’’). The energy released during the electron transfer is absorbed by vibrational 
excitation of the ambient. The higher the driving force, the less likely it is that 
such a resonant phonon coupling will occur. Recapture of an electron by the oxi- 
dized dye is therefore highly unlikely, given that the kinetics of its reduction by 
the contacting electrolyte is much faster. Equally, capture of conduction band elec- 
trons by the redox electrolyte is kinetically disfavored. For these reasons the exter- 
nal quantum yield of photocurrent generation in the DSSC is close to one if the 
optical losses in the conducting glass are accounted for. The basis for the insensi- 
tivity of dye-sensitized electrochemical interfaces to parameters such as surface 
texture is now obvious, and the use of nanocrystalline thin film structures with a 
roughness factor of over 1000 has become standard practice. 



208 7 Dye-sensitized Solar Ce//s: Principles of Operation 

7.2.1.1 Dye Molecules 
The best photovoltaic performance both in terms of conversion yield and long 
term stability has so far been achieved with polypyridyl complexes of ruthenium 
and osmium. Sensitizers having the general structure ML2X2 where L stands for 
2,2’-bipyridyl-4,4-dicarboxylic acid M is Ru or 0 s  and X presents a halide, cya- 
nide, thiocyanate or water substituent, are particularly promising. Thus, the ruthe- 
nium complex C ~ S - R U L ~ ( N C S ) ~ ,  known as N3 dye, has become the paradigm of 
heterogeneous charge transfer sensitizers for mesoporous solar cells. The fully 
protonated N3 has absorption maxima at 518 and 380 nm, the extinction coeffi- 

I 

400 500 600 700 aoo 
a Wavelength [nm] 

Fig. 7.3 Absorption spectra (a) and chemical structure (b) of the N3 sensitizer (dark gray) and 
the black (cf. text) dye (light gray). TEA is tetrabutyl ammonium. 



I 209 
7.2 Detailed Description of Dye-sensitized Solar Cells 

cients being 1.3 and 1 . 3 3 ~ 1 0 ~  M - ~  cm-’, respectively. The complex emits at 
750 nm with a lifetime of 60 ns. The optical transition has MLCT (metal-to-ligand 
charge transfer) character: excitation of the dye involves transfer of an electron 
from the metal to the n* orbital of the surface-anchored carboxylated bipyridyl li- 
gand from where it is released within less than 100 fs into the conduction band 
of Ti02, generating electric charges with unit quantum yield. 

Discovered in 1993 [16] the photovoltaic performance of N3 has been un- 
matched by virtually hundreds of other complexes that have been synthesized and 
tested since then. Only recently a credible challenger has been identified with the 
“black dye” tri(cyanato)-2,2’,2”-terpyridyl-4,4’,4”-tricarboxylate)Ru( 11) [15]. Fig. 7.3 
compares the absorption spectra of the two sensitizers. 

The response of the black dye extends 100 nm further into the IR than that of 
the N3. The gain in photocurrent expected from such a shift is about 6 mA cm-2. 
Both chromophores show high incident photon-to-current conversion efficiencies 
(IPCE) values in the visible range. For the black dye, the photocurrent onset is 
close to 920nm, i.e. near the optimal threshold for single junction converters. 
From there on the IPCE rises gradually until at 700 nm it reaches a plateau of ca. 
80%. If one accounts for reflection and absorption losses in the conducting glass, 
the conversion of incident photons to electric current is practically quantitative 
over the whole visible domain. From the overlap integral of the photocurrent ac- 
tion spectrum under AM 1.5 solar radiation, one predicts the short circuit photo- 
currents of the N3 and black dye-sensitized cells to be 16 mAcm-2 and 
20.5 mA cm-* respectively, in agreement with experimental observations. 

7.2.2 
Nanocrystalline Semiconductor Film 

Significant advances in the fields of colloid and sol-gel chemistry in the last two 
decades now allow fabrication of micro- and nanometer-sized structures using 
finely divided monodispersed colloidal particles [17-241. As we enter the 21st cen- 
tury, there is a growing trend to apply these concepts to develop systems of smal- 
ler dimensions. Homogeneous solid electronic devices (3D) are giving way to mul- 
tilayers with quasi 1D structures and quasi OD structures, such as nanowires or 
clusters in an insulating matrix and finally to porous nanocrystalline films. 

In recent years, nanocrystalline materials have attracted increasing attention 
from the scientific community because of their extraordinary physical and chemi- 
cal properties. These result from the ultra-fine structure (i.e. grain size <SO nm) 
of the materials. It is useful to distinguish effects related to bulk properties, such 
as quantum confinement [25] and mono-domain grains [2G], from surface effects. 
The latter arise from the high grain boundary to volume ratio allowing, e.g., for 
the fabrication of ductile [27] or super-plastic ceramics [28] as well as highly po- 
rous membranes [29] and electrodes [30]. 

Nanocrystalline electronic junctions are constituted by a network of mesoscopic 
oxide or chalcogenide particles, such as Ti02, ZnO, Fe2O3, Nb205, W03, Ta205, or 
CdS and CdSe, which are interconnected to allow for electronic conduction to take 
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Fig. 7.4 (a) Secondary electron image of the 
surface morphology of several nanocrystalline 
TiOz (anatase) layers deposited on a transpar- 
ent conducting oxide (TCO) glass. (b) Sche- 
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matic cross-section of the DSSC (not to  
scale), emphasizing the porous character of 
the anatase film and dye adsorption on it. 

place. Typically a paste containing the nanocrystalline semiconductor particles is 
applied by screen printing or doctor-blading on a conducting support usually a 
glass coated with a transparent conducting oxide layer. Subsequent sintering pro- 
duces a mesoporous film whose porosity varies from about 20 to 80%. The pores 
form an interconnected network which is filled with an electrolyte, or, in a few 
studies, with a solid charge transfer material, such as an amorphous organic hole 
transmitter or a p-type semiconductor, such as CuI [31] or CuSCN [32]. In this 
way an electronic junction of extremely large contact area is formed displaying 
very interesting and unique optoelectronic properties. 

The oxide material of choice for many of these systems has been Ti02. Its prop- 
erties are intimately linked to the material content, chemical composition, struc- 
ture and surface morphology. Preparation of mesoporous semiconductor films 
consists of two steps: first a colloidal solution containing nanosized particles of 
the oxide is formed and this is used subsequently to produce a few micron thick 
film with good electrical conduction properties. Because of great advances in col- 
loid chemistry in the last two decades, it is now possible to control the processing 
parameters such as precursor chemistry, hydrothermal growth temperature, bin- 
der addition and sintering conditions to optimize key parameters of the film viz., 
grain size, porosity and pore size distribution in order to control physical proper- 
ties of the film such as light scattering and electron percolation. From the point 
of view of the material content and morphology, two crystalline forms of Ti02 are 
important, anatase and rutile (the third form brookite is difficult to obtain). Ana- 
tase is the low-temperature stable form and gives mesoscopic films that are trans- 
parent and colorless. 

The preparation of nanocrystalline TiOz films involves controlled hydrolysis of a 
Ti(1V) salt, usually an alkoxide such as titanium isopropoxide or a chloride fol- 
lowed by peptization [33]. In order to obtain particles of desired size, the hydroly- 
sis and condensation kinetics must be controlled. Ti alkoxides with bulky groups 
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such as butoxy hydrolyze slowly, allowing slow condensation rates. Autoclaving of 
these sols (heating at 200-250°C for 12 h) allows controlled growth of the pri- 
mary particles and also to some extent control of the crystallinity. During this hy- 
drothermal growth, smaller particles dissolve and fuse to form large particles by a 
process known as “Ostwald ripening”. After removal of solvent and addition of a 
binder the sol is now ready for deposition on the substrate. For the latter, a con- 
ducting glass sheet is often used and the sol is deposited by doctor-blading or 
screen printing and fired in air to sinter. The film thickness is typically 1-20 pm 
and the film mass about 1-2 mg cm-2. Analysis of the porous films shows the po- 
rosity to be about SO%, the average pore size being 15 nm. Fig. 7.4a shows a SEM 
micrograph of a typical Ti02 film used in the DSSC. The morphology of the parti- 
cles is controlled by the temperature of the hydrothermal treatment used for film 
preparation [33]. Interestingly, self-organization of the nanoparticles is observed 
below 240 “C. The prevailing morphologies of the anatase nanoparticles are square 
bipyramidal, pseudo-cubic and stab-like. According to HRTEM measurements 
[34], the face that is mostly exposed is the (101) one, followed by the (100) and 
(001) surface orientations. 

7.2.3 
Electron Injection from Dye to Ti02 

As can be understood from Fig. 7.2, electron injection from the dye into the TiOz 
is the primary charge separation step in the photovoltaic process of the DSSC. 
Electron transfer occurs from the first electronically excited state of the dye (its 
LUMO, in electron energy diagrams) to the semiconductor. Under normal condi- 
tions, this requires that the conduction band (CB) edge of the semiconductor is 
more negative (farther in energy from the vacuum level) than the LUMO. How- 
ever, recent results suggest that electron injection is possible also if the LUMO is 
lower than the CB edge, apparently via higher vibrational and/or electronic states. 
The process has been measured to be very fast, in the range of tens of femtose- 
conds. This leads to the occurrence of wavelength-dependent quantum yields. 
With lower energy photons, electronic states are reached which can not inject into 
the conduction band of the semiconductor. Conversely photons of higher energy 
excite the molecules to levels from which the injection is readily possible. 

7.2.4 
The Importance of the Porous Nanocrystalline Structure of Semiconductor Film 

The extremely large internal surface area (the roughness factor is >I000 for a 
film thickness of 8 pm) which is made possible by the porous and nanocrystalline 
nature of the semiconductor film, is of crucial importance for the functioning of 
DSSCs for a number of reasons. Several of these have already been mentioned. 
To summarize, it enables: 
- sufficient adsorption of (partial) monolayers of dye molecules, to effect efficient 

light absorption; 
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- this huge surface to be electronically addressable, thus making charge carrier 
percolation across the nanoparticulate network possible by screening of the elec- 
trons in the film, via the adsorbed ionic solution species; 

- the production of intrinsic or weakly doped semiconductors, by depleting each 
grain completely; and 

- very rapid and highly efficient interfacial charge transfer between the oxide and 
each and every one of the dye molecules anchored to the particle surface. 

I 

We will now discuss two of these, lack of space charge and reduced charging in 
electron transport, in more detail. 

7.2.4.1 Space Charge Layer Effects 
The DSSC works because the semiconductor that is used is intrinsic, due to deple- 
tion of the nanometer-sized particles upon immersion in the electrolyte (a size ef- 
fect). As the particle size shrinks, the chance that a particle will be completely do- 
pant-free becomes increasingly greater: nanopartides are more likely to be close to 
intrinsic than bulk semiconductors. However, maybe more important is that, in 
the common DSSC, individual crystallites are surrounded (at least to a large ex- 
tent) by liquid electrolyte. This means that the crystallites will probably be totally 
depleted. This would occur even if the crystals were microns long, as long as elec- 
trolyte surrounds individual crystals of sufficiently small (typically tens of nan- 
ometers) cross-section. This depletion means that the semiconductor acts as a 
dye-sensitized photoconductor. Injection of electrons into the conduction band (or 
traps - we will treat the two cases later, separately) increases its conductivity. In 
other words, the Fermi level changes to an extent dependent on the electron injec- 
tion rate. This change in Fermi level upon illumination is what enables efficient 
transfer of the photovoltage to the SnOz contact. 

The extent of the depletion in semiconductor grains was first studied for a pla- 
nar geometry [35] and then for spherical or cylindrical particles [36-38]. In the 
strong depletion regime, the band bending (difference between the electrostatic 
potential at the particle center and at the surface) is: 

where R 1st the particle radius and Ld is the Debye screening length. For Ld z 40 nm 
and R x 10 nm, the band bending will be in the range of a few millivolts. The grain 
size or the bulk doping would have to increase significantly (a factor of 10) to change 
that picture. The variation of the dimensionless reduced barrier height: 

as a function of the reduced doping level of the grain (also dimensionless), 



I 213 
7.2 Detailed Description of Dye-sensitized Solar Cells 

Fig. 7.5 
dimensionless reduced bar- 
rier height as a function of 
the dimensionless reduced 
doping level of a semicon- 
ductor grain. 

The variation o f  the 

Reduced Doping Level 

is illustrated in Fig. 7.5. Here cDB is the actual barrier height (which gives the 
band bending), Nd is the bulk donor density (for n-type materials) of the particle, 
and N, is the surface state density. The figure shows that band bending will be 
negligibly small for very small and for very large reduced doping densities. The 
physical reasons are different: for a particle without dopants (intrinsic and/or very 
small) the Debye screening length LD >> R, while, for a particle with very high 
doping density, the material will become degenerate. 

Although Eq. (3) is normally used to estimate the electrostatic potential band 
bending in semiconductor systems, for the nanocrystalline ones the issue of dis- 
crete effects, nearly always neglected in semiconductor physics, arises. As the sys- 
tem tends, under normal insolation and in steady state, towards one charge per 
Ti02 particle [38], the continuum model (which considers a doping charge distrib- 
uted in a continuous fashion over the volume) becomes questionable. Possibly, in 
some cases the continuum model greatly underestimates the band bending. 

The Fermi level position in the particle in the dark is a fundamental quantity 
for the model presented below. Classically, it can be calculated by solving the elec- 
troneutrality equation (EN) for the semiconductor. In the following, n is the TiOz 
conduction band electron concentration, Nd is approx. 10l6 cmP2; cf. [14, 391 and 
N is its ionized fraction, N, is about 10l2 cm-2, NL is the concentration of those 
having trapped an electron, E, is their energy, R approx. 10 nm. We will show this 
for three limiting cases [23]. 

Bulk Ti02 
With a net ionized donor density = 

Nd), and if the semiconductor is non-degenerate, the electroneutrality condition is: 
(if the donor levels are shallow ones, 

n = Nd+ x Nd or, equivalently, EF = E, + kT ln(Nd/Nc) (6 )  

where EF is the Fermi level and N, is the density of states in teh conduction band. 
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If we take N, % lo2’ cm-3 and Nd % 1017 ~ m - ~ ,  E, - Ef = 0.23 eV. 
The value of Nd can be taken as an upper value [40]. The Fermi level will drop 

I 
by 60 meV for every order of magnitude drop in i i d .  

Isolated TiOz Colloid with Surface Traps 
For a colloid of radius R, having N, (acceptor) surface states per unit surface, in 
addition to its bulk doping density, the EN is: 

In the case of interest, N,/R >> N,-IR % Nd >> n, i.e., most surface acceptors 
are empty because, on average, there are not enough donors per particle to fill 
them (hence EF< E,) and most electrons released by donors are trapped. The con- 
verse case ( n  % &+ >> N,-/R) would correspond to a small number of surface 
states near or below the Fermi level (a case treated above) a case that do not seem 
to fit the observations [41]. It is therefore reasonable to neglect n in the equation 
above. Using Boltzmann statistics for the donor and acceptor states: 

With E, - E, = 0.6 eV [42], R = 10 nm, and N, = 10l2 cm-2, E, - Ef% 0.7 eV 
(and even more if Nd cm-’). 

Ti02  Colloid with Surface Traps Immersed in an Electrolyte 
In this case, the colloid will transfer some charge to the electrolyte so as to equili- 
brate its Fermi level with the redox level of the electrolyte. If N, is the net num- 
ber of electrons transferred to the electrolyte (not being necessarily > 0) then it is 
determined by the global EN balance, i.e.: 

N, = Nd+ - n - 3 & / R  (9) 

The quantities on the right side, n, Nd, N,, are determined by the Fermi statis- 
tics, i.e. by the position of the Fermi level, with respect to the bands of TiOz, a 
quantity that can be estimated experimentally, as shown below. 

The redox level is - 4.85 eV below vacuum. The measured E, position of dry ana- 
tase is -4.45 eV (vs. vacuum energy level), shifted to -3.9 eV when exposed to elec- 
trolyte, because of specific adsorption of ions and/or solvent [43], i.e., the Ti02 levels 
are shifted upwards some 0.55 eV prior to charge transfer. From the respective posi- 
tion of EF and the bands, we calculate E, - Eredox = 0.95 eV and E, - Eredox = 0.35 eV. 
The former value indicates that &+ = Nd and n <c Nd, and from the latter one can 
compute K from 

K = N,(1 + exp((E, - EF)/kT)-* (8) 
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The EF shift can therefore be achieved with further depletion of the Ti02 parti- 
cle (depletion of the surface states), the electric potential drop due to this electron 
transfer (less than one e- per particle) being very small thanks to electrolyte 
screening (see below): most of the shift in EF is due to concentration changes in 
the colloid and to surface dipoles (ions/solvent adsorption) rather than electric 
fields due to interface charge transfer. 

7.2.4.2 Particle Charging 
Another consequence of the ability of the electrolyte to contact most of the real 
surface of the nanocrystals is efficient screening of the photo-injected electrons in 
the semiconductor by positive ions (cations, protons). Without this screening, 
charges might face a Coulomb barrier (“Coulomb blockade”) of up to 50 mev in 
crossing from one crystal to an adjacent one (depending on the contact between 
crystals). Electrolyte screening would reduce this barrier, if it exists, to well below 
thermal energies, both due to free ions and, even if no free ions were present, 
due to polarizable solvent molecules at the semiconductor-electrolyte interface. 
Brus has shown that such effects can strongly reduce the energy required by ail 
electron to jump from particle to particle when the particles are surrounded by a 
liquid [44]. 

7.2.5 
Traps and Discrete Charge Effects 

When the dopant is at the center of a spherical colloid, with the compensating sur- 
face charge spread uniformly, the potential distribution #(r) can be easily calculated 
(4 = q/(47mor)), but the potential difference between the center and the edge of the 
particle (qA4 = q(+(R) - b(0))) does not give the “band bending” (BB). BB here repre- 
sents the energy needed to move an electron from inside the particle to its surface. 
Formally, as r--f 0, 4 + 03, and qA4 is infinite, which can be best interpreted as a 
failure of the continuum model. The BB is best evaluated considering the neutral 
dopant as a hydrogen-like atom. The BB can here be identified with the ionization 
energy of the impurity (more accurately, with the energy difference between the 
ground state energy of the electron on the neutral dopant and the energy of the elec- 
tron in an orbit located on the surface of the particle). Using a hydrogen-like model 
for the donor atom yields a pseudo-BB z 4 meV (with an electronic effective mass of 
5 and a dielectric constant of 130 in Ti02, giving a Bohr radius of ca. 1.5 nm), a value 
not significantly different numerically from the one obtained with the continuum 
model, but with a different dependence on particle radius. 

Actually, very few particles have a single dopant atom in the middle (because 
there is more volume near the surface than in the center: the probability distribu- 
tion is Pfr) = 3?/R3).  In that case, the potential distribution is anisotropic and has 
a minimum that can be significantly lower than the above-given value, some- 
where on the surface. 
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(x = 0.4); crosses (+), ten charges per particle on  average (x = 12). 

Poisson law for the charge distribution: circles (*), one charge per particle on average 

Because the number of dopants per particle is small (approx. 0.4 on average, 
based on Nd = 10'' ~ r n - ~ ) ,  we should also consider how this affects the above pic- 
ture from the statistical point of view. Assuming a completely random (non-corre- 
lated) dopant distribution, the probability law followed by the number of dopants 
per particle is a Poisson law (P(rn) = x"/rn!(exp(-x)), where x is the average num- 
ber of dopants per particle). For 9c sz 0.4, about 67% of the particles have no do- 
pant, 27% have one, 5% have 2, and so on (cf. Fig. 7.6). 

The same evaluation can be done for the surface states, with x z  10 (for r = 

10 nm and N, = 10l2 cm-2). Then the fluctuation is much less important (- 80% 
of the particles will have between seven and fifteen surface states). In that case we 
also can not be sure that their distribution is Poisson-like, so that we will neglect 
the fluctuation in surface states concentration here. 

Putting Nd values obtained for x = 0.4 in the equations above that determine 
the E F  position, we see that we can expect important fluctuations for electrically 
unconnected colloids. Because E F  will equilibrate by changing its position with 
minute charge transfer, this will not create an inter-grain barrier between con- 
nected particles. 

In polycrystalline semiconductors, the mobility of carriers is often limited by 
the inter-grain barrier [35]. Having grains completely depleted, with a vanishingly 
small band bending ensures that inter-grain carrier transport is not impeded by a 
significant barrier (Fig. 7.7, top). 
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A 

Fig. 7.7 Schematic energy diagrams of a grain boundary (CB). 
Top: in a polycrystalline semiconductor with a grain boundary 
potential dB. Bottom: of a nm-sized grain with a radius R, less 
than the exciton/Bohr radius In the latter a trapping level (Et) 
and a doping level ( E d )  are indicated. 
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7.2.5.1 Trapping 
There is plenty of evidence that electrons in the semiconductor spend most of 
their time in traps and that conductivity occurs by trap hopping. This is logical, 
taking into account the long times (often ms) needed typically for electrons to tra- 
verse the film. If trapping did not occur, the injected electrons would need to 
spend this long time in the conduction band. Based on what is known of semi- 
conductor nanocrystals in general, trapping of photogenerated electrons usually is 
a very fast process (sometimes sub-ps). The trapping also gives light-dependent 
mobility of electrons. These phenomena have been well studied and have been de- 
scribed in more detail in the previous chapter. 

Because the trap states affect the way the quasi-Fermi level in the Ti02 particle 
can change upon illumination, they may also affect the maximum photovoltage 
achievable in the DSSC. This is discussed further below. 

7.2.6 
importance of Redox Potential and of the HOMO Level of the Dye 

It is often stated that the redox level in the electrolyte needs to be above the level 
of the HOMO (on the electron energy scale, i.e. closer to the vacuum level), to be 
efficient in collecting the photogenerated holes from the excited dye molecules, 
but not too high in energy so as not to lose too much voltage. These considera- 
tions are inspired by experience with photoelectrochemical cells with a bulk elec- 
trode, where the electron energy level diagram at equilibrium leads easily to that 
under illumination. 

The usual point of view is that the same holds for the DSSC, i.e., that the elec- 
trostatic barrier height is the limit for the photovoltage: in this point of view the 
photovoltage is equal to the neutralization of some built-in field. Therefore it is 
preferred to have a redox level in the solution as oxidizing as possible, i.e. very 
close to (but above, so as to enable hole transfer) the HOMO level of the dye. Any 
difference between the HOMO level and the dye then appears as a loss in cell 
voltage. 

Actually, the opposite view can be held. The maximum achievable voltage is ob- 
tained for the most reducing electrolyte, as then, the recombination current (pro- 
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portional to the oxidant concentration) is minimal. This confusion comes about 
because two different effects are mixed up. One is that the difference in energy 
between redox potential and HOMO level of dye should be (energetically speak- 
ing) as small as possible and the other is that minimization of the back reaction 
(recombination) depends largely on minimizing the concentration of the oxidized 
species rather than on energetics. The latter agrees with the trend that is experi- 
mentally observed [45, 461, and which is also expected from first principles (Voc is 
related to the ratio of the generation to recombination current, see e.g. [45, 471). 
The limit to the lowering of the oxidant species concentration in solution actually 
comes from problems of current transport in the electrolyte. When comparing dif- 
ferent redox couples, one has to take into account the different reaction rates (that 
depend on steric effects as well as wave function overlap). The best results have 
been obtained so far using an 1-/12 electrolyte with a large I- concentration (at 
least 0.1 M) and a minimal I2 concentration (ca. 10 mM). 

I 

7.3 
DSSC Output Parameters 

Up to now, we have discussed the main features of the DSSC in terms of its com- 
ponents. We will now consider the DSSC from a different perspective - the out- 
put parameters (photocurrent, photovoltage, fill factor) and how these parameters 
depend on the cell components. This approach requires a certain amount of dupli- 
cation of information on the one hand, and for that reason will be given in a 
brief, outline manner. On the other hand, such a treatment widens the utility and 
comprehensiveness of this chapter. 

7.3.1 
Photocurrent 

The photocurrent can be maximized as follows: 
- The rate of electron injection from dye to semiconductor should be very high 

compared to the rate of back electron transfer from the semiconductor to the 
electrolyte (in particular, to the tri-iodide), so as to minimize recombination. 

- Injected electrons should be removed as quickly as possible by the back contact 
(to prevent excessive electron built-up and, as a consequence, potential recombi- 
nation). 

- The Helmholtz field at the semiconductor/electrolyte interface should be of the 
right polarity so as to reduce recombination (cf. Section 3.4, below, and ref. [42]). 

- If the hole carrier is negatively charged (as is the case for tri-iodide), this can re- 
duce recombination significantly by electron repulsion (increased scattering 
cross-section). 

The energy of the dye absorption edge should be as low as possible (to allow max- 
imum photon absorption). However, under illumination, the dye HOMO level must 
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be below the actual redox level at the semiconductor surface while its LUMO level 
must be above the conduction band level [27] (cf. Fig. 7.10). Also, the difference be- 
tween the HOMO and redox levels as well as that between the LUMO and conduc- 
tion band level represent driving forces for charge separation, and therefore should 
never be zero. In other words, the dye absorption edge is always larger than the max- 
imum achievable photovoltage, so that the dye absorption edge cannot be too small. 

7.3.2 
Photovoltage 

The photovoltage can be maximized as follows: 
The Fermi level of the semiconductor in the dark should be as far as possible fYom the 

conduction band (maximum possible depletion). This holds for electron injection 
into an electron conductor. An analogous argument holds for hole injection into a 
hole conducting material. In principle, injecting electrons into a p-type material 
should give even higher voltages. However, there are some practical problems, 
such as the poor electron mobility in a hole conductor, in part due to the pres- 
ence of negative scattering centers (charged acceptors) [ 191. 

As in any photovoltaic cell, the requirements from the light absorber for maxi- 
mum photocurrent (see above) and photovoltage are conflicting. For maximum 
photovoltage, the energy of the dye absorption edge should be as high as possible. 
Since the dye HOMO level must be below the redox level while its LUMO level 
must be above the conduction band level for cell operation, the redox electrolyte 
should be chosen so that, under operating conditions (i.e., under illumination), 
Eredox is only slightly higher in energy than the dye HOMO while the dye LUMO 
should only be slightly higher than the semiconductor conduction band edge. 
This would be the ideal operating situation for maximum photovoltage. 

Electrolyte difision should be optimized. This is problematic because of the po- 
rous semiconductor structure, which will tend to increase the concentration of the 
oxidized redox species at the photoelectrode, resulting in a shift of its potential 
(reduction in photovoltage). This effect would also increase recombination, there- 
by affecting all cell parameters. 

In general, any factor that decreases recombination will increase the photovolt- 
age and the fill factor. 

7.3.3 
Fill Factor 

The fill factor will be optimized by considering the following: 
- Reduce recombination. Several factors involved in recombination were already 

discussed above. In particular, as the Fermi level in the semiconductor ap- 
proaches the conduction band, the charge distribution at the surface of the 
semiconductor particles will change and, as a result (cf. Section 4, below), the 
potential will be affected in such a way so as to decrease its efficacy in decreas- 
ing recombination. 
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- The counter electrode should be a good electrocatalyst for the oxidation reaction 
(to prevent increasing loss of photovoltage because of overpotential at the coun- 
ter electrode as the photocurrent increases). 

I 

7.3.4 
DSSCell Performance 

The overall efficiency (eflglobal}) of the photovoltaic cell is calculated from the in- 
tegral photocurrent density (iph), the open-circuit photovoltage (V,,), the fill factor 
of the cell (FF) and the intensity of the incident light (Is = 100 mW cm-2) 

eflglobal} = iph X v,, X FF/ I s  (9) 

At this stage the confirmed efficiency obtained with the black dye is 10.4% as 
shown in Fig. 7.8 [15]. Further development will concentrate on the enhancement 
of the photoresponse in the near IR region. Judicious molecular engineering of 
the black dye structure may increase the extinction coefficient substantially in the 
700-900 nm region. The goal is to obtain a DSSC having optical features similar 
to GaAs. A nearly vertical rise of the photocurrent close to the 920 nm absorption 
threshold would increase the short circuit photocurrent from currently 20.5 to 
about 28 mA cm-*. With the V,, and FF values of Fig. 7.8, this would raise the 
overall efficiency to 14.2%. 
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Photocurrent-voltage characteristic of a nanocrystalline solar cell sensi- Fig. 7.8 
tized with the panchromatic “black” dye. The results shown were obtained at 
the NREL (CO, USA) calibration laboratory. A light source simulating AM 1.5 
global insolation was used, with 100 mwcm-’ incident intensity. 
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An advantage of the DSSC with respect to most of the competing technologies 
is that its performance is remarkably insensitive to temperature change. Thus, 
raising the temperature from 20 to 60°C has practically no effect on the power 
conversion efficiency. The loss in open circuit voltage due to the increase in the 
dark current is compensated by the improved mobility of the hole carrier (tri-io- 
dide) in the electrolyte as well as the decrease of the charge transfer resistance of 
the counter electrode, augmenting the photocurrent and the fill factor of the cell. 
As these opposing effects cancel each other, the effect of temperature on cell per- 
formance is small. In contrast, conventional silicon cells exhibit a significant de- 
cline in the overall conversion yield amounting to ca. 20% over the range between 
20-60°C. Since the latter temperature is readily attained under full sunlight this 
feature of the injection cell is particularly attractive for power generation under 
natural conditions. Stability studies have shown the DSSC to sustain temperatures 
of 85 "C without loss of performance. 

7.4 
Further Comments on the Mode of Action of the DSSC 

The origin and the limits of the photovoltage of a DSSC have been the subject of 
considerable discussion and some degree of controversy [43, 48-51]; see also 
Chapter 6. 

In agreement with earlier work (cf. e.g. [52]), and as in all photovoltaic devices, 
we argue that the basic reason for the photovoltage of a DSSC is the shift in the 
semiconductor EF under illumination. This shift leads to a Are (as the result of a 
Ape) at the electrolyte-semiconductor interface. 

This mechanism requires an intrinsic semiconductor. Even if the dry semicon- 
ductor is not intrinsic, this will be the case in the DSSC, due to depletion of the 
nanocrystalline, mesoporous structure upon immersion in the electrolyte (because 
of the small particle size). In bulk form, transport of injected charge through an 
intrinsic material will be by way of drift in a strong electric field (cf. a-Si:H p/i/n 
structures). The absence of such a field in the mesoporous, nanocrystalline film 
of the active DSSC electrode excludes such a mechanism. There is, however, the 
added difficulty of charging, which can occur because of the small size of the na- 
nocrystallites. It is the mesoporosity of the system that dictates both the absence 
of a significant electric field across the film and the insignificance of charging 
upon carrier injection. This mesoporosity allows for effective screening by electro- 
lyte ions of any charged species in the nanoparticles. Given that, diffusion due to 
the gradient in the density of electrons allows charge transport to proceed. The 
possible existence of an electrical (A+) or chemical (Ap:) potential drop at the 
back contact helps to maintain the necessary Ape by allowing the charge transfer 
to SnOz to be non-limiting. 

Alternative models have been suggested, all depending on the concept of neu- 
tralization of an existing (dark) electric potential difference, which is used to ex- 
plain PV action in normal p/n junction and photoelectrochemical solar cells. Ac- 
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cording to one model, the photovoltage results from neutralization of a potential 
drop at the semiconductor/electrolyte interface. Indeed it has been argued con- 
vincingly that, in the case of the common anatase- and Ru dye-based DSSC, there 
does exist an electrical field at the electrolyte/semiconductor interface, although 
not one due to space charge in the semiconductor 140, 52, 531. It results from cat- 
ion and dye adsorption on the surface. The dyes that are normally used are acids 
and release protons upon binding to an oxide surface. These protons, together 
with other cations in the electrolyte, become part of the oxide surface region (for 
example, by converting terminal oxide into hydroxide groups). A dipole is formed 
across the Helmholtz layer between the negatively charged (iodide and dye) spe- 
cies and the cations. The (Galvani) electrical potential drop across the Helmholtz 
layer, Aq5(H), (which we estimate at - 0.3 eV; cf. also Ref. [52]), will help to sepa- 
rate the charges and reduce recombination. A straightforward calculation shows 
that illumination cannot generate sufficient charges to neutralize Ad( H) complete- 
ly. Indeed, it has been argued that while dye excitation reduces Aq5(H), as a result 
of electron injection and charge rearrangement in the layer and at the surface, the 
change is too small to account for the photovoltage [52]. Charge separation, how- 
ever, is aided by the interfacial Helmholtz dipole field that occurs at the semicon- 
ductorjelectrolyte interface. 

It has recently been argued that light-induced neutralization of an accumulation 
voltage at the back contact is equal to the photovoltage [49]. While this can indeed 
occur, it must be realized that a photovoltage can be generated without neutraliza- 
tion of an accumulation layer. This means that the photopotential cannot be limited 
by the Galvani potential difference at the back contact and a photovoltage is gener- 
ated, independent of the possible presence of accumulation/depletion layers at the 
semiconductor/back contact interface. Neutralization of such layers can occur as 
the result of the EF shift that is the cause for the photovoltage. Recently, Pichot 
and Gregg have presented experimental evidence to that effect 1481. Still, if this con- 
cept 1491 were to be correct, it would have important consequences in terms of or- 
ienting research towards better cells: these could be obtained principally by select- 
ing carefully the back contact material to obtain the largest potential drop achievable. 

To put things in perspective, we evaluate the maximum photovoltage and effi- 
ciency achievable in theory in a perfect DSSC device. 

Photon energy is first converted into electrical potential energy in the dye mole- 
cules where light absorption occurs, creating an electron-hole pair having a free 
energy at most equal to the dye absorption edge (1.8 eV). From this point on, all 
processes are dissipative and lead to a reduction of the output energy collected. 
When the losses are minimal, in the radiative recombination limit (the only 
losses that are unavoidable), the maximum achievable photovoltage (Schockley) is 
V,, z 0.9, for EG x 1.6 V. Using a more realistic value obtained from the lumines- 
cence efficiency of the dye, V,, z 1.3 V, and in real devices non-radiative recombi- 
nation, intrinsic to the dye, limits the achievable efficiency [51]. The actual V,, is 
further lowered due to additional recombination processes such as: 

I 
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Charge separation occurs at the semiconductor/electrolyte interface and is aided 

by an interfacial Helmholtz dipole. High open circuit voltages and fill factors are 
possible because of very low recombination rates, due to the spatial and phase 
separation between electron and hole transport, the charge of the hole carrier (I;), 
the direction of the interfacial dipole, screening of the electron by the adsorbed 
cations and the nature of surface traps. Screening furthermore assists the trans- 
port of electrons to the back contact. There the electrons are collected because of 
the drop in standard chemical potential of the electrons between the anatase and 
Sn02:F, used as transparent conductor and because of the existence of a small 
electric potential drop across an accumulation layer. While light-induced neutrali- 
zation of such an accumulation voltage at the back contact can occur, this neutrali- 
zation is not essential for generating a photovoltage. 

We can now summarize how the DSSC differs from a pin or photoelectrochem- 
ical solar cell: 
- light absorption occurs in the dye and not in the semiconductor; this leads to 

- as a result only majority carriers are present in the semiconductor; 
- charge separation occurs primarily due to chemical rather than electrical poten- 

tial gradients; 
- additional electrical effects can be involved due to the electrical potential differ- 

ence across the Helmholtz layer; 
- recombination is minimized, notwithstanding the enormous surface area of the 

photovoltaically active semiconductor + dye-electrolyte interface, because of: (i) 
the unipolar character of the charge transport; (ii) the absolute negative charge 
of the hole carrier (I;); and (iii) the Helmholtz potential. 

charge injection from the dye into the semiconductor; 

7.5 
Modeling the DSSC 

7.5.1 
Energy Diagrams 

A simplified band diagrammatic model of a DSSC can now be given schemati- 
cally, as shown in Fig. 7.9. Upon illumination and if no current flows, the light-in- 
duced carriers split the quasi-Fermi levels, where the electron Fermi level, EF,,, is 
essentially that in the Ti02, while the hole Fermi level, EF,p, is the redox potential 
of the solution, which is the potential taken on by the platinized SnOz counter 
electrode. If the system is short-circuited there will be a gradual variation in EF,, 

and E F , p  across the absorber, which, in this picture, is the mesoporous TiOz film 
with adsorbed dye and intervening redox solution. 

To model this more quantitatively, several options exist. One is noted here. 



224 7 Dye-sensitized Solar Cells: Principles of Operation 

Contact 1 Absorber Contact 2 
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Contact 1 Absorber Contact 2 
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Fig. 7.9 
the dark and under illumination a t  open circuit and short circuit. 

Simplified schematic of the (pseudo)Fermi level positions of a DSSC a t  equilibrium in 

7.5.1.1 Effective Medium Picture [43, 541: Advantages, Limitations and Uses 
In the mesoporous nanocrystalline system with dye molecules adsorbed on the 
nanocrystallites system various phenomena occur on three distinct length scales: 
the atomic scale (0.1 nm), the colloid scale (10 nm), and the macroscopic scale (pm). 

One of the important questions in the study of nanoporous media is that of 
knowing how phenomena occurring on these different scales are related. As the 
local picture is very complex, one is in need of a global picture that is simplified 
as compared to the local one. 

When considering macroscopic phenomena, in homogeneous solids (that is, 
solids that are homogeneous above the atomic scale), one uses material character- 
istics that are local averages (atomic scale). Similarly, one can consider quantities 
averaged on scales larger than that of a colloid to obtain practical macroscopic in- 
formation from microscopic data. 

Many quantities can be simply averaged to give useful macroscopic quantities: 
the optical absorption coefficient, the electronic conductivity, the ionic conductivity 
(each conductivity can be meaningfully averaged because each medium (TiOz, 
electrolyte) is percolating). 

We can picture this schematically as shown in Fig. 7.10, where the TiOz plus 
electrolyte are given as one effective medium. Upon illumination and absorption 
of a photon by the dye, an electron is excited to the LUMO. Injection of the elec- 
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Fig. 7.10 Energetics of the DSSC 
in the dark (top) and under open 
circuit conditions with (TiOz + 
electrolyte) considered as one ef- 
fective medium (bottom). 

- - - EF?, - 

Pt 

tron into the Ti02 cum electrolyte and hole transfer to the electrolyte leads to the 
quasi-Fermi level splitting that is the origin of the photovoltage. 

One of the complex question that arises is that of determining the electrical 
field in the system, but looking on the macroscopic scale at the composite system 
with an effective medium theory enables one to get important parts of its physics. 
Using such a model of effective medium one can estimate the effective screening 
length. Assuming that all of the particles’ surfaces are exposed to charged species 
and taking an ionic concentration in solution of about 0.5 M, a medium at 50% 
porosity will have an effective charge carrier density of 1.4~10~’ (the dielec- 
tric constant of Ti02 being around 100 and the particle radius around 10nm). 
This gives a Debye screening length of 5-20A. As a consequence, there are no 
electric fields on a scale larger than a colloid. 

Microscopically, this means that the electrons, injected in Ti02, “hug” the sur- 
face as screening by electrolyte decreases their electrostatic energy. This fits the 
optical and electrical data (hopping, surface traps) obtained by several groups [42, 
49, 55, 561. This has important consequences for the cell operation, and specially 
for the recombination process between electrons and 1; that must take place at 
the microscopic solid/liquid interface. Because the electron must be within tun- 
neling distance, d, of the tri-iodide (assume d << R), the probability of recombina- 
tion is proportional to the specific surface area, S, which, to a first approximation, 
is proportional to 1/R. 
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The process is influenced by two factors that counteract each other: 
- Whereas the high dielectric constant of Ti02 helps to confine the electron in- 

side the particle, electrostatic screening brings it to the surface. Given an actual 
surface area, some lo3 times larger than the geometric one, this increases re- 
combination accordingly; and 

- The negative charge of tri-iodide repels the electron and keeps it from getting to 
within tunneling distance. In semiconductors the capture cross-sections for like 
charges are some lo4 times smaller than for oppositely charged carriers (cf. dis- 
cussion in ref. [43]). Thus, the negative charge on the hole acceptor keeps the 
recombination rate to acceptable values (approx. 0.5-1 x 

I 

s-l [54]). 

As already noted, the electron transport can be described in terms of the small po- 
laron model [41, 48, 54, 551. Assuming that the traps are essentially on the sur- 
face, the large S will reduce D, cm2 s-l [54]), in agreement with values de- 
rived from experimental data. 

In addition the original reason for a large value of S remains, viz., an increase 
in optical absorption as the absorption coefficient is proportional to it. The value 
of L necessary to absorb most of the light thus decreases (exponentially) with in- 
creasing s. 

7.6 
Comparison of Liquid Electrolytes and Solid-state DSSCs 

Because of the encapsulation problem posed by the use of an organic liquid in 
the common DSSC, much work is being done to make an all-solid state DSSC 
[57, 581. Early work focussed on use of CuI instead of the I-/Ij liquid electrolyte. 
The reason behind this is severalfold: CuI is a solid state ionic (Cu) conductor, 
and a very good one at > 150°C. In addition it is a p-type electronic conductor 
and finally it can be prepared by precipitation from an acetonitrile solution at 
room temperature. Cells made in this way gave solar efficiencies of several per- 
cent, but their stability is relatively poor, because of the lability of CuI in air and 
light [57]. Possibly hermetic sealing can solve that problem. Other work along 
these lines is that of ORegan and colleagues, using CuSCN [32, 591 and that of 
Bach et al., who used a hole conducting, amorphous organic solid, deposited by 
spin-coating [58]. Semi-solid solutions, such as use of gel electrolytes, are also ex- 
plored. It is fair to say, though, that there is still a wide gap between the truly sol- 
id state devices and the best liquid electrolyte ones. Possible reasons for that can 
be gotten from what has been said above. 



References I227 

7.7 
Potential Applications 

The original application for the material covered in this chapter is, of course, for 
solar cells, and it is to this end that most effort has been expended. However, 
other possible applications have been presented and it is clear that the wide range 
of research aimed at understanding the mode of operation of the solar cell will 
benefit these other applications as well. Among such potential applications are 
those involving conversion of light to chemical energy (rather than to electrical en- 
ergy), including photo(e1ectro)catalytic reactions. The dual applicability of porous 
semiconductors for batteries and photovoltaic cells suggests that a photovoltaic 
cell with built-in storage may be possible (although the often conflicting demands 
of a photovoltaic cell and a battery may make this goal far from simple). A very 
different application is that of electrochromic materials for windows and displays, 
particularly because of the non-absorbing nature of the semiconductor itself and 
the ability to tailor redox dyes with different spectral characteristics. 
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Electroc h rom ic and Photoelectroc hrom ic Aspects 
of  Semiconductor Nanostructure-Molecular Assembly 
Prashant V. Karnat 

8.1 
Introduction 

The emerging field of semiconductor and metal nanoparticles has stimulated 
much interest in recent years because of their size- and shape-dependent electron- 
ic properties [l-51. The functional properties of such materials can be greatly im- 
proved by assembling these nanopartides as thin films on electrode surfaces. De- 
velopment of thin nanostructured semiconductor films using chemical or sol-gel 
methods has potential applications in chemical sensors, microelectronics, electro- 
optics, imaging science, photovoltaics and photocatalysis. Of particular interest is 
the possibility to design electrochromic and photochromic display devices using 
nanostmctured semiconductor films. 

Compared to the ultrahigh vacuum deposition techniques (e.g. chemical vapor 
deposition or molecular beam epitaxy) chemical and electrochemical approaches 
of casting thin films are relatively simple and inexpensive [G-lo]. Efforts have 
been made in recent years to synthesize and characterize the properties of thin 
semiconductor films prepared from colloidal semiconductor suspensions [ 11-26], 
These films are highly porous and can easily be surface-modified with sensitizers, 
redox couples and other nanostructured semiconductors. For example, nanostruc- 
tured Ti02 films prepared from colloidal suspensions have been sensitized with 
dyes [7, 27-29], short-band-gap semiconductors [13, 19, 301, and metal nanoparti- 
cles [31]. Photoconversion efficiencies in the range of 10-12% are obtained for the 
sensitized photocurrent generation using nanostructured Ti02 films modified 
with a ruthenium complex [27, 281. 

By controlling the preparative conditions of semiconductor colloid precursors it 
is possible to tailor the properties of these semiconductor films. These thin metal 
oxide films exhibit interesting photochromic, electrochromic, photocatalytic and 
photoelectrochemical properties that are inherited from the native colloids. This 
chapter presents an overview of the recent developments in the area of electro- 
chromic and photoelectrochromic aspects of nanostructured semiconductor films. 
The discussion on the semiconductor nanostructures and molecular assembly pro- 
vides the basis for designing novel electrochemical and electroluminescent display 
devices. 
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8.2 
Preparation and Characterization of Nanostructured Semiconductor Thin Films 

I 

8.2.1 
From Colloidal Suspensions 

Although the synthesis involved in casting of thin nanostructured films may vary 
in actual procedure, most of these methods use preformed colloidal suspensions. 
For example, a variety of different colloidal metal oxide suspensions have been 
employed to prepare nanostmctured semiconductor films (0.1-10 ym thick) of 
Sn02 [HI, ZnO [14, 15, 32-39], Ti02 [lG, 17, 22, 24, 28, 40-471, W03 [48, 491, and 
Fez03 [23]. 

The synthetic procedure involves preparation of ultra-small semiconductor parti- 
cles (particle diameter 2-30 nm) in aqueous or ethanolic solutions by controlled 
hydrolysis. Colloidal suspension of metal oxides such as Sn02 (particle diameter 
ca. 10 nm) can also be obtained commercially (Johnson-Matthey). One of the 
most common methods employed for Ti02 colloids involves aging the colloids at 
high temperature and pressure. Hydrothermal synthesis has been adopted to ob- 

Preparation of  SC 
colloidal suspension 

Coating the conducting 
glass surface with 
colloids in air 

Annealing at 200400°C 
produces high s u dace 
area SC thin film (-1 pm) 

Fig. 8.1 Methodology adapted for preparing nanostructured semiconductor 
(SC) thin films. A scanning electron micrograph o f  nanostructured TiOz film 
is also shown. 
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tain desired size and phase of Ti02 colloids [SO]. TiOz colloids prepared in acetic 
acid medium had more {101} face compared to those prepared in nitric acid. 

The colloidal suspension of the metal oxide semiconductor (-1%) is coated on 
to a conducting glass plate (referred as optically transparent electrode, OTE) and 
dried in air. The film is then annealed at 200-400 C in air for about 1-2 h. The 
conducting surface facilitates direct electrical contact to the nanostructured semi- 
conductor thin films. The schematic diagram in Fig. 8.1 illustrates the methodolo- 
gy of preparing thin film from colloidal suspensions. 

This simple approach of coating preformed colloids on a desired surface and 
annealing produces a thin semiconductor film that is robust with excellent stabili- 
ty in both acidic and alkaline media (pH range 1-13). Usually one can achieve a 
thickness in the range of 0.1-1 pm. It may be necessary to optimize the concen- 
tration of precursor colloid for a particular application since higher colloid concen- 
trations lead to cracking of the film. The above-mentioned procedure can be re- 
peated several times to cast thicker films. (For example, see corresponding refer- 
ences for the methodology of preparation of Sn02 [18], ZnO [15], TiOz [SI], and 
W 0 3  [49] films.) 

Transmission electron micrographs of nanostructured films prepared from col- 
loidal suspensions show a three-dimensional network of metal oxide nanocrystal- 
lites of particle diameter 15 nm [MI. No significant aggregation or sintering ef- 
fects could be seen during the annealing process. XRD analysis has also con- 
firmed in many instances the crystallinity of these nanostructured films. A simi- 
lar approach that consists of mixing two or more components prior to casting 
films has been considered to prepare composite films. For example, thin films of 
Sn02/Ti02 composite semiconductors [52] have been synthesized. These compo- 
site films exhibit improved charge separation properties compared to single com- 
ponent semiconductor films. 

Preparation of semiconductor nanoclusters in polymer films [53-651 and LB 
films [11, 42, 66-68] has also been considered. Sol-gel technique bas been found 
to be useful in developing nanostructured semiconductor membranes with either 
2D [69] or 3D configuration [70-751. Organic template mediated synthesis has 
been employed to develop nanoporous tin(1V) sulfide materials [76, 771. 

8.2.2 
Electrochemical Deposition 

Electrochemical deposition is a convenient technique for casting thin films of 11-VI 
compound semiconductors, viz., CdS, CdSe, CdTe [6, 12, 26, 781. Quantum size Ti02 
crystallites have been deposited on conductive surfaces by anodic oxidative hydroly- 
sis of TiC13 [41]. Electrodeposition of W 0 3  films has also been carried out from a 
solution of Na2W04 at a constant current density of 0.1-0.24 mA cm-2 1791. Electro- 
chemically deposited semiconductor films are strongly adherent to the substrate and 
are comprised of aggregated nanocrystallites [GI. The nanocrystal size distribution 
(isolated or aggregated) can be controlled by the deposition current and temperature 
[80]. Presence of dye molecules such as Eosin Y in solution was found to bring dra- 
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matic changes in the growth of electrodeposited ZnO nanocrystals [81, 821. Ordered 
surface of inorganic crystals and chemical interaction with the dye molecules in 
these examples facilitated ordering of dye molecules during the electrodeposition 
process. 

I 

8.2.3 
Self-assembled Layers 

The surface-assembled layers of functionalized molecules that interact with the 
solid surface (e.g., thio compounds on gold surfaces) have been successively used 
to cast thin semiconductor films [83]. Fendler and his coworkers [84, 851 have con- 
structed ordered nanostructured films using layer-by-layer self-assembly of cation 
ic poly (diallylmethylammonium chloride) and negatively charged solid particles 
on a variety of substrates. More details on this procedure can be found elsewhere 
1851. Mono- and multilayers of CdS-nanoparticles prepared using a self-assembled 
monolayer of alkanedithiols on gold has been shown to exhibit photoelectrochem- 
ical effects [86-88]. Although the self-assembly approach is useful to obtain an or- 
dered array of semiconductor nanoparticles in the film, it does not provide robust 
coverages on the electrode surfaces. Since high coverage of semiconductor parti- 
cles is an important parameter in electrochromic or photoelectrochemical devices, 
this technique has very limited applications. 

8.3 
Photochromic Effects 

Reversible electrochromic and photochromic effects are observed when thin films 
made from metal oxide colloids such as W03, SnOz and TiOz are subjected to 
band-gap excitation [40, 46, 48, 49, 89-91]. A blue coloration quickly develops, as 
the electrons are stored within the nanoparticles when subjected to UV irradia- 
tion. This effect can also be induced by radiolysis 1921 and sonolysis 1931. The 
aqueous electrons as well as reductive radicals are capable of injecting electrons 
into the semiconductor nanoparticles and produce the coloration effects. Similarly, 
sonochromic effect observed for W 0 3  colloidal suspension has been attributed to 
the binding of H’ atoms followed by electron injection into trap sites [93]. Photo- 
sensitized blue coloration in TiOz particles has also been observed by exciting sur- 
face-bound Ru(bpy):’ molecules 1941. 

The changes in the absorption observed at a nanostructured W03 film follow- 
ing the UV photolysis are shown in Fig. 8.2. The film turns blue as we irradiate 
the W03  film with UV-light. The increase in the absorption at wavelengths great- 
er than 500 nm with increasing irradiation time indicates that charges get trapped 
at the color centers to induce the photochromic effect. 

The principle behind the photochromic effect observed in the metal oxide nano- 
structure following the band-gap excitation could be summarized as in Fig. 8.3. 
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Fig. 8.2 Effect o f  band-gap excita- 
tion on the absorption o f  W 0 3  par. 
ticulate film cast on an OTE glass 
plate. Difference absorption spec- 
tra were recorded: (a) before 
photolysis, (b) 5 ,  (c) 10, and (d) 
30 s after UV-photolysis. The film 
was pre-annealed at a temperature 
o f423  K. (From Ref. [49]. Re- 
printed with permission from the 
American Chemical Society.) 
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The band-gap excitation of W 0 3  particulate film leads to charge separation fol- 
lowed by trapping of charge carriers (Eq. 1 a): 

W03  - hv > Eg -+ W03 (eCB .... hVB) + W03 (e, + h,) (14 

where eCB and hVB refer to free charge carriers in the conduction and valence 
bands, e, and represent trapped electrons and holes, and D is a hole scavenger 
respectively. In the presence of a sacrificial electron donor such as oxalic acid the 
photogenerated holes are quickly scavenged (Eq. 1 b), thus reducing the possibility 
of charge recombination. Similar stabilization of trapped electrons have been ob- 
served for other metal oxide colloids such as Ti02, ZnO and W03. These elec- 
trons trapped at the metal ion sites (e.g., Ti4+ in TiOz or WG+ in W03) are known 
to exhibit characteristic broad absorption in the red-IR region. XPS analysis of 
electrodeposited and vacuum-deposited W03 films has also confirmed the pres- 
ence of mixed valent states in the colored film [79]. The photochromic effect ob- 
served with W03 particulate film was reversible. When the UV irradiation was 
stopped, the blue color slowly disappeared in air and the original color of the film 
was restored. The recovery in air was rather slow (10-20 min) since the reduction 
potential of O2 is slightly more negative than the flat band potential of W03 
(Ef iz-0.2 V relative to the NHE). 
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Spectroelectrochemical and microwave absorption experiments suggest that 
trapped electrons are the major species responsible for the blue coloration of the 
film [21, 491. The biphotonic dependence of microwave conductivity indicated that 
the free carriers in the conduction band of the semiconductor can only be 
achieved by re-exciting the trapped charge carriers with a second photon. Since 
the trapped electrons have a long lifetime, it provides a convenient method to 
store electrons. Investigations of the trapping process by picosecond laser flash 
photolysis indicate that this trapping process occurs in a subnanosecond time- 
scale [48]. The electron storage effects in such semiconductor nanostructures have 
potential applications not only in electrochromic devices, but also in building elec- 
tronic devices such as microcapacitors. Such a concept has also been demon- 
strated recently by employing a W03 electrode as a counter electrode in a photo- 
chemical cell [95]. 

I 

8.4 
Electrochrornic Effects 

8.4.1 
Nanostructured Metal Oxide Films 

Efforts have been made in the past to investigate electrochemically induced 
chromic effects in W03 films [89, 96-99]. When deposited as thin films (amor- 
phous or polycrystalline) on to a conducting glass substrate, these metal oxides 
are capable of undergoing color changes under applied potential and in the pres- 
ence of alkali metal ions. Intercalation of metal ions becomes a limiting factor as 
the rate of transport of these ions become slower in thicker metal oxide films. 
This in turn controls the rate of coloration and recovery of the electrochromic ef- 
fects. In addition the transport of ions in and out of the metal oxide films is inti- 
mately linked to lifetime issues in these devices, as cyclic intercalation leads to re- 
sidual coloration and irreversible changes in film structure. Limited efforts have 
also been made to employ mixed Ti02/W03 [loo], WO3/V2O5 [loll, and W03/ 
Moo3 [lo21 systems for enhancing the efficiency of electrochromic effects. The 
beneficial aspect of these nanostructured semiconductor films in electrochromic 
devices is yet to be explored in a systematic way. 

Fig. 8.4 shows the absorption changes in a nanostructured W03 film at diffefer- 
ent applied negative potentials. At positive potentials (0 V or higher), no change 
in the absorption is seen, but with increasing negative potentials an increase in 
the IR absorption is observed. Switching the electrode to positive bias can reverse 
the blue color observed in these films. At potentials more negative than -1.2 V 
the color changes to brown. 

The onset potential at which the electrochromic effect is observed corresponds 
to the flat band potential of the corresponding semiconductor and is dependent 
on the pH of the medium. With increasing pH the onset of electrochromic effect 
was found to shift to more negative potentials [40, 1031. By monitoring the optical 
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Fig. 8.4 
fect o f  WO, particulate film on the char- 
ging potentials. (From Ref. 1491. Reprinted 
with permission from the American Chemi. 
cal Society.) 
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photoinduced charge separation and electron . .  . . .  

trapping processes leading to  color changes in metal oxide semiconductor nanocrystallites. CB 
and VB refer to  conduction and valence bands o f  the semiconductor, and e, refers to  surface 
traps and D refers to  hole scavenger. 

absorbance, Fitzmaurice and his coworkers [40, 103-106] have determined the flat 
band potentials of nanostructured films of TiOz and GaAs and the extinction coef- 
ficient of the trapped electrons. On the other hand ZnO [36], SnOz [18], and CdS 
[lo71 films exhibit bleaching at potentials more negative than the flat band poten- 
tial. 

Controversy still exists regarding the mechanism of coloration proposed to ex- 
plain electrochromic effects in W 0 3  fdms [89]. Some of these proposed mecha- 
nisms include formation of a blue colored oxide product [108], simultaneous injec- 
tion of electrons and cations into interstitial sites in the W 0 3  atomic lattice [109], 
intervalence transfer absorption [l lo], and polaron absorption [lll]. Both interva- 
lence transfer and polaron models attribute coloration to the tight localization of 
conduction band electrons to W5+ sites, although a recent electron resonance 
study has argued against such a strong localization [ 1121. Electrochromic effi- 
ciency has also been shown to increase with increasing oxygen deficiency [99]. As 
confirmed from the spectroelectrochemical study of TiOz particulate films (40, 
1031 the inherent semiconductor properties such as trapping of electrons at the 
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defect sites is responsible for the coloration effects (Fig. 8.5). In an earlier study 
we have considered both electrochemical and photoelectrochemical approaches to 
probe the mechanism of coloration in W03  colloids [48], and nanostmctured 
films [49]. The net color change was found to be spectrally similar whether we 
employed direct band-gap excitation of W03  nanoparticles or subjected them to a 
negative electrochemical bias. The semiconducting behavior of these W03  films 
was also confirmed by carrying out photoelectrochemical experiments [2 11. 

I 

8.4.2 
Nanostructured Oxide Films Modified with Dyes and Redox Chromophores 

Oxide nanoparticles (e.g. Sn02 or Ti02) can be readily modified with dyes and 
electroactive molecules that have been functionalized with reactive groups such as 
carboxylic acid or phosphonate. These functional groups chemically bind to the 
oxide surface, thus creating a semiconductor-organic dye assembly. Similarly, one 
can use electrostatic interactions to bind the cationic or anionic dye molecules to 
the particle surface of Sn02 or Ti02. The schematic diagram presented in Fig. 8.6 
illustrates the principle of surface modification of oxide nanoparticles. 

The same approach can be extended to bind redox chromophores directly to a 
nanostructured semiconductor film and induce color changes under applied po- 
tentials (Fig. 8.7). The oxide nanoparticles in the film merely act as a high surface 
area support for anchoring these molecular assemblies and stabilize the redox spe- 
cies. As a result of such high coverage one can achieve 2-3 orders of magnitude 
enhancement in the color changes associated with the oxidation or reduction of 
an adsorbed molecular monolayer. For example, a phosphonate linkage has been 
used to bind viologen compounds to nanostructured Ti02 films and construct 
electrochromic windows [113, 1141. Under an applied negative bias the viologens 
are reduced to develop a blue coloration. Long-term stability and high coloration 
efficiencies (- 200 cm2 C-l) have been reported in these studies. 

Alternatively, one can bind a dye that absorbs in the visible and/or IR region to 
the nanostructured semiconductor films, but becomes colorless (or changes to an- 
other color) upon undergoing reduction (or oxidation) under the influence of an 
electrochemical bias. Feasibility of this concept has already been demonstrated in 
our laboratory by binding a thiazine dye to nanostmctured Sn02 film [115]. Re- 

Fig. 8.6 
static interactions. 

Binding o f  redox chrornophores t o  oxide nanoparticles via charge transfer and electro- 
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Fig. 8.7 
tured semiconductor-redox chromophore as- 
sembly for electrochromic applications. 

Schematic diagram of nanostruc- 

Fig. 8.8 Absorption 
spectra of dye-modified 
Sn02 film. The absorp- 
tion spectra of the dye in 
aqueous solution (a) be- 
fore and (b) after imrner- 
sing the OTE/SnO, film 
shows the decrease in 
dye concentration as it is 
adsorbed on the Sn02 
nanocrystallites (spec- 
trum c). (From Ref. [116]. 
Reprinted with permis- 
sion from the American 
Chemical Society.) 
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obtained using such systems provides an alternative 
approach for electrochromic devices. 

The technique of binding dye molecules to semiconductor nanostructures is 
especially convenient for extending the photoresponse of large-band-gap semicon- 
ductors and/or for making the nanostructured films electrochemically active [ 18, 
28, 1151. Because of the high porosity large amounts of the sensitizing molecules 
(up to 0.1 M) can be incorporated in a nanocrystalline film of thickness of ca. 
1 pm. Fig. 8.8 shows deposition of cresyl violet on nanocrystalline SnOz film by 
the adsorption technique. 

Significant interaction between the adsorbed molecules often leads to the aggre- 
gation effects, thus broadening the absorption in the visible region. The deposi- 
tion of monomeric and aggregate forms of chlorophyll and chlorophyllin on ZnO, 
TiOz and SnOz films have also been carried out [13, 20, 1171. 
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8.4.2.1 From Colorless to Colored Films under the Application 
of an Electrochemical Bias 

Viologen compounds are among the most suited organic molecules for achieving 
blue colored electrochromic windows under applied bias. They have also been 
shown to be useful for fabricating electrochromic optical diffraction gratings using 
lithography techniques [ 1181. The one-electron reduction product which exhibits an 
intense blue color (Ama z GOO nm) can be formed when an electrochemical bias of 
ca. -0.5 V is applied. The early attempt to bind viologen to a semiconductor surface 
was made by Bard and coworkers [119]. The binding of viologen derivatives to nanos- 
tructured TiOz film provided a new approach to develop electrochromic display de- 
vices [113, 114, 1201. This approach is very useful for utilizing semiconducting oxi- 
des such as Sn02 or ZnO that usually do not exhibit electrochromic effect. 

I 

2 CI- 

Phosphonate derivative of viologen compound (from Ref. 111 31) 

Nanocrystalline Ti02 thin films on conductive glass electrodes have been modified 
with monolayers of different electrochromic moieties (mono-, di- and trimeric 
N,N’-dialkyl- or diphenyl-4,4’-bipyridinium salts) functionalized with Ti02 anchor- 
ing groups such as benzoate, salicylate, phosphonate [121, 122). The type of an- 
choring group and the viologen moiety influenced the electrochemically active col- 
oring centers on TiO2. The transmittance changes from 79 to 11% in less than 
1 s, which in turn indicates a fast response time of these electrodes [122]. An at- 
tempt has also been made to prepare electrochromic material by electropolymeriz- 
ing N,N‘-bis[p-(trimethoxysilyl)benzyl]-4,4’-bipyridinium dichloride (BPQ2+. 2 Cl-) 
on top of a reductively conducting fdm of tungsten trioxide [123]. The resulting 
composite film responds to a potential step from 0.9 to -0.65 V by turning from 
colorless to blue in two steps: the absorbance due to one-electron reduction of 
each monomer unit in p0ly(BPQ2+) increases quickly (in < 4  s), and is followed by 
a slower development of the absorbance due to the W 0 3  reduction (>1 min). Me- 
tal hexacyanoferrates constitutes another class of redox species that can be 
coupled with semiconductor nanostructure for designing electrochromic hybrid 
assemblies. For example Ti02-metal hexacyanoferrate has recently been shown to 
possess excellent electrochromic properties [ 1241. 

8.4.2.2 From a Colored to Colorless Window using Reverse Bias 
The metal oxide semiconductor films modified with organic dyes are capable of 
absorbing light at selective wavelengths of the visible-IR spectrum. One can make 
use of this phenomenon beneficially to design electrochromic windows that dis- 
play intense coloration under normal use, but colorless upon application of an 
electrochemical bias. Examples of these substrates include thiazine and oxazine 
dyes that absorb strongly in the 500-700 nm region [115]. These dyes are ther- 
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Fig. 8.9 Absorption changes o f  a thionine- 
modified SnOz film a t  applied potentials o f  
(a,a’) 0.09 V; (b,b) -0.21 V; (c,c’) -0.33 V 
and (d) -0.45 V relative to  the SCE. Insert 

shows the reversibility o f  maximum absorp- 
tion response during forward and reverse 
bias. (From Ref. 11 151. Reprinted with perrnis- 
sion from the Electrochemical Society.) 

mally and photochemically stable. They readily bind to the nanostructured semi- 
conductor films and exhibit reversible cyclic voltammogram when cycled between 
0 and 0.8 V relative to the SCE (Saturated Calomel Electrode). Under applied neg- 
ative potentials these dyes undergo two-electron reduction to yield a colorless leuco 
product. Spectroelectrochemical studies carried out with a thionine-modified Sn02 
film show complete bleach at -0.5 V (Fig. 8.9). A total recovery of the color can be 
achieved by simply reversing the applied bias to 0 V relative to the SCE. The feasi- 
bility of modulating the color changes using an applied bias shows the impor- 
tance of semiconductor nanostructure-molecular assemblies in electrochromic ap- 
plications. 

8.4.3 
Surface-Bound Fluoroprobes 

Engineering of the nanocluster surfaces with photoactive molecules have potential 
applications in designing electrochromic devices of nanometric dimension. Both 
semiconductor and metal nanoparticles are potential candidates for producing 
such photoactive hybrid nanoparticles. For example, the ability of the gold surface 
to bind with specific functional groups (-NH2, -SH, or -SCN) has made it suitable 
for optoelectronic applications such as fluorescence patterning. Researchers have 
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Fig. 8.10 Binding of a fluoroprobe to TiO2-Au film. 
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Fig. 8.11 
corded at different applied potentials. Excitation was a t  460 
nm. The spectra were recorded in a front face configuration 
and are corrected for instrument response (CE: Pt; RE: Ag/ 
AgCI; Electrolyte: 0.1 M tetrabutylammonium perchlorate in 
acetonitrile) (From Ref. [131]. Reprinted with permission 
from the American Chemical Society.) 

Emission spectra of OTE/Sn02/Ru(bpy)32+ re- 

often used functional groups such as thiols, amines, or silanes to attach electroac- 
tive or photoactive molecules to the gold surface [125-1291. Recently we have suc- 
ceeded in organizing pyrene chromophores around gold nanoparticles through 
surface binding of an amine moiety, thus producing highly fluorescent hybrid na- 
noparticles [130]. Surface binding of the amine group to the gold surface sup- 
presses the intramolecular photoinduced electron transfer process from the lone 
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pair of the amine to the pyrene chromophore and increases the efficiency of radia- 
tive conversion of the singlet excited state pyrene. Electroluminescent windows 
can thus be developed by first casting thin films of semiconductor nanoclusters 
and noble metal nanoclusters and then modifying the surface with a fluoroprobe 
(Fig. 8.10). The electrochemical bias can then be used to modulate the fluores- 
cence emission. 

Nanostmctured Sn02 films modified with Ru(bpy):+ [131] or chlorophyll a [132] 
molecules have been shown to exhibit fluorescence properties that are dependent 
on the applied electrochemical bias. Ru(bpy):' complex has a strong emission in 
the red region with a maximum around 630 nm. The emission behavior of 
Ru(II);\ is dependent on the electronic properties of the support material. The 
molecules are fluorescent on inert oxides such as Si02 and A1203, but are readily 
quenched on semiconductor (Ti02, Sn02) surfaces [94, 133, 1341. Nearly 95% 
quenching observed on Ti02 or Sn02 surface is the result of an efficient charge 
injection from excited Ru(bpy):+ into the conduction band of the semiconductor. 

The emission spectra of excited Ru(bpy)P bound to nanostructured Sn02 film 
were recorded at various bias potentials (Fig. 8.11) [131]. The emission spectra re- 
corded at 0 V and +0.2 V showed very weak emission. However, a dramatic in- 
crease in the emission yield is seen with increasing negative bias without any 
changes in the emission maximum. At a bias potential more negative than -0.6 V 
most of the emission of excited Ru(I1) can be restored. The emission-quenching 
phenomenon could be seen again by reversing the applied potential to positive 
bias. The emission at 640 nm, which was monitored continuously during an elec- 
trochemical scan, is shown in Fig. 8.12. 
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The dependence of emission yield on the applied potential demonstrates the 
possibility of modulating the sensitized charge injection process by means of an 
external electrochemical bias. It is evident from Figs. 8.11 and 8.12 that the deacti- 
vation of the excited state on nanostructured semiconductor film is controlled by 
the applied potential. The energy difference, AE, between the pseudo-Fermi level 
of SnOz and the oxidation potential of the excited sensitizer acts as a driving force 
for the heterogeneous electron transfer. Since the pseudo-Fermi level of the SnOz 
nanocrystalline film can be varied by an externally applied electrochemical bias it 
is possible to alter AE and hence the kinetics of heterogeneous electron transfer. 
With increasing AE as in the case of applied positive bias, one sees efficient 
quenching of the sensitizer by the semiconductor. The sharp increase observed in 
the relative emission yield at negative applied potentials shows (Fig. 8.12) the sup- 
pression of the electron transfer quenching and dominance of radiative decay for 
deactivating the excited sensitizer. 

The example discussed here shows how one can design a semiconductor na- 
nocluster-dye molecule assembly for electroluminescent application. This new 
area of designing inorganic-organic hybrid assemblies for electrochromic and elec- 
troluminescent applications will bring us many new challenges to pursue in the 
future. 

I 

8.5 
Concluding Remarks 

The salient features of the nanostructured semiconductor films described here 
show that these semiconductor films possess many unique properties. The chemi- 
cal approach of designing thin semiconductor films is a simple technique with 
many possible applications in the microelectronics and opto-electronics devices as 
well. The method of developing inorganic-organic hybrid systems has an added 
advantage that the mass transport and intercalation of metal ions no longer be- 
comes a limiting factor. This in turn enhances the switching time of electro- 
chromic devices. Another advantage of such a system is the tuning ability of the 
electrochromic device. By choosing the appropriate molecular assemblies, one can 
design a wide array of colored devices in the visible-infrared region. By carefully 
assembling semiconductor nanoparticle-molecular hybrids, it should be possible 
to design wavelength-selective and fast switching display devices. The modulation 
of luminescent displays using an electrochemical bias is another area that should 
draw significant attention in future. 

To date, applications to architectural glazes as well as the fast switching displays 
have driven the research and development of electrochromic technologies world- 
wide. The switchable mirror employed in automobiles is just an example of rising 
success of electrochromic devices in commercial applications [ 1351. Replacement 
of liquid crystal displays with fast switchable electrochromic systems remains to 
be the challenge for the future. Molecular level engineering of electrochromic sys- 
tems will play an important role in the development of such systems. 
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9 
Electron Transfer and Charge Storage in Ultrathin Films Layer- 
by-layer Self-assembled from Polyeledrolytes, Nanoparticles, 
and Nanoplatelets 
Thierry P. Cassagneau and Janos H. Fendler 

9.1 
Introduction 

9.1.1 
Importance o f  Electron Transfer and Charge Storage 

Electron transfer and charge storage are vital to daily life. We owe our very exis- 
tence to photosynthetic and biochemical electron transfer events and could not 
function well without the myriad of electronic devices based on transistors which 
control and amplify the current flow. Transistors are, of course, the basic subunits 
of the personal computer; and with the progressive decrease of the size of the 
transistor the computer has become more and more powerful. Indeed, the predic- 
tion of Gordon Moore that the number of transistors on a chip would double 
every two years (Moore's Law) has so far been realized. Intel's Pentium 111 chip 
contains over 9.5 million transistors with a minimum feature size of 180 nm. The 
Semiconductor Industries Association has published a road map for future devel- 
opments which predicts that in 2010 over 40 billion devices will be integrated 
with feature sizes in the ranges of 50 nm [l]. The exponential increase of the cost 
of fabrication facilities is an important consequence of this progress. It is now rec- 
ognized that the cost of manufacturing of computer chips by current technology 
will increase exponentially with decreasing size to the point that fabrication by al- 
ternative technologies becomes a must. Chemical self-assembly offers a viable al- 
ternative for device fabrication. Self-assembly also offers a potential approach for 
increasing the charge storage densities of batteries, employed in portable compu- 
ters, camcorders, mobile phones and related consumer electronic appliances. 

9.1.2 
Principles o f  the Layer-by-layer Selfassembly 

Self-assembly of alternating layers of oppositely charged polyelectrolytes and nano- 
particles (or nanoplatelets) is deceptively simple (see Fig. 9.1). A well cleaned sub- 
strate is immersed into a dilute aqueous solution of a cationic polyelectrolyte, for 
a time optimized for adsorption of a monolayer (ca. 2 nm thick), rinsed and dried. 
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Fig. 9.1 
layer self-assembly. 

Schematic representation o f  the principles o f  electrostatic layer-by- 

The next step is the immersion of the polyelectrolyte monolayer-covered substrate 
into a dilute dispersion of negatively charged nanoparticles (or nanoplatelets or 
any other species with appropriate sizes and charge distributions!), also for a time 
optimized for adsorption of a monoparticulate layer, rinsing and drying. These op- 
erations complete the self-assembly of a polyelectrolyte monolayer and monoparti- 
culate layer of nanoparticle (or nanoplatelet or any other species) sandwich unit 
on to the primed substrate. Subsequent sandwich units are self-assembled analo- 

Self-assembly is governed by a delicate balance between adsorption and desorp- 
tion equilibria. In the self-assembly of nanoparticles, for example, the efficient ad- 
sorption of one (and only one) monoparticulate layer of nanoparticles on to the 
oppositely charged substrate surface is the objective of the immersion step. De- 
sorption of nanoparticles forming a second and additional layers (and preventing 
the desorption of the first added layer) is the purpose of the rinsing process. The 

gously. 
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optimization of the self-assembly in terms of maximizing the adsorption of nano- 
particles from their dispersions and minimizing their desorption on rinsing re- 
quires the judicious selection of stabilizer(s) and the careful control of the kinetics 
of the process. 

Forces between nanopartides (or nanoplatelets) and binder nano-layers (poly- 
ions or dithiols, for example) govern the spontaneous layer-by-layer self-assembly 
of ultrathin films. These forces are primarily electrostatic and covalent (for self-as- 
sembled monolayers, SAMs, of dithiol derivatives on to metallic surfaces) in na- 
ture, but they can also involve hydrogen bonding, z-n interactions, van der Waals 
attractions, hydrophobic and epitaxial or other types of interactions. It is impor- 
tant to recognize that polyionic binders must have displaceable counterions in or- 
der to electrostatically bind them to the oppositely charged surface. The use of 
dithiols is only relevant with building blocks which incorporate accessible metal 
atoms, M (Au and Ag nanoparticles, for example), or semiconducting nanoparti- 
cles (MS and MSe, for example where M=Cd, Zn, Pb) in which covalent M-S 
bonds can be formed. The properties of the self-assembled multilayers depend pri- 
marily on the choice of the building blocks used, their rational organization and 
integration along the axis perpendicular to the substrate. 

Sequential adsorption of oppositely charged colloids was reported in a seminal 
paper in 19GG [2]. Self-assembly was subsequently “rediscovered and extended to 
the preparations of multilayers of polycations and phosphonate anions [3], as well 
as to the layering of polyelectrolytes [4, 51. Construction of electrodes coated by 
polyelectrolytes, clays and other materials often involved self-assembly [GI, albeit 
the method had not been called as such. Self-assembly are now routinely em- 
ployed for the fabrication of ultrathin films from charged nanoparticles (metallic, 
semiconducting, magnetic, ferroelectric, insulating, for example) nanoplatelets, 
(clays or graphite platelets, for example), proteins, pigments, and other supra- 
molecular species [7-91. That any of these species in any order can be layer-by- 
layer adsorbed is the greatest advantage of self-assembly. The oppositely charged 
species are held together by strong ionic bonds and form long lasting, uniform 
and stable films which are often impervious to solvents. No special film balance is 
required for the self-assembly indeed the method has been referred to as a “mo- 
lecular beaker epitaxy” [lo]. Furthermore, self-assembly is economical (dilute solu- 
tions and dispersions are used and the materials can be recovered) and readily 
amenable to scaling-up for the fabrication of large area defect-free devices on vir- 
tually any kind and shape of surfaces. 

9.1.3 
Scope of the Review 

Self-assembly is defined as the spontaneous liquid-phase adsorption of materials 
on to a surface. This definition includes the formation of self-assembled mono- 
layer (SAMs) on coinage metals (Au and Au, for example) when immersed into 
solutions containing thiols or dithiols. SAMs have found a variety of applications 
including soft lithography and chemical microcontact printing (pCP) [11] and will 
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not be discussed in this review. Attention will be focused on the layer-by-layer self- 
assembled films and electron transfer and charge storage therein. In particular we 
shall survey recent results on the nanofabrication of rectifiers (Zener diodes, 
Schottky diodes, light-emitting diodes or LEDs), single and cascade electron-trans- 
fer devices and lithium storage batteries. Space limitation has also precluded the 
treatment of self-assembled sensors and biosensors [12-231 and the use of self-as- 
sembled films for electro-optical applications [24, 251. 

I 

9.2 
Self-assembled Light-emitting Diodes (LEDs) and Photochromic and Electrochromic 
Display Devices 

The potential of fabricating low cost, light weight and flexible flat-panel display 
devices [2G] and solid state lasers [27] has prompted the exploration of polymeric 
light emitting diodes (LEDs) and photochromic and electrochromic devices. Low 
operational voltages (< 5 V), high brightness, fast speed and large viewing angle 
are the basic requirements for flat-panel display devices. The demonstrated elec- 
troluminescence [28] and the structural versatility of polymers allows, at least in 
principle, the constructions of LEDs with desired and tunable light emission [29- 
331, quantum and conversion efficiencies, lifetimes and stabilities [34, 351. Unfor- 
tunately, the limited lifetime of the polymeric display devices precluded, to date, 
their use instead of liquid crystals. Clearly a greater understanding of the underly- 
ing chemical and photophysical properties of the polymers are required. For ex- 
ample, in single-layer electroluminescence (EL) devices, it is now well established 
that the electrode/polymer interfaces play an important role as hole injection is 
very sensitive to the quality of the indium tin oxide (IT0)-coated glass anodes 
[28d]. IT0 constitutes a source of oxygen that can oxidize the semiconducting 
polymer film emitter (poly(2-methoxy-5-(2’-ethylhexyloxy)-p-phenylenevinylene, 
MEH-PPV, for example), and thereby decrease the quantum efficiency of EL [3G, 
371. Attempts to overcome this problem included the use of polyaniline [38] or 
fluorine tin oxide 1391 electrodes instead of IT0 or to improve the performance of 
the IT0 electrode by plasma etching [40, 411. Interposing a Langmuir-Blodgett 
film of poly(methy1 methacrylate) [42], a layer of a derivative of polyaniline or 
polythiophene [43], a doped (by 3,4-ethylene dioxythiophene, for example) [41], or 
sequentially chemisorbed and hydrolyzed layers of a dielectric “capping” octa- 
chlorotrisiloxane [44], between IT0 and MEH-PPV (or PPV) was found to reduce 
the rate of oxidative degradation, increase the quantum efficiency of EL and ex- 
tend the lifetime of the diodes. 

9.2.1 
LEDs Based on Nanostructured Polymers Films 

Self-assembly enables the interposition of a well-defined and continuous ultrathin 
layer (or layers) of the desired material between the electrode and the polymer 
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emitter. In a recent study the influence of the nature and the thickness of a self- 
assembled interlayer, composed of conducting (self-doped polyaniline), semicon- 
ducting (polymer with oligo-p-phenylenevinylene sequences) or insulating poly- 
(styrenesulfonate), PSS, and poly(ally1ammonium chloride), PAH, polymers, on 
the light-emitting properties of a spin-coated MEH-PPV film has been investi- 
gated [45]. The results clearly showed that introducing an interlayer between an 
IT0 electrode, derivatized by a silyl coupling layer and MEH-PPV film, gave a sig- 
nificant improvement of the quantum efficiency and luminance (i.e. 500 cd m-2 
as compared with 100 cd m-2 obtained on using a conventional ITO/MEH-PPV 
device). Importantly, improvement in device brightness was also obtained in sys- 
tems supporting a high current density; best results were found for polymers hav- 
ing high resistivity and interlayer thicknesses in the order of 1.0 to 2.0nm [45]. 
Thin-film light-emitting devices, with an external quantum efficiency of qext = 
0.2%, have been also prepared by combining anionic and cationic water-soluble 
poly(p-phenylene)s, PPPs, polyelectrolytes [4G]. Self-assembled multilayers of PPV 
precursor and poly(methacry1ic acid), PMA, exhibited luminance levels of 10- 
SOcdrn-’ with external device efficiency of about 0.002%, after annealing the 
films at 210°C [47]. Interestingly, it was found that both the luminance levels and 
qea could be increased by self-assembling hetero structures (consisting of multibi- 
layer combinations). The system ITO/( PS S/PPV)s/( PMA/PPV)15/A1 showed, for 
example, luminance levels of 100-150 cd m-’ and were two to four times more ef- 
ficient than that fabricated from PMA and PPV only. This better performance was 
attributed to the unique hole transport capabilities occurring in the bilayers PSS/ 
PPV and to the “polyanion-type doping” induced on the conjugated backbone of 
PPV [48]. Additionally, this multibilayer system was used as a hole conducting 
layer in a composite hetero-structure comprising CdSe nanocrystals as inorganic 
electroluminescent materials but only weakly contributed to the overall perfor- 
mance of the devices [49]. Attempts to use negatively charged particles, to locally 
modify the electric field at the ITO/MEH-PPV interface, were carried out by inter- 
posing Si02 particles between a MEH-PPV film and a NH2-terminated self-as- 
sembled monolayer bound to the IT0 surface (Ca was used as the cathode). This 
simple procedure allowed to increase rext, from 0.8-1.0%, for devices devoid of 
particles, to 2.5%, for devices incorporating SiOz particles. This effect was inter- 
preted in terms of enhanced hole injections, due to the reversing of the local field 
across the device, or to the reversing of the dipole moment, across the interface 

Tunable light emission has been demonstrated in ultrathin films layer-by-layer 
self-assembled from anionic (polyacrylic acid, PAA, or polystyrene sulfonate, PS S) 
and cationic (phenylene vinylene, PV, polymerized with different chromophores) 
copolymers on to IT0 and coated by aluminum (Fig. 9.2) [51, 521. One of the re- 
markable observations was the dependency of the blue-shift of the photolumines- 
cence on the thickness of the anionic polyelectrolyte layer. Substituting a 10A 
thick layer of PSS for a 40 A thick PAA layer resulted in an almost 50 nm shift of 
the emission (Fig. 9.2). Similar shifts were observed on increasing the ionic 
strength of the PSS solution (thereby obtaining a thicker layer of it). Increasing 

1501- 
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Fig. 9.2 
multilayers made from bilayers o f  polyphenylene vinylene (PPV) and a polya- 
nion, differing by the nature of the polyanion; poly(acrylic acid) (PAA) in (a) 
and polystyrene sulfonate sodium salt (PSS) in (b). All films were 30 nm thick 
and submitted to a thermal treatment to convert the PPV-precursor to PPV 
(reproduced from Ref. I51 b]). 

Photoluminescence and electroluminescence spectra of two series of 

the ionic strength of a film self-assembled from thirteen layers of PPV and PSS 
on quartz, quartz(PPV/PSS)13, have been also shown to result in a blue-shift of 
the photoluminescence spectra [53]. These results have been rationalized in terms 
of better compartmentalization of the semiconducting layers, and improved spa- 
tial confinements of the excitons in the thicker than in the thinner layers. %%en 
the copolymer contained pH-sensitive moieties (for example pyridine groups), the 
emission spectrum became sensitive to the pH which modified the electron den- 
sity by protonation. It has been shown that the system PPV/polycation, particular- 
ly PPV grafted with PEI [54b] or triethylenetetramine [54c] and loaded with transi- 
tion metal ions, increased the device lifetime and the electroluminescence inten- 
sity [54b]. PPV-based electroluminescent ultrathin film hetero structures have also 
been prepared by the sequential adsorption of a semiconducting polymer (sulfo- 
nated polyaniline) and protonated poly(p-pyridylvinylene) [54a]. Other devices were 
based on the use of poly(4-vinylpyridine) adsorbed with transport layers such as 
polyvinylcarbazole and 2-(4-biphenylyl)-5-(4-terbutylphenyl)-l,3,5-oxadiazole [55]. 

9.2.2 
LEDs Based on Redox Polymer Films 

The concept of a rectifying bilayer (diode-like bilayer) has been demonstrated in 
electrochemical liquid cells employing an electrode coated by two redox polymers 
(a Ru(bpy):'-based polymer and polyvinylferrocene, for example) in the early eigh- 
ties [56, 571. Polymers were used to avoid the intermingling and to create a well- 
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defined interface between the two redox species. In this configuration, the outer 
film underwent electron transfer reactions with the electrode via electron transfer 
mediated by the redox states of the inner film. The resulting interface between 
the inner and outer films exhibited an unidirectional (vectorial) flow of electrons 
which was not the consequence of semiconducting characteristics or space-charge 
effects. Indeed, the conduction of electrons within the films was only possible at 
the energies of the film's redox levels; insulating characteristics were observed at 
other energies. The rectifylng action of the inner/outer-film interface was attrib- 
uted to the existence of discrete levels of redox conductivity associated with the in- 
sulating regions [56b]. 

Because the Ru(I1) chelates (typically Ru(bpy);+ complexes) exhibit a dn* metal- 
to-ligand charge transfer-excited state that can be electrochemically (or chemically) 
produced via reduction of the complexes, an electrogenerated chemiluminescence 
(ECL) can be also observed in a single film of Ru(I1) chelates or (Ru-11) polymers, 
adsorbed on to a conductive electrode in a suitable solvent [58]. Solid films of 
Ru2+(bpy), complexes and derivatives, sandwiched between IT0 and A1 electrodes 
[59-611 or incorporated in frozen molten salts [62], have only recently been shown 
to function as electroluminescent devices (functioning by the same principles as 
that in a liquid cell; see Fig. 9.3). This implies that the film must be both electron- 
ically and ionically conductive, since the liquid electrolyte is absent. Upon the ap- 
plication of a voltage, the redox polymer film undergoes oxidation at the anode, 
Ru(I1) is converted to Ru(III), and reduction at the cathode, Ru(I1) is converted to 
Ru(1). If the diffusion of the redox products is prevented, a steady state concentra- 
tion gradient appears between the electrodes, and electron hopping constitutes the 
only possible route for bringing the Ru(II1) and Ru(1) species together in order to 
generate the Ru(II)"-excited state. Depending on the nature of the ruthenium de- 
rivatives the emitted light is red or red-orange which can be exploited for the con- 
struction of LED-based flat panel display devices [59-61, 63-66]. The recent eluci- 
dation of the mechanisms of charge injection and transport in solid-state devices 
based on Ru(I1) complexes clearly indicated that redox conduction is facilitated by 
the formation of serial concentration gradients of Ru(III/II) and Ru(II/I) couples, 
ultimately leading to a voltage gradient-driven charge transport process [62, 67, 
681. Fig. 9.3 depicts the principle of the functioning of such an LED. 

Recent developments of these electrochemically driven systems have involved 
the use of polyester containing Ru(I1) complexes as emitters and the control of 
the ionic conductivity in the device and of the nature of the interfaces by different 
techniques of layering (spin-coating and sequential electrostatic layering) [59-61, 
63-66]. It has been reported that a blend of small molecules of Ru(I1) complexes 
dispersed in a matrix of poly(ethy1ene oxide), PEO, and spin-coated on to an IT0 
electrode with an aluminum top contact, produced luminance levels of 100 cd m-2 
at 6 V  but operated with a very low external device efficiency, 0.02% [63]. Com- 
plexes of R U ( ~ ~ ~ ) ~ ( P F ~ ) ~  and its derivatives have been also spin-coated with pyri- 
dine on to IT0 anodes with an aluminum cathode thermally evaporated on top of 
the films [65]. Luminance as high as 1000 cd m-2 at 5 V and 200 cd m-2 at 3 V 
were realized, with unprecedented external quantum efficiencies of 1%, meeting 
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Fig. 9.3 Principle o f  fabrication and function- 
ing of a light-emitting diode based on a 
Ru(bpy):’ polymer sequentially layered with a 
polyanion (i.e., poly(acry1ic acid)) as a spacer. 
At a forward bias, the applied voltage Vapp in- 
creases the work function @(ITO) of the IT0 
electrode, allowing the oxidation of Ru(ll) to 
Ru(ll1). Concomitantly, at the cathode (A1 
lead), Ru(ll) is reduced to Ru(l). Two gradi- 
ents of concentration of reduced and oxidized 
species are established within the film, near 

the cathode and anode, respectively. At the 
interface where Ru(l) and Ru(lll) are the pre- 
dominant species, one electron from Ru(1) is 
transferred to Ru(lll) leading to a Ru(ll*) with 
an electron in the excited state a t  an energy 
level of 3.45 eV below the vacuum level. The 
electroluminescence occurs when this elec- 
tron reaches the redox level Ru(lll)/Ru(ll) lo- 
cated a t  5.70 eV (3.45 eV + 2.38 eV) below 
the vacuum level, releasing a photon o f  en- 
ergy hv. 

the needs of solid-state Ru(bpy):’-based devices operating at high brightness, high 
efficiency, low voltage (<G V) and minimal delay time [GS]. Using this approach it 
was demonstrated that, on employing small molecules, an applied bias close to 
the redox potential of the emitter is sufficient to both induce the counterion mi- 
gration and affect the required redox reactions. 

Because redox polymers are charged, they can be layer-by-layer self-assembled in 
place of employing the traditional film processing techniques (spin-coating, for ex- 
ample). There are several advantages of the self-assembly. First, the 3D and 2D dif- 
fusion of electrogenerated species is expected to be diminished, if not alleviated, thus 
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Fig. 9.4 Current-voltage and light-voltage characteristics of a de- 
vice composed o f  20 bilayers o f  the 46% Ru(bpy):’ polyester and 
54% poly(acrylic acid) (reproduced from Ref. (661). The electrolumi- 
nescence is reported in candela per meter square. 

a potential-mediated concentration gradient is readily obtainable in the direction per- 
pendicular to the electrodes. Second, the thickness and the amount of active materi- 
als incorporated in the junction as well as their level of blending are readily control- 
lable [69]. Third, self-quenching can be reduced by judiciously controlling the aver- 
age site-to-site distance of the Ru(I1) complexes in the redox polymer itself and in the 
multilayer films [GG]. Fourthly, and most importantly, the versatility and ease of self- 
assembly permit the convenient variation of experimental parameters necessary for 
the detailed elucidation of the mechanisms involved [64]. 

LED devices with quantum efficiencies in the 2-3% range have recently been 
fabricated by layer-by-layer molecular-level assembly [GG]. In one experiment, 
poly(acry1ic acid) (PAA) was used to control the degree of layer interpenetration 
and the relative amounts of Ru(bpy):’-polyester and PAA by a simple adjustment 
of the pH of the polymer-dipping solutions. The luminance level, at a given thick- 
ness of the films (typically 110 nm), increased up to 3%, as the Ru(bpy):’ poly- 
ester contents decreased from 80 to 46%. This effect was partly due to a reduction 
of self-quenching and it became comparable at a forward and a reverse bias 
(Fig. 9.4). The layer-by-layer processing have allowed the design of complex sys- 
tems, in which compositionally graded structures were obtained by varying the 
amount of Ru(bpy)P polyester across the multilayer films. With suitable composi- 
tional grading of the multilayer structure, devices with higher luminance and 
emitting either in forward or reverse bias have been fabricated by reversing the 
grading order relative to the metal leads [GG]. 

Several advantages of the layer-by-layer processing stems from the fact that dilu- 
tion of the redox species in a polyelectrolyte matrix (PAA) is beneficial to the 
photoluminescence (by a factor 7-9 times relative to spin-coated films) and to the 
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device efficiency. Relatively high voltages (1OV and more) are required to drive 
the device because of the increased bulk resistance of the films, and the maxi- 
mum light output is generally lowered. This reflects the very low ionic conductiv- 
ity. As expected, during the sequential layering process, most of the small counter- 
ions associated with the polyelectrolytes are entropically displaced to allow the for- 
mation of polymer-polymer contact ion pairs. Such films have been found to be 
three orders of magnitude less conductive than the spin-cast films [66]. However, 
this drawback can be satisfactorily circumvented by using a polyelectrolyte with 
non-ionized acidic moieties. It has been proposed that in addition to the low level 
of small ions present in the films, non-ionized acid groups of PAA may act as po- 
tential donors of mobile protons to restore the charge neutrality as the voltage is 
applied. Compared to PPV-based LEDs, this nanofabrication method offers the ad- 
vantage of avoiding the use of low work function metals (Ca, Mg, for example) 
which are very reactive with air and producing amazingly high luminance levels 
(comparable to or higher than the PPV-based devices) [65, 661. 

I 

9.2.3 
Photochromic and Electrochromic Display Devices 

Photo- or electrochromism manifest themselves as reversible color changes of 
materials upon exposure to light or to the passage of an electric current (or 
change of potential), respectively. Colored redox molecules (polymers, oxides and 
heteropolyanions incorporating transition metal atoms such as W, Mo, Ti, V) exhi- 
biting different coloration in their oxidized and reduced states are generally used 
for the fabrication of electrochromic coatings which are employed in smart win- 
dows for the modulation of incoming light and in flat-panel display devices. 

Electrochromic complexes and polyoxometallates have the property required for 
the layer-by-layer construction of composite electrochromic films electrodes. An im- 

Tab. 9.1 Self-assembled photo- and electrochromic devices. 

Polyoxometaliate Cationic layer 
~ ~~ 

Coverage Re$ 
(mol heteropoiyonion cm-') 

Ru(bpy)S', Fe(phen)?, CuPEI, PVPH' 
CTA, DTA, PVPH* 
CTA, DTA, PVPH' 
Ru(bpy)?, Fe(phen):+, CUPEI, PVPH' 
CTA, CP, PVPH+ 
0 s  ( ~ P Y  1 ?, Ru(bpy)? 
Os(bpy)?, Ru(bpy)? 
PDDA 
PEI, PAH 
PEI, PAH 
PVPH'/Os(bpy)? 
PyCGBPCGPy 

- 
1 .5~10- '~  to 3x10-" 
1 .5~10- '~  to 3x10-'* 
- 
1.5x10-'0 
2x10-" 

2 x 10-10 
- 

- 

0 
- 

70 
70 
70 
70 
70 
71 
71 
72 
73 
73 
74 
75 
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portant feature of Keggin- or Dawson-type polyoxotungstate and polyoxomolybdate 
anions is their ability to undergo a rapid reversible reduction accompanied by colora- 
tion and leading to a so-called heteropolyblue. Polyoxometallate anions have been 
self-assembled on to ITO, and glassy carbon electrodes with a variety of water-solu- 
ble cationic species, including transition metal complexes [70, 711, cationic surfac- 
tants (CTA, DTA) [70], polycations [70, 72-74] and bipolar pyridine [75] (Table 9.1). 

The use of large cationic surfactants has been found to increase the surface cov- 
erage during the alternate immersions [70], while polycations were preferred for 
providing overall stability (prevention of decomposition and desorption upon 
repetitive cycling) [70, 721. A multicomponent electrochromic film has been pre- 
pared by self-assembling protonated poly(4-vinylpyridine), PVPH', with silicotung- 
state (inner film) and isopolymolybdate (outer film) to create a bi-stable switching 
device [70]. Os(bpy):' was used in combination with [P2M018062]6- to build-up sev- 
en bilayers on to an IT0 electrode [71]. Repeatedly stepping the electrode poten- 
tial between 0.8 and 0.34V (relative to Ag/AgCl) allowed to cycle between 
Os(bpy)? and Os(bpy):' in the coating while leaving the [P2Mo18062]G un- 
changed, with a corresponding repetitive absorbance change at 450-480 nm. 
When the potential step was between 0.34 and -0.30 V (relative to Ag/AgCl), the 
heteropolyanion was cycled between its oxidized and fully reduced forms, leading 
to absorbance changes at 680-750 nm. 

The layering of polyoxometallates with polycations is critically affected by the pH 
of the solutions. The presence of protons in the adsorption solution is known to sig- 
nificantly enhance the quantity of anion that is irreversibly adsorbed. The pH has 
generally been adjusted to be between 2.0 and 3.5 in order to prevent the desorption 
of the species [70, 72, 731. Very stable electrochromic coatings have been obtained by 
layering CTA with silicotungstate [70], Fe(phen):' and phosphotungstate [70], and 
PDDA and sodium decatungstate (W) [72]; they could be cycled 60 to 400 times. 
The PDDA/W films were layer-by-layer self-assembled on to quartz, mica and 
ITO-electrode substrates (S). The color of the self-assembled films were found to 
change from dark blue to colorless upon the application of a negative potential. 
The observed color change of W in aqueous acidic solution is due to the presence 
of an intervalence charge-transfer band (Wv-O-Wv' w Wv'-O-Wv) which is readily 
influenced by an applied potential and/or light and hence it manifests itself in 
electrochromism and/or photochromism [76, 771: 

WlOOfIZ + e- + H' --f HWloO& 
(pale blue) (colorless or pale yellow) 

HWlOG 
(pale blue) (dark blue) 

+ e- + H' + H2WloO& 

Typical time courses of absorbances of the S-(PDDA/W),/PDDA film, at 
780 nm and 650 nm, during potential-step chronoamperometry (0 V + -0.4 V, 0 V 
+ -0.8 V) are illustrated in Fig. 9.5. The potential steps could be recycled over 60 
times with * 5% reproducibility [72]. 
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Fig. 9.5 Absorbance changes a t  650 nm (-0.8 V relative to the SCE) and 
780 nm (-0.4 V) in a self-assembled S-(PDDA/W)6/PDDA film accompany- 
ing the potential steps of 0 + -0.4 V; 0 --t -0.8 V; 0 --t +0.4 V and 0.8 + 

+0.4 V. t ,  and tb are response times for coloration and bleaching, respec- 
tively. (from Ref. 1721) 

Recently, a potentiodynamically driven layer-by-layer assembly has been em- 
ployed for the improvement of the uniformity of the multilayer assemblies having 
relatively weak charge densities, and for diminishing competitive adsorption of 
electrolytes [74]. Drying and curing the multilayers at moderate temperatures 
(70°C) has also been reported to enhance the stability of the films [70]. 

9.3 
Self-assembled Rectifying Diodes 

A typical p-n junction, leading to a pronounced increase of the current with a 
slight voltage variation, is set up at the interface between a hole conductor (p- 
type) and an electron conductor (n-type) semiconductor. Rectification is described 
by the Schottky diode equation or by the Fowler-Nordheim law. For p-n junction 
devices obeying the Schottky equation, the operating voltage is typically equal to, 
or lower than, the semiconductor band-gap. Due to the Fermi level mismatch, a 
space charge layer is created at the rectifying interface and the current is gener- 
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Schottky-barrier diodes 
v, = 0 v,>o 

Metal n-type semiconductor Metal n-type semiconductor I 
Rechfiing tunneling diodes 

Metal(1) ; semiconductor iMetal(2) Metal(]) ; semiconductor :Metal(2) 

Fig. 9.6 Schematic energy level diagram o f  a 
Schottky junction composed of a metal with a 
high work function @,,, and a n-type sernicon- 
ductor o f  electroaffinity xsc and band-gap en- 
ergy €,. As a positive bias V,,, is  applied to 
the metal layer, the Fermi level and the con- 
duction band o f  the n-type semiconductor 
(close to the conduction band edge, c.b.) 
moves upward by (ideally) 9V,,, The rectifica- 
tion occurs due to a depletion layer (of width 
v. V, is the depth o f  the Fermi level relative 
to the conduction band. Qb is the barrier 
height. W is  the width o f  the depletion layer. 
The lower diagram shows two rectifying me- 
tal/semiconductor/metal tunneling junctions 
under bias (with work functions and Qrn2 

I 

for the cathode and anode, respectively), 
obeying the Fowler-Nordheim law. Because of 
a low concentration o f  carriers in the semi- 
conductor, the rectification is best described 
by a field emission tunneling mechanism. A 
rigid band model accounts for the charge in- 
jection. In (A), as the barrier is lower a t  the 
cathode than the anode, the majority carriers 
are holes, and the i-V characteristics will re- 
flect the tunneling current a t  this interface. 
Note that the device efficiency, on the other 
hand, will be determined by the minority car- 
riers injected through the heights of the bar- 
riers (here electrons). In (6) the reverse situa- 
tion is observed, the majority carriers are elec- 
trons a t  the anode. 
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ated by thermionic emission inside the junction. As a consequence the rectifica- 
tion is temperature-dependent, as indicated by the Mott-Schottky equation which 
describes the evolution of the current as a function of the applied voltage Vapp 
[78]: 

I 

where lo is the reverse saturation current, kB the Boltzmann constant, T the abso- 
lute temperature and n is the diode quality factor (n=1 for the ideally-behaved 
junction). 

When the materials composing the junction have a low carrier concentration, it 
is commonly observed that a current begins to flow at a voltage much higher than 
their band-gap. In this case, the junction does not follow the Schottky equation, 
and a tunneling mechanism controls its characteristics [79]. The current is gener- 
ated by a field-emission tunneling and follows the Fowler-Nordheim law [80]: 

where d is the thickness of the device sandwiched between the electrodes and p 
has the dimensions of electric field [78], and is related to a “critical field” for junc- 
tion breakdown. Note that, in contrast to the Schottky diodes, this junction rectifi- 
cation is independent on the temperature and depends on the total thickness of 
the film. A rigid-band model with a triangular tunneling barrier accounts for the 
injection of the charges at the interface between the electrode and the semicon- 
ducting material (Fig. 9.6). 

9.3.1 
p-n Junctions 

The current method of fabrication of p-n junctions relies on doped silicon 
materials and on energetically costly procedures. The layer-by-layer self-assembly 
(or assembly) of doped semiconducting polymers and semiconducting nanoparti- 
cles offer an alternative, and potentially economically, viable approach for the fab- 
rication of rectifying junctions. A convenient way to fabricate self-assembled p-n 
junctions is to use a p-doped semiconducting polymer and n-type 11-VI semicon- 
ductor nanoparticles (see Fig. 9.7). 

Several procedures have been published for layering ultrathin poly(pyrrole)/poly- 
anion and polyaniline/polyanion films [81, 821. For example, poly(pyrrole), Ppy, 
films can be conveniently deposited in controllable thickness (in the subnanometer 
range) by repeatedly dipping the substrate into a freshly prepared aqueous solution 
of Ppy (pyrrole solution oxidized by FeCI3) and rinsing it with water [83, 841. 

Composite diodes have been fabricated by incorporating semiconductor nano- 
particles into (or on to) semiconducting polymers which had been prepared by 
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4 
2), 3), and so on. 

Fig. 9.7 Schematic representation of the deri- 
vatization o f  a p-doped polypyrrole (Ppy) layer 
under overpotential in alcoholic medium solu- 
tion o f  1,6-hexanedithioI (HDT), followed by 

the sequential adsorption of TOPO-capped n- 
type CdSe nanoparticles and HDT to create a 
p+-n type junction. (from Ref. [83]). 

spin-coating [85], electrochemical synthesis [83], or self-assembly [83, 861. A variety 
of rectifying systems have been self-assembled from CdSe nanocrystals (n-type) 
[87] and 1,G-hexanedithiol, HDT (as a binder) in the past few years [83, 861. 
Approaches to create an electroactive interface included the Langmuir-Blodgett 
transfer of the CdSe nanoparticles to glass slides precoated with a sulfonated poly- 
styrene film [88] or spin-coating mixtures of CdSe nanoparticles, polyvinylcarba- 
zole (a hole conducting polymer) and an oxadiazole derivative, t-Bu-PBD (an elec- 
tron transporting material) [SS]. The sequential deposition of CdSe nanocrystals 
with HDT on to a film of poly@-phenylenevinylene), PPV, allowed the observation 
of rectification and enhanced EL [%I. Similar properties were reported more re- 
cently for a device made from a CdS nanoparticle layer, deposited by a wet chemi- 
cal process on to a PPV film [89]. However, the i-Vcharacteristics of these junc- 
tions incorporating 11-VI semiconducting nanocrystals did not originate in a p-n 
junction, but in a Schottky-diode junction. 

Ultrathin films assembled layer-by-layer from conducting polymers and CdSe na- 
nopartides have recently been shown to function as Zener diodes (p-n junctions 
with a disymmetrical level of doping) [83]. The ultrathin films have been prepared 
by self-assembling trioctylphosphine oxide, TOPO, capped n-type 20-40 A diameter 
CdSe nanoparticles and 1,G-hexadecanethiol, HDT, on to p-doped semiconducting 
polymers, chemically deposited poly( 3-methylthiophene), PMeT, and electrochemi- 
cally deposited poly(pyrrole), Ppy. The semiconducting polymers have, in turn, been 
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Fig. 9.8 Zener breakdown created at the interface between a 
p+-type poly(pyrrole), Ppy, film and multilayers o f  n-type CdSe 
nanoparticles and 1,6-hexanedithiol (HDT) As the p-type film 
is negatively biased, electrons o f  the valence band undergoes 
a strong electric field triggering a breakdown at a potential 
corresponding to  the difference o f  energy between the con- 
duction band edge o f  CdSe and the valence band edge o f  
Ppy (the width o f  the space charge layer is not represented) 
(taken from Ref. [83]). 
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Fig. 9.9 i-V characteristics obtained for (A) a system Au/Ppy (ca. 100 A)/ 
(AI,O,)-AI and (B) a system Au/Ppy (ca. 100 A)/(HDT/CdSe),/(Al,O,)-Al. A 
Zener breakdown is clearly seen at negative bias (taken from Ref. [83]). 

electrochemically layered or sequentially assembled on to derivatized conducting 
substrates. Ultrathin films of ITO/Ppy/(HDT/CdSe),/Al and ITO/PMeT/(HDT/ 
CdSe)3/Al were shown to exhibit a Zener breakdown at reverse bias [83]. 

The principle of operation of the layer-by-layer assembled Zener diode is de- 
picted in Fig. 9.8. 

The level of doping inside the polymer film is electrochemically or chemically pro- 
moted to a much higher value than that exists in the CdSe layer, creating a p+-n 
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junction. As the applied bias is reversed, the electric field is at the maximum at the 
interface between the p- and n-type material and varies as: 

where Nd and W, are, respectively, the donor density and the width of the space 
charge layer in the p-type material, Vd is the difference of potential between the 
two regions, and V, is the reverse voltage. Thus, for V,= vd: 

If the electric field, Eo, is high enough, the binding forces between electrons in 
the valence band of the p-type region and nuclei are overcome, and these elec- 
trons of the valence band are promoted to unoccupied states of the conduction 
band of the n-type region. The material becomes a conductor and the voltage V, 
stabilizes. The limit of V, is dependent upon both the width of the depletion layer 
and the level of doping in the semiconductor. The limit observed for the reverse 
voltage is also called the Zener voltage V,. The electron-hole pairs created by ioni- 
zation are drained off by the electric field and generate an important reverse cur- 
rent. Electrons are directly emitted, by tunneling through the space charge layer, 
from the valence band of the p-doped conducting polymer to the conduction band 
of CdSe nanocrystals. The voltage cannot increase beyond V,, leading to the i-V 
characteristics reported in Fig. 9.9. Typically, this effect is observed for heavily 
doped asymmetric p-n junction, having a very narrow space charge layer (ca. 
500 A) for V, < 5 V [90]. In the forward direction, the observed rectification fol- 
lowed the Fowler-Nordheim equation (Eq. 4) which describes the field emission 
tunneling current, I, as a function of the bias voltage [80]. 

Ultrathin electroactive junctions have been fabricated by the chemical grafting 
of a monoparticulate film of nanosized silicon crystallites on to derivatized silicon 
wafer [91]. The method involved the preparation of colloidal 1-10 nm diameter 
silicon nanocrystallites, Si-nc, by the sonication of anodically etched porous silicon 
(PS), produced from p- or n-type silicon waters, in toluene and their covalent at- 
tachment to derivatized silicon wafers (p-Si-D or n-Si-D) or quartz. The substrate 
derivatization consisted of three steps: (i) self-assembly of dimethyloctadecyl- 
methoxysilane (DOMS) on to given substrates, followed by (ii) bromination and 
(iii) subsequent hydroxylation of the brominated terminal methyl groups to give 
18-hydroxydimethyloctadecylsiloxane monolayers covalently attached to the silicon 
wafers (921, p-Si-D or n-Si-D (Fig. 9.10). 

Evidence for the covalent attachment of the Si-nc to the 18-hydroxydimethylocta- 
decylsiloxane monolayers was obtained by UV-visible absorption, surface plasmon 
spectroscopic and atomic force microscopic measurements on quartz-, gold-, and 
silicon substrates, respectively. The thickness of the Si-nc layer on the Whydroxy- 
dimethyloctadecylsiloxane monolayer was determined to be 12 f 0.5 nm. 
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Fig. 9.10 Schematic depiction o f  the derivatization o f  a p-type silicon wafer, p- 
si, by a monolayer o f  8-hydroxydimethyloctadecylsiloxane t o  produce a p-Si-D 
substrate; the subsequent grafting o f  silicon nanocrystallites (n-Si-nc); and coat- 
ing by a layer of p-type poly(pyrrole), Ppy, of the p-Si-D substrate t o  produce a 
p-Si-D/n-Si-nc/Ppy-rectifying junction (reproduced from Ref. [91]). 

Ultrathin junctions were constructed by coating the Si-nc layer by a 40 nm thick 
p-type chemically prepared Ppy film [81, 831 on to which gold was sputtered. Rec- 
tification behavior was examined for the following films: (p- or n-) Si-D/Si-nc/Ppy/ 
Au, (p- or n-)PS/Ppy/Au, and (p- or n-)Si/Ppy/Au. As a control, a (p- or n-)Si-D/Si- 
nc/Au film, expected to function as Schottky diodes, was constructed (see Table 
9.2 and Fig. 9.11). Rectification properties were assessed by estimating the asym- 
metry ratio and the current density at voltages of 2 V (Table 9.2). At this range of 
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Tab. 9.2 

Junction Polarization Asymmetry Current density Barrier height 

Electrical characteristics of  the different junctions. 

of the back ratiob at + 2 V Wl' 
contact fvA c m 3  
electrode" 

p-Si/Ppy/Au (curve a)* 
P-PS/PPY/AU (curve b) 
p-Si-D/p-Si-nc/Ppy/Au (curve c) 
p-Si-D/p-Si-nc/Au (curve e) 
p-Si-D/n-Si-nc/Au 
p-Si-Dln-Si-nc/Ppy/Au (curve d)  
n-Si/Ppy/Au (curve f) 

n-Si-D/n-Si-nc/Ppy/Au (curve h) 
n-PS/Ppy/Au (curve 9)  

1 
1.8 

93 
0.08 
0.06 

0.7 
1.5 

13 

138 

20 

18 
0.16 

0.30 
0.50 

268 
1.10 
2 

490 

- 
0.026 
- 

- 

0.132 
- 
- 
0.207 

~~~~ ~ 

a The back contact electrode consisted of a nickel wire connected to a p- or n-type silicon substrate 
(ohmic contact) and the sign of the polarization refers to the fonvard bias. 

The asymmetry ratio was calculated by dividing the measured current at +2 V by the current mea- 
sured at -2 V. 
' The barrier height was calculated from a Fowler-Nordheim equation fit (see text), by extending the 
potential range to +10 V. 

See curves in Figure 9.11. 

voltages the serial resistance of PS-based devices does not dominate the i-V curve 
1931. 

When p-type substrates (p-Si, p-PS and p-Si-D) were used, the forward bias con- 
dition corresponded to the application of a negative voltage to the Ppy film with 
respect to the back contact on the Si substrate. For the simple p-Si/Ppy/Au junc- 
tion, the i-V plot was almost symmetrical. The observed rectification in the p-PS/ 
Ppy/Au films originated in the interface between the PS and the p-Si substrate 
which behaved like an n-type silicon [93, 941. Consequently, a p-n-like junction 
was formed with the bulk p-Si (under the PS-layer). The rectification observed 
with the p-Si-D/n-Si-nc/Ppy/Au junction was caused by the p-Si-D/n-Si-nc inter- 
face while the Ppy film assisted the Si-nc in the electron injection. 

The role the Si-nc size quantization plays in affecting the rectification of the dif- 
ferent junctions constructed can be visualized by considering the approximate en- 
ergy level diagrams drawn (Fig. 9.12). Interestingly, (p- or n-)Si-D/Si-nc/Ppy/Au 
junctions were not regulated by the thermionic emission beyond an applied for- 
ward bias of 1 volt. However, a good fit was found on using the Fowler-Nordheim 
law (Eq. 4) indicating that the charge injection into the junction was governed by 
a tunneling mechanism. Values of the barrier height, 4, were calculated for the 
three most rectifying junctions (curves c, d and h in Fig. 9.11; and Table 9.2). At 
forward bias, electrons are injected into the conduction band of the quantized Si- 
nc at the cathode (via the Ppy layer), while holes flow along the valence band of 
the p-doped Si substrate at the anode. Therefore, rectification occurs at the p-Si/ 
Si-nc interface. It should be noted that the reactivity and/or the electronic proper- 
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Fig. 9.11 Electrical characteristics o f  the different junctions investigated: A) 
all devices with a back contact t o  p-type silicon wafers polarized positively 
under a forward bias: a) p-Si/Ppy/Au; b) p-PS/Ppy/Au; c) psi-D/p-Si-nc/ 
Ppy/Au; d) p-Si-D/n-Si-nc/Ppy/Au; e) p-Si-D/p-Si-nc/Au. B) all devices with 
back contact polarized negatively under a forward bias: f) n-Si/Ppy/Au; g) n- 
PS/Ppy/Au; h) n-Si-D/n-Si-nc/Ppy/Au (reproduced from Ref. [91]). 

ties of Si-nc made from p-Si and n-Si was observed to be different in these de- 
vices. 

Specifically, the asymmetry ratio was higher while the current density was lower 
for Si-nc obtained from p-Si than those prepared from n-Si (Table 9.2). These dif- 
ferences suggest that sizes, size distributions, surface defects, and reactivity to- 
ward the OH-terminated monolayer of Si-nc play an important role in the proper- 
ties of the junctions constructed. Reversing the bias led to the injection of elec- 
trons into the conduction band of p-Si and their rapid recombination with the 
holes already present in the valence band (see curves c and d in Fig. 9.11A). Size- 
quantized Si-nc at the p-Si-D/Ppy interface dramatically improved the rectifying 
properties of the junctions (compare curves b and d in Fig. 9.11A). The conduc- 
tion band shifts upward about half as much as the downward shift of the valence 
band in Si-nc up size quantization [95], which is negligible for Si particles larger 
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Fig. 9.12 Schematic energy level diagram for 
the four types o f  materials used t o  fabricate 
the junctions. Values o f  the electron affinity 
and the band-gap are indicated for each o f  
them. Energy levels refer to  the vacuum level. 

The vertical error bars set on the valence and 
conduction band edges o f  Si-nc are related t o  
the dispersity o f  the Si-nc deposited on to  (p- 
or n-type) Si-D in the early stages of the reac- 
tion, as evaluated by AFM (from Ref. [91]). 

than 5 nm [96]. The conduction band edge of Si-nc is located at almost the same 
level than the conduction band edge of PS. This may explain why both the p-PS/ 
Ppy/Au and p-Si-D/Si-nc/Ppy/Au film were rectifying at forward bias. It also justi- 
fies this method of construction of electroactive junctions by the layer-by-layer 
self-assembly of silicon nanocrystallites. 

n-Type substrates in n-Si/Ppy/Au, n-Si-D/Si-nc/Ppy/Au and n-Si-D/Si-nc/Au 
films were also tested (see Table 9.2). For these films, the polarity of the back con- 
tact electrode was made negative relative to the gold contact, under a forward bias. 
The n-Si/Ppy/Au (see curve f in Fig. 9.11 B) and n-Si-D/Si-nc/Au junctions (not 
shown) did not exhibit rectification at +2 V and the current was negligible. Intro- 
ducing a layer of Si-nc (made from etching of n-Si) between n-Si-D and Ppy (n-Si- 
D/Si-nc/Ppy/Au) led to a dramatic change in the i-V curve (see curve h in 
Fig. 9.11 B). An asymmetry ratio of 138 was found, with the highest current densi- 
ties determined (490 pA cm-2 at +2 V, see Table 9.2). The valence band edge of 
size-quantized Si-nc can be located at lower energy (5.5 eV and below) [96] than 
that of Ppy (5.7 eV) [83] thereby favoring hole injection, while the valence band 
edge of PS (6.2 eV) [95b] is at much higher energy (see Fig. 9.12). The meager rec- 
tification in the n-PS/Ppy/Au film (curve g in Fig. 9.11 B) at forward bias, in con- 
trast to pronounced rectification on employing size-quantized Si-nc at the inter- 
face n-Si-D/Si-nc (curve h in Fig. 9.11 B) is rationalized analogously. The barrier 
height to overcome tunneling was observed to increase proportionally to the cur- 



268 9 Electron Transfer and Charge Storage in Ultrathin Films Layer-by-layer Se/jassembled 

rent density at a given voltage, i.e. +2 V (Table 9.2). Higher energy barriers are ex- 
pected to induce a greater charge accumulation in the depletion layer, leading to 
an enhanced current once the applied electric field induces tunneling. 

I 

9.3.2 
Schottky Diodes 

A Schottky junction is generally formed at the interface between a p-type semicon- 
ductor and a metal of low work function, or a n-type semiconductor and a metal 

-5 , I I 

- 1 0 - 8  -6 -4 -2 0 2 4 6 8 
Voltage (V) 

0 

30 

40 
0 1 2-v.’ 4 5 

-8 -6 -4 -2 0 4 6 
Voltage (V) 

Fig. 9.13 i-V characteristics o f  the systems ITO/(PDDA/Ti02)10/Au 
(A), and ITO/(PDDA/Ti02)lo/(PDDA/C0)30/Au (6). In both films a 
Schottky diode is obtained as evidenced by the insets showing the 
existence o f  a linear dependence o f  Log(/) on V The barrier 
heights were found to be 0.80 eV in (A) and 0.42 eV in (6) (from 
Refs. [98, 991). 
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of high work function. The space charge layer field allows charge to flow in only 
one direction (the low work function metal at negative polarity for a p-type semi- 
conductor and the high work function metal positive for n-type one). Fig. 9.6 de- 
scribes the case of a Schottky diode made from a n-type semiconductor and metallic 
anode. The i-V characteristics are described by the Schottky-Mott equation (Eq. 3). 

A Schottky diode can be readily made at the interface between a multilayer of 
semiconducting nanoparticles (capped by polyelectrolytes or dithiols as binders) 
and a metallic conductor deposited on to it. Schottky behavior of the layer-by- 
layer-assembled ITO/PPV/(HDT/CdSe),/metal [86, 871, the multilayers of PDDA/ 
Ti02 nanoparticles (capped and uncapped) [97-991, and the ITO/( PDDA/Ti02 na- 
noparticles)lo/(PDDA/graphite oxide)3o/PDDA/Au films has been demonstrated 
[99]. In the last case, the interface Ti02/graphite oxide (GO) was found to be recti- 
fying, suggesting that GO (oxidized at 25%) was still graphitic enough to behave 
as a metallic-like material. Fig. 9.13 shows the i-V characteristics obtained by 
using TiOz nanoparticles of 2.3 nm in diameter as a n-type semiconductor. These 
junctions, made of 3-10 nanoparticle/binder bilayers generally exhibit a barrier 
height of 0.4 to 1 V when using IT0 and Au as the cathode and anode, respec- 
tively. Another type of composite-layered rectifier has been recently developed 
from a Ru(bpy)P polymer, Ti02 nanoparticles, GO and polyelectrolytes as a bin- 
der [99]. Sequential deposition of these materials in an appropriate order resulted 
in double rectifications (i.e., both at negative and positive bias), due to the inter- 
face Ti02/G0 at a negative voltage and due to the electrochemistry of the redox 
polymer at a positive voltage. 

9.4 
Single-electron Conductivity - Self-assembled Coulomb Blockade Devices 

There is a considerable current interest in the theoretical understanding and prac- 
tical exploitation of single electron conductivity [ 1001. Single electron conductivity 
implies, by definition, the controllable charge transport by individual electrons. 
There are two stringent requirements for the observation of single electron 
events. First, the electrostatic energy of introducing an electron into an isolated 
conductor, Ec, has to be larger than the thermal fluctuation, k B r  

Ec=e2/2C >> kBT (7) 

(where C is the effective capacitance of the conductor, e the charge of the electron, 
kB the Boltzmann constant, and T the absolute temperature). This can be accom- 
plished by reducing the temperature or the capacitance or, indeed, decreasing 
both of these parameters. The capacitance is determined by the size of the con- 
ductor and its distance from the surrounding electrodes (gates). A simple calcula- 
tion shows that charging a macroscopic capacitor (having capacitance in the lo-'' 
F range) by a single electron would require a potential of 10-8V and a tempera- 
ture in the milli-Kelvin range to avoid thermal fluctuations. Single electron events 
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Fig. 9.14 Schematic representation of a me- 
tal-insulator-nanoparticle-insulator-metal Cou- 
lomb blockade junction. As the voltage is ap- 
plied a charge Q is first accumulated on one 
side of the metal lead. Owing to the presence 
o f  an insulating barrier between the metal 
electrode and the nanoparticle (typically Au or 

CdSe), electrons cannot flow. This charge Q 
will increase with the applied voltage unless a 
tunneling event occurs allowing the transfer 
of one electron to the opposite metal elec- 
trode via the nanoparticle. This event will ap- 
pear each time I Q I  will be greater or equal to 
e/2. 

become observable at room temperatures, however, if the junction capacitance is 
lowered to the 10-18-10-19 F range. This can be best achieved by entrapping a con- 
ducting nanoparticle (with a dameter <5  nm) into an appropriate tunneling bar- 
rier [loll (Fig. 9.14) or by placing a highly ordered and closely packed monodis- 
persed ( D <  10%) array of conducting nanoparticles (with diameters < 5 nm, each 
of which are protected by an insulating surfactant monolayer) between macro- 
scopic electrodes [102]. 

The second requirement for realizing single electron events is that the dielectric 
constant of the barrier which surrounds the conducting nanoparticle should have 
a tunneling resistance RT which exceeds the resistance quantum, (RT >> RQ, 
RQ=h/e2 x 25.8 m). This requirement can be met by selecting an insulating bar- 
rier which ensures the localization of the electron in (or on) the nanoparticle. 

Single electron trapping and flow manifest themselves in an observable Cou- 
lomb blockade, Coulomb staircase and sometimes differential negative resistance 
in contrast to the classical ohmic behavior of a macroscopic capacitance device. 
Thus, application of a bias voltage of e/2C (or an odd multiple of e/2C) to a mono- 
layer-protected nanoparticle (by the conducting tip of the AFM, for example) is re- 
quired in order for current to flow through the circuit. When the charge, IQI. on 
the junction is smaller than e/2 (IQI<e/2) the potential energy barrier of the 
trapped single electron, already present in (or on) the nanoparticle, cannot be 
overcome; that is to say the entry of the next incoming electron is Coulomb 
blockaded. When the junction is biased at a constant current, I, at I QI > e/2, elec- 
trons will tunnel in increments with a frequency of I/e. The incremental electron 
tunneling manifests itself in the appearance of steps in the current-voltage plots, 
i.e., in the set-up of a Coulomb staircase (see Fig. 9.15). Oscillations at the steps 
in the current-voltage plots sometimes become observable as differential negative 
resistance regions. For single electron transport there is a linear relationship be- 
tween the current and the frequency of the voltage signal. Superimposing a sinu- 
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t’ Coulomb blockade 

Fig. 9.15 Ideal staircase i-V characteristics o f  a single electron tunneling 
junction. As the junction is biased by a constant current I ,  at I Q I  > e/2, a 
tunneling event takes place, making I Q I  jump t o  -e/2 and a new charging 
cycle restarts. The junction is Coulomb blockaded as long as I Q I  < e/2 or 
the voltage V < e/2C (plateau of the current), while single electron tunnel- 
ing is characterized by a jump o f  the current at I Q I  > e/2. Since the cur- 
rent is proportional to  the reciprocal of the resistance R of the junction 
times the voltage, each single electron tunneling generates a jump o f  e/ 
RC in the current. 

soidal signal on to the bias voltage, the amplitude of the measured current 
through the conducting nanoparticle is proportional to the signal frequency. Fur- 
thermore, the ratio of the current to the frequency is equal to the electron charge. 

Single electron tunneling, at low temperatures, has been observed by scanning 
tunneling microscopy [loll. Evidence has been obtained for a Coulomb staircase 
behavior, for example, on charging a 1 ,lO-phenanthroline ligand (phen)-stabilized 
2.1 nm diameter platinum cluster, Pt309phen36020, by an STM tip, on a gold sub- 
strate at 4.2 K (Fig. 9.16) [103]. Single electron transfer events have been observed 
at room temperature in polymer spin-coated (35 nm thick polymethylmethacry- 
late, PMMA) highly ordered arrays of 2-4 nm diameter silver nanoparticles be- 
tween A1 electrodes [104], and in organized and surface-capped gold nanoparticles 
[105]. Single electron tunneling has also been observed on placing in situ pre- 
pared PbS nanoparticles between the gold-coated STM tip and the HOPG sub- 
strate [ 1061. Particularly interesting is the recently observed single electron trans- 
fers in monolayer-protected gold cluster dispersions by differential pulse voltam- 
metry; these experiments have been likened to “doing redox chemistry with quan- 
tum capacitors’ [107]. 
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Fig. 9.16 Schematic representation o f  a 
tunneling junction made upon applying a 
voltage between a ligand-stabilized metal 
cluster and a STM tip. Both the tip and 
the substrate are conductive and the li- 
gand shell is the tunneling barrier be- 
tween these two electrodes and the rne- 
tallic core o f  the cluster. 

I 
1 0 -1 

Applied voltage (V) 

Fig. 9.17 Schematic depiction of the MINIM 
structure created by layer-by-layer self-assem- 
bly. The gold nanoparticles are separated from 
the two conductive electrode on each side by 

(taken at room temperature) shows a stair- 
case profile at potentials ranging from -1 V to 
+1 V, assumed to be characteristic of a Cou- 
lomb-blockaded junction (adapted from Ref. 

a thin bilayer o f  a-ZrP/PAH. The i-V curve I’ 081). 
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To the best of our knowledge there is only one published report on single elec- 
tron charging of a layer-by-layer self-assembled ultrathin film [ 1081. Sequential 
self-assembly of anionic exfoliated zirconium phosphate, a-Zr(HP04),H20 (a- 
ZrP), poly(ally1amine hydrochloride) (PAH), negatively charged gold nanoparticles 
(Au), PAH, a-ZrP and poly(pyrro1e) (Ppy) on to a mercaptoethylamine hydrochlor- 
ide (MEA)-treated gold substrate leads to the formation of a metal-insulator-gold 
nanoparticle-insulator-metal, MINIM ultrathin film, Au-MEA/a-ZrP/PAH/Au/ 
PAH/a-ZrP/PPy. Current-voltage curves of this MINIM device displayed tunable 
Coulomb gaps (Fig. 9.17) [108]. 

These investigations have been largely motivated by the perceived possibility of 
constructing a memory storage device based on the presence or the absence of a 
single electron on a nanoparticle. Fabrication of single electron transistors will 
also open the door to a large variety of nanoelectronic applications. 

9.5 
Photoinduced Energy and Electron Transfer in Self-assembled Multilayers 

Natural photosynthetic systems are characterized by remarkable efficient and sus- 
tained mechanisms in converting visible light into chemical energy. This is ac- 
complished by broadly tuned light-harvesting chromophoric systems and vectorial 
energy and electron transfer reactions involving molecules which have appropriate 
redox potentials and geometries and are localized at precisely defined intermolecu- 
lar distances from each other. Mimicking natural photosynthesis in artificial 
chemical systems has provided a significant insight into the organization impera- 
tive and the kinetics and mechanisms involved [109]. It is known, for example, 
that, for efficient energy transfer, the different molecular antennas have to be se- 
parated from each other only by a fraction of a nanometer to remain within the 
range of the Forster radius (1.5 to 4.0 nm, depending on the chromophores con- 
sidered) and to be able to mediate the required energy cascades with high quan- 
tum efficiency. Similarly, the importance of well placed spacer molecules has been 
recognized in alleviating the interpenetration of the redox species and in control- 
ling the undesirable back electron-transfer reactions. 

Aspects of photosynthesis have been mimicked by the self-assembly of cyanine 
dyes (J-aggregates) and poly(diallyldimethylammonium chloride), PDDA [l lo], or 
polyethylenimine, PEI [lll], coumarin [112-1141, rhodamine and fluorescein deri- 
vatives [112-1151, congo red, acid red and indigo carmine [ l l G ] .  Layer-by-layer self- 
assembly has been proposed to control the degree of mixing of the different 
layers and to create bidimensional dyads or triads of organic polycations separated 
by an inorganic lamellar layer, typically a-zirconium phosphate (a-Zr(HP04),. 
H20)  [112, 1171. The use of a-ZrP both as a spacer and a host has been also pro- 
posed to promote rapid photoinduced electron transfers within supramolecular as- 
semblies of donor and acceptor metal complexes at the galleries of n-butylammo- 
nium salt of a-ZrP in solution, typically between tris(2,2’-bipyridyl)ruthenium( 11) 
and tris(2,2‘-bipyridyl)cobalt(III) [118]. The polycation, poly(ally1amine hydrochlor- 
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ide), PAH, was tagged with a dye, typically fluorescein or rhodamine B, to build- 
up a solid state photon antenna by layer-by-layer self-assembly with a-ZrP as a 
spacer. It  was successfully demonstrated that a Forster mechanism accounts for 
the energy transfer between these two dyes in these multilayers. Quantum yields 
as high as 0.89 were achieved (close to the theoretical limit) for systems which 
typically contained one dye molecule for 50 PAH monomers. Photoinduced 
charge separation, with a quantum efficiency of almost 0.3, has been also re- 
ported for multilayer “onion-like’’ redox thin films, grown by the sequential ad- 
sorption of polyelectrolytes and redox polymers on spherical silica particles [119]. 

In some cases the interaction between polymers containing donor and acceptor 
groups is sufficient to drive the self-assembly to fruition. Recently, charge transfer 
interactions have been proposed to mediate self-assembly [120]. In this approach 
two polymers, bearing respectively an electron-accepting and electron-donor 
groups at the end of their side chains, were sequentially adsorbed on to a sub- 
strate, to form periodic layers of charge transfer complexes. These types of multi- 
layers may also be used as layered photonic antennas in electron transfer cas- 
cades. Imperfections [I211 and interpenetrations [I221 in the layer-by-layer self-as- 
sembly of oppositely charged polyelectrolytes have been inferred, in fact, from 
steady-state Forster energy transfer measurements. In one set of experiments, for 
example, a layer of polyb-phenylene vinylene) (PPV) was used as 3 donor, several 
layers of poly(styrene sulfonate) (PSS) and poly(ally1amine hydrochloride) (PAH) 
functioned as transparent spacers, and a single layer of dye (rhodamine B and 
fluorescein)-labeled PAH acted as an acceptor. Steady state fluorescence intensity 
of PPV decreased regularly with increasing spacer thicknesses at large spacer 
thicknesses as theoretically predicted for ideal two-dimensional layers. At short 
distances a different behavior was observed. A good agreement between the ex- 
perimental data and computer simulations was obtained under the assumption of 
a Gaussian distribution of both donor and acceptor molecules, in the direction 
normal to the film plane with a width of 2.5-3.0 nm. However, a poor agreement 
was found between the spectroscopically determined Forster radius and that ob- 
tained from the layer-to-layer energy transfer [I2 11. 

The layer-by-layer assembly of an antenna (I), a photosensitizer electron donor 
( 2 ) ,  an antenna ( 3 ) ,  a spacer (4), and an electron-acceptor (5) five component thin 
film on to a support (an a-ZrP-precoated, amine-derivatized glass substrate) has 
recently been shown to mimic well aspects of natural photosynthesis (Fig. 9.18) 
[114]. Negatively charged coumarin- and fluorescein-tagged PAH functioned as 
the antennas (1 and 3), positively charged palladium(II)tetrakis(4-sulfonatophe- 
ny1)porphyrin (PdTSPPb) served as the electron donor (2), HTiNb05 acted as a 
semiconducting spacer (4) which separated the polyviologen electron acceptor (5) 
from (4). The thickness of each layer was in the nanometer range and the cover- 
age for layers 1, 2, 3 and 4 was calculated to be 5.0, 1.3, 3.5, 1.3 and 3.5 mol 
cm12 x lo1*. Photoexcitation into the coumarin absorption (450 nm), emissions of 
both the coumarin and fluorescein were significantly quenched while the emis- 
sion of the porphyrin (at 720nm) was found to greatly increase. Interestingly, a 
higher quantum efficiency for the electron transfer (~=0.82)  was found for films 

I 
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Energy transfer cascade Electron transfer 
b b 

Fig. 9.18 Self-assembled five-component en- 
ergy and electron transfer cascade consisting 
o f  an antenna composed o f  coumarin-tagged 
PAH (1) and fluorescein-tagged PAH (3),  
sandwiching a donor electron layer o f  
PdTSPP4- (2), and separated from the accep- 
tor layer o f  polyviologen (5) by a semicon- 

ducting thin layer o f  titanoniobate sheets, 
HTiNb05 (4). The arrows indicate the direc- 
tion o f  energy and electron transfers through 
the system. Note that an exceptionally high 
quantum yield o f  energy/electron transfer cas- 
cade is observed with this combination, 
x=0.61 [114]. 

in which the two antennas and the donor were co-adsorbed rather than layer-by- 
layer assembled k = O . G S ) .  Very likely, in the co-adsorbed films the different chro- 
mophores were close to each other, favoring a fast energy transfer cascade. Transi- 
ent diffuse reflectance spectroscopy established that a porphyrin-viologen charge- 
separated state was formed upon photoexcitation of the photon antenna multi- 
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layer, with an exceptionally long-lived component with the titanoniobate sheets as 
a spacer (T z 900 ps). This result was attributed to the fact that HTiNb05 behaved 
as a semiconductor with a flat-band potential (-0.66 V relative to the SCE) [123], ly- 
ing between the formal potentials of PdTSPP4+ (-0.77 V) and polyviologen (-0.56 V), 
and can, therefore, mediate electron transfer for a fraction of the PdTS PP4'-excited 
states. 

It should be emphasized that this five-component energylelectron-transfer cas- 
cade could be efficiently triggered even in the absence of covalent bonds between 
the different chromophores and well-defined orientations. However, the quantum 
efficiency was found to substantially decrease in the absence of a spacer between 
the donor and acceptor. Constructing covalently linked components of the photo- 
synthetic apparatus constitutes an alternative approach for the replacement of the 
protein matrix. 

I 

9.6 
Self-assembled Electrodes for Lithium Storage Batteries 

Lithium batteries are the recognized choice for high energy density power supply 
[lll]. On discharge, the metallic anode of a lithium battery supplies Li' ions to 
the Li" ion electrolyte and electrons to the external circuit; the cathode is an electron- 
ically conducting host into which Li' ions are inserted as guest species and the 
charge is compensated by electrons from the external circuit (Fig. 9.19). The chem- 

Anode Electrolytic Cathode 
solution 

Fig. 9.19 Principle o f  operation o f  a lithium 
battery in  a liquid electrolytic medium. Upon 
discharge (as shown here) the metallic anode 
supplies Li+ to  the surrounding electrolyte 
while electrons flow to the external circuit to- 
ward the cathode. The cathode is an electron- 
ically conducting host into which Li+ ions are 
inserted as guest species and charge is com- 
pensated by electrons from the external cir- 
cuit. The chemical reactions at the anode and 

cathode o f  a lithium secondary battery must 
be reversible. In  that case, on charge, removal 
of the electrons from the cathode is achieved 
by applying an external opposite current t o  re- 
store the difference o f  chemical potential be- 
tween the anode and the cathode. During the 
charge, lithium ions are released back into 
the electrolyte with the concomitant formation 
o f  metallic lithium at the negative electrode. 
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ical reactions at the anode and the cathode of a secondary (rechargeable) battery 
must be reversible. On charge, the removal of the electrons from the cathode by 
an external field releases Li' ions back into the electrolyte to restore the parent host 
structure and the addition of the electrons to the anode by the external field attracts 
charge-compensating Li' ions back to the anode. A battery is said to be rechargeable 
when charging is complete (or quasi complete) even after a large number of dis- 
charge and charge cycles (typically, 1000 times for commercial uses [124]). 

Lithium is a good material for the anode because of its intrinsic high negative 
potential and its low density and graphite and carbonaceous hosts have often con- 
stituted the cathode. Batteries based on Li' ion intercalation into graphite or car- 
bonaceous hosts have the highest specific energies (energy per unit weight) and 
energy densities (energy per unit volume). While the specific capacity of graphite 
does not exceed 372 mA h g-' (LiC6), high-capacity carbonaceous materials, pre- 
pared by thermal treatment of organic precursors (epoxy or phenolic resins, su- 
gars, petroleum pitch, polymers) between 550 "C to 1000 "C, show reversible spe- 
cific charges of 400 mA h g-' (1.2 2 3c 5 5 in Li,C6) [125b]. 

A correlation was shown to exist between the H/C atomic ratio and the capacity 
of the carbonaceous materials [ 1261. Alternatively, high charging capacities have 
been rationalized in terms of disordered carbons in the carbonaceous materials 
[127, 1281. Two different sites for Li' ion intercalation have been suggested based 
on 'Li NMR investigations [127]. The first site was believed to be restricted by the 
graphite intercalation carbon stoichiometry ("ionic" site). The second site was pro- 
posed to be restricted only by the geometrical limit of the host and the formation 
of Liz was believed to act as a capacity reservoir in this type of site [127]. These re- 
sults suggested that the presence of hydrogen and oxygen atoms in the carbonac- 
eous material as well as defects and disorders was likely to increase the charging 
capacity of lithium batteries. 

Additional sites for Li+ ion insertion could also be generated by the oxidation of 
graphite. Graphite oxidation is usually carried out by heating in a mixture of Na- 
C103/HN03 or KMn04/H2S04 [129, 1301. Cathodes have been then fabricated by 
simply blending the graphite oxide with a polymer, poly(vinylidenefluoride), 
PVDF, to prevent the direct exposure of the graphite to the electrolytic liquid 
[ 1311. Layer-by-layer self-assembly of graphite oxide (GO), polyethylene oxide 
(PEO), and poly(diallyldimethylammonium chloride), PDDA, on to an IT0 sub- 
strate has recently been demonstrated to provide an efficient Li' ion intercalation 
cathode in an experimental lithium cell consisting also of a metallic lithium an- 
ode and LiAsFG electrolyte, dissolved in a mixture of ethylene carbonate and 
methyl formate (Fig. 9.20) [132]. An open circuit voltage (typically of 2.3 V) be- 
tween the electrodes triggers the flow of electrons from the anode (lithium metal) 
to the cathode (the ultrathin film self-assembled on to ITO) and the concomitant 
intercalation of lithium ions into the self-assembled films to compensate for the 
charges. The rate of charge transfer can be also controlled by the application of an 
appropriate current to the cathode, allowing further quantitative and qualitative 
studies of the intercalation reactions and charging properties. As electrons flow to- 
ward the cathode, the electromotive force decreases and the cell undergoes a dis- 
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Fig. 9.20 Schematic diagram o f  the electro- 
chemical cell used. A multilayer formed by 
the sequential adsorption of polyelectrolyte 
(PDDA), graphite oxide nanoplatelets (GO) 
and poly(ethy1ene oxide) (PEO) constitutes 

the cathodic film in  the cell. Metallic lithium 
is used as reference and counter electrodes. 
The cell is isolated and under an inert atmo- 
sphere. 

charge. To restore the initial electromotive force a current must be applied, lead- 
ing to recharge of the cell. 

Graphite oxidation is crucial to produce carboxyl or hydroxyl groups with ex- 
changeable protons at the surfaces and the edges of the graphitic platelets. These 
groups allow the swelling of the graphitic sheets in a saline solution (0.1 M) and 
their exfoliation occurs when the cationic exchange capacity (CEC) of the platelets 
is high enough. Graphite oxidized by Staudenmaier's method ( HN03/NaC103) 
[133] has been recently shown to exhibit charge density as high as G mmol ex- 
changeable proton per gram [132c]. These levels of CEC are favorable for exfolia- 
tion and the resulting colloidal GO nanoplatelet dispersions have been success- 
fully used for the layer-by-layer self-assembly of polyelectrolyte/GO/polymer ultra- 
thin films [132c, 1341. Hummers' method of oxidation (H2S04/KMn04) [130] was 
also recently used to produce large unilamellar GO colloids (150 nm to 9 pm) for 
self-assembly with different polycations and conducting polymers [135]. 

The influence of the thickness of the GO layers and the interface PEO/nano- 
platelets (graphitic and non-graphitic) as well as the role of PEO on charging and 
discharging of the electrochemical cell shown in Fig. 9.21 has been investigated. 
Different cathodes were tested: ITO-(PDDA/GO)lo (Film I) ,  ITO-PDDA/(GO/ 
PEO) (Film 11), ITO-( PDDA/GO/PEO) (Film I I I),  ITO-( PDDA/PEO) (Film 



Fig. 9.21 Chronopotentiometric 
curves, discharge (A) and charge 
(B), obtained for Film I (S-(PDDA/ 
C0-33) l~,  Curve I); Film II (S-PDDA/ 
(CO-33/PEO)lo, Curve 1 1 ) ;  Film Il l  
(S-(PDDA/CO-33/PEO)l~, Curve Ill); 
Film IV (S-(PDDA/PEO)lo. Curve IV) 
and Film V (S-(PDDA/MO/PEO)lo, 
Curve V) (taken from Ref. [132a]). 
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IV), ITO-(PDDA/MO (montmorillonite)/PEO)lo (Film V) and characterized by sur- 
face plasmon spectroscopy, optical absorption and atomic force microscopy, in or- 
der to determine precisely the thickness and the amount of the different materials 
laid down after each adsorption cycle [132]. Table 9.3 summarizes the main charg- 
ing characteristics of the multilayers and indicates the effective thickness of the 
GO layers in the different films. 

Fig. 9.21 shows the chronopotentiometric curves obtained on discharging and 
charging the different films with a current density of 50 FA cm-2. It can be seen 
that although Film I contained the largest amount of GO, the capacity (number of 
charge equivalent taken by the system per unit time and surface area of electrode) 
was the lowest in the series. This result indicated that self-assembled PDDA/GO 
films were poor ionic conductors, preventing the penetration of Li' ions into the 
film and their further intercalation into GO. This issue was addressed by intro- 
ducing PEO into the self-assembled films. In Film 11, a thin layer (0.5 nm) of 
PEO, self-assembled on to the GO layers, is seen to have greatly improved the spe- 
cific capacity of battery. To precisely determine the contribution of the GO layers 
in Film 11, it was necessary to subtract the lithium uptake due to PEO layers. 
Film IV did not contain GO, therefore, the capacity difference between Film I1 
and Film IV provided the contribution due to GO and was characteristic of a 
lithium intercalation compound LiC2. Introducing an inert layer of clay platelets 
(montmorillonite, MO) between PDDA and PEO, in FilmV, did not change the 
chronopotentiometric profile, overlapping with the profile obtained with Film IV. 
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However, substituting GO for MO allowed a twofold increase in capacity, as more 
GO platelets were present in these films than in Film 11, but the intercalation 
compound was also found to be LiC2. This last result indicates that the existence 
of well-defined interfaces PEO/GO into the films was crucial in discharging the 
platelets, with the ability to convey lithium ions into GO layers of at least 5.5- 
6.0 nm thick. Film 111 were electronically and ionically conductive enough to un- 
dergo a significant discharge, though the GO layer was thicker than in Film 11. 
These intercalation compounds corresponded to a specific capacity of about 
1200 mA g h-l (for the graphite oxide only) and were comparable to the values 
measured for polyacenic compounds (PAS) materials, 1100 mA g h-l [136]. How- 
ever the PAS-based cells suffer from pronounced hysteresis (similarly to the self- 
assembled systems) and/or important irreversible capacity [ 136bl. The approach 
developed here allows to minimize the surface of GO in direct contact with the 
solution, avoiding the formation of a so-called chemically bonded solid electrolyte 
interface (CB-SEI film) [137], consuming part of the electrons and lithium ions in 
a side reaction involving the carboxyl and alkoxyl moieties attached to GO surface 
and leading to the formation of stabilizing salts containing irreversible reduction 
products of solvent at first cycle [138]. The efficient isolation of graphite with a 
polymeric binder, poly(viny1idenefluoride) (PVDF), has been recently observed by 
using a mixture of 14 wt% in PVDF [131]. In that case, an irreversible capacity of 
only 4% was measured at first cycle, quite comparable to the negligible values ob- 
tained in these self-assembled multilayers [132]. Further work has been devoted to 
the understanding of this exceptional high capacity by varying the degree of oxida- 
tion of the starting materials, and by conducting chronocoulometry experiments 
to determine the activation energy of W-ion intercalation into these nanostruc- 
tured films. These studies have shown that the oxidation plays also an important 
role in the charging mechanism [132c]. 

9.7 
Conclusions and Perspectives 

The layer-by-layer self-assembly of polyelectrolytes nanoparticles and nanoplatelets 
has been demonstrated, in this review, to provide a viable approach for the fabrica- 
tion of electron transfer and charge storage devices. We have applied only a small 
part of our chemical knowledge and experience to this inherently interesting and 
potentially rewarding investigations. Many challenges remain. We shall have to de- 
velop methodologies for the larger scale preparation of the desired monodispersed 
nanoparticles and nanoplatelets and for their self-assembly in geometrically pre- 
ferred orientations with greater uniformity and long term stability. Advantage 
could be taken of the precise and versatile electrodepositions, recently reported 
[139]. It would also be desirable to obtain a better control over the construction of 
composite and corelshell type nanoparticles, particularly those in which a metallic 
(or a magnetic or a ferroelectric) nanoparticle could be completely coated by an ul- 
trathin (e.g. a few Angstroms thick) insulator. We shall also have to improve our 
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fundamental understanding of the forces which govern self-assembly. Neverthe- 
less, we are confidently looking forward to the fabrication of many functional na- 
nostructured electronic devices by the layer-by-layer self-assembly. 
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dye sensitized solar cells (DSSC) 

dyes 
- semiconductor assemblies 236 
- ultrathin films 273 

250, 256 

106, 112 

20 1-228 

efficiencies, solar cells 220 ff 
electrical characteristics 
- junctions 265 
- self-assembled electrodes 280 
electrical fields 192 
electrical impedances 122 
electrical properties, porous silicon 

158 
electrochemical atomic layer epitaxy 

(ECALE) 2, 79 
electrochemical deposition, 

semiconductor thin films 231 
electrochemical formation, porous 

silicon 141-167 
electrochemical functionalization, 

porous silicon 160 f 
electrochemical quartz crystal 

microbalance (EQCM) 85 
electrochromic properties, 

semiconductor assemblies 229-246 

electrodeposition 25-65 
- porous-etched semiconductors 104 
- superlattices/multilayers 67-101 
electrodes, thin film 169-200 
electrogenerated base method 82 
electroless etching 106 
electrohminescence 141, 158, 250 
electrolyte-electrode interface I77 
electrolyte scavengers 180 
electrolytes 214, 219, 226 
electron diffraction 27 
electron generation 126 
electron-hole pair recombination 
- porous silicon 156 
- porous-etched semiconductors 130 

electron injection 211 
electron photogeneration 18 
electron repulsion 2 18 
electron transport 
- porous silicon 144 
- porous-etched semiconductors 132 
- self-assembled multilayers 273 
- thin-film electrodes 173 ff, 186, 195 
- ultrathin films 247-286 
electron trapping 53 
electroneutrality equation 213 
electropolishing, porous silicon 142 
energy barriers, semiconductor 

energy diagrams, solar cells 223 
EosinY 232 
epitaxial films 95 
epitaxial layer transfer (ELTRAN) 

epitaxy 36 
etching, porous 103-139 
ethanolic solutions 230 
excitations, semiconductor 

excitons 217 

see al~o:  recombination 

quantum dot films 52 

134 

assemblies 232 

Fabry-Pkrot equation 152 
Faradaic efficiency 122 
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Faraday law 25 f, 38, 74 
Fermi level pinning 114, 146 
Fermi levels 
- porous silicon 143 ff, 158 
- porous-etched semiconductors 132 
- rectifying diodes 258 
- semiconductor quantum dot films 

51 f f  
- solar cells 202 ff, 212 ff, 219, 225 
- superlattices/muklayers 70 
- thin-film electrodes 174 
ferromagnetic materials 70 
Fick law 183 
fill factor, solar cells 
film electrodes 169-200 
films 
- semiconductor quantum dot 25-65 
- thin see: thin films 
- ultrathin see: ultrathin films 
flat band condition, porous-etched 

flat band potentials, porous silicon 

fluorescein 274 f 
fluorides 32 
fhororescence patterning 239 
Formvar films 20 
Forster radius 273 f 
Fourier transform 89 
Fowler-Nordheim law 258 
Frank-van derMerve growth 36 
fringes 152 
frontwall photocurrent 179 
full width at half maximum (FWHM) 
- porous silicon 153 
- semiconductor quantum dot 

- superlattices/multilayers 78 
functional groups, semiconductor 

functionalization, porous silicon 160 

202, 219 

semiconductors 122 

145 

films 27 

assemblies 240 

gallium arsenide 
- lattice parameters 69 

- porous-etched semiconductors 

- superlattices/multilayers 68 
gallium nitride 72, 120 
gallium phosphide 115, 129 
Galvani potential 203 
Gartner-Butler approximation 

170, 174 
Gartner model 127, 130 
gas phases 4 
germanium 69, 142 
giant magnetostrictive (GMR) 

devices 70, 77 
glasses 37 
gold 
- lattice parameters 41 
- semiconductor assemblies 240 
- sulfur affinity 35 
- ultrathin films 249, 272 
gold cadmium alloys 48 
gold palladium alloys 47 
gold surfaces 2 
grain boundaries 21 7 
grain growth 25 f 
graphite 1-25 
graphite oxide 277 
gratings 238 
Gratzel cell 180 
Grignard reagents 160 
grooves 
- gallium arsenide 119 
- indium phosphide 120 
group 11-VI compound 

semiconductors 79 
group 11-VI materials 
- porous silicon 157 
- porous-etched semiconductors 

103, 109, 120 
group 111-V materials, porous-etched 

semiconductors 103, 109, 115 
group IV-IV materials 103, 109, 113 
growth 
- gallium arsenide 117 
- semiconductor films 36 
- Volmer-Weber 6 

104, 116 f, 129 
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halides 31, 208 
Helmholtz layers 
hexanedithiol (HDT) 261 
high-electron mobility transistor 

(HEMT) 68 
high-resolution transmission electron 

microscopy (HRTEM) 29, 40 
highest occupied molecular orbital 

(HOMO) 173, 217 
hole generation 126 
hole photogeneration 18 
hole transfer 
- porous silicon 144 
- thin-film electrodes 
holes 
- indium phosphide 120 
- porous silicon 159 
- porous-etched semiconductors 104 
- semiconductor assemblies 233 
- solar cells 218 
hybrid electrochemical/chemical 

hydride termination 160 
hydrofluoric acid (HF) solution 
- porous silicon 
- silicon, etching 103, 109 
hydrogen 155 
hydrogen bonding 249 
hydrolysis 230 
hydrosylation 160 

125, 143 f, 218, 222 

173 ff, 186 

synthesis, semiconductors 1-25 

141 f, 146 f, 151 f 

illumination 
- porous silicon 151 
- porous-etched semiconductors 

- solar cells 223 
- thin-film electrodes 177 
impact ionization 106 
impedances, porous-etched 

semiconductors 122 f, 125 f 
incident photon to current efficiency 

(IPCE) 
- solar cells 209 
- thin-film electrodes 

109 ff 

174 f, 178, 181 

indium arsenide 69 
indium phosphide I19 
integrated circuits 141 
intensity modulated photocurrent spec- 

troscopy (IMPS) 133, 170, 189 f 
intensity modulated photovoltage 

spectroscopy (IMVS) 170, 189 f 
intercalation 234 
interdiffusion 72 
interfaces 
- electrolyte/electrodes 173, 192 
- solar cells 218 
interferometer films 152 
intergrain barriers 2 16 
intermediates, semiconductor 

nanocrystals 13 
isolated nanocrystal deposition 35 

J-aggregates 273 
junctions 
- porous silicon 143, 158 
- solar cells 201 f 
- ultrathin films 260 f, 265 f 

kink sites 117 

lactate complexation 81 
Langmuir-Blodgett growth 172 
laser pulse induced transients 183 
lattice mismatch 
- porous silicon 155 
- quantum dot films 41 
- superlattices/muldayers 68, 96 
lattice parameters 
- quantum dot films 
- superlattices/mukilayers 69 
lattice spacing 89 
layer thickness 73 
layer-by-layer self-assemblies 

layers 
- gallium arsenide 119 

39 ff 

24 7-2 8 6 
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- porous silicon 
- porous-etched semiconductors 

- semiconductor assemblies 232 
- semiconductor nanocrystals 1 ff 
- solar cells 
- thin-film electrodes 175 
lead sulfide 69 
lead titanium oxygen films 83 
lead titanium oxygen superlattice 

Lennard-Jones potential 15 
Lewis acids 160 
light emitting diodes (LED) 
linear sweep voltammograms 73 
liquid phases, semiconductor 

nanocrystals 4 
liquid electrolytes 
- solar cells 226 
- thin-film electrodes 170, 186 
lithium storage batteries 276 f 
lithographic techniques 
- semiconductor assemblies 238 
- ultrathin films 249 
lowest unoccupied molecular orbital 

(LUMO) 173, 211, 219 
luminescence 113, 129, 156 

142 ff, 152 

103, 107, 123, 127 

206 f, 212 f, 218 

75, 83, 92 

250 f f  

macromorphology, porous-etched 

magnetic oxides 96 
magnetoresistance 78 
majority carriers 
- porous-etched semiconductors 126 
- thin-film electrodes 181 
Marcus region 207 
mass transport, thin-film electrodes 

mass transport controlled 

mechanical properties, layers 71 
mesomorphologp porous-etched 

semiconductors 11 1 
mesoporous systems 123 

semiconductors 11 1 

187 

deposition 73 

metal chalcogenides 79 
metal organic vapor phase epitaxy 36 
metal oxide ceramic films 
metal oxide films 234 
metal oxide semiconductors 

metal salts 1 f, 14 f, 26 ff 
metallic ferromagnets 70 
metallic multilayers/superlattices 76 
methanol solutions 115 
methylsulfonates 31 
methylviologen radicals 13 1 
mica substrate 37 
microcavities, porous silicon 161 
microcontact printing 249 
microelectromechanical systems 

(MEMS) 134 
micromorphology, porous-etched 

semiconductors 11 1 
microporous systems 123 
migration, porous-etched 

semiconductors 126 
minoritiy carriers 105, 123, 126 
mismatch see: lattice mismatch 
mobility 216 
modulation wavelength 67 
molecular beam epitaxy (MBE) 2 
- porous-etched semiconductors 113 
- semiconductor quantum dot 

monodispersivity 3, 7, 22 
monolayers, ultrathin films 247 f 
Moore’s law 247-286 
morphology 
- porous silicon 142 
- porous-etched semiconductors 11 1 
- thin-film electrodes 171 
- titanium dioxide 121 
Moss-Burstein shift 85 
Mott-Schottky equation 

multilayers 
- electrodepositions 67-101 
- porous silicon 152 
- ultrathin films 

78, 81 f 

(MOS) 160 

films 36 

123, 150 f, 260 

248 f, 273 
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n-type semiconductors 105 
nanoparticles 247-286 
negative differential resistance (NDR) 

Nernst potential 144 
nickel alloy layers 
nitric acid 231 
noble metals 
- quantum dot films 
- semiconductor nanocrystals 
- sulfur affinity 35 
- ultrathin films 249 
nonaqueous deposited semiconductor 

nonbonding oxygen hole center 

noncontact atomic force microscopy 

normal hydrogen electrode 

nucleation controlled growth 7 f 

87 

71, 76, 94 

37 ff, 47 
2, 7 f 

quantum dot films 35 

(NBOHC) 159 

(NC-AFM) 6 

(NHE) 145 

on-line fabrication, thin-film 

open circuit etching 119 
optical absorption, semiconductor 

quantum dot films 27 
optical properties, porous silicon 156 
optically transparent electrodes (OTE) 

organo-iodidedbromides 161 
orientations, superlattices 67 
osmium 208 
output parameters, solar cells 218 
overpotentials 
- porous silicon 160 
- semiconductor nanocrystals 8 
- superlattices/multilayers 73 
oxalic acid 233 
oxazine dyes 238 
oxidation, semiconductor 

nanocrystals 1 ff 
oxidative dissolution, porous-etched 

semiconductors 105 

electrodes 170 

231 ff 

oxide films 236 
oxidizing agents 13 1, 142 
oxygen 159, 180 

p-n junctions 159 
p-type semiconductors 105 
palladium 41 
particle charging, solar cells 215 
particle self-assemblies, ultrathin 

films 247-286 
passivating films 1 17 
passivation, porous silicon 156 
pellets, titanium dioxide 121 
penetration depth, porous-etched 

semiconductors 126 f 
peptization 2 10 
perchlorates 31 
percolation 
- solar cells 
- superlattices/multilayers 86 
peroxydisulfate 131 
phase transitions 
- quantum dot films 48 
- semiconductor nanocrystals 4 
phonon loss lines 18 
phosphonates 207, 236 ff  
photoanodic dissolution 114 
photochemistry, solar cells 206 f 
photoconversion efficiencies, 

semiconductor assemblies 229 
photocurrent 126, 218 
photocurrent action spectra 179 f 
photocurrent spectra 30 
photoelectrochemical cells 203 
photoelectrochemical characterization, 

photoelectrochemical photocurrent 

photoelectrochemically patterned 

photoelectrochromic properties, 

photoetching 120, 122 
photoexcitation, solar cells 205 

210 ff, 225 

porous-etched semiconductors 122 

spectroscopy 58 

porous silicon 151 

semiconductor assemblies 229-246 
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photogalvanic cells 203 
photoluminescence 113, 129, 141 f 
photoluminescence spectroscopy 17 
photovoltaic conversion 80 
photovoltaic effect 201 f 
pinning, porous silicon 145 
pitting 107, 117 
plateless self-assemblies 247-286 
plating, semiconductor nanocrystals 6 
platinum 35 
p-n junctions 260 f, 265 f 
Poisson equation 203,216 
polaron model 226 
polyacrylic acid (PAA) 
poly(al1ylammonium chloride) 

polydispersivity 11 
polyelectrolytes 247-286 
poly(ethy1ene oxide) (PEO) 253, 277 
polyionic binders 249 
polymer films 250 ff 
polyoxometallates 256 
polyphenylene vinylene (PPV) 

polypyrrole 261, 272 
poly(styrenesu1fonate) (PSS) 

251, 274 
pores 107 
- gallium arsenides 11 7 
- silicon 142 
porous electrodes 170 
porous etching 103-139 
porous silicon 141-167 
porphyrin viologen 275 
Pourbaix diagrams 13 f 
precursors, ceramics electrodepostion 

press molding 121 
protective coating 71 
proton transfer, solar cells 207 
pyrene chromophores 240 

251, 255, 274 

251, 274 

252, 274 

81 

quantum dots 
- porous silicon 155 ff 
- semiconductor nanocrystals 1 ff 
- thin-film electrodes 170, 175 
quantum efficiency, porous-etched 

semiconductors 126 
quantum well lasers 68 
quantum yields 
- solar cells 207 
- thin-film electrodes 177 
- ultrathin films 274 
quenching 131 

recombination 
- porous silicon 156 
- porous-etched semiconductors 

105, 126, 130 ff 
- semiconductor assemblies 233 
- semiconductor nanocrystals 19 
- solar cells 
- thin-film electrodes 179 
rectifying diodes 258 
redox change method, ceramics 

electrodepostion 81 
redox chromophores 233,236 f 
redox couples 144, 186 
redox molecules, display devices 256 
redox polymer films, light emitting 

redox potentials, solar cells 217 
reducing agents, porous silicon 146 
reduction, semiconductor 

nanocrystals 4 
retrieval length 128 
rhodamine B 274 
rocksalt 48 
roughness 1 17 
roughness factor, solar cells 
ruthenium 208 

201 f, 218 f 

diodes 252 

21 1 

sacrificial layers, porous-etched 
quantum confinement 68, 142 semiconductors 103, 134 
quantum dot films 25-65 salicylate 238 
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salts 1 f, 14 f 

satellites 88 
saturated colomel electrodes (SCE) 

scanning force microscopy (SFM) 50 
scanning probe current voltage 

spectroscopy 50 
scanning tunneling microscopy 

(STM) 50, 84, 93 
scattering factor, superlattices/ 

multilayers 89 
scavengers 180, 233 
Schottky barrier 
- porous-etched semiconductors 113 
- thin-film electrodes 

185, 192 
Schottky diode 
- porous silicon 149 
- ultrathin films 
Scotch tape 20 
screen printing 210 
selected area electron diffraction 

selenides 32 
self-assembled layers, semiconductor 

self-assembled monolayers (SAMs) 

self-assemblies, ultrathin films 

semiconductor-electrolyte interface 

semiconductor multilayers/ 

semiconductor quantum dot films 

semiconductor synthesis, on graphite 

semiconductor cells, back contact 

semiconductors 
- solar cells 
- thin-film electrodes 169 ff 
sensitizers 229 

see also: metal salts 

239 

170, 174 ff, 

250 ff, 258 f, 268 f 

(SAED) 1, 13, 37 

assemblies 232 

249 

247-286 

(SEI) 176, 218 

superlattices 78 

25-65 

1-25 

interface 192 

204, 209 f 

sensitizing, dye solar cells 201-228 
Shockley-Read formalism 185 
Shockley potential 223 
side branching, porous-etched 

semiconductors 108 
silanes 240 
silica 69 
silicon 
- energylevels 267 
- lattice parameters 69 
- porous 141-167 
- porous-etched semiconductors 

103, 109, 131, 134 
silicon carbide 1 14 
silicon germanium alloys 113 
silicon on insulator (SOI) 
dicontungstase 257 
silver 249 
silver plating 6 
silyl esters 151 
single bath electrodepostion 72 f 
single crystals 170 
single-electron conductivity 269 
sintered pellets, titanium dioxide 121 
size quantization, semiconductor 

quantum dot films 28 ff 
size-selective electrodeposition 5 
Sodergren model 181 
solar cells, dye-sensitized 201-228 
solid electrolytes 188 
solid-state dye sensitized solar cells 

space layers 
- porous silicon 144 
- solar cells 212 
spacing 
- quantum dot films 39,47 
- super1attices/multilayers 89 
spark erosion process 142 
spin coated IT0 glass 253 
spin coating 104 
spin dependent transport 70 
splitting, solar cells 220 
sputtered indium oxide 158 
stacking 67 

103, 134 

226 



stain etching 
- porous semiconductors 109, 113 
- porous silicon 142 
staircase, coulomb 270 
standard carbon electrode (SCE) 

standard deviation 9 
standard dyes 206 
standard hydrogen electrode (SHE) 

stoichiometric semiconductor quantum 

Stranski-Krastanow growth 36 
strong interactions, semiconductor 

structural properties, porous 

substrate-electrode interface, thin-film 

substrate variations, gold films 45 
substrates 
- deposited films 35 
- porous silicon 142 
- solar cells 206 
- superlattices/multilayers 67 
- ultrathin films 265 
sulfides 32 
sulfur affinity 35 
sulfuric acid solutions 121 
superlattices 67-1 01 
superperiodicity 88 
supra-bandgap 58,201 f 
surface area 
- solar cells 201, 206 
- thin-film electrodes 172 
surface bonds 104 
surface bound fluoroprobes 239 
surface modifications, porous 

surface passivating layers 107 
surface roughness 117 
surface states 
- semiconductor quantum dot 

- solar cells 214 

75, 83 

83 

dot films 34 

nanocrystals 12 

silicon 155 

electrodes 177 

silicon 151 

films 53 

surfactants 257 
suspensions 229 
sylanol groups 159 
synthesis, porous silicon 142 
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Tafel plot 84, 150 
tartrate complexation 81 
tellurium layers 2 
thermal fluctuations, ultrathin 

films 269 
thiazine dyes 238 
thick films 29 
thickness 
- semiconductor quantum dot 

- superlattices/multilayers 67 
thin film electrodes 169-200 
thin films 229 
thiols 240 
thionine 239 
time-resolved photocharge (TRPC) 

193 
tip contacts, semiconductor quantum 

dot films 50 
titanium dioxide-gold film 240 
titanium dioxide 
- porous-etched semiconductors 

103, 109, 121 ff 
- semiconductor assemblies 229 f f  
- solar cells 204 ff 
- thin-film electrodes 

topography, semiconductor quantum 

transit time 
- porous-etched semiconductors 132 
- thin-film electrodes 185 
transmission electron microscopy 

(TEM) 27, 93, 115 
transparent conducting oxide 

(TCO) 192 
trapping 
- porous silicon 156 
- semiconductor assemblies 233 

films 61 

171, 177 ff, 
185 

dot films 55 
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- semiconductor quantum dot 

films 53 
- semiconductor nanocrystals 19 
- solar cells 
- thin-film electrodes 

173, 179 f, 185 ff 
tri-iodides 
- solar cells 
- thin-film electrodes 180, 187 
tri-n-butylphosphine (TBP) 33 
tunnel barrier 70 
tunneling diodes 68, 259 

213 ff, 217 f 

205 ff, 218 

ultrathin films 247-286 
ultrathin semiconductor quantum dot 

under-potential deposition (UPD) 
- compound semiconductor films 79 
- semiconductor nanocrystals 2 

films 35 

van der Waals attractions 249 
Vegard law 42 
viologen compounds 236 ff, 275 
Volmer-Weber growth 6, 36 
voltage tunability, porous-etched 

semiconductors 131 

wafers 151 
weak interactions, semiconductor 

wide bandgap oxide semiconductors 

wurtzite 41 

nanocrystals 12 

170 

X-ray diffraction (XRD) 
- semiconductor quantum dot 

- superlattices/muldayers 84, 88 
films 26 f 

V grooves 119 Zener diodes 250, 261 
valence band zinc 7 
- porous silicon 145 zinc oxide 1 ff, 69 
- porous-etched semiconductors 104 zinc perchlorates 32 
- solar cells 201 f zinc selenides 41,43 
- superlattices/mu~ti~ayers 68 zinc telluride 120 
- thin-film electrodes 173 
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List of Symbols 

Chapter 1 

EO 

%or 

gdia 

OR 

(dia) 
r 
t 
A 
E 

N 
EBG 

Chapter 2 

Chapter 3 

L-J 6-12 potential 
fluorescence emission frequency 
standard deviation of the particle diameter 
standard deviation of the particle radius 
mean particle diameter 
particle radius 
time 
area 
interaction energy 
bandgap energy 
number of particles 

absorption coefficient 
X-ray wavelength 
peak position 
peak full width at half maximum (FWHM) in radians 
capacitance of the material 
electronic charge 
current 
constant 
potential 

X tilt angle 
4 azimuthal angle 
/1 wavelength 
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1, 
Lb 

0 
Bi and 0, 
P 
PE 

I 

w 
A 
(4 
i 
i L  
k 
m 
m, 

A 
C c  

D 

Eg 
F 
J 
L 
Li and L, 
M 
Q 
Q 
Q 

V 

Q'" and Q" 
V 

Chapter 4 

a 
a ( 4  

4 0 )  
44 
%4 

& 

Ic 

b 
i 

thickness of layer a 
thickness of layer b 
Bragg angle 
angles corresponding to the positions of the satellites 
density 
displacement of the bound state of the conduction band or valence 
band 
rocking angle 
modulation wavelength 
average d spacing of layers 
current 
limiting current 
wavevector (or reciprocal lattice vector) 
effective mass of electron or hole (dimensionless) 
mass of free electron ( 9 . 1 0 9 ~ 1 0 - ~ ~  kg) 
volume 
electrode area 
bulk concentration of diffusion-limited component 
diffusion coefficient 
bandgap energy 
Faraday's number 
valence band 
confinement dimension 
satellite orders 
formula weight 
charge 
charge of the individual layers 
scattering vector 
harmonics 
potential 

instability parameter 
absorption coefficient for light of wavelength I 
dielectric constant of the solid 
photon flux at the electrode surface 
photon flux at a depth x 
modulated light intensity 
ratio of the rate of radiative recombination to the total recombina- 
tion rate 
average transit time of electrons 
wavelength - 

d width of the porous layer 
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Chapter 5 

a 

P 

a 
ES 

Aa 
Aala 
2nL 
i 
j 
j o  
k 
rn 
4 
A 
AS 
c s c  

Eb 

D 

opto-electrical transfer function 
modulated photocurrent 
Boltzmann constant 
carrier concentration at the surface 
carrier concentration in the bulk 
perturbation wavenumber 
concentration of holes at the surface 
concentration of electrons at the surface 
depth 
space-charge layer capacitance 
dimensions of the porous structure 
Fermi level 
maximum photoluminescence intensity 
photoluminescence intensity 
penetration depth of light of wavelength 1 
diffusion length of holes 
donor density 
quantum efficiency 
temperature 
electrode potential 
flat-band potential 
potential drop across the space charge layer 
width of the depletion layer 

power coefficient for size dependent quantum confinement 
fitting parameter 
dielectric constant of the semiconductor 
wavelength of light 
lattice mismatch 
lattice expansion 
effective optical film thickness 
current 
current density 
reverse-bias saturation current density 
Boltzmann constant 
integer corresponding to the spectral order of a fringe 
charge of an electron 
diode quality factor 
electrode area 
junction capacitance 
diameter of nanocrystallite 
band-bending energy 



quantum confinement energy 
energy of the conduction band edge 
Fermi energy in the semiconductor 
flat band potential 
bandgap of bulk semiconductor 
bandgap of quantum confined semiconductor 
surface state energy 
energy of the valence band edge 
Faraday constant 
thickness of a film 
three dimensions in a nanocrystal 
dopant density in a semiconductor 
ideal gas constant 
temperature Kelvin 
voltage 
intensity of reflected light 

absorption coefficient 
the absorption coefficient 
lifetime of the electron in the conduction band 
relative dielectric constant 
permittivity of free space 
the net electron injection efficiency 
wavelength 
incident photon to current efficiency 
quantum yield for injection of electrons or holes 
photon flux 
charge separation probability 
time constant for charge recombination at open circuit 
time constant for the combined process of charge collection and 
charge recombination 
film thickness 
net photocurrent 
photocurrent 
ideality factor 
electron density 
excess electron density 
concentration of electrons 
electron density in the dark 
donor concentration in the semiconductor 
hole density 
elementary charge 



X 

t 

Ai 
APCE 
CHL 
D 
Darnb 

Def f  
Dn 
DP 
EF 

10 

IL 
IPCE 
I S  

L 
LHE 
Ln 

LP 
U 
UFB 
V 
W 

I 
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distance from the back contact 
time 
absorption 
absorbed photon to current efficiency 
capacitance 
chemical diffusion coefficient for an electron 
ambipolar diffusion coefficient 
effective diffusional coefficient 
electron diffusion coefficient 
diffusion coefficient 
Fermi level 
current 
intensity of light 
photocurrent 
incident photon to current efficiency 
saturation current 
diffusion length 
light harvesting efficiency 
diffusion length of the electron 
diffusion length 
electrode potential 
flat band potential 
voltage 
film thickness 

dielectric constant 
permittivity of vacuum 
electrical (Galvani) potential 
electrical potential difference 
A4 for illuminated cell 
(Galvani) electrical potential drop across Helmholtz layer 
potential distribution 
reduced barrier height (dimensionless) 
barrier height 
standard chemical potential of electron 
difference in ,uz 
difference in pe 
difference in pe for illuminated cell 
electrochemical potential of electron 
difference in re 
tri-iodide tunneling distance 
integral photocurrent density 
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Chapter g 

Boltzmann constant 
conduction band electron concentration 
electron density 
electron charge 
variable distance parameter 
average number of dopants per particle 
electron diffusion coefficient 
doping level 
Fermi level 
electron quasi-Fermi level 
hole quasi-Fermi level 
bandgap 
redox potential 
energy of surface states 
fill factor of solar cell 
intensity of the incident light 
short circuit current (infinite load) 
Debye screening length 
density of states in conduction band 
bulk donor density 
ionized fraction of the donor concentration 
net number of electrons transferred to electrolyte 
concentration of surface states having trapped an electron 
surface state density 
probability distribution of dopant in particle 
particle radius 
specific surface area 
temperature (in degrees Kelvin) 
built-in voltage 
open circuit voltage 

wavelength maximum 
trapped electron 
trapped hole 
hole scavenger 
flat band potential 

P 
X 

has the dimensions of electric field 
quantum efficiency for the electron transfer 
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electroaffinity 
semiconductor permittivity 
barrier height 
external quantum efficiency 
polydispersivity index of nanoparticles 
luminescence lifetime 
work function 
work function for the cathode 
work function for the anode 
thickness of the device sandwiched between the electrodes 
charge of the electron 
current 
Boltzmann constant 
thermal fluctuation 
diode quality factor 
response time for coloration 
response time for bleaching 
effective capacitance 
electric field 
electrostatic energy of introducing an electron into an isolated con- 
ductor 
bandgap energy 
reverse saturation current 
donor density 
charge 
resistance quantum 
tunneling resistance 
absolute temperature 
potential 
applied voltage 
difference between the potential of two regions 
depth of the Fermi level relative to the conduction band 
reverse voltage 
Zener voltage 
width of depletion layer 
width of space charge layer in p-type material 
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List of Abbreviations 

a-ZrP 
PCP 
AFM 
ALE 
APCE 
CB 

CD 
CEC 
CP 
CTA 
CuPEI 
DEG 
DL 
DMSO 
DNSC 
DOMS 
DOS 
DSNC 
DSSC 
DTA 

ECALE 

ECL 
ED 
EE 
EL 
ELTRAN 
EN 
EQCM 

Fe(phen)p 

CB-SEI 

E/C 

eCB 

eVB 

U - Z ~ ( H P O ~ ) ~ - H ~ O  
microcontact printing 
atomic force microscopy 
atomic layer epitaxy 
absorbed photon to current efficiency 
conduction band 
chemically bonded solid electrolyte interface 
chemical deposition 
cationic exchange capacity 
cetyl p yridinium 
cetyltrimethylammonium 
solutions of copper complex with polyethylenimine 
diethyleneglycol 
dif ise  layer 
dimethyl sulfoxide 
dye-sensitized nanostmctured semiconductor cells 
dimethyloctadecylmethoxysilane 
density of states 
dye-sensitized nanostmctured (solar) cell 
dye-sensitized solar cell 
dodec yltrimeth ylammonium 
electrochemical/chemical 
electrochemical atomic layer epitaxy 
free charge carrier in the conduction band 
electrogenerated chemiluminescence 
electrodeposition OR electron diffraction 
light incident on the electrode interface f front wall illumination) 
electroluminescence 
epitaxial layer transfer 
electroneutrality equation 
electrochemical quartz crystal microbalance 
free charge carrier in the valence band 
tri( 1,lO-phenanthroline)iron( 11) 
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FF 
FWHM 
GB 
GMR 
GO 
HDT 
HEMT 
HL 
HOMO 
HRTEM 
IMPS 
IMPV 
IMVS 
IPCE 
IT0 
LCAO 
LED 
LHE 
LUMO 
MBE 
MEA 

MEMS 
MHImI 
MINIM 
MO 
MOCVD 
MOS 
NBOHC 

NDR 
NHE 
n-PS 
NREL 
NSEI 
n-Si-D 

n-Si-nc 
OMeTAD 

OTE 
PAA 
PAH 
PAS 
PDDA 

MEH-PPV 

NC-AFM 

Os(bpY):+ 

fill factor 
full width at half maximum 
grain boundary 
giant magnetoresistance 
graphite oxide 
1,G-hexanedithiol 
high electron mobility transistor 
Helmholtz layer 
highest occupied molecular orbital 
high resolution transmission electron microscopy 
intensity-modulated photocurrent spectroscopy 
intensity-modulated photovoltage spectroscopy 
intensity-modulated voltage spectroscopy 
incident photon to current efficiency 
indium tin oxide 
linear combination of atomic orbitals 
light-emitting diode 
light harvesting efficiency 
lowest unoccupied molecular orbital 
molecular beam epitaxy 
mercaptoethylamine hydrochloride 
poly( 2-methoxy) - 5 4  2'-ethylhexyloxy)-p-phenylenevinylene 
microelectromechanical systems 
1 -hexyl-3-methylimidazolium iodide 
metal-insulator-nanoparticle-insulator-metal 
montmorillonite 
metal oxide chemical vapor deposition 
metal-oxide semiconductor 
non-bonding oxygen hole center 
non-contact atomic-force microscopy 
negative differential resistance 
normal (standard) hydrogen electrode 
n-type porous silicon 
National Renewable Energy Laboratory 
nanostmctured semiconductor electrode-electrolyte interface 
n-type silicon wafer derivatized with a covalently attached 18-hy- 
droxydimethyloctadecylsiloxane monolayer 
silicon nanocrystallites prepared from n-type silicon wafers 
2,2',7,7'-tetrakis (N, N-di-p-methoxyphenylamino) -9,9'-spirobifluorene 
tris(2,2'-bipyridine)osmium( 11) 
optically transparent electrode 
poly(acry1ic acid) 
poly(ally1amine hydrochloride) 
polyacenic compounds 
poly(dimethy1ammonium chloride) 
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PdTSPP" 
PEC 
PEI 
PEO 
PL 
PMA 
PMeT 
PPP 
p-PS 

PPV 

p-Si-D 

p-Si-nc 
PSS 
PV 
PVDF 
PVPH' 

PPY 

palladium(II)tetrakis(Csulfonatophenyl) porphyrin 
photoelectrochemical 
polyethylenimine 
poly(ethy1ene oxide) 
photoluminescence 
poly(methacry1ic acid) 
poly (3-methylthiophene) 
poly(ppheny1ene) 
p-type porous silicon formed by the electrochemical etching of p- 
type silicon wafer 
poly (p-phenylenevinylene) 

p-type silicon wafer derivatized with a covalently attached 18-hy- 
droxydimethyloctadeqlsiloxane monolayer 
silicon nanocrystallites prepared from p-type silicon wafers 
poly(styrene-4-sulfonic acid), sodium salt 
phenylenevinylene OR photovoltaic 
poly(viny1idenefluoride) 
protonated poly(4-vinylpyridine) 

POlY (pyrrole) 

PyC6BPC6Py bipolar pyridine salt 
QD 
RHEED 
RS 
RSD 

SAD 
SAED 
SAMs 
sc 
SCL 
SE 

SEI 
SFM 
Si-nc 
so1 
STM 
TB P 

TCO 
TEM 
TOP0 
TRPC 
UHV 
UPD 

Ru PPY) :+ 

t-Bu-PBD 

quantum dot 
reflection high-energy electron diffraction 
rock salt 
relative standard deviation 
tris (2,2'-bipyridine)ruthenium( I I) 
selected area diffraction 
selected area electron diffraction 
self-assembled monolayers 
semiconductor 
space charge layer 
light incident on the substrate-electrode interface (back wall illumi. 
nation) 
semiconductor-electrolyte interface 
scanning force microscopy 
silicon nanocrystallites 
semiconductor-on-insulator 
scanning tunneling microscopy 
tri-n-butylphosphine 
electron-transporting oxadiazole derivative 
transparent conducting oxide 
transmission electron microscopy 
trioctylphosphine oxide 
time-resolved photocharge 
ultrahigh vacuum 
underpotential deposition 
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uv ultraviolet 
VB valence band 
W sodium decatungstate OR wurtzite 
XPS X-ray photoelectron spectroscopy 
XRD X-ray diffraction 
ZB zinc blende 

I 




