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PREFACE

Although researchers began to use the prefix “nano” more than thirty years
ago, it is only in the last ten years that its use has spread to virtually every
field of science, technology and medicine. Today it is used as much for
fashion as it is for scientific classification, but the blossoming of interest
nevertheless reflects a genuine explosion in the useful application of nano-
techniques and nanomaterials to both science and technology. We have
reached the point where it is possible to manipulate materials at the molec-
ular and atomic level and create genuinely new materials and processes that
are tuned for particular applications. Examples have emerged in fields as
disparate as novel semiconductors for nanoelectronics and medicines for the
treatment of hereditory illnesses. Capabilities are emerging in nanoscience
and nanotechnology that could not have been imagined two decades ago and
this book provides an invaluable underpinning for those genuinely interested
in understanding their limits and capabilities so that they can apply them
to the advancement of science and engineering.

When the prefix “nano” was first used in the 1970s, it genuinely referred
to structures with dimensions that approached a nanometer or at least a
few nanometers, and distinguished them from microstructures, but as its
use spread, the definition was loosened to embrace structures up to 100
nanometer and that is where it has settled. It is important to preserve it
at this level if the classification is to remain of value. This volume concen-
trates on the science and technology that underpins the genuine advances
that have been made in manipulation and examination at dimensions below
100 nanometers. Starting with a chapter on carbon and its various molec-
ular configurations it contains chapters written by experts on both man-
made and naturally occurring structures, on nanodevices with potential
application to information and communication technologies, and on the

v
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vi Preface

advanced analytical and microscopical techniques that have been developed
to examine and assess these incredible small artifacts. There are chapters
on molecular self-assembly and tunnel transport through proteins showing
how science and technology can now operate at a level that probes the
internal mechanisms of life itself. The nanoworld is so wide and diverse
that no single volume is going to give comprehensive coverage of worldwide
activity but this book covers as much as any and will long be useful as a
reference to those entering the field or interested in its capabilities.

Lord Broers FREng FRS
Chairman, House of Lords Science and Technology Select Committee

Past President, Royal Academy of Engineering
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INTRODUCTION

Giles Davies

School of Electronic and Electrical Engineering
University of Leeds, Leeds, UK

You see things; and you say “Why?” But I dream things that never were;
and I say “Why not?”
George Bernard Shaw

Of the volumes planned for this series of books from the Royal Society and
Imperial College Press, this is the only one that is devoted to “engineering”
rather than “science”. The distinction between these broad disciplines is
often blurred: scientists searching for the answer to their question “Why?”
often need to develop technology to make progress, in effect becoming engi-
neers. Similarly, engineers wanting to exploit science to answer their ques-
tion “How?”, or possibly “Why not?”, often find they must understand
better the underlying fundamental science and so, perhaps temporarily,
become scientists.

The blurring between these disciplines occurs probably none more so
than in the emerging field(s) of nanoscience and nanotechnology. Using
the definitions established by the recent Royal Society/Royal Academy of
Engineering wide-ranging report on nanotechnology,a nanoscience is the
study of phenomena and manipulation of materials at atomic, molecular
and macromolecular scales, where properties differ significantly from those

aNanoscience and Nanotechnologies: Opportunities and Uncertainties, published on
29 July 2004 by the Royal Society and the Royal Academy of Engineering (see
http://www.nanotec.org.uk/).

1
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at a larger scale. Nanotechnologies are the design, characterization, produc-
tion and application of structures, devices and systems by controlling shape
and size at the nanometer scale. As such, the experimental and theoretical
work of chemists, physicists, electronic and mechanical engineers, material
scientists, biochemists, molecular biologists, inter alia, can all contribute to
this cross-disciplinary field, making it, in my (perhaps biased) opinion, one
of the most exciting and challenging research activities to pursue.

Broadly speaking, nanoscience and nanotechnology are concerned with
materials that have at least one dimension less than 100nm, or one-tenth of
a micron. To put this into context, a carbon Buckminsterfullerene molecule
(“Bucky Ball”), which comprises 60 carbon atoms arranged into a spherical
soccer-ball-shaped structure, has a diameter of 1 nm — this is about 200
billion times smaller than the diameter of a real soccer ball, which itself
is about 200 billion times smaller than the diameter of the earth. A nano-
structure can be categorized as zero-, one-, or two-dimensional according
to whether its features are confined to the nanometer scale (nanoscale)
in three, two, or one dimensions, respectively. The fullerene molecule, for
example, can be regarded to be zero-dimensional owing to its size being on
the nanoscale in all three dimensions. Other zero-dimensional nanostruc-
tures include metal and semiconductor particles that are a few nanometers
in diameter, and are sometimes called “quantum dots”. A one-dimensional
nanostructure (a “quantum wire”) is confined in two dimensions, and
extended in the third. Carbon nanotubes, for example, which can be visu-
alized as rolled up sheets of graphene, can be regarded as quantum wires,
as indeed can many molecules and biomolecules, particularly if they are
polymeric. Finally, there are two-dimensional nanostructures, which are
confined on the nanoscale in one dimension but are extended in the plane,
and can manifest as coatings or thin films, or electron layers buried inside
semiconductor devices, for example.

A further broad categorization is often made according to how the
nanostructure is fabricated. The “top-down” approach, as the name implies,
involves defining the nanostructure out of a larger macroscopic material per-
haps by chemical etching, milling, or electrostatic confinement, inter alia,
and crudely speaking, has predominantly lay in the remit of the physi-
cal and material scientist, or the electronic and mechanical engineer. The
“bottom-up” approach, on the other hand, fashions the desired nanostruc-
ture from smaller, constituent parts, perhaps by chemical synthesis, and has
its provenance in the laboratories of the chemist or biochemist, for example.
These characterizations emphasize how nanotechnology is a convergence of
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a vast range of disparate science and technology, and is inherently a multi-
disciplinary field.

However, the focus of nanoscience and technology is not with materi-
als that are simply small; the properties of the structure or material must
be different from those exhibited in the bulk. There are two main reasons
that this can be the case. Electrons, the fundamental particle central to
most of the physical and chemical properties of materials, and in particular
their electronic and optical characteristics, have a size. This size is related
to their wavelength, a consequence of the wave–particle duality inherent
in the quantum mechanics that governs electron behaviour, and this wave-
length can be on the nanoscale. If the dimension of a material approaches
the electron wavelength in one or more dimensions, quantum mechanical
characteristics of the electrons that are not manifest in the bulk material
can start to contribute to or even dominate the physical properties of the
material. This allows fundamental quantum mechanical properties to be
accessed for their study and potentially for their exploitation.

The second main reason that the properties of nanoscale materials
can be different from those exhibited in the bulk is associated with their
increased relative surface area. By reducing the diameter of a quantum dot
from 30 to 3 nm, the number of atoms on its surface increases from 5% to
50%.b Therefore, for a given mass of material, nanoparticles will have a
greater surface area compared to larger particles, and hence will be much
more reactive, as chemical reactivity, catalytic activity, and growth reac-
tions occur at a material’s surface. Similarly, the high grain boundary area
in materials comprising nanoscale crystalline grains can instill enhanced
mechanical properties.

It is probably becoming clear that the field of nanotechnology is vast,
and this book can only hope to give a taste of the immense activity currently
taking place. A significant part of this book is devoted to the fundamen-
tal nanotechnology building blocks — the nanostructures themselves. In
Chapter 1, Humberto and Mauricio Terrones describe carbon-based nano-
structures and, in particular, carbon nanotubes and carbon fullerenes. The
authors review the fabrication and properties of these fascinating struc-
tures, and discuss their emerging and potential applications. Moving from
the organic to the inorganic world, Caterina Ducati discusses the growth
of nanowires made of inorganic materials such as silicon, ruthenium oxide,
and nickel sulphide by a number of physical and chemical processes in

bIbid.
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Chapter 2. And in Chapter 3, material scientists Jon Molina-Aldareguia
and Stephen Lloyd describe multi-layered inorganic materials, which have
a range of potential applications including hard coatings and data stor-
age systems. In his fascinating chapter (Chapter 4), Simon Hall draws on
nature for inspiration and techniques to fabricate inorganic nanowires, and
illustrates how fruitful the adoption or exploitation of processes, techniques
or systems from traditionally distinct disciplines can be. In particular, we
see how chitosan, a derivative of chitin (one of the main components in the
cell walls of fungi and insect exoskeletons), can be used to template the
fabrication of high-temperature superconductor wires.

Equally important to the fabrication of nanostructures is the develop-
ment of techniques to assemble them onto surfaces, or into appropriate
geometries or circuits, or to interface them with the outside world. This
is particularly necessary for the exploitation of nanotechnology to produce
useful applications, since no matter how fascinating the physical, chem-
ical, or biological properties are of any given nanostructure, it is likely
that they will need to be organized into some kind of functional device to
employ their properties. In particular, there is a need for directed assem-
bly tools, in which the nanostructures can self-assemble or be programmed
to self-assemble into their desired final configuration. In Chapter 5, Philip
Gale discusses progress in the field of supermolecular chemistry, concen-
trating on how molecular subunits can be designed to assemble into larger
chemical complexes, which allows one to engineer new molecular knots and
chains, and even nanoscale molecular machines, that could not be made
previously. Probably the best known self-assembling molecular system is
DNA (deoxyribonucleic acid), which in its physiological state comprises two
polymeric molecules of complementary chemical structure entwined around
one another — the famous double-helix structure. If the individual strands
are not chemically complementary, they remain separate and the double
helix does not form. This has led a number of researchers to propose that
DNA, and other (biological) systems with analogous lock-and-key recogni-
tion properties, could form the basis of a nanostructure assembly procedure.
In Chapter 6, Christoph Wälti reviews this field and describes a number
of experiments designed to exploit DNA to this end, including the selec-
tive attachment of molecules to surfaces at a nanometer-scale resolution,
the manipulation of surface-tethered molecules by electric fields, and the
fabrication of branched DNA constructs.

Chapter 6 approaches nanotechnology from the broad perspective of
developing molecular-scale electronic devices — the natural evolution of
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the progressive miniaturization of semiconductor electronics over the past
50 years. This is a theme shared with the chapters that immediately fol-
low. In Chapter 7, Jason Davis continues the discussion of the integration of
biological molecules into electronic circuitry, and describes a range of exper-
iments on metallo-proteins, proteins containing transition metals, including
studies of their electrical conduction properties. In Chapter 8, John Cun-
ningham returns the discussion to the top-down methodology and reviews
a number of nanoscale electronic devices formed by electrostatic confine-
ment, including devices that control individual electrons or operate by the
action of individual electrons. Rolf Crook continues with this theme in
Chapter 9 describing an innovative technique to pattern electronic nano-
structures in an erasable fashion, providing a flexible approach for investi-
gating and optimizing such devices. Moving sideways from nanoelectronic
systems to nanomagnetic systems, Robert Hicken’s chapter (Chapter 10) is
concerned with the development of nanomagnetic materials and how they
can be exploited for future data storage applications. Indeed, the ongoing
parallel miniaturization of the electronic and magnetic components integral
to consumer products such as personal computers is one example of how
relevant this technology is to everyday life; nanotechnology is not just an
esoteric research field that might find application in the future, it is in use,
all around us, now.

The analysis and characterization of nanostructures is a crucial part
of their fabrication, assembly, and understanding, and all of the preceding
chapters describe the techniques employed to study and assess the spe-
cific systems under discussion. The last two chapters of this book, however,
particularly concentrate on sophisticated analytical techniques. In Chapter
11, David Richards discusses new scanning-probe technology developed
to address the nanoscale optically, while in Chapter 12, Mark Osborne
describes fluorescent techniques to investigate single molecules and how
they interact with their immediate environment.

The authors of these chapters are young researchers, many of whom
hold or have recently held prestigious Royal Society University Research
Fellowships or Advanced Research Fellowships from the UK’s Engineering
and Physical Sciences Research Council (EPSRC). They are working at the
cutting edge of their fields, and these articles describing their research and
setting it into a wider context provide an excellent overview of these top-
ics and demonstrate the infectious enthusiasm of young people passionate
about what they do best — asking the questions “Why?” and “Why not?”
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CHAPTER 1

THE SHAPE OF CARBON: NOVEL MATERIALS
FOR THE 21ST CENTURY

Humberto Terrones* and Mauricio Terrones

Advanced Materials Department, IPICyT
Camino a la Presa San José 2055, Lomas 4a Sección

78216 San Luis Potośı, SLP, México
∗E-mail: hterrones@ipicyt.edu.mx

Carbon is one of the elements most abundant in nature. It is essential for
living organisms, and as an element occurs with several morphologies.
Nowadays, carbon is encountered widely in our daily lives in its var-
ious forms and compounds, such as graphite, diamond, hydrocarbons,
fibers, soot, oil, complex molecules, etc. However, in the last decade,
carbon science and technology has enlarged its scope following the dis-
covery of fullerenes (carbon nanocages) and the identification of carbon
nanotubes (rolled graphene sheets). These novel nanostructures possess
physico-chemical properties different to those of bulk graphite and dia-
mond. It is expected that numerous technological applications will arise
using such fascinating structures. This account summarizes the most
relevant achievements regarding the production, properties and applica-
tions of nanoscale carbon structures. It is believed that nanocarbons will
be crucial for the development of emerging technologies in the following
years.

Keywords : Carbon, nanotubes, nanoelectronics, nanodevices,
curvature.

1. Introduction

Various forms of carbon including graphite, diamond, and hydrocarbon
molecules have been intensively studied since the beginning of the 20th cen-
tury. In 1924, J. D. Bernal successfully identified the crystal structure of

7
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graphite and in the 1940s developments of carbon alloys such as spheroidal
graphite (SG) in cast iron were carried out. Rosalind Franklin distinguished
graphitizing and nongraphitizing carbons in the early 1950s. From the 1950s
to 1970s carbon fibers were produced and developed for industrial applica-
tions. Diamonds have been successfully grown synthetically from 1955 and
diamond thin films by chemical vapor deposition have also become a 21st
century material. However, by the end of last century, the discovery of a
third carbon allotrope Buckminsterfullerene (C60)1 had opened up a novel
and distinct field of carbon chemistry. As a result, in the early 1990s, elon-
gated cage-like carbon structures (known as nanotubes) were produced and
characterized. This gave a tremendous impetus to a new, multidisciplinary
field of research pursued internationally.

Carbon possesses four electrons in its outer valence shell; the ground-
state electron configuration is: 2s2 2p2. Graphite and diamond are consid-
ered as the two natural crystalline forms of pure carbon. In graphite, carbon
atoms exhibit what is known as sp2 hybridization, in which each atom is
connected evenly to three carbons (120◦ bond angles) in the xy plane. The
C–C sp2 bond length is 1.42 Å. The sp2 set forms the hexagonal (honey-
comb) lattice typical of a sheet of graphite. The pz orbital is responsible
for a weak bond, termed a van der Waals “bond ”, between the sheets. The
spacing between these carbon layers is 3.35 Å (Fig. 1(a)). The free electrons
in the pz orbital move freely within this cloud and are no longer local to
a single carbon atom (delocalized). This phenomenon explains the reason
why graphite can conduct electricity.

In diamond sp3 hybridization takes place, in which four bonds are
directed toward the corners of a regular tetrahedron (Fig. 1(b)). The result-
ing three-dimensional cubic network (diamond) is extremely rigid and is
one reason for its hardness. The bond length between sp3 carbons (e.g.,

Fig. 1. (a) The crystal structure of diamond; (b) graphite; and (c) C60: buckminster-
fullerene.
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diamond) is 1.56 Å. A hexagonal, wurtzite form of carbon has been found in
meteorites and in shock-loaded graphite and has been named “lonsdaleite”
in honor of Kathleen Lonsdale, who studied this system.

Diamond, on the contrary, behaves as insulator, because all electrons
are localized in the bonds within the sp3 framework.

2. New Carbon Nanostructures: Fullerenes, Carbon Onions,
Nanotubes, Etc.

2.1. Fullerene discovery and bulk synthesis

Research that resulted in the Fullerene discovery originated in the
1970s, when Harry Kroto and David Walton (Sussex University) studied
cyanopolyynes, molecules of the type H(C≡C)nC≡N. The Sussex team
succeeded in preparing HC5N and HC7N, and together with Takeshi
Oka, an astronomer, and co-workers, detected radio waves emitted from
cyanopolyynes HCnN (n = 5, 7, 9) in the center of our galaxy.1 In 1984,
Robert Curl introduced Kroto to Richard Smalley (Rice University), who
was then carrying out cluster experiments by vaporizing solid Si targets
with a laser. Kroto wanted to vaporize graphite with the idea of proving
that longer cyanopolyynes chains could be formed in the interstellar media.

In late August 1985, during the Rice experiments, Kroto and colleagues
noted the dominant role played by the 60-atom cluster (the most intense
in the spectra), and ascribed the structure of this 60-atom molecule to a
truncated icosahedral cage, consisting of 20 hexagons and 12 pentagons, all
carbons having sp2-like hybridized carbon bonds, without dangling bonds
and all atoms identically situated (Fig. 1(c)). The authors named the new
cage molecule Buckminsterfullerene, in honor of the American architect
Richard Buckminster Fuller, who had designed geodesic domes with similar
topologies.1

Five years later, in 1990, Wolfgang Krätschmer, Donald Huffman and
colleagues2 found that C60 could be produced in macroscopic quantities,
forming crystals, using an electric carbon arc discharge apparatus.3 Almost
simultaneously, the Sussex team became the first to isolate C60 and C70

molecules and confirmed that the structure of C60 was indeed that of a
truncated icosahedron with Ih symmetry (nanosoccer ball).3

Nowadays, C60 molecules have been used as the basis of a new type of
chemistry (fullerene chemistry), in which various types of organic, inorganic,
and organometallic molecules have been reacted with these carbon cages.
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When C60 crystals are doped with alkali metals, such as potassium, cesium
or rubidium, it is possible to obtain superconductors at < 33K.3 Among the
strange properties of C60, inhibition of the HIV has even been detected.4

2.2. From giant fullerenes to graphitic onions

In 1980, Sumio Iijima reported for the first time the existence of nested
carbon nanocages (now known as graphitic onions) seen by using high-
resolution transmission electron microscopy (HRTEM) (Ref. 5 and refer-
ences therein). Eight years later, Harry Kroto and Ken McKay proposed
also for the first time, the model of graphitic onions consisting of nested
icosahedral fullerenes (C60, C240, C540, C960, . . . ) containing only pentag-
onal and hexagonal carbon rings.1,5 In 1992, Daniel Ugarte observed the
transformation of polyhedral graphitic particles into almost spherical car-
bon onions,6 when he irradiated the specimens with fast electrons inside
an electron microscope. Theoretical researchers proposed the idea of intro-
ducing additional pentagonal, heptagonal, or octagonal, carbon rings into
icosahedral carbon cages, to form spherical onions (Refs. 5 and 7; Fig. 2).
At present, the fabrication of electronic devices using spherical carbons
waits in the future, but it is clear that some applications will arise in the
nanotechnology field.

Fig. 2. (a) Spherical carbon onion produced in a TEM at 700◦C and (b) model pro-
posed by Terrones and Terrones for spherical carbon onions based on the introduction
of additional heptagonal and pentagonal carbon rings (Terrones and Terrones, 1996).



August 30, 2007 9:42 WSPC/Advances in Nanoengineering 9in x 6in ch01

Carbon: Novel Materials for the 21st Century 11

2.3. Carbon nanotubes

2.3.1. Identification and structure of carbon nanotubes

Carbon nanotubes can be considered as elongated fullerenes (Fig. 3(a)).
There are two types of tubes: single-walled (SWNTs) and multi-walled
(MWNTs). In 1991, Sumio Iijima reported the existence of MWNTs, con-
sisting of concentric graphene tubes (Ref. 8; Fig. 3(b)). These nested tubes
(2–10nm outer diameter; < 5µm in length) exhibited interlayer spacings
of ca. 3.4 Å, a value that is slightly greater than that of graphite (3.35 Å).
Iijima also noted that the tubes exhibited different helicities or chiralities.
This refers to the way hexagonal rings are arranged with respect to the
tube axis. Thomas Ebbesen and Pulickel Ajayan published the first account
of the bulk synthesis of MWNTs using the arc discharge technique (see
Ref. 9) only a few months after Iijima’s publication. It is also important to
note, that probably the first HRTEM images of carbon nanotubes (SWNTs

Fig. 3. (a) Molecular model of an SWNT (rolled hexagonal carbon lattice), which is
capped due to the introduction of six pentagons in each nanotube end; (b) HRTEM
image of one end of an MWNT (nested graphene cylinders; courtesy of P. M. Ajayan);
and (c) model of a nanotube tip exhibiting the locations of the six pentagonal rings
(open circles; courtesy of P. M. Ajayan).
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and MWNTs) were obtained by Morinobu Endo in the mid-1970s.10 He
observed that tubular graphite of nanometer scale could be produced using
this thermolytic process, and imaged the first ever-observed SWNTs and
MWNTs.

Based on an hexagonal carbon honeycomb sheet, it is possible to create
SWNTs of different chiralities described by two indices (m, n) (Fig. 4). These
indices describe precisely how the carbon honeycomb sheet is rolled up into
the final tube configuration, determining the direction the sheet is rolled in
as well as the final diameter of the tube. Therefore, with the (m, n) indices,
one can construct chiral and nonchiral nanotubes (Fig. 4). There are two
types of nonchiral tubes: (1) armchair-type tubes, occurring when “m = n”
(m, m) and (2) zigzag configurations, occurring when “n = 0” (m, 0).

In chiral nanotubes “m” and “n” are different (m, n). In 1992, two
groups predicted theoretically that the electronic properties of carbon
nanotubes would depend on their diameter and chirality: in particular, all of
the so-called armchair-type nanotubes could be metallic (see Fig. 4), and
zigzag nanotubes could be semiconductors except for the cases in which
“m − n” is multiple of 3 (see Fig. 4).3 These results amazed the scientific
community because bulk graphite behaves only as a semi-metal, and bulk
diamond does not conduct electricity.

The unique electronic properties of carbon nanotubes are due to
the quantum confinement of electrons normal to the nanotube axis. In
the radial direction, electrons are restricted by the monolayer thickness
of the graphene sheet. Consequently, electrons can only propagate along
the nanotube axis, and so their wave vector distribution has points. These
sharp intensity spikes shown in the density of states (DOS) of the tubes
are known as “van Hove” singularities, and are due to this one-dimensional
quantum conduction, which is not present in an infinite graphite crystal.11

2.3.2. Carbon nanotube production methods

Arc discharge method: The technique is similar to the one used for obtain-
ing fullerenes developed by Krätschmer and Huffman,2 with two main
differences: (a) the pressure is higher, around 500 torr (for fullerenes the
pressure is around 100 torr) and (b) MWNTs are grown on the cathode and
not in the chamber soot. This method produces highly graphitic MWNTs
with diameters ranging from 2 to 30 nm (separation between the concentric
cylinders is ca. 3.4 Å). The length of these nanotubes can be up to 30µm.
Since the electric arc reaction is too violent, it is very difficult to control the
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Fig. 4. Molecular models of SWNTs exhibiting different chiralities: (a) armchair configuration; (b) zigzag arrangement; and (c) chiral
conformation. Left: Indexed graphene sheet (courtesy of M. S. Dresselhaus). Unitary vectors a1 and a2 are necessary to determine the
rolling direction expressed by vector Cn . Note that all armchair tubes are metallic, as are all tubes in which m – n is an integer multiple
of 3. All other tubes are semiconducting tubes.
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formation conditions. In addition to MWNTs, polyhedral particles (giant
nested fullerenes) are also formed as a subproduct.

The first reports on the production of SWNTs using the arc appeared
in 1993.3 These authors produced SWNT material by arcing Fe-graphite
or Co–Ni-graphite electrodes in a methane–argon or helium atmospheres.
Nowadays SWNTs can also be produced using the carbon arc method if
metal catalysts (Gd, Co–Pt, Co–Ru, Co, Ni–Y, Rh–Pt, and Co–Ni–Fe–Ce)
are introduced into the graphite anode (see Ref. 9). SWNTs produced by
the arc discharge are deposited on a “collaret” as a rubbery soot formed
around the cathode.

Pyrolysis of hydrocarbons: This technique consists of heating a hydrocar-
bon or any organic precursor containing carbon, in the presence of a tran-
sition metal catalyst such as nickel, cobalt, or iron. Two mechanisms have
been proposed for the formation of carbon fibers which can be extended to
SWNTs and MWNTs: the first, proposed by Baker et al., consists of the
diffusion of carbon through the catalytic particle and the deposition of the
carbon material on the other side to form the fibers.9 In the second, pro-
posed by Baird et al. and Oberlin,10 the filaments are formed by diffusion
of carbon around the surface of the catalytic particle to generate the fiber.9

The carbon diffusion parameters depend critically on the dimensions of the
metal particles, the physico-chemical characteristics of the metal used as
catalyst, the temperature, the hydrocarbons and the gases involved in the
process. Using this method it is now possible to generate patterns of aligned
carbon nanotubes9,12 (Fig. 5).

It is also possible to produce SWNTs via pyrolytic methods. In this
context, Dai et al.13 reported the generation of SWNTs via thermolytic
processes involving Mo particles in conjunction with CO (in other words,
CO disproportionation) at 1200◦C. In 1998, Cheng et al.14 demonstrated
that it is possible to obtain large amounts of SWNT ropes using experiments
similar to those reported by Endo.14 A novel production method involving
the thermolysis of Fe(CO)5 in the presence of CO at elevated pressures
(< 10 atm) and temperatures (800–1200◦C) was reported to be extremely
efficient and nowadays bulk amounts (g/h) can be produced using this
method. The latter was named HipCo process, and was developed by the
Rice group.15

Laser vaporization: For producing MWNTs, the process involves firing a
high-power laser (YAG type) toward a graphite target inside a furnace at
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Fig. 5. (a) SEM images of nanoflowers created with patterns of aligned carbon nano-
tubes grown perpendicularly, by pyrolyzing xylene–ferrocene mixtures over SiOx sub-
strates (courtesy of P. M. Ajayan) and (b) SEM image of a “nanocake” produced by
pyrolyzing benzylamine-toluene-ferrocene solutions over round SiOx patterns.

1200◦C in the presence of Ar.5,9 Thess et al. demonstrated that if nickel or
cobalt is added to the graphite target, SWNTs are obtained (see Ref. 9). The
SWNTs exhibit diameters around 14 Å forming a two-dimensional crystal
with a lattice constant of 17 Å. It is also possible to produce SWNTs using
a CO2 laser focused on a graphite–metal target16 in the absence of any
furnace. Eklund and co-workers17 reported that ultrafast (sub-picosecond)
laser pulses are able to produce large amounts of SWNTs (1.5 g/h).

Electrolysis: The method (developed by Wen Kuang Hsu) involves
graphite electrodes immersed in molten LiCl (contained in a graphite cru-
cible) under an argon or air atmosphere (see Refs. 9 and 18), applying a
DC voltage between the electrodes. Under optimal conditions, it is possible
to generate up to 20–40% of MWNTs using this liquid phase technique.
The depth of the cathode and the current (3–10 amp) play an important
role in the formation of nanotubes. Other studies carried out at Cambridge
University indicated that the nanotube production strongly depends on the
molten salt and the temperature of the electrolyte.19

Solar vaporization: The method, first developed by Laplaze and co-
workers, is able to generate SWNTs and MWNTs, when solar energy is
focused on a carbon–metal target in an inert atmosphere.20 Laplaze and
co-workers have been able to scale up this process using solar flux densities
in the range of 600–920W/cm2, thus resulting in the generation of soot
(2 g/h) rich in fullerenes and nanotubes.20
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2.3.3. Mechanical properties of carbon nanotubes

The carbon–carbon bond observed in graphite is one of the strongest in
nature, and therefore carbon nanotubes are excellent candidates to be the
stiffest and the most robust structure ever synthesized. The first attempt
to determine the stiffness of carbon nanotubes was made by Treacy and
colleagues (see Ref. 9) using a TEM to measure the amplitudes of vibrat-
ing tubes at different temperatures. These authors found that MWNTs
exhibit a Young’s modulus of the order of 1.2–1.8TPa, which is higher
than that of conventional carbon fibers. Direct measurements using atomic
force microscopy (AFM) revealed that the Young’s modulus of MWNTs
is around 1.28TPa (see Ref. 9). Subsequently, Richard Superfine’s group
(see Ref. 9) observed that MWNTs could be bent repeatedly through large
angles using an AFM tip, without undergoing catastrophic failure. Mori-
nobu Endo and co-workers also observed by breaking vapor-grown carbon
fibers (VGCFs) in liquid nitrogen,21 that an inner tubule (diameter ca.
2 nm or more) could survive this usually catastrophic bending.

However, the values for Young’s moduli could decrease considerably
due to the presence of defects present within the structure (e.g., pentagon–
heptagon pairs, vacancies and interstitials usually present in pyrolytically
grown nanotubes).

2.3.4. Electronic properties of carbon nanotubes

Individual MWNT conductivity measurements have demonstrated that
individual MWNT exhibits unique conductivity properties (resistivities at
300K of ca. 1.2 × 10−4 to 5.1 × 10−6 Ω cm; activation energies < 300meV
for semiconducting tubes) (these measurements were perfomed mainly by
Ebbesen’s and Lieber’s groups; see Ref. 9). Cees Dekker and co-workers (see
Ref. 9) carried out the first transport measurements on individual SWNTs
(1 nm in diameter), and demonstrated for the first time that the SWNTs
behave as quantum wires, in which electrical conduction occurs via well-
separated, discrete electron states that are quantum-mechanically coherent
over long distances (see Ref. 9).

Using scanning tunneling spectroscopy (STS), it has been possi-
ble to determine the electronic local density of states (LDOS) on
various individual SWNTs, showing that SWNTs can be either metals
or semiconductors, depending on small variations in the (m, n) indices
or diameter.9 The possibility of superconduction in carbon nanotubes
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(Tc = 0.55K) was demonstrated experimentally by Kasumov et al.22 More
recently, Tang and co-workers reported that SWNTs of 4 Å in diameter,
embedded in zeolite matrices, superconduct below 20K.23

2.3.5. Thermal properties of carbon nanotubes

McEuen’s group determined that the thermal conductivity for individual
MWNTs is higher than that of graphite (3000W/K) at room tempera-
ture, and two orders of magnitude higher than those obtained for bulk
aligned MWNT carpets.24 Hone et al. have measured the thermal con-
ductivity of: (a) mats of randomly oriented SWNTs (35W/mK) and (b)
aligned SWNTs (> 200W/mK). The thermal conductivity of SWNTs at
low temperatures exhibited linear acoustic bands contributing to the ther-
mal transport at the lowest temperatures and optical sub-bands entering
at higher temperatures.25

2.3.6. Carbon nanocones

It is also possible to create graphite-like cones, when five or less carbon
pentagons are inserted in a graphene sheet (see Ref. 9; Fig. 6(a)). Various
authors reported the existence of graphite cones and conical fibers using
thermolytic approaches involving carbon precursors.26 Charlier’s group27

has calculated the electronic properties of nanocones, thus finding that there
is a charge accumulation toward the tip and that there are localized states
near the Fermi level. Thus these structures may be suitable for electron field
emitters. In addition, the synthesis of coalesced graphitic nanocones has
been achieved by heating conical nanofibers up to 2800◦C;28 the electronic
properties of coalesced graphitic cones have been calculated showing that
the coalesced edges with heptagons and pentagons play a crucial role in the
LDOS.28

2.3.7. Negatively curved graphite: Helices, toroids, and schwarzites

In 1992, Alan Mackay and Humberto Terrones29 predicted that the pres-
ence of heptagonal or octagonal rings in sp2 carbon would induce structures
with negative curvature (Fig. 6(b)). A year later, Iijima et al.30 reported
this curvature phenomenon in carbon nanotubes due to the presence of
an extra pentagon–heptagon pair within a tubule. By combining hep-
tagons and pentagons in the predominantly hexagonal carbon framework,
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helicoidal graphite or helically shaped carbon tubes can be generated
(Fig. 6(c)) (Ref. 18 and references therein).

It is also possible to produce toroidal nanocarbons when a different
arrangement of heptagonal and pentagonal rings is embedded in the hexag-
onal carbon network (Fig. 6(d)). The first researchers to observe hemi-
toroidal nanotube caps (axially elongated concentric doughnuts) were Iijima
and Ajayan,31 when studying the morphologies of nanotube caps of material
produced in the arc discharge generator. Subsequently, Endo and co-workers
found similar hemi-toroidal nanotubes produced in pyrolytic processes.21

The groups of Dekker and Smalley reported the existence of SWNT bun-
dles forming tori (see Ref. 18 and references therein). In these structures,
the presence of heptagons and pentagons is not necessary, because a tubule

(a) (b)

Fig. 6. (a) Stacked cone carbon nanofiber. (b) Four cells of a periodic negatively curved
porous carbon. (c) Helically coiled carbon made with heptagons, hexagons, and pen-
tagons. (d) Toroidal carbon obtained by joining C60 molecules along the five-fold axis
(the molecules coalesce and get distorted by the presence of rings with more than six
carbon atoms which are necessary to join them).
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(c)

(d)

Fig. 6. (Continued)
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can close in a doughnut configuration by curving so that its ends join. More
recently, IBM researchers headed by Ph. Avouris were able to produce large
quantities of bundles of SWNT tori.32 More complicated negatively curved
graphitic structures, based on the decoration of minimal surfaces (struc-
tures termed Schwarzites, analogous to zeolites) have also been proposed
by Mackay and Terrones.33 Recently, the magnetic response of carbon nano-
tori has been studied theoretically, and it is shown that depending on the
arrangement of hexagons, pentagons, and heptagons it is possible to obtain
different behaviors which can be paramagnetic or diamagnetic.34

2.3.8. Haeckelites

It has been proposed that there may exist a new hypothetical type of
graphene sheets which admit pentagons, heptagons, and hexagons, in which
the number of heptagons and pentagons should be the same, the negative
curvature of the heptagons compensating for the positive curvature of the
pentagons.35 These arrangements have been called “Haeckelites” in honor
of Ernst Haeckel, Professor of Zoology who produced beautiful drawings of
radiolaria (a type of planktonic organism) in which such heptagonal, hexag-
onal, and pentagonal rings can be observed.35 Some Haeckelite systems are
predicted to be highly metallic (and even superconductors). The calculated
Young’s modulus of Haeckelite tubes is ca. 1.0TPa.

3. The Future of Carbon Nanostructures: Applications and
Emerging Technologies

3.1. Field emission sources

When a potential is applied between a carbon nanomaterial surface and
an anode, electrons are easily emitted. Using this principle, nanocarbons
can be used as efficient field emission sources for the fabrication of mul-
tiple electronic devices36 such as flat panel displays, intense light sources
or bright lamps, and X-ray sources. The clear advantages of using carbon
nanotubes as electron emission devices are: (1) stable field emission over
prolonged time periods; (2) long lifetimes of the components; (3) low emis-
sion threshold potentials; (4) high current densities; and (5) absence of the
necessity for ultrahigh vacuum. Nanotube-based lamps using MWNTs are
relatively cheap to manufacture and have lifetimes > 8000h and high effi-
ciency for the green (phosphor) color “light bulb”. The generation of X-rays
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can also be achieved if metal targets replace the phosphorus screen and the
accelerating voltage is much larger.36

3.2. Scanning probe tips

It has been possible to attach MWNTs to scanning probe microscope tips
so that a better image resolution is achieved when compared to standard
nanoprobes.37 The mechanical strength of carbon nanotubes and the facil-
ity to bend and recoil make this material an excellent candidate for the
production of long-life microscope tips.

3.3. Li ion batteries

For the fabrication of lightweight and efficient batteries, it is possible
to intercalate Li ions within graphite-like structures, so that Li+ can
migrate from a graphitic anode to the cathode (usually LiCoO2, LiNiO2,
and LiMn2O4). The charge and discharge phenomena in these batteries
are based on the Li+ intercalation and de-intercalation.38 These batteries
exhibit a superior performance when compared to other batteries such as
those with NiCd and NiMH.38 However, MWNTs and SWNTs could now
be used in the fabrication of these types of batteries.

3.4. Electrochemical devices: Supercapacitors and actuators

In general, capacitances between 15–200F/g have been observed for MWNT
arrays. The values can result in large quantities of charge being injected
when only a few volts are applied (Ref. 36 and references therein). In
particular, MWNT supercapacitors are used for applications that require
high power capabilities and higher storage capacities (power densities of
ca. 20 kW/kg at energy densities of ca. 7W-h/kg). On the other hand, car-
bon nanotube actuators can work at low voltages and temperatures as high
as 350◦C.36 For example, the maximum stress observed in SWNTs is ca.
26MPa, a value which is 100 times larger than that observed in natural
muscles.36

3.5. Molecular sensors

Lieber and co-workers39 were the first to demonstrate, using chemical
force microscopy (CFM) techniques, that it is possible to sense functional
chemical groups attached at the nanotube ends. Other groups were able
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to sense ppm of toxic gases such as NO2 or NH3,40 and detect electri-
cal changes due to the different atmospheres (i.e., from vacuum to air;
Refs. 41 and 42).

3.6. Carbon–carbon nanocomposites: Joining and connecting

carbon nanotubes

Various attempts have been made to connect these tubes covalently. Very
recently, it was demonstrated43,44 that controlled electron beam exposure
at elevated temperatures is capable of coalescing SWNTs (Fig. 7) and cre-
ating “Y”, “X”, and “T” SWNT molecular junctions (Fig. 8). The authors

Fig. 7. In situ coalescence of SWNTs along the tube axis produced by electron irra-
diation. One of the nanotubes in (b) is double in diameter (see arrow; Terrones et al.,
2000).
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Fig. 8. (a) An SWNT of ca. 2.0 nm (running from bottom left diagonally toward top
right) crossing with an individual SWNT of ca. 0.9 nm; (b) after 60 s, electron irradia-
tion promotes a molecular connection forming an “X” junction (schematics and molecular
models are shown for visualization); and (c) subsequent electron irradiation of the struc-
ture promotes breakage of the thin extremity, thus resulting in a “Y” junction (Terrones
et al., 2002).

concluded that the creation of SWNT junctions should involve: (a) defect
formation (e.g., vacancies, interstitials, dangling bonds); (b) surface and
atom reconstruction initiated by high electron irradiation; and (c) thermal
annealing. The production of these novel carbon–carbon nanocomposites
using SWNTs would certainly revolutionize specific areas in electron-
ics (e.g., formation of memory devices, circuits using 2D SWNT matri-
ces, and extra-light and super-robust fabrics using 2D and 3D SWNT
networks).
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3.7. Gas and hydrogen storage

H2 and Ar can be stored in SWNTs45,46 and MWNTs,47 respectively. It is
important to emphasize that H2 storage in carbon nanotubes may be advan-
tageous in the fabrication of fuel cells mainly for powering electric vehicles.
Unfortunately, there has been controversy over the high H2 storage capac-
ity of carbon nanotubes (from 0.1 to 66wt%).48 More recent studies have
indicated that the hydrogen uptake is lower than 2%, being the highest for
HipCo produced SWNTs.49 Hirscher et al.49 also showed that the influ-
ence of impurities such as Ti (coming from the sonication probe) might be
responsible for the results reported previously with uptakes up to 7%. At
present, it seems that nanotubes may not be the best material for storing
hydrogen, but additional experiments and further calculations should be
carried out to clarify these results. Nevertheless, porous nanocarbons have
shown to have a grater hydrogen intake up to 2.7wt%.50

3.8. Nanotube electronic devices

It has been possible to fabricate a three-terminal switchable device based
on a semiconducting single nanotube (see Ref. 9). It was also found that
metal–metal, metal–semiconductor, or semiconductor–semiconductor nano-
tube junctions (created by inserting five to seven defects) can indeed be
measured.51 In 2001, two groups demonstrated (see Ref. 36) for the first
time the fabrication of field effect transistors, exhibiting a high gain (> 10),
a large on-off ratio, and room-temperature operation. Regarding the con-
struction of p–n–p devices, it has been shown that N-doped carbon nano-
tubes behave as n-type nanowires,52 whereas B-doped tubes act as p-type
conductors.53 IBM experts envision that in a decade carbon nanotubes
could be used in high-performance electronic devices.

3.9. Biological devices

There has not been much work on biologic applications of carbon nano-
tubes. However, it should be possible to inhibit viruses, by attaching
them to the surface of nanotubes, similarly to the way in which Au clus-
ters attach to the surface of CNx nanotubes.54 In addition, enzymes could
be added to the surface of MWNTs so that their activity increases. At
present little progress has been carried out along this line, but it is clear
that bionanodevices will appear in the near future.
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3.10. Nanotube polymer composites

The combination of high aspect ratio, small size, strength, stiffness, low
density and high conductivity make carbon nanotubes perfect candidates as
fillers in polymer composites. It has been demonstrated that the presence of
0.1wt% of MWNTs in epoxy resins increases the elastic modulus by 20%.55

3.11. Nanotube ceramic composites

MWNTs coated with SiOx have revealed a higher oxidation resistance
(< 1200◦C),56 oxidation being a common drawback of all-carbon mate-
rials. Other nanotube composites have been fabricated using alumina and
SiC. However, little has been done in this direction.

3.12. Layered coated nanotubes

It is also possible to alter the mechanical and transport properties of carbon
nanotubes by coating the external tube surface or by inserting metals in
the hollow core of the cylinders. These modified tubes can then be used as
fillers in specific composites. Ajayan and co-workers were the first to coat
MWNTs with V2O5.57 Hsu et al. also demonstrated that it is possible to
coat carbon nanotubes and nanoparticles with MoS2 and WS2.58 Whitby
et al.59 managed to coat individual MWNTs with single layers of WS2.59

4. Conclusions and Future Work

Due to their abundance and great potential, carbon nanomaterials will be
taking an important role in the development of emerging technologies in the
near future. Carbon nanotubes will be the first of this class to find indus-
trial applications within 1–5 years. However, larger quantities of nanotubes
are needed if composite materials are to be launched in various markets
(ton/day). This is only the tip of the iceberg since some nanocarbons are
ready to be applied in the fabrication of novel devices, and other new car-
bon structures still need to be synthesized. In the next ten years, conductive
paints and plastics, as well as flexible and lightweight magnets containing
Fe-filled carbon nanotubes and other nanocarbons will become a reality.
The inhibition of some viruses and bacteria using nanoscale carbons will
certainly be achieved within the next two years. Some of the predicted
structures that are extremely stable (e.g., haeckelites, schwartzites), should
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also be synthesized very shortly. At present, we are still witnessing novel
properties of carbon nanomaterials, such as the ignition of SWNTs when
exposed to a standard photographic flash.60 The nanocarbon field is vast,
and various types of nanoscale carbon will undoubtedly become an impor-
tant part in the development of smart materials in the new millennium. We
have to add that the results obtained with carbon have opened new possibil-
ities in other layered materials such as boron nitride, tungsten disulphide,

(a)

(b)

Fig. 9. (a) Molybdenum sulphide zigzag-type nanotube. (b) Molybdenum sulphide octa-
hedral cage.
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molybdenum disulphide, etc., which can acquire curvature to form nano-
tubes, fullerene-like structures, and other morphologies (see Fig. 9).
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H. Terrones and M. Terrones, Fabrication of vapor and gas sensors using
films of aligned CNx nanotubes, Chem. Phys. Lett. 336 137–143 (2004).

43. M. Terrones, H. Terrones, J. C. Charlier, F. Banhart and P. M. Ajayan, Coa-
lescence of single-walled carbon nanotubes, Science 288, 1226–1229 (2000).



August 30, 2007 9:42 WSPC/Advances in Nanoengineering 9in x 6in ch01

30 H. Terrones and M. Terrones

44. M. Terrones, F. Banhart, N. Grobert, J. C. Charlier, H. Terrones and P. M.
Ajayan, Molecular junctions by joining single-walled carbon nanotubes, Phys.
Rev. Lett. 89, 75505 (2002).

45. A. C. Dillon, K. M. Jones, T. A. Bekkedahl, C. H. Kiang, D. S. Bethune and
M. J. Heben, Storage of hydrogen in single-walled carbon nanotubes, Nature
386, 377–379 (1997).

46. C. Liu, Y. Y. Fan, M. Liu, H. T. Cong, H. M. Cheng and M. S. Dresselhaus,
Hydrogen storage of single-walled carbon nanotubes at room temperature,
Science 286, 1127–1129 (1999).

47. M. Terrones, R. Kamalakaran, T. Seeger and M. Rühle, Novel nanoscale gas
containers: Encapsulation of N2 in CNx nanotubes, Chem. Commun. 23,
2335–2336 (2000).

48. A. Chambers, C. Park, R. T. K. Baker and N. M. Rodriguez, Hydrogen
storage in graphite nanofibers, J. Phys. Chem. B 102, 4253–4256 (1998).

49. M. Hirscher, M. Becher, M. Haluska, A. Quintel, V. Skakalova, Y. M. Choi,
U. Dettlaff-Weglikowska, S. Roth, I. Stepanek, P. Bernier, A. Leonhardt and
J. Fink, Hydrogen storage in carbon nanostructures, J. Alloy. Compound.
330, 654–658 (2002).

50. E. Terres, B. Panella, T. Hayashi, Y. A. Kim, M. Endo, J. M. Domı́nguez,
M. Hirscher, H. Terrones and M. Terrones, Hydrogen storage in spherical
nanoporous carbons, Chem. Phys. Lett. 403, 303–366 (2005).

51. Z. Yao, H. W. C. Postma, L. Balents and C. Dekker, Carbon nanotubes
intramolecular junctions, Nature 402, 273–276 (1999).

52. R. Czerw, M. Terrones, J.-C. Charlier, X. Blasé, B. Foley, R. Kamalakaran,
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CHAPTER 2

INORGANIC NANOWIRES

Caterina Ducati
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High aspect ratio inorganic structures with at least one dimension
between 1 and 100 nm, such as nanotubes, nanowires, and nanorods,
have attracted a keen interest both for fundamental research and for
advanced applications because of their unique and fascinating proper-
ties, largely contributing to the rise of nanoscience as a new discipline of
scientific progress worldwide. Although the synthesis of high aspect ratio
nanostructures has been achieved through many different strategies, the
exact mechanisms that lead to their formation are not clear and need to
be elucidated to control the properties and reliability of these nanoscopic
“building blocks”. Here I give few examples of growth methods based
on chemical and physical processes, and I describe the results of the
first characterization of the nanostructures by high-resolution electron
microscopy techniques. The analysis of surfaces and interfaces, epitaxial
relationships, and defects is expected to advance the understanding of
the growth strategies and of the properties at the nanoscale. Far from
being a complete review, this report is meant to show the achievements
and the difficulties of experimental research in nanoscience, and to intro-
duce the challenges that lay ahead.

Keywords : Semiconductor nanowires, metal oxide nanorods,
composite nanowires, synthesis, TEM.
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1. Introduction

Nanoscale crystalline materials play a key role as active components in a
wide range of advanced technologies, such as nanoelectronics,1,2 chemical
sensing,3–5 and energy storage.6,7 They also provide model systems to study
how different physical properties can vary, as a function, the number of
constituent atoms and shape of the nanostructure: for example, quantum
conductance,8 light emission,9 and chemical reactivity.10 Following the dis-
covery of carbon nanotubes,11 a large worldwide effort has been devoted
to the synthesis of high aspect ratio inorganic nanotubes, nanowires, and
nanorods with well-defined structural and electronic properties. Layered
compound, such as MoS2, WS2, and mixed phase metal disulphides, were
among the first inorganic materials to be synthesized in nanotube form.12–14

Semiconductors, metals, and rare earths as pure elements or in compounds
have been used to produce nanotubes and nanowires using different meth-
ods, from chemical vapor deposition to sol–gel reactions. Among the metal
oxides, TiO2, MoO3, and V2O5 nanotubes and ZnO nanowires have been
synthesized recently.15–17

“High aspect ratio nanostructure” is a broad term for a class of
nanoscale objects. Different names are used to describe the specific mor-
phology: nanowires and nanorods have diameters > 100 or 10–20 times
smaller than their length, respectively, with constant cross section; nano-
tubes have a hollow core; nanobelts are similar to nanowires in terms of
aspect ratio but are flat, crystalline strips; nanosaws are nanobelts with at
least one toothed edge, etc.

The synthesis of high aspect ratio crystalline nanostructures can be
achieved following several approaches that allow some degree of control
over dimensions, morphology, and uniformity of the products. In general
the so-called “bottom-up” strategies, in which nanostructures are grown
from smaller atomic components, have been preferred over their “top-down”
counterparts because they achieve smaller dimensions, are more controlled,
and create less waste. For the “bottom-up” class of techniques the growth
involves two fundamental steps: (i) nucleation and (ii) growth. Both are
essential aspects of a phase transformation process that must be understood
in detail if we want to control the yield and properties of our nanomate-
rials. Nucleation in the presence of a seed or catalyst nanoparticle, often
referred to as heterogenous nucleation, generally allows control over the
position and the diameter of the nanowire. Precipitation of a stable nucleus
of the same composition as the nutrient phase (i.e., homogenous nucleation)
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ensures a cleaner and more uniform product, but is less frequently applied
because it is intrinsically less likely to lead to the growth of high aspect
ratio nanostructures. As for the proper growth stages, the evolution of the
nanostructures is determined by a delicate balance of driving forces and
limiting factors. The overall result can be seen as a sum of contributions
where each of the partial driving forces (e.g., temperature or concentration
gradients) is a function of particle shape and growth rate. The shape of
crystals is influenced by equilibrium as well as kinetic effects, that is, by
the minimization of the free energy of the system and by the dynamics of
layer generation and flow.18 In the case of nanostructures, where the sur-
face to volume ratio is so high, it is reasonable to assume that the kinetic
considerations should prevail. The growth habit has a profound effect on
the quality and quantity of the defects incorporated in the nanostructures,
as well as on the nature of their surfaces. Defects and interfaces are known
to be important in determining the properties of bulk materials, and they
are even more crucial for nanoscale materials. For some applications, such
as nanoelectronics or nanooptoelectronics, the current approach consists of
optimizing the synthesis for the growth of very crystalline nanostructures,
ideally free from defects, and to eliminate any unwanted surface termination
by post-growth processing.19 For other applications however, and in partic-
ular for catalysis and chemical sensing, controlled defect states and unusual
surface reconstruction could have a positive influence on the performance
of the devices. In any case, the characterization of defects and surfaces is
an essential aspect of the progress in nanoscience and nanotechnology.

Nanostructures of high aspect ratio can be grown (i) exploiting the
intrinsic anisotropy of some materials, (ii) via heterogenous nucleation
using seeds or catalyst particles, (iii) constraining the growth using capping
agents to control the activity of the seed or templates of appropri-
ate shape, (iv) allowing self-assembly of zero-dimensional nanostructures
into nanowires or nanorods, and (v) inducing localized concentration
and temperature gradients to achieve columnar growth in hydrothermal
conditions.

The great variety of recipes and approaches is covered extensively in
many review articles.20–22 In this chapter I am going to present examples
of high aspect ratio nanostructures grown with three different approaches,
hoping to demonstrate that the synthesis of highly crystalline building
blocks can be tailored to the specific needs of tomorrow’s devices, both in
terms of materials and of morphology. The structural characterization of the
nanomaterials was mainly performed using electron microscopy techniques



August 30, 2007 9:42 WSPC/Advances in Nanoengineering 9in x 6in ch02

36 C. Ducati

that guarantee accurate determination of shape, crystallinity, and defects
of individual nanowires.

2. Synthesis of High Aspect Ratio Inorganic Nanostructures

2.1. Low-temperature chemical vapor deposition

of silicon nanowires

Among the synthesis strategies, chemical vapor deposition (CVD) is one
of the most widely used, both for fundamental and for applied research.
The principle behind CVD is the controlled dissociation of reactant gases
to give new chemical species that can react with the substrate and form the
products. Careful optimization of each stage of the reaction is essential to
achieve well-defined products. A basic CVD process consists of the following
steps:

(i) a mix of reactant gases and diluent inert gases are introduced at a
specified flow rate into the reaction chamber;

(ii) the gas species are dissociated and move to the substrate;
(iii) the gas-phase precursors get adsorbed on the surface of the substrate
(iv) the precursors, then, undergo chemical reactions with the substrate to

form the products;
(v) the gaseous by-products of the reactions are desorbed and evacuated

from the reaction chamber.

Many designs of CVD reactors have been described in the literature,
and they are classified depending on the mechanism used to dissociate the
precursor gases (e.g., hot filament, radio frequency, microwave, furnace,
plasma assisted, etc.). The specific setup can be optimized for the growth of
high aspect ratio nanostructures, and scaled up to produce large quantities
(of both films and powders).

In general CVD reactors offer the possibility of adjusting the mixture,
pressure, and flux of the gas-phase precursors, as well as the growth temper-
ature. The feature that makes CVD unique for the synthesis of nanotubes
and nanowires is that it enables their growth at predetermined locations on
the substrate, which is essential for direct integration in electronic devices
and sensors. The positional selectivity is achieved through the use of a metal
catalyst, patterned or self-assembled before the growth of the nanostruc-
tures. CVD synthesis of semiconductor nanowires is often interpreted in
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terms of the vapor–liquid–solid (VLS) model in which a liquid metal par-
ticle catalytically promotes the growth of crystalline nanostructures from
gas-phase precursors.23,24 Careful consideration of the phase diagrams of
the elements involved, and in particular of the eutectic temperature of the
semiconductor–metal system, guides the choice of experimental parameters
enabling a faster optimization of the process. As an example, gallium is
known to form a eutectic with small quantities of silicon at 29.8◦C and
exists as a perfectly mixed liquid over a broad temperature and composi-
tion range. The Ga–Si liquidus line indicates that Si precipitation from a
Ga–Si alloy is possible at temperatures as low as 100◦C. Sunkara and co-
workers found that the size of the critical nucleus for silicon crystallization
from the Ga–Si melt calculated according to classical nucleation theory is
found to correspond to the diameter of the Si nanowires grown at 400◦C
using a microwave reactor.25

The ability to process electronic devices at low temperatures is becom-
ing increasingly important as the dimension of the components is reduced,
because of the need to preserve the quality and mechanical stability of the
dielectric layers and metal interconnects. If we want to integrate nanowires
in state-of-the-art devices, we need to be able to synthesize highly crys-
talline nanostructures at specific locations using low-temperature processes
compatible with the requirements of the semiconductor industry. For this
reason we optimized a low-power radio frequency plasma reactor for the
growth of silicon nanowires below 400◦C, finding the conditions that favor
a high growth rate, without decreasing the high crystallinity of the as-grown
structures.26

In our growth studies we used gold as the catalyst because the bulk Au–Si
eutectic temperature is relatively low (363◦C) compared to that of other met-
als, such as Fe and Ti, and at the same time gold has lower diffusivity than gal-
lium and is less likely to contaminate the growth apparatus. The gold catalyst
was deposited on passivated Si substrates by evaporation of nanometer-thick
films. The substrates were then loaded into the radio frequency parallel-plate
CVD system (PlasmalabDP 80), heated to 380◦C under vacuum, andallowed
to outgas for 3 h. The process gases, silane, and hydrogen were then admit-
ted at different flow rates, maintaining pressures between 0.4 and 2.4mbar for
15–90min. The radio frequency power was 13.6MHz.

From scanning electron microscopy analysis two types of nanostructures
are generated in the process: straight nanowires with diameters below 20 nm
and worm-like structures with diameters up to 300nm. The relative abun-
dance of the two species is determined by the thickness of the evaporated



August 30, 2007 9:42 WSPC/Advances in Nanoengineering 9in x 6in ch02

38 C. Ducati

Au layers, with 5 nm of gold yielding mostly worm-like structures, and sub-
nanometer Au films catalyzing the growth of fine nanowires. The average
diameter of the worm-like structures is also controlled by the catalyst film
thickness. Transmission electron microscopy (TEM) supports the structural
distinction made above, as shown in Fig. 1. For all deposition conditions, the
straight nanowires are highly crystalline, whereas the worm-like structures
are amorphous, with small isolated crystalline inclusions. A large, spherical
gold particle was always found at the tip of the amorphous wires. The fact
that most nanowires (70%) do not show a catalyst particle at their tip sug-
gests a base growth mechanism or, at least, indicates that the Au is used up
during the synthesis. Some Si nanowires (SiNWs), however, have a spherical
gold particle at the tip which seems to determine the diameter of the struc-
ture. In particular, the wires with kinks at sharp angles have a spherical
Au particle at the tip. Kinking is associated to sudden changes in growth
direction, and may be related to growth defects and high growth rates.27

The growth direction of many SiNWs is found to be the [110] from
analysis of the lattice fringes. However, wires with other growth directions
were also observed. The nanowires seem to develop lattice defects, grain

Fig. 1. Bright-field TEM images of silicon nanowires grown by CVD using thin layers
of Au as the metal catalyst, at (a) low and ((b) and (c)) intermediate magnification.
A gold particle is visible at the tip of the nanowire in (b). A worm-like structure grown
from thick Au layers is shown in (c).
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Fig. 2. Bright-field TEM image of a silicon nanowire with a grain boundary running

parallel to the wire growth axis, namely Si [11̄0]. High-resolution analysis of the core of
the wire (rotated by 90◦ in the middle panel) shows the reciprocal orientation of the two
sides of the wire. A ball-and-stick computer model helps visualizing the interface region.

boundaries, twins, etc., along planes that are parallel to the growth direc-
tion. Figure 2 shows the example of a grain boundary running across the
center of an Si nanowire (17 nm in diameter), studied by high-resolution
TEM. The two halves of the nanowire are seen in the [110] and [111] pro-
jection, respectively, aligned so that the (22̄0) planes run parallel across
the grain boundary. Different sets of lattice fringes can be identified, cor-
responding to the (111) and (220) planes of Si, with interplanar distances
of 3.14 and 1.92 Å, respectively. The growth axis for the wire is obviously
parallel to the [11̄0] direction. The ball-and-stick model helps to illustrate
the arrangement of the atoms at the interface.

Elemental mapping of small diameter crystalline nanowires confirms
that the silicon core is surrounded by SiOx shell of about 2 nm. The SiOx

layer is most likely the result of surface passivation upon exposure to air
after deposition. Energy-dispersive X-ray spectroscopy was performed to
test for possible contamination of the as-grown SiNWs. No elements other
than Si and O could be traced along the nanowires within the sensitivity
of the method. Au could only be found at the base and sometimes at the
tip of the SiNWs. It should be emphasized that the purity achieved in this
experiment is not common, and accidental impurities are often introduced
in the growth process which can act as uncontrolled dopants and affect the
electronic properties of the nanowires.28

As mentioned before, the vapor–liquid–solid (VLS) process is often used
to describe thermal growth of metal-catalyzed semiconductor nanowires.
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Although the individual stages of the VLS reaction can be separated, the
detailed processes leading to high aspect ratio nanostructures are not well
understood. Essentially, the VLS model consists of

(i) catalytic decomposition of the source gas on the surface of the metal
particles,

(ii) diffusion of Si from the surface through the catalyst particle or along
its surface,

(iii) nucleation of the nanowire and precipitation of Si into the growing
structure.

From experimental evidence the liquid intermediate, namely, the
metal–Si eutectic melt, is not a necessity, as solid catalyst particles can
also lead to SiNW growth.29 Fast surface and bulk diffusion of Si atoms
(and self-diffusion of Au atoms) are however essential for the growth of
high aspect ratio nanostructures.

In plasma-enhanced CVD, the effect of the plasma is to pre-ionize and
dissociate the precursor gas, as well as to provide local surface heating,
which enables an efficient adsorption and diffusion of silicon atoms even at
low substrate temperatures. In this study, small diameter SiNWs show a
higher growth rate than thicker structures, which suggests proportionality
between surface to volume ratio of the Au particle and the Si mass flow
“through” the particle. In classical terms, the Gibbs–Thomson equation
predicts a decrease of the lower limit for the wire diameter for increasing
silane pressure.30 Here, for a pressure range of 0.4–2.4mbar, we found no
significant change in the SiNW diameter distribution. However, increasing
pressure increased the nanowire growth rate. An increased silane pressure
appears to enhance the efficiency of the catalytic growth process, reduc-
ing the deposition of amorphous material due to self-pyrolysis of silane.
Increasing the catalyst film thickness results in the formation of larger gold
particles, which nucleate worm-like structures mainly consisting of amor-
phous silicon. This indicates that diffusive transport of Si through or on
the large catalyst particle is fast, supplying Si at a higher rate than the
crystallization rate for a given diameter.

Even though the surface of the SiNWs is found to react strongly on
exposure to air, a wide range of post-growth modifications is possible with
silicon nanowires, such as diameter variation by etching and doping pro-
cesses. This post-growth tailoring of properties is attractive for many future
applications.
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2.2. Synthesis of RuO2 nanorods in solution

A less-established technique to produce high aspect ratio nanostructures is
the so-called hydrothermal growth, particularly interesting in the case of
metal oxide nanorods. Even though the detailed growth mechanism has not
yet been established, the possibility to scale up the reaction to industrial
quantities makes this approach relevant for commercial applications.

In our study the nanorods are synthesized in aqueous solution using
RuCl3 as the Ru precursor, Pt as a growth promoter and Zn as a reduc-
ing agent.31 The diameter distribution of the nanorods ranges from 2 to
30 nm, and peaks around 7 nm, while their length can exceed 100nm. Most
nanorod tips are pointed with an apex of 90–115◦, but flat tips can also
be observed. The base of the rods is in contact with polycrystalline grains
mainly consisting of RuO2. Figure 3 shows a high-resolution TEM image
of a nanorod diameter of 11 nm. The structure of the rod is perfectly crys-
talline, with the most obvious lattice fringes corresponding to the (110)
spacing of RuO2 (P42/mnm, rutile structure) viewed parallel to the [001]
direction. The rod axis and growth direction are parallel to the [110]RuO2

direction (sketched in the inset of Fig. 3). The left-hand side of the rod
apex forms a 45◦ angle to the longitudinal axis, and the oxide surface con-
sists of (100) planes, ascending and descending in steps of half a cell every

Fig. 3. High-resolution TEM image of a crystalline RuO2 nanorod, seen along the [001]
direction. The 3D sketch shows the low index planes and the rod axis.
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four to five cells. The right-hand side of the apex, again at 45◦ to the rod
axis, has a less regular structure with step height ranging from half a cell
to two cells. The tip of the rod is decorated with five to six layers of a
denser material: the approximately vertical lattice fringes correspond to
the (002) planes of the hexagonal close packed Ru metal lattice (P63/mmc,
a = 2.705 Å and c = 4.282 Å). Although the growth of Ru on RuO2 is
not strictly epitaxial, the planar mismatch is below 5% for most of the
observed orientations and can be handled by small lattice distortions. When
the (001) or (010) planes of Ru overlap the (100) planes of RuO2, the pla-
nar strain of about 12% is relieved by introducing edge dislocations at the
interface.

High-resolution scanning transmission electron microscopy (STEM) was
used to further characterize the nanorods (SuperSTEM, Daresbury Labo-
ratory). Images were acquired with a high-angle annular dark-field detec-
tor (24mrad convergence, 70–210mrad collection semiangle). From electron
energy loss spectra the nanoclusters at the surface of the rod in Fig. 4 do not

Fig. 4. High-angle annular dark-field (HAADF) images of a nanorod imaged along the
[111] direction. The 3D sketch shows the low index planes and the rod axis. Nanoclusters
decorate the surface of the rod. A line scan from the center of the rod to the vacuum
reveals that the clusters contain Zn and O but not Ru. From analysis of the lattice fringes
the ZnO nanocluster in (b) was identified as wurtzite-type ZnO imaged along the [101]
direction. In (c) a ball-and-stick computer model suggests the arrangement of the atoms
in the two structures (Ru in dark gray, Zn in medium gray, and O in light gray).
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seem to contain Ru, but to be made of zinc and oxygen. The ZnO cluster in
Fig. 4(b) corresponds to crystalline wurtzite-type ZnO (a = b = 0.325nm
and c = 0.52nm) imaged along the [101] direction.

Even though zincblende-type ZnO would give a prefect lattice match
to RuO2 (a = b = c = 0.449 nm for ZnO, a = b = 0.449 nm and c =
0.31nm for RuO2) from our observations it appears the wurtzite polymorph
is energetically favorable at the nanoscale (at least in UHV conditions).

A mechanism for the growth of the nanorods in solution is based on the
theory of columnar (dendritic) growth,32 with further complexity added by
chemical reactions. In the first stages of the synthesis reaction platinum,
the most noble metal in solution, is reduced and deposited on the surface
of the Zn grains in patches, according to the substrate topography. This
causes a depletion of Pt atoms from the solution surrounding the Zn grain.
At the same time, there are two competing reactions for the decomposition
of RuCl3 (i.e., reduction by Zn to Ru3+ and hydrolysis, leading to the
formation of [RuO(H2O)4]2+).

The hydrolysis reaction appears to be more favorable than the reduc-
tion to Ru metal, and hence a larger concentration of the oxide pre-
cursor is expected. The solution in the proximity of the Zn/Pt grain
is now rich in [RuO(H2O)4]2+, from which RuO2 starts depositing over
the Pt island, releasing the heat of crystallization and warming the solu-
tion. Where the topography of the surface is such that the tip of the
RuO2 crystallite emerges from the depleted, warmer region of the solu-
tion, there the growth continues in a rod-like shape. Concentration and
(inverted) temperature gradients are the driving forces for the growth of
the RuO2 nanorods. A local electric field builds up in the depletion region
due to the Pt/Zn galvanic couple potential (standard electrode potential
of + 0.76V). The gradient of the electric field contributes to the growth
of the high aspect ratio nanostructures. Ru metal is co-deposited, but
because of its lower concentration, finds a stable configuration by form-
ing nanocrystals at the surface of the oxide rod. This arrangement of the
Ru clusters also reduces the surface energy of the system, because of the
higher density of the hcp compared to the rutile structure. Sulfuric acid
does not remove zinc completely, but some of it must react and form the
epitaxial ZnO nanocrystals found at the surface of the rods. Notice that
this is an interesting example of self-assembly of quantum dots of ZnO,
a high band-gap semiconductor that can be exploited for optoelectronic
applications.
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2.3. Physical methods for the synthesis of SiC nanorods

and NiS–MoS2 nanowires

The simplest approach to growing one-dimensional (ID) nanostructures is
via vaporization of suitable powder mixture under controlled atmosphere
(both pressure and flux are monitored). Using this method a wide variety
of materials can be synthesized, and in the following section the case of SiC
nanorods are described.

Silicon carbide is a ceramic compound of silicon and carbon. Its high
melting point (approximately 2700◦C) makes silicon carbide useful for bear-
ings and furnace parts. It is also highly inert. There is currently of much
interest in its use as a semiconductor material in electronics, where its high
thermal conductivity, high electric field breakdown strength, and high max-
imum current density make it more promising than silicon for high-powered
devices. In addition, it has strong coupling to microwave radiation and that,
together with its high melting point permits practical use in heating and
casting metals. SiC also has very low thermal expansion coefficient and no
phase transitions that would cause discontinuities in thermal expansion. Sil-
icon carbide nanorods have shown excellent mechanical and field-emission
properties significantly exceeding those of the bulk SiC crystals.33,34

Improvement of material characteristics and development of less expensive
synthesis methods are of great interest for technological applications.

Our indirect vapor-phase approach to the synthesis of SiC nanorods is
characterized by a comparatively low reaction temperature with the use of
very simple precursor materials.35 Finely dispersed silicon and amorphous
carbon powders, with a mean grain size of 1µm and 70 nm, respectively,
were used as initial reagents of the reaction. Silicon and carbon were care-
fully mixed in an equimolar ratio by ball milling. The reaction was carried
out in a quartz tube placed horizontally inside an electric furnace. The
Si/C powder mixture was put on a fused silica plate in contact with a
thermocouple and placed inside the tube. The reaction occurred at temper-
ature of 1200◦C over 2 h and under ambient pressure of argon gas containing
0.6 vol% of oxygen. We have observed the formation of SiC nanorods only in
the presence of oxygen. Large quantities of randomly arranged SiC nanorods
up to 1µm in length and with a diameter of 10–30nm were obtained. Most
of the nanorods are straight and crystalline, but some show clear evidence of
structural defects, for example multiple bends and change of growth axis.
In addition to nanorods, SiC nanocrystals with an average size of a few
nanometers can be also found. TEM analysis also revealed the presence of
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large particles of the starting material, probably too stable to react under
the processing conditions described above.

The high-resolution TEM analysis reveals that the core of the nanorods
consists of crystalline SiC (mainly α-SiC), whereas their surface is covered
by a thin layer of an amorphous material, identified as SiO2, most likely a
by-product of the vapor–solid reactions that take place in the furnace. The
presence of oxygen is necessary as an intermediate reagent for the gasifi-
cation of the precursor powders. Since the growth of the nanorods is only
observed for temperatures above 1100◦C, it is reasonable to suppose that
the vapor–solid reactions are only activated at these high temperatures. The
formation of SiC nanoparticles together with nanorods can be explained as
a result of a solid–solid reaction, occurring in interface regions where silicon
and carbon particles are in direct contact with each other. The efficiency of
the solid–solid reaction for the formation of nanorods may be lower because
the low mobility of reagent atoms does not favor the growth of elongated
shapes.36

Conceptually simple, but rather difficult to achieve in practice, is the
growth of nanowires through heat treatment of a suitable mixture of pre-
cursor materials. An effective method of mixing is by creating thin alter-
nating layers of the precursors, and patterning these layers in the shape
of pillars of small diameter.37 High-temperature annealing of pillars of C60

and nickel on a molybdenum substrate was found to yield molybdenum–
carbon–oxygen.38 Low-temperature treatment of a similar pillar struc-
ture, instead, was found to yield MoS2 nanotubes filled with metal sulfide
nanowires.39 This surprising, intriguing, and unexpected result, discussed
in the following paragraphs, warned us against the effects of hidden
contamination.

Thermolysis of pillars made of alternating fullerite powder C60/C70, and
transition metal thin film, was found to yield novel structures in the low-
temperature regime.39 In particular, when nickel or cobalt were introduced
in the process, we observed the formation of Ni and Co sulfide nanowires at
temperatures below 550◦C.40 Pillars of alternating fullerene and metal lay-
ers were formed by evaporating C60/C70 powder (fullerite, Sigma–Aldrich)
and high-purity metal wire (Ni or Co) from tungsten boats are mounted on
a four-turret source in a standard evaporator. The films were deposited onto
Mo TEM grids (Agar Scientific). The use of TEM grids as substrate mate-
rial makes the as-grown nanostructures readily accessible for microscopy
analysis in their original growth environment, avoiding the destructive pro-
cesses necessary to disperse and transfer them.



August 30, 2007 9:42 WSPC/Advances in Nanoengineering 9in x 6in ch02

46 C. Ducati

In contrast to most commercially available grids, Mo TEM grids
are etched and not electroplated, which makes them suitable for high-
temperature annealing experiments, but also prone to contamination from
the etching solutions. Indeed we found that sulfur is a major contaminant of
standard Mo grids, undesirable for experiments requiring high purity, but
nevertheless interesting in this specific case. Patterning of pillars of about
10µm diameter was achieved by using Cu TEM grids as stencil masks.
Samples were heat treated at 5–10mbar N2 atmosphere at a temperature
of 510–550◦C for up to 1 h. The structure and composition of the nanowires
were analyzed by a combination of electron microscopy techniques.

High aspect ratio nanostructures grown far from the precursor pillars
seem to consist of MoO3, similar to those observed by Durkan and co-
workers.38 Instead, nanowires grown on the pillar sites consist of nickel or
cobalt, sulfur and carbon, as determined by energy-dispersive X-ray anal-
ysis (EDX) and electron energy loss spectroscopy (EELS). Sulfur was not
expected to be incorporated in the wires, and finding its signature was
revealing of the profound affinity of Ni and Co for sulfur impurities. Figure 5

Fig. 5. Nickel sulphide nanorods grown on a Mo TEM grid by thermolysis of pre-
patterned pillars.
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shows images of the nanowires grown at the edge of the Mo grid. The core
of the two wires of Fig. 5(b) is highly crystalline, and surrounded by a thin
amorphous layer. It is reasonable to suppose that the carbon signal seen
in EDX and EEL spectra originates from this amorphous layer, resulting
from decomposition of the fullerenes. Besides Ni and Co sulfide wires, we
observed composite structures consisting of a nickel sulfide core coated with
a number of tubular layers of MoS2 ranging between 2 and 15. The most
stable form of layered MoS2 consists of a molybdenum layer sandwiched
between two sulfur layers (space group P63 mmc). Similar to the case of
graphite, these triple layers, separated by 0.615nm, exert van der Waals’
interactions on each other.41,42 Figure 6 shows an example of such com-
posite nanostructure. From fast Fourier transform (FFT) analysis of the
structure (Fig. 6(c)) it is possible to measure the frequency of the lattice
fringes and the angles between them, and hence determine the crystallo-
graphic structure and the relative orientation of the two components. For
this composite nanowire the pattern obtained from the nickel sulfide core
was identified as a [110] projection of the NiS2 cubic cell. In this projection
the (113)-type planes of NiS2 are parallel to the MoS2 layers. The blurred
contrast at the interface between the two sulfides may be attributed to a
noncomplete separation of the two phases, and possible mixing of the sulfur
atoms at the boundary.

The mechanism by which the pillar structure generates nanowires at
low temperature must be based on solid-phase transport. The formation of
Ni (or Co) and S complexes in the presence of Mo and C may be related
to the symmetrical synergism at the basis of hydrotreating catalysis.43,44

Fullerene appears to be essential in promoting the growth of high aspect
metal sulfide nanowires but the specific reaction paths are not clear and
must be investigated further.

3. Outlook

The physical and chemical properties of nanoscale materials are differ-
ent from those of bulk materials because of the higher surface to volume
ratio and of the re-organization of electron energy levels determined by
the size and the shape of the nanostructures. In general, the properties of
nanostructures are thought to be unique, or highly enhanced compared to
those of their bulk counterparts, and hence devices or composites based on
nanostructured materials receive great attention both from the academic
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Fig. 6. NiS2 nanowire encapsulated in a MoSs multiwall nanotube. In (a) an overall view
of the structure, in (b) a magnified portion of the NiS2 core, in (c) a digital diffraction
pattern hinting at an epitaxial relationship between core and walls, in (d) an FFT-filtered
version of (b) to enhance visualization of the lattice periodicity. The ball-and-stick model
in (e) shows a [100] projection of the MoS2 lattice and a [110] projection of the NiS2

lattice reciprocally oriented as in the actual nanowire structure (Mo and Ni are shown
as smaller spheres of darker color, S is in lighter gray). The unit cell is also shown for
clarity.
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community and from industrial investors, as witnessed by the rapidly
increasing number of publications and patents in this area. In particular
high aspect ratio nanostructures with well-controlled composition, diame-
ter, crystal structure, and orientation represent a new class of materials for
the investigation of the relationship between structure and properties.

A short list of the most commonly cited properties include: mechani-
cal properties, thermal stability, electric and photoconductivity, linear and
nonlinear optical properties, field emission properties, catalytic activity, and
magnetic properties; all of which are highly dependent on size, shape, and
composition of the nanowires/nanorods. It is easy to realize that the para-
metric space still to be explored is vast, and might require several years of
investigation before nanotechnology can fulfill its promises.

Since the manipulation of nanomaterials is more demanding than that of
their bulk counterparts, the experiments to measure their properties must
be carefully designed. In some cases it has been necessary to develop new
instruments to achieve the resolution and sensitivity required by measure-
ments at the nanoscale. Fundamental issues must be addressed to ensure
that the results are not affected by artifacts. Groups around the world have
worked for years trying not only to elucidate the physical properties of
nanostructures but also to explore different measurement techniques and
set a code of practice in the assessment of such properties. The two most
prominent cases are those of the Lieber Research Group at Harvard Uni-
versity and Dekker’s group at the Kavli Institute of Nanoscience at Delft
University. Despite all the effort, the measurement of chemical and physi-
cal properties at the nanoscale is far from being standardized, and hence
it is important to remain cautious and open minded when dealing with
experimental nanometrology.

Besides theoretical and experimental work, our understanding of
the nanoworld can be dramatically improved through a computational
approach. The complexity of the systems handled by simulations is quickly
increasing, coming closer to the description of real nanoscale objects. Cal-
culations generally help determining the minimum energy configuration or
the electronic structure of systems up to a few hundreds atoms. An impor-
tant future development for growth studies would be, for example, to be
able to apply fields and gradients to the systems, and study mass transport
phenomena on reasonable time scales.

As a final remark, in this field of rapidly evolving concepts and possibili-
ties, I still think that we have not fully explored and understood the growth
mechanism of nanostructures, and that if we all want to be more forward
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with confidence, we must concentrate on these fundamental problems as
well as on the fascinating and useful applications that attract most of the
funding. This must be evident for the reader that has tried to make sense of
the vast body of publications on the subject, but it might not be so obvious
for experts of more traditional disciplines where experimental procedures
are well established and quality checks have been in place for a number of
years.
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Developments in the understanding of how materials behave enable us to
design material structures to display specified properties. We introduce
multilayered materials as systems in which new properties can emerge,
not found in their constituents in bulk form. The importance of transmis-
sion electron microscopy to determine structure–property relationships
in nanoscale multilayers through characterization of their atomic struc-
ture is emphasized. Two examples of technologically useful multilayer
systems are considered in more detail: hard coatings made from nitride
multilayer films and the new structures and magnetic properties that are
found in some metal multilayer systems. Finally, we discuss the future
developments that are required to fully exploit the novel properties found
in multilayered materials.

Keywords : Multilayer, superlattice, transmission electron micro-
scopy, hardness, magnetic materials, electronic structure.

55



August 30, 2007 9:42 WSPC/Advances in Nanoengineering 9in x 6in ch03

56 J. M. Molina-Aldareguia and S. J. Lloyd

1. Introduction

William Hume-Rothery, one of the founders of modern metallurgy, once
said that “Metallurgy is the oldest art, but the youngest science”. He
was of course referring to the fact that developments in materials tech-
nology have often come about by serendipity and through trial and error
rather than via an understanding of the atomic processes involved. For
example, even in Roman times blacksmiths knew the surface of iron could
be hardened if it was heated in a charcoal bed, but the reasons for this
have only been fully explored within the last half-century. This example
strikingly illustrates how recently our understanding of even very com-
mon materials has been achieved compared with other more basic areas
of science. The structure of the atom was known, and famously split by
Cockcroft and Walton in 1932, allowing the transmutation of the elements
and the fulfillment of the alchemists’ dream. However, an understand-
ing of why crystals (consisting of periodic arrays of those atoms) had a
much lower mechanical strength than predicted on the basis of the bonding
between the atoms only began in 1934 when the existence of line defects
(called dislocations) within those crystals was postulated by Taylor and
others.1

It is only by properly understanding the behavior of materials that
we can design their structure to fully exploit their properties, and explore
promising new materials combinations. Another historical example makes
the point. It was discovered by accident in 1906 that the strength of a
freshly made aluminum alloy greatly increased after being left over a “long
weekend”. But the effect could not be applied to other alloys since no one
knew which systems would be likely to show the same behavior. It was
only with the understanding (many years later) that the hardening was
due to the delayed formation of a new, finely dispersed phase that this
phenomenon could be utilized in other alloys.2

One of the reasons for the late development of the study of materials
as a science is their sheer complexity. In 1 cm3 of a typical metal there are
around 1023 atoms all “jostling and interacting with one another in the
most complicated ways”3 and, to make any analysis tractable approxima-
tions need to be made. Further, material properties are often dependent
on defects. (In a phrase often attributed to F. C. Frank, “crystals are like
people — they are the defects in them that make them interesting”). And
defects (like the dislocations mentioned above) can be more difficult to
model than the perfection of a crystal.
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The study of materials is also complex because of the near infinite num-
ber of ways of combining the 90-odd elements to create new materials. But
possibilities do not just arise from the combination of elements. Size also
matters. Even in a pure metal its strength depends on the size of its con-
stituent grains.4 At the nanometer length scale a whole variety of novel
properties can appear. In this review we consider the new properties that
evolve when size is reduced in just one dimension — to create a thin layer,
or combined with other layers periodically to create a multilayer. These
synthetic structures provide a platform on which to combine and gener-
ate properties — like the colors on an artist’s palette — and ultimately to
improve on nature’s raw materials.

2. Multilayers

Multilayers occur naturally. For example, mollusk shells are made of nacre
which comprises layers of aragonite, with a thickness of approximately
250nm, alternating with very thin layers, of around 10 nm, of protein.5

On its own aragonite is hard and brittle, but layered in this way the struc-
ture becomes both hard and tough — a combination of properties that
is usually difficult to achieve. Structures can also be layered at an atomic
length scale. High-temperature (Tc) copper oxide (CuO2) superconductors
are natural multilayers with superconducting layers of CuO2 interleaved
with insulating oxide sheets. The goal for us is to create synthetic multi-
layers to mimic these structures. Through the variation of parameters such
as the layer thickness and repeat distance (Λ) (Fig. 1(a)) the properties of
the resulting material may be tuned. For example the possible mechanisms
of high-Tc superconductivity have been investigated6 using multilayers of
niobium nitride (NbN, low-Tc superconductor) and aluminum nitride (AlN,
insulator) (Fig. 1(b)) which are analogs of the high-Tc materials.

As well as being analogs of natural structures, synthetic multilayers have
been developed to display unique properties that are not found in their
components alone. The properties of the multilayer are not simply some
combinations of the properties of the bulk constituents. Perhaps the best
known example is the semiconductor quantum well structures developed
in the 1970s. Here the periodicity of the multilayer (sometimes referred
to as a “superlattice”) is superimposed on the periodicity of the atomic
lattice, resulting in electronic structure modifications. This allows “band-
gap engineering” in which band gaps can be tailored to, for example, modify
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Fig. 1. (a) Schematic of a multilayer made from layers A and B with period, Λ.
(b) NbN/AlN superconducting/insulating multilayer (Λ = 21 nm). The lighter layers
are AlN (after Lloyd et al., Ref. 7).

the wavelength of light emitted1 from lasers or light emitting diodes made
from these materials.

Multilayers are additionally useful because of the high proportion of
interface that they contain, and this can also lead to new properties emerg-
ing that are not found in the bulk material. This is particularly important
in metallic multilayers, among the first applications of which were in the
X-ray optics. Alternating thin layers of materials with very different scatter-
ing potential (e.g., silicon and tungsten) produced very high reflectivities,
impossible to achieve in conventional materials. The interface atoms can
also have different properties that become detectable macroscopically in a
multilayer. This phenomenon is used extensively in magnetic devices and
memories based on metallic thin films, as well as in naturally occurring
systems. Recent simulations by Robinson et al.8 show that the interfaces
between two commonly occurring mineral phases (hematite and ilmenite)
can be strongly ferromagnetic, even though the two phases are not mag-
netic on their own. When cooled from a high temperature, this rock system
exsolves (dissociates into the hematite and ilmenite phases) on a range of
length scales to create many interfaces that give the resulting composite
magnetic properties similar to those observed from rocks in both Earth
and Mars.

It is not just the layer thickness and Λ that can be varied to control
properties. The atomic spacings within the layers can also be modified to a
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much greater degree than is possible in bulk materials. A different crystal
structure may even be stabilized. This arises from a phenomenon known as
epitaxy. Often very thin films have a well-defined crystallographic relation-
ship with the substrate they are grown on. Thus the film can match the
structure and lattice spacings of the substrate rather than those of the bulk
material. Spacing changes in the film are known as coherency strains due
to the coherency between the lattices of the film and substrate (Fig. 2(a)).
However above a critical thickness the stored energy in the film becomes
too great and the film will transform to a more stable structure with defects
introduced at the interface destroying the coherency (Fig. 2(b)).

The constraint of the two-dimensional geometry in multilayers creates
a highly anisotropic structure. Anisotropy refers to the variation in proper-
ties as a function of crystallographic direction and is a general property of
crystals. In a synthetic multilayer the anisotropy can be controlled and this
is exploited in metal multilayers used in magnetic storage devices, such as
hard disk drives.

There is therefore considerable scope for tailoring multilayer properties,
but to do so the structure must be grown to high precision. A variety of
deposition methods have been developed, but perhaps the most versatile
and widely used for the metallic and nitride systems described below is
magnetron sputtering. This refers to the process of removing an atom in a
target through the impact of an energetic ion. The most common method
of bombarding the target with energetic ions is to create a glow discharge or
plasma from an inert gas, such as argon, introduced into the high vacuum
of the deposition chamber. The plasma is confined near the target with
a magnetic field. Sputtered atoms ejected from the target then deposit
onto substrates, which are often heated to give sufficient mobility to the
incoming atoms to ensure high-quality growth. Compound films, such as

Fig. 2. Interface between two layers, A and B, with the lattice parameter of B greater
than that of A. (a) Coherent interface in which lattice spacings of the two layers are
equalized perpendicular to the interface. (b) Incoherent interface in which misfit dislo-
cations (⊥) are created to relieve strain as the layers relax.
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nitrides, can be formed easily by adding nitrogen into the sputtering gas
mixture, and commercially used components can be multilayer coated by
such a process.9 To control the properties of the multilayers it is vital to
be able to determine the actual structure of the films. We now turn to one
major characterization tool that allows structure–property relationships to
be determined with confidence: the electron microscope.

3. Electron Microscopy

The electron microscope has been described as the “materials characteri-
zation tool of the millennium”10 and it has been one of the foremost tools
in the evolution of the study of materials from an art to a science.11 Trans-
mission electron microscopy (TEM) employs high-energy electrons (sev-
eral hundred kiloelectronvolts) to probe the structure of materials. TEM
is unrivaled in its ability to image the local structure (including defects),
composition and electronic structure at or near atomic resolution through
myriad techniques including high-resolution electron microscopy, energy-
filtered imaging, and electron holography. Its ability to create images at
this resolution makes it complementary to nonlocal techniques, such as X-
ray diffraction, that measure the structure “averaged” over micrometers.12

The wide range of material parameters that can be obtained from the same
area of specimen in a state-of-the-art TEM today is due to the large num-
ber of specimen–beam interactions.11 However, the strong interaction of
the electrons with the specimen under study places a crucial limitation on
the technique (the electrons only penetrate a few hundred nanometers of
material), hence it is necessary to make a thin foil (ca. 100nm in thick-
ness) before the structure of the material can be examined. The ability to
make thin foils from different materials has always been a prerequisite to
TEM techniques being applied to new materials problems. One of the early
triumphs of TEM was the imaging of moving dislocations in 1956, some
22 years after their existence was first proposed. This achievement was due
to the development of new sample-thinning techniques as much as advances
in the microscope itself.13

In the study of multilayers TEM plays an important role in measur-
ing parameters such as the layer thickness, grain size and orientations in
polycrystalline films, waviness and mixing of the layer interfaces, and the
breakdown of epitaxial relationships.14 It can also be used to determine
local atomic spacings, composition, and electronic structure changes15 as
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well as examining local deformation behavior as described below. In com-
bination with other techniques, TEM provides the information required to
understand the complex structure–property relationships in nanoscale syn-
thetic multilayers, essential to give the high degree of control necessary
for modern applications. We emphasize the contribution of TEM as we
describe multilayers used in two very different applications: mechanically
hard nitride coatings and magnetic metallic multilayers.

4. Hard Coatings

Hardness was one of the first material properties to be measured, albeit
crudely, by ranking materials in the order of their ability to scratch
(Table 1). Today hardness can be measured more quantitatively using
indenters that press a hard ball or pyramid (usually diamond) into the
surface of a material with a known force. The size of the residual sur-
face impression is then measured. The harder the material, the smaller the
impression with the hardness simply defined as a pressure: the force over
the projected area of the indent. Pressures under the indent can be enor-
mous, comparable to those obtained in high-pressure cells. In silicon the
pressure is sufficient to cause a phase transformation to a ductile metallic
phase.

Hard materials, particularly when used as coatings, are vital for tech-
nologies as disparate as magnetic recording and high-speed cutting tools.

Table 1. Mohs hardness scale.

Mohs value Substance Chemical formula

1 Talc 3MgO.4SiO2.H2O
2 Gypsum CaSO4.2H2O
3 Calcite CaCO3

4 Fluorite CaF2

5 Apatite Ca(PO4)3F
6 Orthoclase KAlSi3O8

7 Quartz SiO2

8 Topaz Al2SiO4F2

9 Corundum Al2O3

10 Diamond C

This is based on the scratch test: substance A
is harder than substance B, if A will scratch B,
but B will not scratch A.
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Titanium nitride (TiN) is an unusual material: it is an electrical conductor
like a metal, but possesses a high hardness more like a ceramic. About 10
years ago it was found that the hardness of multilayers made from TiN and
NbN varied with the layer periodicity Λ, reaching a maximum of roughly
twice of that of the monolithic components at Λ ∼ 5 nm.16 Other systems
showed similar behavior. Metal multilayers can also be much harder than
their components, but they are of less interest for many commercial appli-
cations since they are less hard and less stable at high temperature than
their ceramic counterparts.

The accepted rationale behind creating a hard multilayer is to impede
dislocation movement. Dislocation motion (Fig. 3) is a low-energy mech-
anism to deform a crystal permanently (plastic deformation), akin to the
way a carpet can be moved more easily through the passage of a ruck
down its length. Figure 4 shows the effect of multiple dislocations trav-
eling along a specific crystal plane (slip plane) to create a step in the
layering of a semiconductor multilayer. (This illustrates how useful mul-
tilayers are for studying the deformation processes, since the layers act
as internal markers that allow us to chart the material flow.) Multilay-
ers can create extra barriers for dislocation motion by, for example, using
two layers with different crystal structures (with different planes favored
for low-energy slip) or having two layers with different elastic proper-
ties so that dislocations are repelled from the stiffer layer. Defects at
interfaces and coherency strain can also act as barriers for dislocation
motion.17

Typically multilayer coatings are less than a few microns in thickness;
hence, special techniques must be used to measure their hardness that avoid
the substrate affecting the measurement. This is realized through nanoin-
dentation which uses tiny loads to press pointed or spherical diamonds just
tens of nanometers into the surface. Thus, the mechanical properties of a

Fig. 3. Schematic illustrating how a crystal lattice can plastically deform through dis-
location movement, akin to the segmented motion of a caterpillar. The dislocation is the
extra half-plane represented by the filled circles.
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Fig. 4. TEM image of the deformation in a coherently strained InxGa1−xAs multilayer
bent in compression at 500◦C. The layer contrast observed is predominantly due to the
compressive and tensile stresses in the thicker and thinner layers, respectively, resulting
from their different indium contents. The ruck in the layering is due to the intersection
of two shear bands (shown by arrows), each formed from the passage of around 100
dislocations (after Lloyd et al., Ref. 19).

small volume of material can be measured quickly and conveniently and,
because only a small volume is loaded, cracking is usually avoided even in
very brittle materials. However, it is one thing to reliably measure hardness,
but it is quite another to elucidate the subsurface deformation mechanisms
that occur under the indent. The indented surface can be readily examined
using, for example, scanning electron microscopy (SEM) and scanning tun-
neling microscopy. Subsurface damage can also be examined in the SEM
in suitably cleaved specimens,18 but examining deformation processes at
nanometer resolution requires TEM. This has been near impossible in the
past because of the difficulty in making an electron transparent membrane
through a specific site such as an indent. Now this can be done routinely
using a focused ion beam (FIB) microscope in which gallium ions mill the
cross section containing the indent. The FIB uses the secondary electrons
emitted to image the sample as it is being machined (Fig. 5).
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Fig. 5. Secondary electron image of the preparation of a thin membrane through a
nanoindent in silicon using a focused ion beam.

Our initial investigations in a range of different materials have revealed
a variety of processes that occur around an indent, in addition to dislocation
motion. For example, “twins” can form, as seen in Fig. 6(a), showing the
deformation under a spherical indent in a coherently strained InxGa1−xAs
multilayer. “Twinning” is a very rapid transformation that, in this exam-
ple, results in the reorientation of the lattice to create a region of crystal
that is related to its parent by a rotation of 180◦. The shear of the crystal
is evident in the high-resolution image (Fig. 6(b)). Due to the low defect
density of the crystal, new defects had to be nucleated by the high stress
under the indenter. Interestingly twinning was recognized as a deformation
mechanism over a century earlier than dislocation flow. At higher temper-
atures (500◦C) dislocations can be activated more readily from preexisting
sources, hence the shearing shown in Fig. 4.

The coherency strain between the layers in InxGa1−xAs multilayers can
be controlled through the variation of the indium content of each layer
through epitaxy. It has been found that the yield stress (i.e., the stress at
which material starts to deform plastically) of the system can be varied by a
factor of 2 by changing the strain difference between the layers.20 Our work
has shown the complex way coherency stress affects deformation: depending
on the loading conditions coherency strains can weaken or strengthen the
material.18 In the following sections, we concentrate on another example:
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Fig. 6. (a) Deformation under a spherical indent in a coherently strained InxGa1−xAs
multilayer observed using TEM. The deformation twins (some of which are indicated
by arrows) can be seen cutting across the (horizontal) superlattice layers. Since the
twins are in a different crystallographic orientation to the parent crystal, they diffract
differently leading to the strong contrast observed. Due to the low defect density of the
crystal new defects had to be nucleated by the high stress under the indenter (see Ref.
19 for further details). (b) High-resolution image of a twin in GaAs formed under similar
conditions. The atomic planes in the structure can be resolved, as shown by the solid
lines, showing the shear of the lattice created by the twin. The dashed lines indicate the
boundaries of the twin.

how multilayers can be designed to produce nitride coatings twice as hard
as their monolithic counterparts.

4.1. TiN/NbN multilayers: A case where plastic flow

is confined within each layer

In the case of nitride coatings, we have found evidence that having two
layers with different elastic properties can have remarkable effects on the
deformation process and the hardness. In monolithic TiN films, slip lines
(due to repeated dislocation nucleation and glide on the favored {110}
slip planes) are apparent under the indent, and in addition the crystal
planes immediately below the indent tip are rotated by as much as 20◦

(Fig. 7(a)), decreasing rapidly moving away from the surface. The crystal
rotations are associated with the strain gradients of the material under the
indenter. In contrast, the pattern of rotations seen in a TiN/NbN multilayer
(Λ = 14nm) is different to that seen in the monolithic TiN film (Fig. 7(b)).
The rotations are confined to a cone of material defined by the indent
impression and a depth below the indent tip that is approximately 0.8 of
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(c)

(b)(a)

Fig. 7. TEM images of cross sections through nanoindents. (a) A 30-mN indent in a
TiN monolithic film showing slip lines and crystal rotation. The region in which the
crystal planes have been rotated appears dark here because it is diffracting the electron
beam more strongly than the undeformed crystal. (b) A 30-mN indent in TiN/NbN
multilayer (Λ = 14 nm), indicating lattice rotations relative to position “A” in degrees.
The white lines mark the approximate position of the compressed cone of material. (c)
Schematic diagram illustrating how the multilayer may be deforming to give crystal
rotations of approximately 10◦ (indicated by the tilted squares) yet maintaining untilted
layer interfaces (indicated by the horizontal black lines).

the width of the indent impression (as approximately indicated by the white
lines). Figure 7(b) also shows that the layers become virtually horizontal at
approximately 400 nm below the surface, but there is still a crystal rotation
of 10◦. The observation that the crystal rotation can be greater than the
rotation of the layers is at first sight surprising, and illustrates the danger of
solely examining the position of the layer interfaces to infer the deformation
pattern. Lloyd and co-workers21 have suggested that this extra rotation
can occur if the layers were simultaneously sheared, to maintain untilted
layer interfaces on average, as illustrated schematically on Fig. 7(c). Such
shearing has been observed elsewhere in W/NbN laminates.22

A further indication that plastic flow must occur by the lateral move-
ment of material outward along each layer is given by the fact that no slip
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Fig. 8. The 40-mN indent in a film containing a TiN/NbN multilayer sandwiched
between “thick” layers of TiN. Slip lines (some of which are indicated by the arrows)
in the TiN do not extend into the multilayer, but reappear underneath it. The crystal
planes in the regions labeled “R” have undergone significant distortion similar to that
seen in Fig. 7(a).

lines are observed across the layers within the TiN/NbN multilayers. This
is seen in Fig. 8, a cross section of an indent in a TiN/NbN multilayer
(Λ = 20nm), sandwiched between two “thick” (300 nm) TiN layers which
do contain slip lines. Slip lines (some of which are indicated by the arrows)
in the TiN do not extend into the multilayer, but reappear underneath
it. Hence, it appears that the multilayer interfaces create an extra barrier
for dislocation nucleation and propagation that forces the material flow to
be confined within each layer. These observations are consistent with the
model proposed by Chu and Barnett17 on the yield stress enhancement of
TiN/NbN multilayers, and might explain the large enhancements, up to
100%, in hardness observed with respect to the monolithic components.

4.2. TiN/SiNx multilayers: A case where columnar growth

is interrupted

Our research has also revealed how low levels of porosity can affect the
hardness of TiN/NbN multilayers grown by sputter deposition.23 Sputtered
films display often columnar grains: that is, grains elongated in the direc-
tion of growth (see for instance, Fig. 10(a)); hence, only a tiny degree of
surface roughness can result in pores forming preferentially at the column
boundaries due to shadowing (see Fig. 9). Under load, shearing occurs along
the columnar boundaries which act as weak links, lowering the hardness
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Fig. 9. (a) TEM image showing porosity embedded in a TiN/NbN multilayer.
(b) Schematic illustrating the origin of porosity in sputtered films under conditions of
limited surface mobility (after Hultman et al., Ref. 25). The shaded region indicates the
area shadowed by the deposited islands.

and reducing the benefits of a multilayered structure. In contrast to the
single-crystal films discussed above, industrial coatings are often grown on
steel and are polycrystalline, hence the undesirable weakening effects asso-
ciated with porosity at column boundaries are likely to be multiplied. An
alternative approach to both suppress the columnar growth and benefit
from the hardness associated with small grain sizes is to design a multi-
layer with alternate crystalline and amorphous layers. This is illustrated
in Fig. 10, which compares a TiN polycrystalline, columnar coating and a
TiN/SiNx multilayer, grown under similar conditions, in which the SiNx

layers are amorphous. The amorphous SiNx layers interrupt the columnar
growth of the TiN grains and each TiN layer is forced to renucleate on top
of the amorphous SiNx. A much greater degree of control over the resulting
microstructure and roughness is therefore achieved. As a result, the hard-
ness of the TiN/SiNx multilayer is over 50% greater than the hardness of
the monolithic components.23

4.3. TiN/SiNx multilayers revisited: A case where totally new

behavior (not found in the bulk at all) is unraveled when

the layers are made extremely thin

In the examples discussed above the property of the multilayer is more than
the “sum of the parts”, but the actual component layers are essentially the
same as the bulk material. However, the extreme “thinness” of the layers
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Fig. 10. TEM images showing (a) columnar TiN film grown on Si(001); (b) small region
from a TiN/SiNx multilayer grown on Si(001) in similar conditions. The lighter layers
are SiNx. In (a) the contrast arises from the different crystallographic orientations of
the grains. Small, equiaxed grains form near the substrate but, as the film grows, grains
in favorable orientations grow preferentially to create a columnar structure. The intro-
duction of amorphous layers in (b) results in a much greater degree of control over the
orientation and shape of the grains, as each amorphous layer interrupts grain growth and
each TiN layer is forced to renucleate, eliminating the columnar growth and reducing
the roughness.

can lead to the evolution of totally new behavior, not found in the bulk
at all. This is the case, for instance, with the TiN/SiNx multilayers shown
above when the SiNx layers are made extremely thin.

Sputtered SiNx under conventional conditions is grown amorphous, as
shown in Fig. 10(b). However, when grown on TiN, the SiNx adopts the
crystalline cubic structure of TiN through epitaxy up to a critical thickness
of around 0.3 nm (even though this is not the stable structure at room
temperature), because this is more energetically favorable than to introduce
defects at the interface (see Fig. 2). For thicker layers, the SiNx transforms
to the conventional amorphous structure. The difference in structure is
shown in Fig. 11. Above the critical thickness, the TEM image in Fig. 11(a)
shows that the film consists of well-defined TiN layers with equiaxed grains
separated by continuous and homogenous amorphous SiNx interlayers, as
shown before. The high-resolution image proves that the growth of a (111)
oriented TiN grain (where the atomic planes can be resolved) is interrupted
by the amorphous SiNx layer and that a new TiN grain is renucleated in
the subsequent TiN layer. Layer thicknesses are 4.5 and 2.4 nm for TiN and
SiNx, respectively. Below the critical SiNx layer thickness, the TEM image
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Fig. 11. TEM images (below) and corresponding high-resolution images (above) of
TiN/SiNx multilayers with 4.5-nm-thick TiN layers: (a) 2.4-nm-thick amorphous SiNx

layers and (b) 0.3-nm-thick crystalline SiNx layers. In (a), the darker layers are TiN,
where the atomic columns can be resolved. The lighter layers are amorphous SiNx and
hence, no atomic columns are resolved. The lines indicate the trace of (111) and (002)
lattice planes, showing that the amorphous SiNx interrupts the TiN growth, resulting
in equiaxed TiN grains whose size is limited by the layer thickness. In (b), the arrows
indicate the position of the SiNx layers. The atomic columns in the structure can be
resolved across all the layers showing that the SiNx adopts the crystalline structure of
the TiN layers, resulting in columnar grains through the entire film thickness, as shown
in the image below (after Söderberg et al., Ref. 24).

of Fig. 11(b) shows that the multilayer is composed of columnar grains with
retained layering. The corresponding high-resolution image reveals the lack
of amorphous SiNx interlayers for such thin layers and instead the atomic
columns can be resolved continuing across all the layers. The latter has
remarkable effects on the mechanical properties, with a hardness increase
of an additional 20% with respect to multilayers where the SiNx layers
remain amorphous, presumably due to similar hardening effects that those
found in TiN/NbN multilayers.



August 30, 2007 9:42 WSPC/Advances in Nanoengineering 9in x 6in ch03

Multilayered Materials 71

As well as aiding our understanding on the hardness of multilayer films,
the results presented here will be increasingly useful in the understanding
of local deformation processes such as wear and abrasion, since indentation
introduces high plastic strains in a controlled way. Further, if the deforma-
tion mechanisms can be understood we will be able to better design materi-
als with specified hardness, and to combine hardness with other important
properties such as corrosion resistance. In the next section, we concentrate
on the structural variations and correlated magnetic properties that emerge
in a metallic multilayer system when the layers are very thin.

5. Metallic Magnetic Multilayers

Multilayers are increasingly used in magnetic memories and sensors because
of the novel properties and new phases they can display.26 For example, as
recently as 1988 it was discovered that the electrical resistance across a
series of magnetic layers changed enormously depending on whether the
magnetization of the layers were parallel or anti-parallel to each other.
This was called giant magnetoresistance (GMR) and, due to remarkably
fast industrial development, GMR films are already being used as sensors
in hard disk drives.

As in the preceding example of hard coatings, new magnetic properties
can also arise in the individual thin layers making up a multilayer, combined
with a modified crystal structure compared with the bulk material. Here
we concentrate on one example: the rich variety of structures and magnetic
properties displayed by Fe thin films grown on Cu have very different prop-
erties to the iron we usually encounter. At room temperature the stable bulk
phase of Fe is body-centered cubic (BCC), and it is ferromagnetic, while at
high temperature the nonmagnetic face-centered cubic (FCC) structure is
stable (Fig. 12(a)). When grown on Cu, the Fe adopts the FCC structure
of the Cu (Figs. 12(b) and 12(c)) up to a critical thickness of around 10
atomic layers (AL), above which the Fe transforms to the bulk BCC struc-
ture. However, below the critical thickness the Fe is distorted from cubic
symmetry with increased atomic spacings in the direction parallel to the
layer normal to give a tetragonal structure. The magnitude of the distortion
also varies as a function of thickness of the Fe layers, being greatest for the
thinnest layers, as summarized in Table 2. Distortions might be expected
in thin layers due to coherency strain, as described earlier. However, in
this case the bulk FCC Fe structure has smaller atomic spacings than the
Cu; hence, coherency strain would increase the Fe spacings in-plane. To
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Fig. 12. (a) Unit cells of the BCC and FCC lattices. (b) TEM image of Fe–Cu multilayer

(Λ = 2.4 nm) with a diffraction pattern inset. The strong contrast (making the Fe layers
appear bright under these imaging conditions) is due to the different mean inner potential
of the two materials. The weaker, closely spaced spots on the diffraction pattern arise
from the periodicity of the multilayer superimposed on that of the underlying crystal
lattice. (c) High-resolution image of the same Fe–Cu multilayer showing the atomic
columns in the structure. Arrows indicate the multilayer periods. These are hard to
identify here due to the low contrast between the two layers. Using images such as these,
and others, the structure of the layers may be determined.

preserve a similar atomic volume, the spacings are expected to decrease
perpendicular to the layers (known as Poisson contraction). An expansion
is actually observed. It is as if the Fe layers displayed a negative Poisson
ratio — unless, as we suggest, the stable “unstrained” structure in this thin-
film form is actually tetragonal (Fig. 13). TEM can also provide details of
the local electronic structure and these studies also point to modifications
in the band structure of Fe, consistent with the tetragonal distortion.27

Differing magnetic properties are coupled with these structural distor-
tions (see Table 2). The films are all ferromagnetic (cf. nonmagnetic FCC
bulk Fe) but with properties that vary with the layer thickness. The moment
per atom is greatest for the thinnest layers, and the Curie temperature
(at which the magnetization disappears) is greatest for the thickest layers.
Finally, the direction of magnetization is also layer-thickness dependent.
Usually, thin-films are magnetized in the plane of the film, to reduce the
field around the sample, but here a strong magnetic anisotropy forces the
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Table 2. Structural and magnetic properties of a series of Fe–Cu multilayers with
layer thickness measured in AL.

Fe (AL) Cu (AL) % Fe(002) strain Tc (K) Ms (µB/Fe atom) Easy axis

2 15 6.8 ± 0.5 ∼ 300 1.7 ± 0.3 // [001]
4 13 3.6 ± 0.3 ∼ 300 0.7 ± 0.2 // [001]
6 9 1.8 ± 0.1 ∼ 400 0.8 ± 0.2 ⊥ [001]

The strain in the layers is relative to the lattice parameter for FCC Fe (0.3585 nm),
Tc is the Curie temperature, Ms the saturation magnetization extrapolated to 0K.

easy magnetization direction to lie perpendicular to the plane of the film
for the thinnest layers.“Perpendicular magnetization” has been observed in
a number of multilayer systems and has a very important application in
magnetic recording, since the higher stray field above the specimen allows
more reliable recording at high densities.

To summarize: the atomic structure, magnetic properties, and electronic
structure each vary with the Fe layer thickness and demonstrate that the
Fe layers are highly anisotropic. By varying the multilayer design, a whole
range of magnetic properties can be displayed — all from pure iron! In cre-
ating a multilayer the electronic structure has been modified, stabilizing a
new tetragonal structure and properties. It has been suggested27 that the
distortions in the structure could be explained qualitatively in a manner
similar to Jahn–Teller distortions in atomic complexes, arising out of the
quantum well states created in the thin layers. The differing magnetic prop-
erties can be understood from the great sensitivity of the magnetic state of
Fe to its atomic volume since the energy changes associated with structural
and magnetic transitions are very similar.28

In this example the multilayers do not behave analogously to a bulk
composite structure. In a bulk composite the properties of the individual
layers are essentially unchanged upon incorporation into the composite.
Here the multilayers do not simply display a combination of the properties
of bulk Fe and Cu but are an entirely new material whose atomic struc-
ture and properties vary strongly with multilayer design, pointing the way
to how the electronic structure can be engineered. This sort of engineer-
ing could be described as a modern (and rather more successful) form of
alchemy: changing the properties of elements through modification of their
electronic structure. The conventional alchemy required the atomic nucleus
to be changed, and ironically, since Fe has the most stable atomic nucleus
it is the most resistant to this form of alchemy. Fortunately its electronic
structure is more cooperative.
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Fig. 13. Schematic illustrating the formation of a multilayer from (a) cubic Fe and Cu,
and (b) tetragonal Fe and cubic Cu. Only the latter configuration explains the observed
structure.

6. Conclusion and Future Developments

The design of materials with specified properties is the essence of materials
science. Yet it is only remarkably recently that we have developed sufficient
understanding to control materials’ properties at will. Synthetic nanoscale
multilayers provide an exciting route to the design of materials with novel
magnetic and mechanical properties. To fully exploit the new possibilities
that can occur in multilayers, it is vital to elucidate the structure–property
relationships that will enable us to design the most promising multilayer
structures from the near-infinite number of possibilities.

Future developments will depend on the synergy arising from advances
in growth, characterization, and modeling. Growth requirements are strin-
gent as can be seen by the sensitivity of the properties of Fe–Cu multilayers
to the Fe layer thickness. In addition, optimum deposition conditions are
often a compromise between conflicting factors; for example, high temper-
atures are favorable for low defect growth but intermixing of the layers
is also enhanced. For industrial production, the challenge is to combine
precision with reliability and reproducibility. Improvements in ultra-hard
coatings may also lie in using the nonequilibrium deposition conditions to
synthesize new compounds in the boron–carbon–nitrogen system.29

TEM characterization will be made more reliable and quantitative
through current developments in instrumentation (e.g., aberration correc-
tors) and specimen preparation allowing surface damage to be removed
from thin foils. Improvements in the quantification of atomic and electronic
structure characterization are essential to test and refine the modeling of
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multilayers. Ab initio modeling is increasingly sophisticated and can now
include magnetic properties, but multilayers still present a challenge in com-
puting time because of the relatively large size of their unit cell. As well as
the rigorous ab initio approach, simpler, physically perspicuous models are
also needed, even if they are quantitatively incorrect, to allow predictions to
be made of systems with interesting properties that may then be modeled
accurately: models that are more like “cartoons” catch the key features of
a person’s appearance, as opposed to true portraits.3

Materials research is only just beginning to fully utilize and control the
vast array of material properties available. Nanoscale multilayers provide
new opportunities for materials scientists to display their artistry.

Acknowledgments

We are grateful to the EPSRC, Trinity Hall, Cambridge, the Royal Soci-
ety, the Basque Government, the Spanish Ministry of Education (Torres
Quevedo Program) and the European Social Fund for financial support.
We also acknowledge the help and insight of many colleagues, in particular
Dr. W. J. Clegg, Prof. L. Hultman, Prof. M. Odén, H. Södeberg and the
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CHAPTER 4

NATURE AS CHIEF ENGINEER

Simon R. Hall

Centre for Organized Matter Chemistry
School of Chemistry, University of Bristol

Bristol BS8 1TS, UK

With the benefit of millions of years of natural selection, it is no surprise
that when it comes to fitting form to function, Nature is second to none
in engineering the right structure for the right job. The creation of archi-
tectural elegance, despite using the minimal amount of material has long
fascinated man, who has endeavored to understand how intricate con-
struction can be accomplished merely through the flow of inorganic ions
and strategically placed macromolecules. When the demands of the envi-
ronment are the blueprints of the construction, structures are produced
with the utmost efficiency. This was first stated explicitly by D’Arcy
Thompson, in his seminal work On Growth and Form (1917).1 However,
even as far back as the 16th century, scientist and astronomer Johannes
Kepler noted that “Nature uses as little as possible of anything”. Both
these and many other luminaries held Nature in the highest esteem as
an engineer par excellence.

In the 19th century, people used these tenets and took their inspi-
ration for daring and innovative architectural and engineering projects
from Nature. In the 21st century therefore, when advanced nanoscale
materials are required, it is only right that man should once again turn
to Nature for solutions to their creation.

Keywords : Biomimetic, template, synthesis, inorganic, supercon-
ductor.

1. Nature Inspires Engineering

“. . . To hold, as ’twere, the mirror up to nature . . . ”
Hamlet Act 3, Scene II

79
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As the Victorians ushered in the golden age of engineering with such mar-
vels as the Forth Rail Bridge and the Eiffel Tower, it was a time of daring
experimentation. With new materials and ever larger projects under con-
struction, it was to Nature that men began to turn to provide the architec-
ture required; an architecture that had been proven through many millennia
to provide the most propitious form for the job in hand, in the most efficient
manner possible.

One of the first, and most famous “bioinspired” architectural project
was the construction of the Crystal Palace for the Great Exhibition of
1851. Joseph Paxton conceived the Crystal Palace largely as a result of the
work he did as Head Gardener to the Duke of Devonshire at Chatsworth
House, Derbyshire. While at Chatsworth, Paxton built the largest conser-
vatory in the world at that time, utilizing glass and iron for strength and
durability. In 1837, the arrival of a lily from Guyana demanded a custom-
built heated pool which Paxton designed. He became fascinated by the
huge leaves of the plant which he dubbed “a natural feat of engineering”
and tested their strength by floating his daughter on one of them. A closer
examination of the underside of the leaves revealed to Paxton the secret of
their mechanical stability; an array of radiating ribs connected with flexi-
ble cross-ribs (Fig. 1). Continuous experimentation over the following years
enabled Paxton to improve on his glass and iron structures, culminating in
the incorporation of the waterlily’s structural features in his design for the
Crystal Palace (Fig. 2).

Fig. 1. Underside of a waterlily leaf.
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Fig. 2. The façade of the Crystal Palace.

Another striking example of engineering inspired by Nature can be seen
in Isambard Kingdom Brunel’s Royal Albert Bridge near Plymouth. The
bridge is a clever combination of arch and suspension bridge. An arch bridge
produces a net outward thrust at the abutments, whereas a suspension
bridge pulls the abutments inward. By combining the two concepts in one
bridge, the overall force at the abutments is almost zero. In Brunel’s bridge,
the arches consist of iron tubes with an oval cross section, which produce
the outward thrust to balance the inward pull of the draped chains. The
minimal force carried by the abutments allows for a lighter and more impor-
tantly, cheaper construction. Inspiration for this may have come from the
observation that this method of force balancing is one which every four-
legged animal adopts. For example, in an elephant, the legs are the abut-
ments, the belly the chains, and the spine the arch of the bridge. Although
it is not known whether Brunel (in the manner of Paxton) first consid-
ered Nature before embarking on his design, it is likely that such a natural
analog would not have been far from his mind.

In the 20th century, scientists began to take an active interest in
the architectural constructs of the biological world, particularly keen to
understand the procedures flora and fauna use in the production of inor-
ganic structural elements. The Father of this approach was R. J. P. (Bob)
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Williams of Oxford University, who instigated a study of the detailed func-
tional use of inorganic elements in biological systems.2 By applying prin-
ciples from inorganic chemistry such as the complex-ion formation and
redox potential, to biological systems, he was able to deduce many hith-
erto unknown mechanisms in biomineralization. Among the discoveries from
this time were the elucidation of the special inorganic chemistry of unusual
metal-binding sites in Nature, and the role and mode of action of calcium
in the formation of calcified structures (summarized in Ref. 3).

One of the students of the Williams “Oxford School” was Stephen Mann.
Mann realized that by understanding the processes of biomineralization in
terms of the movement and precipitation of inorganic elements within a
“biological environment” it should be possible to replicate or mimic them
under laboratory conditions.4 Mann supposed that as mineralization usu-
ally takes place due to constraint within an organism, then by replicating
those constraining factors synthetically, either physically in the form of for
example, vesicles, or chemically by control of localized supersaturation, bio-
analogs could be created. These experiments in “biomimetics” (e.g., Refs. 5
and 6) yielded complex and often strikingly “lifelike” inorganic materials, by
following closely (but not exactly) the protocols used in the natural analog.

Currently, research worldwide into biomimetic control of mineralization
is strong, producing many diverse and often industrially valuable materials
(see e.g., Refs. 7 and 8). All syntheses however still rely either directly or
indirectly on the “boundary organized biomineralization” concepts intro-
duced by Williams, Mann et al.

2. Nature Becomes Engineering

“Have no fear of perfection — you’ll never reach it”
Salvador Felipe Jacinto Dali Y Domenech (1904–1989).

The complexity of biological structures and the complex systems which
give rise to them are not easily replicated in the laboratory. Even the most
advanced and succinct synthetic protocols can only ever offer a poor imi-
tation of the natural analog. This has convinced many scientists to “cut
out the middle man” and directly utilize naturally occurring materials as
part of their synthetic procedures. The advantage of this approach is clear;
by using a preformed, often hierarchically complex material, the scientist
aims to transfer the physical properties of the original, to that of the syn-
thetic analog. Many intact biosystems have been used to date, such as
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bacterial and fungal colonies,9–11 viroid particles,12–15 insect wings,16 and
diatoms,17 to produce materials with potential applications in catalysis,
separations science, electronics, and photonics. One particularly striking
example of this approach was the use of spider silk as a template to pro-
duce organic/inorganic fiber composites.18

Spider silk is a biopolymer with an extraordinarily high tensile strength,
far exceeding high tensile steel and Kevlar on a weight-for-weight basis.
The impetus for this research was the attempt to incorporate the incred-
ible tensile strength of spider silk in an organic–inorganic composite of a
composition which could be tailored to the desired application. One advan-
tage of using silk in a composite material is its inherent biocompatibility.
This would allow for potential biomedical applications where strength is
required, such as artificial tendons or nonallergenic sutures. Spider silk was
able to be successfully coated with a wide variety of inorganic materials
among which, nanoparticulate magnetite and cadmium sulfide were of the
most interest, as they imbued the composite with magnetic and semicon-
ducting properties, respectively. Fibers were shown to retain their flexibil-
ity and strength even after mineralization, and thus would be able to find
applications as smart, structural fabrics.

The most highly prized property of the majority of bioconstructs how-
ever, is that of a high surface area. In the fields of catalysis, chromatography
and drug delivery, a high surface area (> 300m2/g) greatly improves perfor-
mance. Micro- and nanoscale features provide greater numbers of reactive
sites and points of nucleation, enabling a high surface area material to out-
perform a chemically identical, low surface area one.

Zeolites are inorganic high surface area materials, with a microporous
(<5 nm) structure. In addition to the 48 naturally occurring mineral exam-
ples, more than 150 structurally distinct zeolite types have been synthesized
in laboratories. Zeolites are highly prized for their ion-exchange capabili-
ties and have found uses in water purification, molecular sieving, and as
high surface area catalyst supports. Traditionally, in a laboratory synthe-
sis, a structure-directing agent such as a bulky organic cation, for example,
tetrapropylammonium bromide will be used, with an aluminosilicate gel
condensing around it to form the zeolite. These materials have a monodis-
perse (a uniform size) pore structure, the size of which is dependent on the
bulky organic cation. Extension of the pore size would allow for a greater
range of reactions/applications for zeolites and much research has been
devoted to the exploration of different templating agents. An ideal solution
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would be to use a porous naturally occurring material with pores at a larger
length scale on which to “grow” a zeolite.

This has been achieved by Greil et al.19 utilizing wood as a sacrificial
biotemplate. Using rattan palm as a precursor material (Fig. 3(a)), simple
pyrolysis to carbon replicas followed by an infiltration with liquid silicon at
1550◦C led to a biomorphous interconnected SiC skeleton, with no change
in the overall morphology of the carbonized wood template. A small degree
of shrinkage was observed in the initial carbonization step, but the main
structural features and porosity was preserved. Due to their highly porous
morphologies and chemical composition, these templates were finally used
as supports for zeolite coatings, via a support self-transformation method.
The large content of Si in the Si–SiC ceramic replicas allowed zeolite to be
crystallized on the inner channel walls by a hydrothermal route. The Si–SiC
bioreplicas acted as a carrier for the zeolite layer and also as the unique
source of silicon in the subsequent zeolite crystallization (Fig. 3(b)).

The successful formation of a crystalline zeolitic phase was confirmed
by X-ray diffraction (Fig. 4) which showed peaks due to crystalline Si and
SiC in the replicas, and the presence of an MFI-type (10-membered oxygen
ring system) zeolite material.

The novel combination of biotemplating of a wood structure and zeolite
crystal growth by self-transformation in the support enables the creation of
a hierarchical porous material which would otherwise be difficult to synthe-
size in the laboratory. The final composites exhibit a high thermomechanical
strength and a bimodal micro/macroporous architecture which makes them

Fig. 3. Images of (a) rattan wood and (b) rattan-derived Si–SiC zeolitic bioceramic.
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Fig. 4. X-ray diffraction patterns of (a) rattan wood, (b) carbonized rattan wood, (c)
rattan-derived Si–SiC, and (d) Si–SiC zeolite composites.

eminently suitable for applications such as molecular sieving and catalytic
activity.

High surface area silica materials are able to be synthesized in a number
of length scales, due to the ability of silica to form open, highly porous
networks. Even amorphous silica can have a surface area over 300m2/g.20

With the use of surfactants, amorphous silica has been shown to condense
around organic micelles to form materials well above 1000m2/g.21 The high
porosity in the final material is therefore a result of the fine structural
feature of the template. When looking for a natural material which can
be used to create high surface area inorganic materials, one must look for
structural stability and intricate morphologic features.

One such material that lends itself well to inorganic replication is pollen.
A pollen grain, most types of which are in the size range 25–35µm, consists
of the living cell in the center surrounded by a layer of cellulose known as the
intine and a waxy, resistant coat, the exine, which consists of a polymeric
substance called “sporopollenin”. The function of the exine is to protect
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the pollen grain from desiccation and microbial attack, which accounts for
its durability.

Pollen is ubiquitous and is easy to collect and incredibly stable when
stored. Pollen grains have been found in the tombs of Egyptian pyramids
which have been identifiable from their unchanged morphology even after
almost 7000 years of quiescent storage. The majority of species have a
high surface area and an intricate design, so can be selectively chosen for
specific applications. As a template for mineralization, however, pollen has
only recently been investigated.22 The replication was achieved by soaking
freeze-dried, mixed-flower pollen in various metastable solutions followed
by thermal removal of the biological template to produce silica, calcium
phosphate, or calcium carbonate facsimiles.

Figure 5 shows representative scanning electron microscope (SEM)
images of native and mineralized pollen grains from mustard plants
(Brassica). The native pollen grains were approximately 25µm in length
and exhibited a characteristic ellipsoidal morphology consisting of four
longitudinal segments with foam-like surface structure. These features were

Fig. 5. SEM images of (a) uncoated pollen grain; ((b)–(d)) inorganic replicas consisting
of (b) calcium phosphate, (c) calcium carbonate, and (d) silica. Scale bars: (a) and (c)
5 µm, (b) and (d) 1 µm.
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also displayed in the hollow inorganic replicas, along with an additional
macroporosity associated with removal of the biological template, and
reduction in the size of the particles to 10–15µm due to the thermal pro-
cessing. Energy-dispersive X-ray mapping of individual grains confirmed
that the calcined replicas consisted of silica, calcium carbonate, or calcium
phosphate with negligible organic content.

Thermogravimetric studies indicated a typical organic weight loss dur-
ing heating of approximately 70%. 29Si NMR spectra of the silica replicas
showed Q4, Q3, and Q2 (Qn = Si(OSi)n(OH)4−n, n = 2–4) compositions of
approximately 75%, 9% and 16%, respectively, indicating that even after
calcination at 600◦C approximately 25% of the siloxane centers were not
fully condensed and potentially reactive to further functionalization. This
is an interesting area for further exploration. The attachment of reactive
functional groups to the surfaces of these replicas could extend their range
of applications considerably.

Powder X-ray diffraction indicated the formation of a highly crystalline
calcite (CaCO3) replica, whereas the calcium phosphate replicas consisted
of a mixture of poorly crystalline brushite (CaHPO4·2H2O) and monetite
(CaHPO4). Nitrogen adsorption–desorption measurements on the silica
replicas showed that they were highly porous with relatively high surface
areas ranging from 300 to as high as 817m2/g. The data suggest that the
high surface area and mesoporosity arise as a consequence of the complex
foam-like surface morphology of the native pollen grains and outgassing of
organic components during thermal degradation. Similar results were not
obtained however for the calcium carbonate and calcium phosphate repli-
cas, which showed only weak gas–solid interactions and surface areas of 2
and 10m2/g, respectively.

Porous silica is used as a support in column liquid chromatography.
For this the pore structure and specific surface area of the material must
be controlled and tailored to the type of chromatography. Liquid–solid
chromatography (LSC) requires the silica to be mesoporous (2–50nm)
with a high specific surface area whereas liquid–liquid chromatography
(LLC) utilizes macroporous (> 50 nm) silica with a low specific surface
area. By this classification the silica pollen replicas produced in this work
may have a potential application as a support in LSC. These morpho-
logically complex particles could also have important applications in con-
trolled storage–release processes and heterogenous catalysis. As proof of
concept, the calcined silica replicas were functionalized by impregnation of
the complex structures with silver or magnetite (Fe3O4) nanoparticles to
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produce metallic or magnetic derivatives, respectively. In the former, in situ
photoreduction of adsorbed Ag(I) ions resulted in a homogenous disper-
sion throughout the silica matrix of silver nanoparticles with mean size
of 11 nm as confirmed by transmission electron microscopy (TEM) stud-
ies on fractured samples (Fig. 6). Similar data were obtained when the
silica particles were immersed in a sol of magnetite nanoparticles, which

Fig. 6. TEM image showing high surface area silica pollen replica with silver nanopar-
ticles grown within the nanoporous structure. The graph shows the energy-dispersive
X-ray analysis (EDXA) signal from the silica–silver composite material. Scale bar is
200 nm.
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resulted in the sequestration of nanoparticles with mean size of 7.6 nm,
presumably by capillary uptake into the macro- and mesopores of the silica
matrix.

Another possible application of the porous silica material produced in
this work is as a drug-delivery system. Inorganic materials produced by the
sol–gel route are used extensively in medicine, for example for implantation
into the human body to augment bone repair. Utilizing the ability to encap-
sulate biologically active molecules into the material while retaining their
activity has led to research into the use of silica as drug-delivery systems.
This potential application was explored by a simple soaking of the pollen
replicas in solutions of the nonsteroidal anti-inflammatory drug (ibuprofen)
and the antihistamine drug (chlorpheniramine) followed by monitoring the
corresponding release profiles in a simulated body fluid (SBF) (Fig. 7). Both
the drugs have an indicative peak in the UV region, and the release of these
drugs is therefore able to be monitored as an increase in the absorbance
over time.

The high surface area silica replicas adsorbed significantly increased lev-
els of the drug compared with the calcium-containing minerals. However,
in each case, the pollen-templated replicas released approximately 50% of
the entrapped drug within the first 10min of immersion, after which the
rate of release decreased significantly, such that 70–80% of the drug was
transferred into the SBF after 3 h (Fig. 7), suggesting that with their much

0

0.5

1

1.5

2

2.5

0 50 100 150 200 250 300

Time/min

A
b

so
rb

an
ce

/A
26

7n
m

Fig. 7. Controlled release of drugs from silica (�), calcium carbonate (�), and calcium
phosphate (�) pollen replicas.
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Fig. 8. The molecular structure of chitin.

higher surface area, the silica replicas in particular, could be useful in con-
trolled release applications.

The inner layers of pollen are comprised of cellulose, which is the
most abundant biopolymer in the biosphere. Second in abundance is chitin
(Fig. 8).

Chitin is one of the main components in the cell walls of fungi, and insect
and arthropod exoskeletons. It is a polysaccharide composed of N -acetyl-
D-glucos-2-amine subunits, joined together by β-1, 4-glycosidic bonds. The
acetylamino side groups provide the chitin molecule with an increased
potential for hydrogen bonding when compared to cellulose, thereby giv-
ing structures composed of chitin an increased mechanical strength. As
with cellulose, Nature uses chitin to form complex architectural structures
in many phyla, from tough crab and lobster shells, to strong yet flexible
mushroom gills. In cuttlefish, it is chitin which directs the morphology of
the cuttlebone, a device which enables the cuttlefish to control its buoyancy
and also survive the extreme pressures when diving to great depths. Chitin
is also capable of producing stunning optical effects. In the marine worm
Aphrodite, bundles of chitin fibers, of sizes comparable to the wavelength of
light, are aligned to form a spine which appears red when viewed in normal
light. However, when light falls perpendicularly to the spines, they have the
appearance of opal, with blues, greens and yellow reflected from the regu-
lar chitinous arrays. In butterflies too, it is the regular array of chitin and
not pigment molecules which gives rise to the wonderful iridescent colors
(Fig. 9).

Even though they are molded by Nature into these fantastic three-
dimensional (3D) morphologic complex structures, chitin and its deriva-
tives have a remarkable structure all of their own. Chitin molecules adopt a
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Fig. 9. SEM image of iridescent wing scales from a peacock butterfly.

helical conformation, due to the presence of chiral carbon centers formed by
glycosidic linkages, and these helices can then pack together to form fibers
and bundles of fibers.

Perhaps the most important derivative of chitin is chitosan. Chitosan
(2-amino-2-deoxy-β(1 → 4)-D-glucan) is formed by the deacetylation of
chitin, and has found applications in areas as diverse as medicine,23

cosmetics,24 and food technology25 due to its low cost and environmen-
tally benign nature. Of particular relevance to mineralization studies is the
fact that chitosan has the ability to preferentially sequester transition and
post-transition metal ions from aqueous solutions.26

Chitosan is a remarkably stable biomaterial, able to withstand tem-
peratures of up to 160◦C without undergoing any significant molecular
change. This stability is conferred by the formation of chain-like, helical
structures on crystallization, which only begin to undergo thermal oxida-
tion and degradation from approximately 200◦C onward. The fibrous nature
of the biopolymer is retained however, and it is this stability that has been
used successfully to produce carbon fibers, simply through calcination.27



August 30, 2007 9:42 WSPC/Advances in Nanoengineering 9in x 6in ch04

92 S. R. Hall

This stability makes it ideal as a template in which to perform hydrother-
mal syntheses without appreciable loss of template structure before inor-
ganic morphology is determined. There are many inorganic materials which
benefit from the morphologic constraint offered by a chitinous matrix; con-
trol over crystal morphology is the ultimate goal of the modern engineer
when designing new materials, as fundamental properties of the material
are determined from the way the material is constructed on the molecular
scale.

There is one very important field that has never felt the touch of
biomimetic control over crystallization however, and that is the field of
superconductor research. Historically, metal oxide superconductors have
been made by repeatedly grinding together metal and/or metal oxide pow-
ders, followed by sintering. More recently, advances in the understanding
of materials chemistry have led to the use of sol–gel methods to pro-
duce finer and more homogenous superconducting particles (see Ref. 28).
By producing nanosized superconducting particles, important fundamental
properties such as the critical current density (Jc) and the superconduct-
ing critical temperature (Tc) can be greatly improved.29,30 Despite this
advance, researchers are still left with the problem of grinding and pelletiz-
ing the resulting oxide, in an attempt to control the bulk morphology, or by
producing anisotropic “tapes” of superconducting material. These weakly
self-organizing tapes are an attempt to extend the length over which these
materials are able to operate. This self-organization is important, as it is
believed that grain boundaries act as weak links in limiting the critical
current density of bulk high-Tc superconductors. The elimination or mini-
mization of large-angle grain boundaries by morphologic control is therefore
a very desirable target. For applications in computer circuitry, supercon-
ducting nanodevices and low-dissipation power transmission, a pure crystal
of a morphologically favorable geometery is required.

By being able to control the morphology of the superconductor, from
the individual component nanoparticles to the way these are ordered in 3D
space, will provide a more satisfactory method of producing these mate-
rials, rather than the more haphazard current method of “heating” and
“beating”. The ideal morphology for these applications is the nanowire.
A superconducting nanowire would allow for direct incorporation into cir-
cuitry and would have the additional benefit of minimizing the irregular
grain boundaries which limit the performance.

In our research group at the University of Bristol, synthesis of
YBa2Cu4O8 (Y124) nanowires are carried out in the presence of chitosan.
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Fig. 10. A thin, clear blue film of chitosan/Y124 superconductor precursor.

Composite materials are made by addition of 1ml of Y124 precursor
solution to 10ml of chitosan solution, followed by vigorous mixing to
ensure a homogenous, light blue sol. The sol is then cast into Petri
dishes, and allowed to gel at 35◦C overnight, to form a thin and flexi-
ble, clear blue film (Fig. 10). This film is then calcined to form crystalline
superconductor nanoparticles and nanowires, depending on the rate of
heating.31

A transmission electron microscope (TEM) image of the control Y124
(no chitosan) sample is shown in Fig. 11. By allowing the sol to gel, and then
calcining, large and irregular shaped particles are produced. Confirmation
of the correct crystalline phase was by powder X-ray diffraction (PXRD),
which showed sharp peaks indexable to the Y124 phase. Superconducting
quantum interference device (SQUID) magentometry shows that the Tc of
this material is 89K.

With chitosan-templated Y124, the morphology of the crystals produced
are intimately linked to the rate of heating in the calcination step. With
a heating rate of 1◦C/min, discrete nanoparticles begin to nucleate and
grow in the chitosan matrix from around 300◦C. This temperature cor-
responds to the formation of copper oxide from copper acetate. Sintering
of the nanoparticles which nucleate are prevented by the presence of the
slowly degrading chitosan, and they thus remain the discrete centers for
subsequent outgrowth of Y124 nanowires.
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Fig. 11. TEM image showing large, irregular particles of Y124 synthesized via the

sol–gel method. Scale bar is 1000 nm.

Nanowires are able to grow from these “seed” nanoparticles from around
350◦C onward. TEM images of the calcination quenched at 300◦C show
nanowires associated with nanoparticles, at a temperature when the tem-
plating influence of the chitosan is still being felt. Nanowires are then able
to undergo growth along the crystallographic c-axis by way of a matrix-
mediated growth mechanism. This leads to formation of nanowires, all
around 50± 5 nm in the short axis and from 600 to over 1000nm in length
(Fig. 12). Superimposition of the diffraction pattern onto the nanowire
image showed that in each case, nanowire growth is always along the crys-
tallographic c-axis (Fig. 13). These were all single crystals of Y124, as
evidenced from selected area electron diffraction (SAED) which gave an
unvarying diffraction pattern along the whole length of the nanowire.

SQUID magnetometry of the nanowires reveals that Tc is 85K (Fig. 14).
This is within 4 K of the control sample, and proves that morphology can be
finely controlled without significant loss of superconducting performance.

With their preferential crystallographic-oriented growth, these nano-
wires will provide a better way of studying and understanding supercon-
ductivity in anisotropic systems.



August 30, 2007 9:42 WSPC/Advances in Nanoengineering 9in x 6in ch04

Nature as Chief Engineer 95

Fig. 12. TEM image showing Y124 nanowires grown in a chitosan matrix. Scale bar is
500 nm.

With a heating rate of 10◦C/min, there is no opportunity for c-axis
growth of nanowires, owing to the relative rapidity of degradation of the
chitosan template. A small degree of control over the size of the nanopar-
ticles can be achieved by adjusting the amount of precursor Y124 sol that
is added to the chitosan solution. With 0.5ml of Y124 sol added to 10ml
chitosan solution, the nanoparticles formed are 10 ± 7 nm. Increasing the
amount of Y124 sol to 1ml produces nanoparticles that are more monodis-
perse and have a diameter of 28.5 ± 3 nm (Fig. 15).

Confirmation of the Y124 phase of these nanoparticles is given by SAED
on the TEM (Fig. 16). The polycrystalline ring pattern can be indexed
to the Y124 phase. The absence of nanowires in materials calcined at
10◦C/min suggest that the extended presence of the chitosan template
at lower calcination heating rates is supporting vapor–liquid–solid-oriented
growth.

As a template for the nanoengineer, the materials which Nature pro-
vides are second to none. By providing a wide range of complex structural
motifs and in combination with a resistivity to chemical processing, we are
able to pick natural templates which are almost perfectly suited for the
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Fig. 13. Y124 nanowire with electron diffraction pattern (inset). The pattern confirms
nanowire growth occurs along the crystallographic c-axis. Scale bar is 100 nm.
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Fig. 15. TEM image of nanoparticles of Y124 grown in a chitosan matrix. Calcination
was 10◦C/min. Scale bar is 200 nm.

Fig. 16. Electron diffraction pattern of Y124 nanoparticles in Fig. 15.
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nanoengineering to be performed. “Almost” is not a tenable state when
engineering is concerned however, and it did not take long before scientists
began to wonder if they could play an active role in modifying the natural
template to fit their needs.

3. Engineering Nature

3.1. The future

Man is never satisfied with technological stagnation. Even with the bewil-
dering array of biological templates available, it is only a small leap of imag-
ination to imagine actively tailoring the biotemplate to fulfill the needs of
a particular application. There may be many tens of thousands of different
types of pollen, all with different morphologies, suited to slightly different
applications, but to be able to request a pollen morphology “made to mea-
sure” for your application would provide a technological advantage many
would gladly pay for. It is possible that the template already exists some-
where out there in the biosphere, but has yet to be discovered. In “Life, the
Universe and Everything”, the author Douglas Adams wrote:

“Very few things actually get manufactured these days,
because in an infinitely large Universe such as, for instance,
the one in which we live, most things one could possibly
imagine, and a lot of things one would rather not, grow
somewhere.”

Unfortunately, most scientists and engineers are not prepared to wait for the
ideal template to be discovered and have begun to take it upon themselves
to create the biotemplate they require. It is only recently though with the
advent of genetic engineering, that the active construction of a biotemplate
is a very real possibility.

With viruses (Fig. 17), the simplest of biologic entities, it is possible
to alter the protein sequences which provide the main structural impetus
for inorganic ion-binding affinity. Douglas et al.12 took cowpea chlorotic
mottle virus and by genetically engineering the N-terminus of the protein,
the inner surface of the virus is changed from having cationic to anionic
character.

This increases markedly, the electrostatic attraction of the inner sur-
face of the capsid (protein shell) to inorganic cations, while not affecting
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Fig. 17. TEM image of viral capsids.

the morphology of the virus. This enabled the group to produce mineral-
ization of iron oxide nanoparticles, using the inner cavity of the mutant
virus as a preferential site of nucleation and constrained growth. Similarly,
another capsid, the small heat shock protein cage from the extremophile
Methanococcus jannaschii has been genetically engineered to increase the
amount of thiol (−SH) groups on the inner surface of the protein.32 Using
a polymerase-chain-reaction-mediated site-directed mutagenesis, glycine
residues on the inner surface of the protein were replaced with thiol-
containing cysteine residues. After expression of the mutated gene in
Escherichia coli, the mutated thiolated proteins could then be harvested
and purified. As before, the mutation did not produce any change in the
protein-folding characteristics of the capsid, and the overall morphology
was retained when the mutated protein was allowed to self-assemble. Given
the affinity of many metals for the thiol group, such a mutation will further
enable the preferential sequestration and mineralization of the inner cavity
of the capsid, leading to monodisperse metallic nanoparticles.

It will surely not be long before the genetic alteration of the sequences in
biomineralizing organisms themselves will enable scientists to direct organ-
isms to grow inorganic materials to order. This will signal a change in the
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Table 1. The controlling force in templated mineralization.

Protocol Assembly of template Mineralization of template

Bioinspired Man Man
Biotemplate Nature Man
Engineered passive
template

Nature/man Man

Engineered
biomineralizing
template

Nature/man Nature

use of biologic systems from “passive” to “active” templates, thereby obvi-
ating the need for the engineer to “do chemistry” on the template. Having
the biological entity acting both as tailor-made template and performing
the inorganic replication is the next logical step. It is clear that the hand of
man is being successively removed as a controlling force in the engineering
of these materials (Table 1).

We may still be a long way from the fully independent, self-replicating
genetically engineered entities which are capable of building structures to
our blueprints, but as long as Nature can provide the complex precursors,
man will continue to improve the procedures involved in creating nano- and
microengineering marvels.

As inspiration and template over all length scales, Nature will act as
Chief Engineer serving the needs of science and engineering for many years
to come.

The wonderful thing about science is that it’s alive.

R. P. Feynman (1918–1988)
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CHAPTER 5

SUPRAMOLECULAR CHEMISTRY: THE “BOTTOM-UP”
APPROACH TO NANOSCALE SYSTEMS
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Supramolecular chemistry is the chemistry of “designed noncovalent
intermolecular interactions”. In this chapter we will trace the beginnings
of supramolecular chemistry from molecular recognition through the
more recent advances in the design of prototypical molecular machines.

Keywords : Chemistry, structure, design, molecular recognition,
molecular machines.

1. Introduction

Molecular chemistry is concerned with making and breaking covalent bonds
to form new molecules. Supramolecular chemistry is different because it
deals with synthetic molecular systems that are held together by weaker
noncovalent interactions such as electrostatic forces, hydrogen bonds, π–π

stacking interactions, van der Waals’ forces, or hydrophobic effects. These
noncovalent interactions taken individually are weak, but when several are
used in concert, very stable molecular ensembles or complexes may result.*

Jean-Marie Lehn encapsulated these ideas succinctly when he described
supramolecular chemistry as “chemistry beyond the molecule”.

∗The strength of interaction between molecular components of complexes can be
expressed as stability constants (K) which are the equilibrium constants for the for-
mation of the complexes from their component parts — so the larger the magnitude of
the stability constant, the stronger the complex. In the expression below a term shown

105
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Early work concentrated on the recognition of metal ions, which is the
selective binding of a particular metal ion (sometimes referred to as a guest)
by a receptor molecule (or host) using noncovalent interactions. This can be
achieved by careful design and synthesis of the receptor molecule so that
it is complementary to the desired guest. Borrowing ideas introduced in
enzyme chemistry by Nobel Laureate Emil Fischer,1 the receptor could be
regarded as a “lock” and the guest as a “key” that perfectly fits the lock.

Some interactions, such as hydrogen bonds and metal–ligand interations,
are directional. Chemists have learned how to use these interactions to “pro-
gram” information into molecular subunits so that they self-assemble into
potentially useful supramolecular superstructures. This self-assembly pro-
cess, when combined with traditional synthetic covalent modification, gives
us access to new molecules (e.g., molecular knots and chains) that previously
could not be made, in addition to larger scale assemblies on the nanoscale.

This chapter will look back to the birth of modern supramolecular
chemistry with the formation of simple crown ether–alkali metal complexes
through to more recent examples of supramolecular approaches to nanoscale
molecular machinery.2

2. Molecular Recognition

The birth of supramolecular chemistry can be traced back to the pioneering
work of Charles Pedersen, an industrial chemist who worked for DuPont.
Pedersen was interested in finding ways to prevent the oxidative degrada-
tion of petroleum products and rubber, which is caused by trace amounts
of metal ion impurities, such as copper and vanadium. To do this, he devel-
oped a series of compounds known as “metal deactivators”. These molecules
bind the metal ions, converting them into inactive complexes and so sup-
pressing their catalytic activity. In 1960, while attempting to synthesize
one of these compounds he isolated some white crystals in very low yield.

in square brackets refers to a concentration:

host + guest
K
� complex K =

[complex]

[host][guest]
.

They are frequently quoted as log K values, which are proportional to the free energy
change for the complexation process. Solvent molecules play an important role in this
process and consequently, stability constants will vary from solvent to solvent for the
same complex. Therefore, whenever a stability constant is quoted, the solvent in which
it was measured is also mentioned.
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His curiosity was piqued by the fibrous, silky quality of the crystals. Even
more interestingly, they were soluble in alcohols when sodium cations were
present but insoluble in their absence. Elemental analysis and mass spec-
trometry showed that the crystals were a cyclic polyether 1 (Fig. 1(a)) that
had formed due to the presence of a small amount of catechol (Fig. 1(b))
impurity in his reaction mixture.3

Pedersen observed from a space-filling model that a sodium ion is held
in the cavity of this macrocycle by attractive electrostatic ion–dipole inter-
actions between the cation and the six oxygen atoms in the polyether ring.
This binding mode accounted for the interesting solubility properties of the

Fig. 1. The chemical structures of the cation-binding agents: (a) dibenzo[18]crown-
6 1, (b) catechol, and (c) 18-crown-6 2 with the crystal structures of the sodium (d),
potassium (e), and cesium (f) cation complexes of [18]crown-6 (in the latter case two
cesium complexes are shown with associated thiocyanate anions). The chemical stucture
of [2.1.1], [2.2.1], and [2.2.2]cryptands (3, 4, and 5, respectively) is shown in (g) with the
crystal structure of the potassium complex of [2.2.2]cryptand (h), and (i) spherand 6.
Cations are yellow, oxygen is red and nitrogen is blue.
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compound. It was later found that the metal ion acts as a template during
the formation of the macrocycle by causing the reactants to wrap around
it and orienting them in a favorable way to form the 18-membered ring, 1.

As the model of compound 1 looked like a crown, Pedersen called
this class of compound the “crown ethers”. This particular compound
was named dibenzo[18]crown-6. The term “[18]” refers to the number of
atoms in the macrocycle and the numeral 6 to the number of oxygen
atoms in the ring. This is much easier to remember than the system-
atic name of compound 1 which is 2, 3, 11, 12-dibenzo-1, 4, 7, 10, 13, 16-
hexaoxacyclooctadecane.

Many different sizes of crown ether have now been synthesized and coor-
dination studies have shown that a relationship exists between the cav-
ity size, cationic radius, and stability of the resulting complex. In short,
the better the fit of the cation into the crown, the stronger the complex
formed. This phenomenon is referred to as optimal spatial fit. For exam-
ple, [18]crown-6 (2, Fig. 1(c)) forms complexes with sodium, potassium,
and cesium cations in methanol with stability constant (logK) values of
4.32, 6.10, and 4.62, respectively.4 The crystal structure of the potassium
complex of [18]crown-65 (Fig. 1(e)) shows that the cation fits snugly in
the middle of the crown ether. Smaller cations, such as sodium, cause the
crown ether to distort6 (Fig. 1(d)), by wrapping itself around the metal
to maximize the electrostatic interactions which increases the strain in the
molecule. Larger cations such as cesium must perch over one face of the
macrocycle because they are too large to fit into the cavity (Fig. 1(f)).7

Although Pedersen’s discovery was serendipitous,8 it demonstrated that
selectivity could be introduced into synthetic receptors by making them
complementary to the desired guest.

In 1969, improving on the cation-binding ability of the crown ethers,
Jean-Marie Lehn and his co-workers at the Université Louis Pasteur in
Strasbourg reported a new class of “three-dimensional” cation receptors
called cryptands.9–11 These materials are cage-like bicyclic molecules that
contain three polyether strands strung between two nitrogen bridgehead
atoms (Fig. 1(g)). The cryptands have been found to complex group 1
and 2 metal cations with stability constants much higher than those of
analogous crown ethers. For example, in methanol [2.2.2]cryptand (5) is
selective for potassium cations (diameter = 2.66 Å), binding them with a
stability constant (log K) of 10.4 which is over four orders of magnitude
higher than [18]crown-6. The crystal structure of this complex is shown
in Fig. 1(h). By changing the length and number of oxygen atoms in each
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polyether strand, Lehn found that he could tune the receptor to be selective
for smaller cations. For example, [2.1.1]cryptand (3) is selective for lithium
cations (diameter = 1.36 Å) and [2.2.1]cryptand (4) is selective for sodium
(diameter = 1.94 Å).

Both the crown ethers and cryptands require some degree of rearrange-
ment to form a complex with a metal cation. Recognizing this, Donald
Cram reasoned that rigid receptors with binding sites fixed in an octahe-
dral arrangement around an enforced cavity would show enhanced binding
over flexible receptors. With the help of molecular models he designed a
new class of receptor, the spherands, that contain an enforced spherical cav-
ity (compound 6 in Fig. 1(i)). Spherands bind sodium and lithium cations
very strongly (compound 6 forms complexeswith sodiumwith a stability con-
stant K = 1.2 × 1014 M−1 in chloroform-d saturated with water). Cram for-
malized these observations with the principle of preorganization that states
“the more highly hosts and guests are organized for binding and low solvation
prior to their complexation, the more stable will be their complexes”.12

The pioneering work of Pedersen,8 Lehn,13 and Cram12 ignited interest
in supramolecular chemistry and was recognized with the award of the 1987
Nobel Prize for Chemistry. Since then, the field of molecular recognition
has grown with the development of receptors for a wide range of cationic,
anionic, and neutral guests as well as more complex biomolecules.

In the years between this pioneering work and the present day, molec-
ular recognition has been extended to be anionic14 and neutral guest
species,15–17 and more recently to ion-pairs.18 There are different chal-
lenges in each of these areas and the construction of these types of receptor
is still an active research area for many groups around the world due to the
applications of these systems in many areas including drug delivery, sensor
technology, and environmental remediation.

Molecular recognition has advanced to the point where the complexation
of complex biomolecules is now possible. In 1997, Hamilton has attached
four peptide loops (peptides are chains of amino acid molecules — the
constituent parts of proteins) to the upper rim of a calix[4]arene (a bucket-
shaped molecule that, in this case, is being used as a piece of molecular
scaffolding holding the four peptide loops close together in space).19 Similar
peptide loops are present in fragment antigen-binding regions of antibod-
ies. X-ray analysis of antibody–protein complexes has shown that binding
occurs by the formation of a large and open interfacial surface composed of
residues capable of noncovalent-binding interactions with the antibody. In
the majority of cases, the antibody contacts the antigen via at least four
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peptide loops. In Hamilton’s synthetic antibody 7 (Fig. 2(a)), the rigid
cone-like calixarene acts as a molecular scaffold holding the peptide loops
in an arrangement that defines a peptide-binding domain.

The peptide loops present in 7 contain the negatively charged Gly–
Asp–Gly–Asp sequence (a chain of four amino acids containing negatively
charged carboxylate groups). Hamilton decided to study the interaction of
7 with cytochrome c (cyt c), a protein that carries a number of positively
charged groups on its surface. This was achieved using a technique called
affinity chromatography. It was shown that 7 binds cyt c strongly, with a
binding constant similar to that of the natural cytochrome c oxidase–cyt c

complex. Nuclear magnetic resonance studies indicate that it is likely that
the calixarene binds to cyt c in a region close to the heme edge. This is a
part of the protein that contains an iron(III) metal ion bound in a heme
group (a circular molecule involved in electron transfer, shown in yellow in
Fig. 2). Figure 2 shows a model of the calixarene docked with the crystal
structure of the protein. This demonstrates that the receptor can interact
with four of the five available positively charged lysine residues and cover a
large portion of the protein surface. It was found that the rate of reduction
(gain of electrons) of the heme group in the calixarene–cyt c complex in the
presence of excess ascorbate (a chemical which acts as a reducing agent, i.e.,
a donator of electrons to other molecules) was considerably slower than that
observed for the free protein. This is further evidence that the calixarene
binds at the heme edge of the protein and thus hinders the approach of the
reducing agent to the heme group.

3. Self-Assembly

The formation of the deoxyribonucleic acid (DNA) double helix from two
complementary DNA strands is perhaps the clearest example of a self-
assembling molecular system in biology. The thermodynamically stable
double-helical structure forms spontaneously and reversibly as the strands
are mixed together under the right conditions, and hydrogen bonds form
between complementary base pairs. The rapid reversibility of the process
ensures that any error that may have occurred during assembly can be
corrected.

Chemists can use self-assembly to access new noncovalently linked
molecular architectures by combining appropriately designed and yet simple
subunits. These molecular components contain within them the information
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Fig. 2. The chemical structure of receptor 7 (a) and its proposed complex with
cytochrome c (heme group shown in yellow) (b). Reproduced with permission from
Angew. Chem. Int. Ed. Engl. 36, 2680 (1997). Copyright (1997) Wiley-VCH.

required to construct the self-assembled architecture in terms of the position
and directionality of their binding sites, the distribution of electron density
over their surfaces, or their oxidation states. This information is accessed
when the components are mixed together and “read out” as the self-
assembled structure.

Hydrogen bonds have been used to direct the assembly of many different
types of noncovalently linked molecular architectures. One early example
is the formation of a “rosette-like” insoluble complex 8 between melamine
and cyanuric acid discovered by Whitesides and co-workers.20 Melamine can
be regarded as having three faces, each of which can donate two hydrogen
bonds from the amine groups and accept one to the aromatic nitrogen atom.
In contrast, cyanuric acid can accept two hydrogen bonds and donate one
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from each of its “faces”. When mixed together the two compounds form an
insoluble hexagonal network resembling a rosette as shown in Fig. 3(a).

Lehn and co-workers adapted this hydrogen-bonding motif by blocking
one face of each of the subunits with alkyl chains.21 Steric interactions
cause these compounds to form a linear molecular ribbon 9, which is a
noncovalently linked polymer (Fig. 3(b)).

Julius Rebek, Jr. and co-workers have synthesized a series of self-
assembled “tennis balls” from curved molecular subunits.22 Compound 10
(Fig. 4) contains hydrogen bond donating groups (blue) and hydrogen bond
accepting groups (red) that cause two of these molecules to wrap around
each other and form a spherical complex with a large central cavity. This
cavity contains solvent molecules that are released on guest binding making
guest binding an entropically favorable process. This particular tennis ball
is capable of encapsulating p-quinone and cyclohexadiene simultaneously
and, by increasing their effective concentration, accelerating the rate of the
reaction between them by 200 times (Fig. 4).
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In cell membranes, proteins, such as gramicidin A, form channels that
allow the passage of protons and alkali metal cations across the membrane
(the membrane is composed of two layers of compounds called lipids, and
is consequently also known as a lipid bilayer). They do this by forming
a α-helix (this type of helix contains a central channel) in which amide
(N–H) groups from the peptide backbone alternatively point up and down,
forming hydrogen bonds with amide carbonyl oxygen atoms. Two of these
helices, assembled in a head-to-head arrangement, are required to span the
membrane. A supramolecular approach to the formation of synthetic ion
channels has been pioneered by M. Reza Ghadiri and his research group
at the Scripps Research Institute in California.23 These researchers use
cyclic α-peptides and cyclic D, L-α-peptides to form self-assembled peptide
nanotubes. The cyclic peptides adopt conformations wherein the peptide
NH and CO bonds point up and down in a similar fashion to the hydrogen
bonds of the gramicidin A helix. This allows the formation of multiple
hydrogen bonds between cyclic peptides and drives the formation of the
peptide nanotube. One example is shown in Fig. 5. In this case the cyclic
α-peptides 11 have self-assembled into a nanotube within a lipid bilayer.24

The opening and closing of this channel can be monitored by measuring the
flow of potassium ions through the channel, which reveals sharp opening
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Fig. 5. A schematic representation of a cyclic peptide-based, self-assembled transmem-

brane channel structure 11 embedded in a lipid bilayer membrane.

and closing events corresponding to either conformational changes in the
assembly or to a dynamic assembly–disassembly processes occurring in the
membrane. Larger versions of these channels have been shown to transport
bigger molecules, such as glucose, across membranes.25

Other approaches to synthetic transmembrane channel systems have
been pioneered by Matile and co-workers in Geneva. Matile has developed
new synthetic supramolecular α-barrels that are constructed from molecu-
lar units containing a rigid octiphenyl stave from which short peptide chains
are attached (Fig. 6). The octiphenyl stave is a rigid rod composed of eight
phenyl rings linked together. The rings can rotate around the axis of the
rod. Matile has used this molecule as a piece of molecular scaffolding from
which he has appened eight chains of amino acids. When chains on adja-
cent octiphenyl groups interdigitate they form antiparallel α-sheets held
together by multiple hydrogen bonds. Twists in the stave due to the arene–
arene torsion angles and steric crowding of the N- and C-terminal amino
acid residues cause the self-assembled structures to curve so allowing the
formation of rigid-rod β-barrel structures. The most important feature of
this approach to synthetic channel formation is its versatility in that it is
possible to choose the identity of the amino acid residues that coat the
exterior and interior surfaces of the barrel and hence tune the barrel’s sol-
ubility (exterior) and transport ability (interior). Matile calls this property
the functional plasticity,26 as the barrels are adaptable for use in differ-
ent applications without making changes to the underlying structure that
constitutes the barrel. For example, barrel 12 shown in Fig. 6 has leucine
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Fig. 6. (a) Self-assembly of peptide functionalized p-octiphenyl monomeric rods. The
octiphenyl staves are highlighted in red while the exterior surface of the barrel is brown
and the interior surface blue. (b) The α-barrel in a lipid bilayer. Amino acids located
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H: histidine; L: leucine; R: arginine; V: valine; and W: tryptophan. Reproduced with
permission from ChemBiochem. 4, 1299 (2003). Copyright 2003, Wiley-VCH.

groups (amino acids containing hydrophobic groups) on its exterior that
confer solubility in a lipophilic (nonpolar “organic solvent-like”) environ-
ments (such as within a cell membrane) and a polar interior lined with
aspartate groups while both barrels 12 and 13 have been used as a unique
type of sensor for enzyme activity.27

Transition metals can also be used to direct the assembly of non-
covalently linked molecular ensembles. Although metal–ligand bonds are
not noncovalent interactions, they are commonly used by supramolecu-
lar chemists because although they are thermodynamically strong inter-
actions, they have varying degrees of lability. This means that the bonds
may persist for a long time or may be short lived, continuously breaking
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and remaking in a reversible, dynamic process. This reversibility allows a
type of “error-checking” in the assembly process that will consistently lead
to the thermodynamically most stable assembly. Additionally, due to lig-
and field effects, transition metal ions often have very specific coordination
geometry requirements, which afford very precise control of the structure of
the molecular assembly. By changing the oxidation state of the transition
metal in an assembly, it may be possible to alter its preferred coordination
geometry and so electrochemically switch the assembly between two differ-
ent states. The electrochemical control of assemblies will be discussed in
the final section of this chapter.

4. Self-Assembly with Covalent Modification

When a strategy of self-assembly is used in concert with covalent mod-
ifications, previously inaccessible molecular topologies may be obtained.
J. Fraser Stoddart and his co-workers have employed electron-rich and
electron-poor aromatic components that self-assemble primarily via a
charge transfer interaction to produce a wide variety of self-assembled struc-
tures, including catenanes (molecular chains). This work stemmed from
Stoddart’s discovery that bisparaphenylene[34]crown-10 (an electron-rich
crown ether) will bind the positively charged and electron-poor paraquat
dication (a positively charged rod-like molecule carrying a 2+ positive
charge) to form the charge transfer complex 14 (Fig. 7(a)). Catenanes can
be synthesized from precursors similar to this complex. One example, the
[5]catenane 15 ([5] designates the number of interlocked rings) is shown in
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Fig. 7. (a) A paraquat dication threaded through a bisparaphenylene-[34]crown-8 form-
ing a charge transfer complex 14 and (b) the chemical structure of the [5]catenane,
olympiadane 15.



August 30, 2007 9:42 WSPC/Advances in Nanoengineering 9in x 6in ch05

Supramolecular Chemistry: Bottom-Up Approach to Nanoscale Systems 117

Fig. 7(b). This compound is called “Olympiadane” because of its similarity
to the five inter-linked Olympic rings.28,29

Among the most ambitious chemical goals that has been reached so
far, using self-assembly techniques, is the synthesis of a molecular knot.
Jean-Pierre Sauvage and his research team at the Université Louis Pasteur,
Strasbourg are pioneers in this area of chemistry.30 Sauvage used a transi-
tion metal (in this case copper(I), an ion that prefers to adopt a tetrahe-
dral coordination environment) to direct the assembly of the double-helical
complex 16. The ends of the helix were linked together covalently to form
the metallated trefoil knot 17 and the metal ions removed to afford the
metal-free knot 18 (Fig. 8). The knot is one continuous strand that crosses
itself three times. Again, it should be emphasized that the syntheses of this
remarkable material would be practically impossible without self-assembly
strategies.

Fig. 8. The metal-directed assembly of a trefoil knot 18.
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5. Supramolecular Approaches to Molecular Machines

Recently, the examples of supramolecular systems that could be classed as
“supramolecular machinery” have appeared. Many of these systems con-
tain catenane or rotaxane components. Rotaxanes are composed of a cyclic
molecule (macrocycle) through which an axle is threaded. The ends of the
axle are blocked by bulky groups that prevent the macrocycle from slipping
off. These systems also have potential uses for the storage of information.
In 1997, Sauvage and co-workers reported that the rotaxane 19 (Fig. 9)
can act as an abacus-like molecular shuttle.31 The complex was produced
using transition metal-directed self-assembly to thread the macrocycle onto
the axle with subsequent covalent modification of the axle by the introduc-
tion of blocking groups. The axle contains a 1, 10-phenanthroline group
containing two nitrogen atoms and a terpyridine group containing three
nitrogen atoms. These groups are referred to as “stations” where the macro-
cyclic component of the rotaxane can bind. The macrocycle also contains
a 1, 10-phenanthroline group and, in the presence of copper(I), the metal
ion coordinates to the phenanthroline station (complex 19 in Fig. 9) lock-
ing the macrocycle to this position. Copper(II) requires a higher number
of coordinated groups than copper(I). When the copper ion is oxidized to
+ 2 oxidation state it jumps to the three-coordinate terpyridine station so
increasing its coordination sphere to 5, forming complex 20 (Fig. 9) and
in doing so moving the macrocycle to the terpyridine station. The posi-
tion of the macrocycle on the thread is controlled by the oxidation state of
the copper ion allowing us to exert control over a “microscopic” event (the
movement of the macrocycle) by controlling a “macroscopic” factor (redox
potential).

Dave Leigh and co-workers at the University of Edinburgh have synthe-
sized a molecular motor 21 (Fig. 10) consisting of a [2]catenene consisting
of one large and one small macrocycle.32 The large ring has three stations
for binding the smaller macrocycle and by switching the binding of the
smaller ring to these stations on and off, it is possible to drive the smaller
ring around the larger one as shown in Fig. 11. Here the larger macrocycle
contains three stations, A, B, and C, each with different binding affinities
for the smaller ring (stability constants, Ka) such that Ka(A) > Ka(B) >

Ka(C). In State I, the smaller macrocycle binds to station A. The bind-
ing affinities of the stations can be modulated by light, heat, or chemical
stimuli that changes the shape of the stations and so changes their ability
to accept hydrogen bonds. If station A is converted to A′, a group with
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Fig. 11. Stimuli-induced sequential movement of a macrocycle between three differ-
ent binding sites in [2]catenane 21. Reproduced with permission from Nature 424, 174
(2003). Copyright 2003, Macmillan Magazines Ltd.

a lower binding affinity for the macrocycle than B or C, then the smaller
macrocycle will move via biased Brownian motion to site B (State II). If
B is then changed into a station B′ such that Ka(B′) < Ka(C), then the
macrocycle will move to site C (State III). Changing A′ back to A and B′

to B resets the motor and the smaller ring returns to its original position.
Credi and co-workers have continued their studies in two-station

[2]rotaxanes and prepared a molecular machine that behaves like a
nanoscale molecular elevator.28,33 The authors synthesized a “platform”
22, consisting of three dibenzo[24]crown-8 rings fused together by a tri-
phenylene core. This molecule is able to form a 1:1 complex with the tripod-
shaped molecule 23 which contains both dialkylammonium and pyridinium
groups (Fig. 12) with each leg of the tripod threading through one of the
crown ether groups (Fig. 13). By attaching a bulky 3, 5-di-tert-butylbenzyl
group to the end of each leg of the tripod, the crown ether platform is pre-
vented from slipping off. The crown ether groups bind preferentially to the
ammonium (−NH+

2 −) groups on the tripod. However, when the elevator
is exposed to a base such as t-BuNP(NMe2)3 the ammonium groups lose
a proton, forming amine (−NH−) groups. The crown ether platform has a
much lower affinity for amine than ammonium, and will then move to bind



August 30, 2007 9:42 WSPC/Advances in Nanoengineering 9in x 6in ch05

Supramolecular Chemistry: Bottom-Up Approach to Nanoscale Systems 121

O
O

O

O

O
O

O

O

O

O

O

OO

O

O

O

O

O

O
O

O

O

O
O

NH2

N

N+

+

H2N

N

N

+
+

H2
N

N

N

+

+

22 23

6 PF6
-

 
 

Fig. 12. The components of the molecular elevator: platform 22 and tripod 23.

t-BuNP(NMe2)3

(-3H+)

CF3CO2H

(+3H+)

Fig. 13. Crown ether platform 22, tripod 23, and schematic representation of the
acid-base-induced operation of the molecular elevator. Reproduced with permission from
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the pyridinium groups (the elevator moves down). Subsequent addition of
acid (CF3CO2H) reprotonates the amine groups back to ammonium and
the platform moves back up to the top of the tripod (Fig. 13).

The synthesis of these prototypical systems and others like them may
come to be viewed as the genesis of supramolecular machinery: that is, the
generation of molecular-sized devices such as gears, switches, and motors
built by chemical and supramolecular chemical techniques from the ground
up. The alternative approach of miniaturizing our macroscopic world to pro-
duce machinery in the micrometer-sized range can be achieved through the
use of silicon micromechanics.34 However this technique produces machines
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that have a limited lifespan and are orders of magnitude larger than
the molecular devices that are currently emerging from supramolecular
chemistry.

6. Conclusion

This short chapter has surveyed supramolecular chemistry from birth of
the area with the development of simple molecular recognition systems for
cations through to the construction of functional molecular machines. As
well as spanning the divide between the “chemical” and “nano” worlds, as
we have seen, supramolecular systems can also bridge between the “chem-
ical” and “biological” arenas. There can be no doubt that more esoteric
supramolecular complexes, with uses that can now only be dreamt of in the
pages of science fiction novels, will emerge in the coming years.
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CHAPTER 6

MOLECULAR SELF-ASSEMBLY: A TOOLKIT FOR
ENGINEERING AT THE NANOMETER SCALE

Christoph Wälti

Institute for Microwaves and Photonics
School of Electronic and Electrical
Engineering, University of Leeds

Leeds LS2 9JT, UK

Among the many challenges facing the development of a molecular-based
nanotechnology, the directed assembly of discrete molecular objects, and
their controlled integration into macroscopic structures, is fundamen-
tal. The selective self-assembly or self-organizing characteristic inherent
to certain molecules, for example DNA, is a property that could be
exploited to address these challenges. This integration problem can be
separated into more fundamental tasks: attaching molecular anchors to
the macroscopic structures with high spatial resolution; assembling the
discrete molecular objects; and positioning and attaching the molecular
objects onto the macroscopic structures.

Here, several aspects of these tasks will be discussed, for exam-
ple using short DNA molecules as molecular anchors and their attach-
ment to electrodes separated by a few ten nanometers; the generation of
branched DNA complexes by molecular self-organization; and using AC
electric fields for the manipulation, orientation, and positioning of DNA
molecules.

Keywords : Bionanotechnology, self-assembly, DNA, bioelectronics,
AC electrokinetics.

1. Introduction

Microelectronics has transformed our world in less than 50 years, liber-
ating and dramatically extending the capabilities of individuals and com-
munities. It can be argued that this revolutionary explosion started with

127
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the invention of the transistor. In 1945, Mervin Kelly, the Director of Bell
Telephone Laboratories, assembled a team to research on fundamental solid-
state physics with the vision of replacing vacuum tubes and electromagnetic
switches with small, low-power, solid-state devices. The team was led by
William Shockley and included Walter Brattain and John Bardeen, who,
in 1947, developed the first working solid-state amplifier, the point-contact
transistor. A detailed discussion of the physics of the transistor is given
in Ref. 1. Although individual transistors were now available, they still
had to be connected individually to other electronic components such as
resistors and capacitors to build useful electronic circuits. It did not take
long before the limits of this circuit fabrication technique were reached
and circuits assembled from individual transistors and other components
became too large and difficult to build. The transition from the discrete cir-
cuitry of transistors, and the inherent difficulties in individually assembling
such components into circuits, required the consolidation of all components
into a single device, the integrated circuit (Fig. 1). In 1958, Jack Kilby
at Texas Instruments, and virtually at the same time, Robert Noyce at
Fairchild Semiconductors, found a way of fabricating all necessary elec-
tronic components from a single material and integrating them into a sin-
gle device. Shortly afterward Lionel Kattner and Isy Haas, also at Fairchild

Fig. 1. The transistor and the integrated circuit, the inventions that arguably triggered
the revolutionary explosion of microelectronics. (a) The first transistor invented at Bell
Telephone Laboratories in 1947 by Brattain and Bardeen. Reprinted with permission of
Lucent Technologies Inc./Bell Labs. (b) The first integrated circuit, invented by Jack
Kilby at Texas Instruments in 1958 and virtually the same time by Robert Noyce at
Fairchild Semiconductors. Courtesy of Texas Instruments. (c) The first planar integrated
circuit, designed and built by Lionel Kattner and Isy Haas at Fairchild Semiconductor
in 1961. Courtesy of Fairchild Semiconductor.
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Semiconductors, fabricated the first planar integrated circuit using a single
multi-step process. It was these inventions that led to the revolutionary
explosion in high-speed switching, logic, and memory circuitry that has
had such an impact on the modern world.

Nanotechnology has arguably reached a similar crossroads. Although a
wide range of nanoscale elements have been fabricated, integration solu-
tions do not exist. Researchers have developed single molecules that emu-
late conventional circuit elements,2–6 functional devices from conducting
and semiconducting carbon nanotubes7–9 and nanowires,10,11 fluorescent
nanocrystals,12,13 supermolecular assemblies,14,15 and molecular switches
and transistors,16,17 inter alia. However, the ability to position and join
molecular components at molecularly accurate addresses, interface them
with the outside world, and modify and manipulate molecules and molec-
ular assemblies at the nanometer scale, is still in its infancy. It is gener-
ally accepted that molecular recognition and self-assembly techniques (e.g.,
those associated with the hybridization of two complementary single strands
of DNA, deoxyribonucleic acid) can, in principle, be exploited to assemble
complex nanoscale molecular objects from their building blocks, and could
also provide a reliable approach for the attachment of molecular structures
to solid surfaces such as metal electrodes.18 This procedure may ultimately
allow the integration of complex self-assembled structures into conventional
electronic devices. Without the means to assemble and integrate nanoscale
components, the promise of nanotechnology may never be fulfilled.

Many biological molecules are known to self-assemble complex struc-
tures, using very efficient and selective molecular recognition processes. In
particular, the selective self-assembly and molecular recognition proper-
ties inherent to DNA might be exploited to engineer complex molecular
networks of interlinked molecular circuit elements on a nanometer scale.
The possible exploitation of biological processes for self-organization and
self-assembly has therefore generated considerable interest. However, the
assembly of large molecular networks and their integration into conven-
tional electronics, in particular, is extremely challenging. In this chapter,
we will concentrate solely on DNA as a means of facilitating self-assembly,
although many other systems with highly sophisticated lock-and-key recog-
nition properties are available.

DNA molecules can either be single- or double-stranded, and a schematic
representation of the two conformations is given in Fig. 2. Each single strand
of DNA consists of a backbone (five-carbon sugar molecules linked together
via phosphodiester bonds) onto which a sequence of four different bases
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Fig. 2. Schematic illustration of double- and single-stranded DNA. The backbone is

shown as a green ribbon to which the individual bases are attached. The four different
DNA bases are indicated by different colors.

(adenine (A), thymine (T), cytosine (C), and guanine (G)) are attached.
The backbone has a direction defined through the attachment points of the
phosphodiester linker on the sugar molecules. One end of the backbone,
the 5′ end, is terminated by a phosphate group and the other end, the 3′

end, by a hydroxy group. Double-stranded DNA is formed from two sin-
gle strands of DNA paired together in opposite direction (i.e., one 5′ to
3′ and the other 3′ to 5′) held together by hydrogen bonds between the
bases on opposite strands. However, the two strands only pair together
if they are complementary, that is, if the As on one strand are opposite
the Ts on the other strand, and the Gs opposite the Cs. This specific
pairing, generally referred to as Watson–Crick basepairing, makes DNA
a very powerful tool in self-assembly applications. The structure of double-
stranded DNA is a right-handed double-helix19 with a pitch of 10 basepairs
(bp) per turn, a distance of 0.34nm between bases, and a diameter of
about 2 nm. The persistence length of double-stranded DNA, that is, the
length over which the DNA molecules are locally straight, is of the order
of 50 nm.20 Double-stranded DNA can be as short as a few nanometers,
but can also extend to several meters in length or more. Furthermore,
a myriad of physical and chemical techniques are available to manipu-
late and modify DNA, for example more than 500 restriction enzymes
are commercially available that cut DNA at specific basepair sequences.21

These dimensions, and the modifications and manipulation tools, together
with the readily available synthesis which allows short single-stranded
DNA to be chemically synthesized, make DNA ideally suited for nanoscale
applications.

Over the last decade or so, DNA has been used as a means to self-
assemble various molecular-scale complexes. For example, gold nanocrys-
tals have been assembled into networks and macroscopic materials,22–24
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and long DNA molecules have been attached to electrodes.25 However, the
controlled integration of organic and inorganic complexes with high spatial
precision into existing semiconductor devices has only just begun.

One possible way of integrating molecular complexes into semiconductor
environments is depicted in Fig. 3. The process can be separated into four
individual and mostly independent tasks:

(1) An existing semiconductor electronic device, which can be fabricated
using standard semiconductor processing technologies, is equipped with
suitable surface metal electrodes where the molecular complex should
interface with the semiconductor device.

(2) These metal interface points are functionalized with suitable anchor
molecules. These anchor molecules are designed to interact only and very
specifically with their respective counterpart on the molecular complex.

(3) The molecular object is functionalized with appropriate anchor groups
at its interface points.

Fig. 3. Nanoscale assembly exploiting the molecular self-organization properties of
DNA. The three electrodes are functionalized with different single-stranded DNA
molecules (b) and the three arms of the molecular complex with the three corresponding
complementary DNA oligonucleotides (c). The molecular complex is then assembled onto
the device using the self-organizing properties of DNA (d).
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(4) The molecular object is brought into close proximity with the semicon-
ductor device and assembled onto the device in the correct orientation
by exploiting the self-organizing functionality built into the individual
interface points.

In this chapter, possible implementations of these steps to fabricate
and integrate molecular complexes into existing, nanometer-scale environ-
ments, are discussed. Our efforts have been concentrated around DNA as
the self-assembly promoter, and in the first part of this chapter, methods for
functionalizing closely spaced metal electrodes with DNA oligonucleotides
as anchor molecules are discussed. In the context of this chapter, DNA is
not only a very powerful anchor molecule, but can also be used as a scaf-
fold for the fabrication of complex molecular structures. In the second part
of this chapter, techniques to fabricate branched structures consisting of
native DNA are discussed. Finally, tools, and in particular electrokinetic
tools, to position and orientate DNA molecules are discussed.

2. Functionalized Surfaces

Coating solid surfaces with functional biological molecules is of paramount
importance in many areas of modern science, and in particular in bionano-
technology. Over the last few decades, self-assembled monolayers (SAMs)
have played an important role in the functionalization of surfaces. SAMs are
highly ordered molecular assemblies that form spontaneously when surfac-
tants with a specific affinity of their headgroups to a substrate are adsorbed
onto the substrate. Usually, SAMs are prepared from solution and allow
coating of arbitrarily shaped, and not only planar, geometries. The major-
ity of SAMs investigated belong to one of the two families: thiols (sulphur)
on gold (R–SH + Au(111), where R denotes the rest of the molecule)26 or
silane-based systems on glass or silicon oxide (e.g., R–SiCl3 + SiO2).27 In
the context of this chapter, where the integration of molecular complexes
into semiconductor environments is discussed, the interface between the two
systems is generally present in the form of a set of metal electrodes con-
nected to both the molecular complex and the underlying semiconductor.
Hence, the preferred SAM system is from the thiol–gold family.

The formation of thiol SAMs on gold surfaces is well documented for
macroscopic substrates.28,29 However, most of the previous work is con-
cerned with the formation of the SAM itself and not with methods to
form two SAMs of different chemical, biological, or physical properties
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on the same substrate in close proximity to each other. If one wants to
exploit this well-studied thiol–gold system for engineering-by-self-assembly
applications, tools have to be employed to place different anchor molecules
exhibiting different recognition properties selectively at specific sites within
a particular nanometer-scale environment. Indeed, the ability to pattern a
surface locally with different monolayers of anchor molecules in a well-
controlled fashion and with a high spatial resolution has importance for
applications ranging from the fabrication of high-density information stor-
age devices, next-generation integrated circuits, high-resolution displays,
biosensors, photonic bandgap devices, lab-on-a-chip devices, to micro-
electromechanical systems (MEMS), inter alia. As discussed above, DNA,
with its inherent self-assembly characteristics and very versatile recognition
properties, is a good candidate to serve as molecular anchors that could be
exploited to address some of the challenges of nanoscale engineering. DNA
molecules can be attached to a surface via noncovalent bonds. DNA is
highly negatively charged and is thus attracted to positively charged sur-
faces. However, a much more suitable way is attachment through thiol–gold
chemistry. DNA oligonucleotides (short single-stranded DNA molecules)
can be synthesized with a thiol group attached to either end via various
different linker groups. A number of techniques are available for introduc-
ing short DNA oligonucleotides or other anchor molecules locally onto a
surface, and a brief overview of some of the techniques is given below.

Micropipetting or microdrop-dispensing systems were one of the first
tools available to deposit small amounts of biological samples onto spatially
defined places. The technique was, to a large extent, developed for the
fabrication of oligonucletide microchips.30 The typical resolution is of the
order of a few tens of microns, and volumes of about 1 nl can be dispensed.
More recent developments have integrated electric fields into this pipetting
technique to achieve a much better control of the liquid delivery.31 Figure 4
shows the schematic setup of a nanopipet. An electrode is placed inside
the pipet and a second one in the ionic solution outside the pipet. A small
voltage can be applied between the two electrodes leading to an ionic current
which in turn leads to the formation of small droplets, about 800nm in
diameter, at the pipet tip.

Micromachining allows the modification by mechanical means of a
molecular layer on a solid substrate. Usually, a surgical scalpel blade or
a sharp carbon fiber is used to scrape physically the molecular layer.
Abbott et al.32 used a combination of micromachining and molecular self-
assembly to generate submicron-scale (0.1–1µm) patterns of contrasting
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Fig. 4. Schematic of the nanopipet. The bore diameter is of the order of 100 nm, and
by applying a negative bias between the internal electrode and the electrode outside the
pipet, an ionic current is induced which forces the molecules out of the pipet (adapted
from Ref. 31).

surface properties. They formed a hydrophilic SAM of acid-terminated
alkanethiols on a bare gold substrate and removed thin lines of the SAM
by micromachining. The substrate was then exposed to a second, methyl-
terminated alkanethiol, leading to the formation of thin hydrophobic lines
embedded into a monolayer of hydrophilic molecules.

Microcontact printing can be seen as a sophisticated and downscaled
version of traditional rubber stamping.33–35 The key element of this tech-
nique is the fabrication of a suitable elastomeric block containing the pat-
terned relief to be transferred onto the surface. The most common material
used to fabricate elastomeric stamps is poly(dimethylsiloxane) (PDMS).
This technique has been used to form patterns of SAMs with submicron
feature sizes on solid substrates. The elastomeric block is inked with suit-
able molecules (e.g., alkanethiols) and then pressed onto the solid substrate
(e.g., gold), whereby the molecules are transferred from the stamp onto the
surface to form an SAM. However, the extension of contact printing to pro-
duce sub-100-nm structures has been hindered by the low elastic modulus of
PDMS and the diffusion of the low-molecular-weight inks during the print-
ing. Recently, Whitesides and co-workers demonstrated the fabrication of
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Fig. 5. Atomic force micrograph of a surface with lines of dendrimers printed using
a double-layer PDMS stamp. Reprinted in part with permission from Ref. 38. Copy-
right (2003) American Chemical Society.

sub-100-nm features using a double-layer stamp composed of hard and soft
PDMS.36,37 Huck and co-workers overcame the diffusion problem by using
4th generation polyamidoamine dendrimers and demonstrated the printing
of sub-50-nm features on silicon (see Fig. 5, also Ref. 38).

Patterning of molecular SAMs by optical lithography has been stud-
ied intensively over the past two decades.39–42 Huang and Hemminger40

demonstrated that alkanethiolates on gold can be photo-oxidized using
radiation of 254 nm wavelength into alkanesulfonates, which can then be
displaced easily by immersion in a dilute thiol solution.43 This has been
exploited for the fabrication of large, patterned SAMs with submicron fea-
tures. However, the resolution of this technique is inherently limited owing
to the diffraction limit of the UV light used in the photo-oxidation step. To
reduce further the minimum feature size, Leggett and co-workers employed
near-field scanning techniques in combination with a UV laser and demon-
strated optically patterned SAM features of less than 50 nm.44,45 Most
photolithography of SAMs require UV light of 254nm or shorter wave-
length for efficient patterning, but these harsh conditions often lead to
ozone-induced damage and nonspecific photodegradation of the SAMs.46–48

Evans, Bushby and co-workers developed photocleavable SAMs based on
nitro-benzyl photochemistry49 which allows photopatterning at around
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365nm, that is, under much less harsh conditions, and hence much bet-
ter suited for biological environments.

Nanographting is based on the same principles as micromachining (i.e.,
mechanically scraping off a molecular layer), but uses an AFM tip in con-
tact mode instead of a sharp carbon fiber as in micromachining. The AFM
tip removes the molecules from the surface which can result in sub-50-nm
features of exposed substrate patterned into an SAM. Generally, this pro-
cedure is carried out under a liquid containing a suitable concentration of
another molecular species which can adsorb onto the bare gold features as
soon as they are graphted.50,51 Dip-pen nanolithography52–54 also employs
an AFM tip and can be described as the down-scaled version of a foun-
tain pen. The AFM tip is immersed in a solution containing molecules
with a chemical affinity to the substrate to be patterned. The AFM tip
is then brought into contact with and moved along the substrate surface.
The molecules are transported from the tip to the substrate by capillary
forces, which allows one to write directly patterns of molecules onto the
substrate (see Fig. 6). The minimum achieved feature size (i.e., the width
of the chemisorbed lines), is around 30 nm and thus similar to nanographt-
ing, but dip-pen nanolithography is a positive, direct-write, technique. This
technique has been applied for patterning small features of alkanethiols,52

thiolated DNA,55 and proteins.56

An entirely different route is taken by using electrochemical methods.
The thiol–gold bond is electrochemically active and Hsueh et al.57 and

Fig. 6. Schematic illustration of dip-pen nanolithography. A substrate is patterned with
molecules by transferring the molecules from the tip onto the substrate through capillary
forces (adapted from Ref. 53).
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Riepl et al.58 used positive electrochemical potentials to facilitate the for-
mation of alkanethiol SAMs on gold electrodes. In addition, they used neg-
ative electrochemical potentials to inhibit SAM formation on gold. On the
other hand, Wang et al.59 employed negative electrochemical potentials to
force the growth of alkanethiol SAMs on their gold electrodes. However,
the resolution of these approaches was 70µm57 and 6µm,59 respectively,
far from the nanoscale, and thus not really suited for nanoscale patterning.

Local oxidation of the molecular layer via the application of an electric
potential by a conductive AFM tip has been used to transform locally the
hydrophobic CH3 end-groups of an n-octadecyltricholosilane (OTS) SAM
into hydrophilic hydroxyl groups.60 The OH groups can be used to attach
site-specifically another molecular layer onto the first one using selective
silane chemistry. This technique has been employed to fabricate patterns
of silver islands,61 gold nanoparticles,62 and gold clusters63 on glass-like
substrates. Photochemical methods other than the photolithography meth-
ods described above (e.g., light-directed solid-phase synthesis) have been
demonstrated to be a highly efficient way for fabricating DNA oligonu-
cleotide arrays on solid substrates (see Fig. 7, also Ref. 64).

Although all of the above methods have their strengths and advan-
tages, none of these simultaneously meet the requirements of high spatial

Fig. 7. Schematic illustration of a photochemical process to pattern a surface with
different DNA oligonucleotides. Illumination of specific regions of the substrate causes a
photochemical reaction and allows further chemistry to take place, while all other regions
are protected (adapted from Ref. 64).
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resolution, speed, integratability for large-scale processing, and the ability
to coat different electrodes uniquely, which is required in the context of the
integration of molecular functional elements into semiconductor devices.
To address this challenge, we developed a method for selectively coat-
ing sub-50-nm-separated gold electrodes with different thiolated oligonu-
cleotides in a controlled and simple manner.65

In conventional UV photolithography (see Fig. 8), a light-sensitive resist
that initially covers the whole substrate surface is selectively removed by
exposure to UV radiation and subsequent development to create specific,
spatially well-defined regions of bare substrate, while keeping all other
substrate areas covered. The minimum feature size that can be achieved
depends on the wavelength of the light that is used (i.e., typically a few
hundred nanometers). This is not sufficiently small to be used in the context
of this chapter, nevertheless, the concept of patterning a resist to expose
areas of the substrate that can then be coated with other molecules, is
appealing.

Inspired by this well-developed process, we coat our electrode array
with a molecular monolayer which acts as a molecular resist. Monolayers
of thiol compounds, including thiolated oligonucleotides and alkanethiols,
can be formed on gold surfaces by simply immersing the surface in an
aqueous solution containing the thiolated molecules of interest.28,66 Elec-
trochemical studies show that the gold–sulphur bond formed during this
spontaneous chemisorption process can undergo reductive cleavage at about

Fig. 8. Optical UV lithography used to pattern semiconductors. The minimum typical
features that can be patterned using this technique are limited by diffraction of the UV
light to about the wavelength of the light.
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− 1V versus an Ag/AgCl reference electrode, depending on the pH of the
electrolyte.17,67–70 These spontaneous chemisorption and electrochemical
desorption mechanisms are exploited to control first the formation and then
the selective removal of the molecular resist in the form of alkane monolay-
ers on the electrode array. A schematic illustration of this process is shown
in Fig. 9 (see also Ref. 65). In our case, a SAM of 6-mercapto-1-hexanol
(MCH) molecules is formed on all electrodes to serve as a molecular resist,
simply by immersing the whole electrode array in a solution containing
1mM MCH. The molecular resist is “patterned” electrochemically, i.e., the
SAM is removed from one or more individual electrodes while keeping it
intact on all other electrodes by applying an electrochemical potential of
− 1.4V versus an Ag/AgCl reference electrode on the selected electrodes
(Fig. 9(c)). Once the selected electrodes are exposed, they are coated with
the thiolated anchor oligonucleotides of interest. This process is repeated
for each distinct electrode or set of electrodes (Fig. 9(e)).

The repetitive process illustrated in Figs. 9(c)–9(f) suggests that the
DNA oligonucleotide monolayers serve as molecular masks for subsequent
coating steps. However, when thiolated DNA oligonucleotides are adsorbed
onto a gold surface, the resulting monolayer is not perfect, since the

Fig. 9. Schematic illustration of the process employed to functionalize an array of elec-
trodes with DNA anchor molecules. (a) The array is exposed to an aqueous solution of
MCH to form a molecular resist (b). (c) The molecular resist is removed from selected
areas by electrochemical means, and to obtain complete desorption of the molecular
resist from a particular electrode, an electrochemical potential of – 1.4V versus Ag/AgCl
is applied to the electrode for 2min while keeping all other electrodes at open circuit. (d)
Thiolated DNA anchor molecules are attached to the exposed electrodes through spon-
taneous adsorption. The process in ((c), (d)) is repeated for other electrodes ((e), (f)).
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oligonucleotides can not only bind via the terminal sulphur–gold bonds but
also weakly via noncovalent amine bonds71 and lie flat on the surface. This
leads to disorder and defects in the monolayer that prevent it from serving
as a perfect molecular resist in subsequent coating steps. Herne and Tarlov66

showed that by immersing this imperfect monolayer in a solution of short
thiolated molecules, the nonspecifically bound oligonucleotides are replaced
with the short thiolated molecules bound to the surface by gold–sulphur
bonds to produce a mixed monolayer with good resist characteristics.

Figures 10(a) and 10(b) show an electrode array comprising three
pairs of opposing finger electrodes separated by gaps of less than 50 nm
(see Fig. 10(d)), functionalized with two different thiolated DNA oligonu-
cleotides serving as anchor molecules obtained using the above coating tech-
nique. Subsequent to the coating, DNA oligonucleotides with biotin, a small
chemical group, attached to their ends, which are complementary to one of
the two thiolated oligonucleotides on the array, are applied to the electrodes.
Alkaline-phosphatase (AP), an enzyme that can cleave the colorimetric sub-
strate BCIP/NBT, is then attached to the biotinylated oligonucleotides via
an anti-biotin antibody. When the colorimetric substrate BCIP/NBT is
applied to the electrode array, AP cleaves the BCIP/NBT which results in
a dark precipitate on the electrodes where biotin and thus the complemen-
tary oligonucleotides are present.72 In Figs. 10(a) and 10(b), the electrodes
1, 3, and 5, and 2, 4, and 6, respectively, appear darker than the other elec-
trodes owing to the dark precipitate on the electrodes. We note that this
colorimetric analysis does not only serve to assess the functionalization but

Fig. 10. ((a), (b)) Electrode arrays with nanoscale gaps separating opposing electrodes
(indicated by black arrows). Electrodes 1, 3, and 5 are coated with oligonucleotides X
and electrodes 2, 4, and 6 with oligonucleotides Y. The darker color of the electrodes
(a) 1, 3, and 5 indicates the presence of surface-bound oligonucleotides X, and (b) of the
electrodes 2, 4, and 6 the presence of oligonucleotides Y. (c) Schematic of the electrode
array. (d) SEM image of the area between two opposing electrodes. The white arrow
indicates the gap which appears as a dark line. Reprinted with permission from Ref. 65.
Copyright (2003) American Chemical Society.
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also demonstrates that the DNA anchor molecules retain their self-assembly
properties. The dark precipitate is only present in the local environment
of the biotin, which is only on the electrode if Watson–Crick basepairing
between the DNA anchor molecule and the complementary oligonucleotide
occurred.

In the above process, the DNA oligonucleotides used as anchor molecules
were thiolated by attaching an SH group to the end of the DNA via a six-
carbon-linker chain, SH–(CH2)6–R (C6). This is the most commonly used
linker geometry, and although the linker chain is very flexible and keeps
the anchor molecule far away from the surface, it also acts as an electri-
cal insulator between the conducting surface and the DNA molecule. This
is not necessarily a disadvantage, but in applications such as molecular
electronics, where information in the form of electrical signals needs to be
exchanged between the molecular complex and the solid substrate, an addi-
tional insulating barrier such as the (CH2)6 linker will certainly impede the
use of DNA in this field. Conductivity experiments on conjugated molec-
ular wires, for example, showed that increasing the linker length from an
SH–CH2 to an SH–(CH2)3 molecule increased the resistance by more than
five orders of magnitude.73

The SH–(CH2)6 geometry is not the only linker possible. In an attempt
to bring the anchor molecule closer to the surface while still maintaining
the self-assembly properties of the DNA oligonucleotides, we investigated
three other thiol configurations as well.74 Figure 11 shows the chemical
structures of the four different thiol arrangements. In addition to the six-
carbon-linker chain, a similar arrangement but with only three carbons (C3)
was used. This reduces the chain length to about half of the C6 configura-
tion, while still maintaining some flexibility. In the third configuration, the
thiophosphate arrangement, the thiol is incorporated into the 3′-phosphate
group (TP). This brings the end of the DNA very close to the surface,
but reduces the flexibility substantially and introduces steric restrictions.
The fourth geometry employs phosphorothioates, where the sulfur atoms
are directly incorporated into the backbone of the DNA between two bases
(PT). We investigated the binding efficiency of single-stranded DNA, thi-
olated with the different thiol arrangements, onto gold. However, it is not
only the binding of the thiolated DNA oligonucleotide to the gold that
is important, but it is equally important that the DNA molecules retain
their self-assembly properties once attached to the surface. Efficient and
quantitatively similar thiol–gold binding and Watson–Crick basepairing was
observed for the six- and the three-carbon-linker chains (C6 and C3). In
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Fig. 11. The chemical structures of the four thiol arrangements investigated. (a) The
thiol is attached to the DNA as a hexanethiol. (b) Similar to the hexanethiol configura-
tion, except that the thiol is attached via a three-carbon-linker only (propanethiol). (c)
The thiol is directly incorporated into the 3′-phosphate group (thiophosphate). (d) The
thiol is incorporated into a nonterminal phosphate group (phosphorothioate). This lat-
ter configuration is not restricted to one thiol group per anchor molecule; an arbitrary
number of phosphorothioates can be integrated along the backbone of a DNA molecule
(adapted from Ref. 74).

contrast, neither the thiophosphate (Fig. 11(c)) nor the phosphorothioate
(Fig. 11(d)) configuration allowed sufficient and specific surface binding
while simultaneously retaining the self-assembly properties, although pre-
vious investigations reported at least partial binding.75,76

In conclusion, the method presented in this section to coat nanometer
separated electrodes with different thiolated DNA oligonucleotides offers
a convenient and reliable way for functionalizing the interface electrodes
on semiconductor devices and to allow for the integration of molecular
elements.

3. DNA-Based Branched Complexes

Many biological molecules are known to self-assemble into complex struc-
tures and networks, using their very efficient and selective molecular
recognition processes. The use of biological molecules as scaffolds in the
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construction of functional devices has attracted significant attention over
the past few decades and many different applications of molecular scaffolds
have emerged. In particular, the self-organization and molecular recogni-
tion properties inherent to DNA discussed above have led to its use as a
scaffold for various nanotechnologic self-assembly applications.

Liu et al.77 demonstrated the use of short DNA molecules with a high
affinity to certain proteins (DNA aptamers) to generate highly ordered pro-
tein arrays. In their work, proteins were linked via DNA aptamers to specific
sites of the DNA scaffold, which consisted of linear DNA molecules. DNA
has also been considered as a building block or wire for molecular electron-
ics applications, but owing to the poor electrical conductivity of the DNA
molecules, DNA has been used mainly as a scaffold for forming nanoscale
wires, with metallic nanowires generated by depositing silver,25 gold,78,79

platinum,80 palladium,81 inter alia, onto the DNA scaffolds. Tanaka et al.82

formed magnetic chains by assembling Cu2+ ions into a periodic arrange-
ment by attaching them onto DNA scaffolds which were generated using
artificial DNA bases to facilitate the Cu2+ attachment. Warner and co-
worker utilized electrostatic binding of ligand-stabilized metal nanoparti-
cles to the DNA backbone to generate extended linear chain-like structures,
and even ribbon-like structures composed of nanoparticle chains assembled
in a parallel fashion.83

These applications utilize DNA in its naturally occurring form, that
is, as a linear molecule without any branch-points. However, a fundamental
requirement for building more complex structures based on DNA scaffolds is
the presence of branch-points in the scaffold. Otherwise, only point-to-point
links are possible and although circles or knots may be formed, linking mul-
tiple linear molecules together will only produce (longer) linear molecules.
Branched DNA structures do exist in nature in the form of Holliday junc-
tions (see Fig. 12) which are four-way DNA junctions that form an impor-
tant intermediate in genetic recombination.86 Ever since this four-way DNA
junction was proposed by Holliday in 1964, many studies have been carried
out to investigate their structure and function.87,88 The influence of base
mismatches at the branch-point,89,90 the effect of extra unpaired bases at
the branch-point,91–93 and the sequence-dependence of the conformation of
the branch-point,94 among others, have been studied. However, Seeman and
co-workers were the first to exploit the self-assembly properties of DNA to
generate branched DNA structures for applications involving engineering of
structures at the nanometer scale.95,96 A number of groups have fabricated
three-arm89,92 and four-arm97 DNA structures, rigid DNA triangles,98 and
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Fig. 12. Examples of DNA complexes. (a) DNA-aptamer-directed self-assembly of pro-
teins onto a DNA scaffold. Reprinted in part with permission from Ref. 77. Copyright
(2005) Wiley-VCH. (b) Center part of a Holliday-junction. Reprinted by permission from
Macmillan Publishers Ltd.: Nature Structural and Molecular Biology,84 copyright (1999).
(c) Octahedron self-assembled from individual DNA molecules. Reprinted by permission
from Macmillan Publishers Ltd.: Nature,85 copyright (2004).

structures comprising three interlinked rings (Borromean rings).99 Some
of these three- and four-arm DNA structures were used, for example, to
assemble two-dimensional (2D) DNA lattices67,100 and DNA cubes.101 Yan
et al. assembled 2D lattices from branched DNA structures for use as a
scaffold to generate ordered protein arrays.102

These examples demonstrate the versatility of DNA and the many dif-
ferent structures and geometries that can be assembled. However, these
approaches all use synthetic DNA, that is short, chemically synthesized
single-stranded DNA molecules, which inevitably limits the size of the con-
stituent molecules. Although DNA synthesis has been developed into a
robust, reliable technology, the maximum length of the molecules that can
be produced is still of the order of 30–40nm, which corresponds to about
100bp. This length restriction limits the range of applications for which
DNA scaffolds could be advantageous. For example, any program in which
it is desired to integrate the DNA assembly into structures patterned by
state-of-the-art nanofabrication tools, such as electron-beam or focused ion-
beam lithography, will require DNA scaffolds several tens of nanometers in
dimension. This is difficult to achieve using only synthetic DNA.

However, several groups have addressed this problem using different
approaches. Cooper and Hagerman,103 for example, constructed small four-
arm junctions from synthetic DNA which were then extended by attaching
longer double-stranded DNA molecules to the individual arms employ-
ing an enzymatic process (ligation) to study the structure and function
of Holliday junctions. Although this approach generates branched, pure
DNA complexes of variable lengths over a large length scale, a high yield
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in the ligation process during the extension step is difficult to achieve,
generally resulting in a low overall yield for the complete assembly pro-
cess. An entirely different approach was taken by Keren et al.104 They used
proteins called RecA to promote stable three-arm junction formation in
DNA fragments with very similar, often identical, sequences (homologous
DNA). RecA is the major protein responsible for the homologous recombi-
nation process in Escherichia coli (E.coli, a common bacteria), a protein-
mediated process by which two DNA fragments of the same sequence form a
triple-helix structure.105–107 Two long DNA fragments with different end-
sequences but homologous middle-sequences, can therefore be assembled
into a branched complex using RecA. Shih et al.85 combined a plasmid-
derived 1.7 kb single-stranded DNA fragment with five short synthetic DNA
oligonucleotides, which facilitate the correct folding of the long single-
stranded DNA, to form DNA octahedron complexes. Other groups have
investigated the use of large tree- or dendrimer-like structures.108,109 These
constructs were generated from Y-shaped, three-arm DNA junctions, which
were themselves assembled from synthetic DNA oligonucleotides designed
such that each arm has a single-stranded overhang. This Y-shaped DNA
junction can then bind three other, different, Y-shaped DNA junctions via
the single-stranded overhangs on the arms to form the second generation
of the dendrimer. This process can be repeated many times.109 A slightly
different approach is used for the generation of chemical dendrimers.110

Here, the branching of the structure is obtained through the use of small
multi-branched molecules. Synthetic single-stranded DNA oligonucleotides
are attached to the junction arms, and similar to the DNA dendrimers,
the complementarity of these oligonucleotides is exploited to assemble the
individual building blocks into large dendrimeric structures.

However, for applications where large branched complexes made exclu-
sively from DNA are required, for example for DNA scaffolds, none of these
methods can be used. They rely on synthetic DNA to introduce branch-
ing, on subsequent extension of the junction arms by ligation, on junction-
formation-promoting proteins, or on small branched molecules to introduce
branching.

To address this problem, we have chosen a different approach to con-
struct large branched molecular complexes, based entirely on natural DNA
building blocks.111 Inspired by the assembly methods generally used to
generate small DNA junctions, that is, self-assemble appropriate synthetic
single-stranded DNA fragments into the desired geometry, we generate
large fragments of single-stranded DNA and assemble them into the desired
geometry by exploiting their self-organization capabilities. However, large
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fragments of single-stranded DNA cannot be generated synthetically as
these methods are limited to around 100bp, and therefore another method
is required. In principle, enzymatic methods can be exploited to tackle this
challenge. It is worth noting that when using this approach, the size of the
branched DNA complexes is limited only by the ability of the enzymes used
to process the constituent linear DNA molecules. A further advantage of
using DNA chemistry in this way is the large enzymatic toolkit available
to manipulate the molecules.21

Figure 13 shows a schematic illustration of the simplest branched
structure, a three-armed construct comprising one branch-point. Each
double-stranded arm is built from two different, reverse complement (RC)
individual DNA components. For example, arm C’s left strand (labeled c
in Fig. 13) is part of component γ, whereas the right strand (labeled c-
RC) is part of component α. Therefore, each component (α, β, γ) contains
two pieces (indicated by different colors) which will each form one-half of
an arm of the DNA complex. Each component has a downstream region
in reverse complement (RC) orientation to the upstream region of another
component, and in the case of the three-arm complex α binds β and γ; β

binds γ and α; and γ binds α and β. Upon self-assembly, the only possible
geometry that can be formed is the one shown in Fig. 13.

Figure 14 shows typical AFM images of the single branch-point complex,
together with a double branch-point complex constructed using a similar

Fig. 13. Design schematic of a simple, large three-way DNA complex. The individual
components (α, β and γ are generated from double-stranded DNA fragments using a
selective enzymatic digestion process that only digests one of the two strands while
leaving the other one intact. The components are then assembled into the final product.
Note that the individual components are designed such that each arm possesses a single-
stranded overhang of 20 DNA bases which can be used to integrate this DNA complex
into existing environments (adapted from Ref. 111).
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Fig. 14. Atomic force micrographs of branched DNA structures. (a) A three-arm, single

branch-point structure assembled according to the design schematic in Fig. 13. (b) A
four-arm, double branch-point structure. The design is very similar to the single branch-
point structure, but is assembled from four individual single-stranded DNA fragments.
Reprinted in part with permission from Ref. 111. Copyright (2006) American Chemical
Society.

procedure. This method is not limited to one or two branch-points, or the
number of arms. The design and assembly of more complicated structures is
very similar to the three-arm single branch-point structure, and the number
of individual single-stranded components required is given by the number
of arms of the complex.

The individual components (α, β, and γ) shown in Fig. 13 are designed
such that each arm possesses a single-stranded overhang of 20 DNA bases
at the 5′-end. In the previous section, a method for functionalizing small,
closely spaced electrodes with short single-stranded DNA anchor molecules
was discussed. The single-stranded DNA overhangs on the branched DNA
complex can now be designed to be RC to the anchor molecules on the elec-
trode, and the complexes can be applied to the surface and integrated into
existing environments by exploiting the self-assembly properties inherent
to DNA.

These branched DNA complexes, integrated into semiconductor devices,
can then serve as scaffolds for functionalizing the devices with other
nanoscale elements, such as proteins or nanoparticles, by providing a means
for positioning with high spatial resolution.

4. Manipulation of DNA by Electric Fields

The controlled manipulation of particles and molecules is a fundamen-
tal prerequisite for the field of nanotechnology. For many applications,
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the ability to manipulate molecules or particles on the molecular scale is
essential to control their position and orientation, and hence their efficacy.
Furthermore, manipulation techniques provide an important tool to study
fundamental properties of molecular systems, for example, the direct and
controlled manipulation of single molecules of DNA has contributed enor-
mously to the understanding of the mechanical properties of DNA.112

The most prominent manipulation tool is certainly scanning probe
microscopy.113,114 Among the many different scanning probe techniques,
atomic force microscopy (AFM) is arguably the most promising in terms
of controlled manipulation of molecules. Several groups have used this
technique to manipulate molecules, for example DNA, and to study their
force-extension behavior.115–118 AFM offers an unprecedented spatial reso-
lution among the different manipulation techniques, but requires expensive
infrastructure and cannot be integrated easily into nanoscale applica-
tions. An alternative to scanning probe techniques are optical112,119,120 and
magnetic121–124 tweezers, where a dielectric or magnetic bead, respectively,
is attached to the molecule. A laser beam is used to trap the dielectric
particle and by moving the laser, the particle, and thus the molecule can
be manipulated. A very similar approach is used in the case of magnetic
tweezers, where the magnetic particle is manipulated using a spatially con-
fined, highly inhomogenous magnetic field. A different approach was taken
to study the mechanical properties of polymers by manipulation through
hydrodynamic force techniques.125–127 While the scanning probe and the
tweezer-based techniques apply a point-like force to the molecules, usually
at its end, hydrodynamic drag forces act along the whole length of the
molecules.

Recently, AC electrokinetic manipulation techniques have received con-
siderable attention as an alternative to the techniques mentioned above.
When a polarizable particle or molecule, such as DNA, in an electrolyte
is exposed to an AC electric field, a variety of forces act on the molecule.
As a result of the redistribution of the charges at the molecule–electrolyte
interface, a dipole is induced in the molecule itself,128 which, in a non-
uniform field, leads to a dielectrophoretic force on the molecule. Depending
on whether the permittivity of the particle εp or the permittivity of the
surrounding medium εm is larger, the dielectrophoresis is positive (εp >

εm) or negative (εp < εm). The dielectrophoretic force is proportional to
E·grad(E), and in the case of DNA in aqueous solution (positive dielec-
trophoresis), the net time-averaged dielectrophoretic force causes a move-
ment of the DNA molecules in the direction of the highest value of the
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product E·grad(E), that is usually toward the electrode edge, where the
field and the field gradient are highest.128,129 In addition, a torque is exerted
on the induced dipole which aligns the dipole with the electric field.130 This
phenomenon is known as electro-orientation. It is worth noting that in con-
trast to the dielectric force, the torque is proportional to the electric field
rather than its gradient and can be finite even in a uniform electric field.

Dielectrophoresis has been applied to various systems. The controlled
manipulation of submicron particles was demonstrated by separating
herpes simplex and tobacco mosaic viruses from a mixture into two
distinct populations,132 by separating 93-nm-diameter latex beads of dif-
ferent dielectric properties,133,134 and by the collection of 14-nm-diameter
carboxylate-modified latex beads.135 Further, dielectrophoretic forces have
been used to separate and manipulate cells 136,137 and bacteria,138,139 and to
concentrate DNA molecules.140,141 Other applications include site-specific
attachment of DNA,142 measurement of nuclease activity by measuring the
decrease in elongated DNA length over reaction time.142 Further, molecular
surgery, where the elongated and positioned DNA was cut using a UV laser
beam142 and immobilized restriction enzymes, DNaseI and HindIII.143 This
may have applications in the direct sequencing of DNA.144,145

The variety of the different applications of AC electrokinetic manip-
ulation demonstrates the large potential of this technique. However, a
detailed understanding of the behavior of DNA, and in particular of surface-
immobilized DNA, when exposed to high-frequency AC electric fields, and
the orientation and elongation of DNA as a result of dielectrophoretic force
and torque, needs to be well understood to realize the full potential of the
technique. Over the past few years, we have investigated the elongation of
surface-tethered DNA on exposure to an AC electric field to gain a deeper
understanding of the underlying phenomena.146–148 A possible mechanism
was proposed in Ref. 149 and discussed in detail in Ref. 147, and is illus-
trated in Fig. 15.

Charged polymeric molecules under the influence of external forces, for
example DNA exposed to an AC electric field, can be described by the
worm-like chain (WLC) model.20 The WLC model is the continuous limit of
the Kratky–Porod (KP) model,150 which describes the polymeric molecules
as a succession of N segments of length l, that is, in the WLC model, l → 0.
DNA is highly polarizable, and when exposed to an electric field, a dipole is
induced along the backbone of the DNA. The electric field exerts a torque
τ on this induced dipole which causes the individual DNA segments to
align with the electric field. The alignment of the dipole and thus the DNA
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Fig. 15. (a) The DNA molecules are modeled as long strings of connected short seg-
ments. When exposed to an electric field, a dipole is induced in each segment (indicated
by the red arrow), and the resulting electrokinetic torque τ aligns the segments with the
electric field. However, the probability of parallel and anti-parallel alignment of the seg-
ments with the electric field is equal and therefore no elongation is expected in this case.
To achieve elongation, an additional bias force f , for example a point force pulling on
the free end of the DNA is required so that a forward, parallel alignment of the segments
is favored over an anti-parallel alignment. (b) The resulting extension as a function of
the torque and the bias force (data taken from Ref. 131).

segment is either parallel or anti-parallel with the electric field, as both
the orientations are energetically equal. Therefore, this would not result
in elongation, and an additional bias force f , for example a point force
pulling on the free end of the DNA, is required such that a forward, parallel
alignment of the DNA segments with the electric field is favored over an
anti-parallel alignment.

The elongation of a polymeric molecule as a result of an external applied
electric field has been calculated131 and is shown in Fig. 15(b). It can be
seen that elongation only occurs if the torque is supplemented by a bias
force, which could be provided by the dielectrophoretic force. As noted
above, though, the dielectrophoretic force points toward the ends of the
molecules that are tethered to the surface and therefore would not result
in elongation. However, the DNA molecules are not in vacuum, they are
surrounded by a solvent. The applied AC electric field can also lead to
fluid flow in the solvent, which in turn can result in movement of the
molecule.125,130,133,147,151,152 We have investigated the fluid flow that occurs
in our system and a schematic illustration is given in Fig. 16. We found that
the fluid flow decreases with increasing AC electric field frequency but was
qualitatively similar for all conditions used in our studies.147

We tethered fluorescently labeled DNA of various lengths (48 kilobase-
pairs (kb) (contour length 21µm), 35kb (15µm), 25 kb (11µm), and 15 kb
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Fig. 16. Side view of the electrode setup. The electric field is indicated by the green
dashed line and the induced fluid flow by the red arrows. The fluid flow and the electric
field lines are nearly perpendicular at the midpoint of the gap between the electrodes.147

Reused with permission from Ref. 148. Copyright 2006, American Institute of Physics.

Fig. 17. Normalized length of elongated DNA versus frequency and electric field.
Regardless of the length of the DNA, the normalized length follows a universal curve.
Reused with permission from Ref. 147. Copyright 2005, American Institute of Physics.

(6.5µm)a) on one of two opposing finger-like electrodes separated by gaps
of 40, 30, and 20µm.147 The lengths of the elongated DNA molecules were
measured as a function of applied electric field and frequency and the results
are shown in Fig. 17. The data are displayed as normalized length, that is,
the measured length of the molecule divided by the contour length. To
achieve measurable elongation, electric fields of several hundred kV/m are
required. This is not surprising as the forces acting on the molecules must
overcome Brownian motion, which counteracts the process of aligning the
individual DNA segments. The elongation reaches a maximum at around
200–300kHz, regardless of the length of the DNA. Above that, the phase

aThe length of DNA increases on fluorescent labeling. The length of unlabeled 48 kb is
16.5 µm,154 but the intercalation of the fluorophore YOYO-I at a dye:basepair ratio of
1:8 leads to a 20% increase in length.119
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Fig. 18. DNA elongated across different-sized gaps. The 15-kb, 6.5-µm DNA shows
the same behavior for all gaps, whereas the elongation of the 48-kb, 21-µm DNA
strongly depends on the gap size. Reused with permission from Ref. 147. Copyright
2005, American Institute of Physics.

of the induced dipole starts lagging behind the AC electric field and the
effective torque decreases rapidly.130,146 Below around 100kHz, the effec-
tive field is reduced owing to screening effects of the electrodes by the
electrolyte.151,153 An interesting fact is that, regardless of the length of
the DNA, the normalized elongation follows a universal behavior, that is,
the elongation only depends on the electric field and its frequency but not
on the length of the DNA, suggesting that the total force acting on each
segment is uniform over most of the molecule.

Another interesting result is shown in Fig. 18. It may be expected that
reducing both the gap size and the applied electric potential in such a way
that the electric field stays constant, does not change the elongation of the
DNA molecules.b Figure 18 shows the elongation of DNA at a frequency of
300kHz across electrode gaps of 40, 30, and 20µm, and it would be expected
that this should lead to full elongation at sufficiently strong electric fields
for all gap sizes. Indeed, this is the case for 15 kb DNA (contour length
6.5µm), but not at all for 48 kb DNA (21µm). For the long DNA molecules,
the maximum elongation that can be achieved is only half the gap size, that
is, for a 20-µm gap, the maximum elongation is 10µm. Regardless of the
strength of the electric field, it is not possible to stretch the molecules
beyond the mid-point of the gap.

As discussed above, to achieve elongation, a (small) bias force is required
that pulls in the direction of elongation. The dielectric force works in the

bModeling of the electric field showed that the field is only strongly inhomogenous at
the electrode edges, while a nearly constant field was found across most of the gap.147
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wrong direction but the force acting on the molecules through viscous drag
of the induced fluid flow points in the right direction (see Fig. 16). Further-
more, the force owing to the fluid flow changes direction at the mid-point
of the gap. It is this that leads to the restricted elongation seen for the
48-kb-DNA in Fig. 18(b).

It has been shown that fluid flow alone can lead to elongation of DNA
(Perkins et al., 1995). In our setup, if the fluid flow were the major effect
responsible for the elongation, the DNA would follow the fluid flow. In this
case, for long DNA elongated across a small gap, the DNA is expected to
show an upturn at the mid-point of the gap following the flow of the solvent.
On the other hand, if the fluid flow was providing only a bias force and the
major contribution was owing to the alignment of the individual segments
by the electrokinetic torque, no upturn of the DNA at the mid-point of
the gap is expected. The two different cases cannot be distinguished by
top-view 2D imaging.147 To address this, we performed three-dimensional
(3D) imaging of elongation-restricted systems, using confocal microscopy
techniques.148

Figure 19 shows fluorescently labeled 48-kb-DNA (contour length
21µm) elongated across a 20-µm-wide gap. Although the elongation is
restricted to about one half of the contour length of the DNA, the DNA only
extents to the mid-point of the gap. No indication of an upturn is observed,
in agreement with the model of elongation, where the DNA molecules are
elongated as a result of the electrokinetic torque aligning the individual
segments, supplemented with a bias force that favors forward alignment.
Furthermore, the contour of the area containing the elongated DNA closely
resembles the shape of the electric field lines.

Fig. 19. (a) Three-dimensional imaging of 21-µm-long DNA elongated across a 20-µm-
wide gap. The image was taken with a laser-scanning confocal microscope. The white
arrows indicate the gold electrode edge. (b) The same situation as in (a); the green lines
indicate the electric field lines and the red arrows the induced fluid flow. There is no
evidence that the DNA follows the red arrows. Reused with permission from Ref. 148.
Copyright 2006, American Institute of Physics.
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5. Concluding Remarks and Future Directions

Nanotechnology and engineering at the nanometer scale has considerably
advanced over the past few years, but despite many successes, the field is
still in its infancy. A myriad of techniques to fabricate fascinating functional
nanometer-scale complexes has been developed, including several DNA-
based nanostructures. However, many of their properties, including elec-
trical, magnetic, catalytic, and optical properties, inter alia, have not yet
been studied systematically or in great detail. In addition, although many
of these complexes can generally be fabricated in large numbers, generic
and reliable ways of interconnecting them into larger, multi-functional
networks, and integrating them in a controlled manner into macroscopic
environments, have not yet been developed. Very advanced tools exist to
manipulate these complexes one by one. They are invaluable in connec-
tion with the study of fundamental properties of these complexes, but
less well suited for their assembly and interconnection. A modern-day
semiconductor-integrated circuit may contain 100 million individual tran-
sistors; the ability to assemble and connect nanoscale elements rapidly and
reliably is going to be crucial for this technology to approach the sophisti-
cation of the semiconductor industry. Molecular self-assembly, a mechanism
that exploits sophisticated lock-and-key recognition, is found in many bio-
logical systems, and is a very promising candidate to fulfill this task. It
can be expected that engineering by molecular self-assembly will have a
prominent place in this field over the next decade and beyond.

Future devices and materials will most likely consist of a mixture of
“hard” and “soft” materials, i.e., a combination of solid substrates such
as semiconductors and metals, and biological complexes such as proteins,
viruses, and DNA. Although molecular complexes have been attached to
solid substrates, the properties of such interfaces is not well investigated and
understood to date. Considering that such interfaces are among the most
fundamental and new aspects in this field, this area will represent a new
frontier in this field and it can be anticipated that many new phenomena
will emerge.
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period as a postdoctoral research assistant at the same institution, he was
awarded a Swiss-Marie-Curie Fellowship which allowed him to explore new
challenges in the field of bionanotechnology. He moved to the University of
Cambridge in 2001 where he spent a few years as a PostDoctoral Research
Fellow at the Cavendish Laboratory and the Department of Chemical Engi-
neering. In 2003, Christoph was awarded an EPSRC Advanced Research
Fellowship and in 2004 he moved to the University of Leeds, where he is
based in the School of Electronic and Electrical Engineering. Christoph’s



August 30, 2007 9:42 WSPC/Advances in Nanoengineering 9in x 6in ch06

Molecular Self-Assembly 165

scientific interests are in the area of molecular nanotechnology and bio-
electronics with a particular focus on the development of techniques that
interface the biological with the electronics world. Christoph is married and
enjoys photography and skiing.



August 30, 2007 9:42 WSPC/Advances in Nanoengineering 9in x 6in ch06



August 30, 2007 9:42 WSPC/Advances in Nanoengineering 9in x 6in ch07

CHAPTER 7

EXPLORING TUNNEL TRANSPORT THROUGH
PROTEIN AT THE MOLECULAR LEVEL

Jason J. Davis∗, Nan Wang, Wang Xi, and Jianwei Zhao

Chemistry Research Laboratory, Department of Chemistry
University of Oxford

Mansfield Road, Oxford, OX1 3TA, UK

Significant advances in molecular electronics require an ability to reliably
analyze the relationship between molecular and electronic characteris-
tics. The spatial resolution of conductive proximal probes has much to
offer in this regard. Previous work has shown that protein molecules can
be controllably assembled on planar electrode surfaces and subsequently
trapped between the conductive surfaces presented by a metal-coated
AFM probe and an underlying planar substrate. This chapter reviews
our recent efforts in analyzing the conductance of these metalloprotein
junctions and includes discussions of relevant work in the area.

Keywords : Metalloprotein, tunneling, molecular electronics, con-
ductive probe, AFM.

1. Introduction

The field of molecular electronics can be broadly defined as an attempt
to utilize molecular components in the construction of electronic circuitry.
It not only represents a defining technological stage in the miniaturiza-
tion of computing components, but also provides a promising new method
for high-speed signal processing and communication, novel associative
and neural architecture, and miniaturized, high-sensitivity sensory devices.

∗Corresponding author.
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In recent years much progress, largely driven by advances in self-assembly
and microfabrication, has been made in analyzing the characteristics of
nanoscale electronic junctions into which molecules of interest have been
deposited.

From both a fundamental and potentially applied sensory perspective,
the integration of native or engineered biomolecules into nanometer-scale
circuitry is of considerable interest. The field of bioelectronics has, until
very recently, been largely dominated by the prospects of high molecular
conductance in deoxyribonucleic acid (DNA) and the subsequent intense
debate this has generated.1,2 The difficulties associated with carrying out
reliable transport measurements on structurally complex species have been
spectacularly highlighted by the variant results obtained with this, com-
paratively simple, biomolecular structure.1,3,4

The primary role played by transition metal containing proteins, met-
alloproteins, in facilitating facile current flow through biological media
makes a direct analysis of their electronic properties intriguing. In many,
the molecular structure is specifically designed so as to facilitate both effi-
cient electron tunneling and highly specific recognition of partner species;
the latter may feasibly be utilized in programmed “bottom-up” assem-
bly. In many specific cases, the metal prosthetic group exists in two sta-
ble oxidation states (i.e., redox switchable), and can be substituted with
negligible change in geometric structure. This facilitates studies in which
the role of this center can be defined and may provide a mechanism
by which molecular conductance is controllable (switchable). The sur-
face immobilization of these molecules may be assayed by spectroscopic
(UV/visible, ellipsometry, internal reflection absorption and fluorescence,
IR and Raman, cyclic voltammetry) or mass-sensing technologies such
as those based on quartz crystal microbalance (QCM) or microcantilever
fabrication. These surface and electron transfer assays rely on bulk mea-
surements and are, thus, inherently averaging. In considering the gen-
eration of “molecular devices” it is important that we understand not
only the stochastic characteristics inherent in a molecular population, but
also the influence of environment on these. Such information can only be
acquired through experiments at the molecular scale. Here we review our
efforts to analyze the conductance characteristics of metalloproteins at a
molecularly resolved scale by, principally, conductive probe atomic force
microscopy (CP-AFM) and electrochemical scanning tunneling microscopy
(EC-STM).
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2. Molecular Electronics

Solid-state metal–insulator–metal (MIM) junctions, where electrons flow
between (usually) metallic surfaces separated by insulating films, form the
basis of light-emitting diodes5 and field-effect transistors,6,7 and are the
most controlled means of scrutinizing conductance on this scale. There are,
in essence, two different approaches to the construction of MIM junctions.
One is lithographic in nature and results in planar junctions set on an
insulating surface (and will be discussed no further here) and one is vertical,
constructed within the confines of an appropriately configured scanning
probe microscope.

The scanning tunneling microscope (STM) consists, in essence, of a
metallic wire electrode (ultimately terminating in a single atom) electroni-
cally coupled to a planar conductive substrate. By mounting either the tip
or the underlying substrate on a voltage-responsive piezoelectric ceramic
crystal (piezo), it is possible to laterally scan one with respect to the
other with exceedingly good accuracy. In simultaneously measuring the
current generated by electrons tunneling between the two surfaces when
they approach each other sufficiently closely (< 3 nm), it is possible to both
generate atomic/molecular level surface images and analyze the effect of
surface-mounted molecules on this passage of electrons. The latter offers a
potentially powerful means of scrutinizing the electronic properties of single
molecules under a variety of controllable conditions. Contrast in adsorbate
STM images has been found to be dominated by topography unless elec-
tronic effects are strong. This arises largely because of the extreme (expo-
nential) sensitivity of the current to minute changes within the confines of
the tunnel gap; when the tip scans over “high” regions of a molecule, the
current transiently increases since the tunneling decay coefficient through
the structure is likely to be less than that of the “empty” (vacuum, air, or
fluid-filled) gap — this leads to “positive contrast” in that the adsorbate
appears (correctly) to be higher than the substrate surface on which it sits.
Though biomolecules are classically insulators (in the sense that they con-
tain no energetically accessible delocalized electron density), it is possible
to generate currents “through” them during the process of data acquisition
and thereby to obtain high (molecular-level) resolution images (see Figs. 1
and 2).8 If one wishes to characterize samples under electrolytic solution
(while observing dynamic or electrochemical processes, or simply maintain-
ing the immobilized molecules in a more fully hydrated state), then it is
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Fig. 1. Tunneling image of an array of self-assembled blue copper proteins on an Au[III]

electrode surface. The image (approximately 140 nm × 140 nm) was acquired under a
water-glycerol mix at room temperature at a tunneling set point of 75 pA (200 mV).
These robust molecular layers are generated by using the strong thiol–gold-bonding
interactions attainable by adding, genetically, cysteine amino acids to the surface of
the metalloprotein. The surface density of these layers can be measured by voltammetric
methods to be 1–2 × 1013 molecules/cm2.

necessary to insulate the imaging tip (tunneling currents are typically in
the nanoampere range and this would be swamped by capacitative current
generated should a bare wire be exposed to electrolyte) with polymeric or
waxen material.9

Though capable of extremely high spatial resolution and electronic mea-
surement under both fluid and electrolyte, the analyses available from these
STM configurations are somewhat complicated by the largely unknown rel-
ative positions (and so interactions) between probe and molecule of inter-
est. Atomic force microscopes (AFMs) operate through a calibrated force
interaction between probe and surface and, in doing so, facilitate studies
where potential molecular perturbations may be controlled and, indeed,
quantified. If the AFM probe is coated with a metallic film (usually evap-
oratively), it may be utilized as an electrode and reliably be brought into
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Fig. 2. In situ electrochemical STM (10-mM phosphate-buffered saline, pH 7.5; − 0.3 V,

300 pA) of yeast iso-cytochrome c molecules adsorbed onto a bare gold electrode surface.
Each molecule is approximately 3 nm in diameter and contains one redox-addressable
heem group. The role played by the latter in mediating tunneling, under appropri-
ate experimental conditions, can be utilized in “gating” conductance electrochemically
(Fig. 3).

mechanical contact with the top surface of orientated and immobilized
molecules. As is inherent in AFM, the compressional forces imparted to
molecules can be monitored with a high level of precision. This is likely
to be particularly important in regard to the interpretation of transport
measurements; there is no reason to expect the electronic structure of
molecules which are both surface confined and under many atmospheres
of imposed pressure (the pressure under an AFM probe or an evaporated
metallic film can run into several thousands of atmospheres) to be unal-
tered from those of the “native” structure. In such devices a single or low
number of molecules is/are sandwiched between the tip electrode and an
underlying planar electrode. The electrical characteristics, namely current–
voltage profiles, of such junctions can then be analyzed under conditions of
controlled molecular compressibility (imposed tip pressure). At higher force
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the probe physically penetrates surface-confined layers, with a resulting
sharp drop in measured resistance. Both to minimize electrolytic/ionic con-
tributions to current and to eliminate the possibility of unwanted increases
in applied force, it is necessary to carry out these measurements under
either nonionic fluid (organic solvent) or low-humidity ambient or inert
atmosphere.

Such CP-AFM configurations have enabled very low-current mea-
surements to be performed under a variety of conditions on surface-
confined adsorbates of interest.10,11 These have included carbon nanotubes
(CNTs),12 organic crystals/molecules,11,13 and gold nanowires.14,15 To reli-
ably assay molecular properties (as opposed to the electronic characteris-
tics associated with the experimental configuration), it is highly beneficial
to employ more than one investigative approach. We will focus herein on
CP-AFM and EC-STM junctions.

3. Assembling Proteins at Electroactive Surfaces

To acquire topological or spectroscopic information on single (bio)
molecules in real time, these molecules must be stationary, at least on
the “timescale of interaction” with the measuring probe. To achieve this,
one can tap into the great deal of effort which has been invested in
developing methods whereby biomolecular structure can be robustly but
nondestructively immobilized. Specific control is achievable by covalently
tethering biomolecules through either chemical modification of the under-
lying substrate surface or of the biomolecule itself. The unchecked physical
adsorption of biomolecules at metallic interfaces, a process governed by a
complex interplay of (primarily) electrostatic, hydrophobic, and dispersion
forces, typically occurs with a loss of native structure and so biological
function.

The blue copper protein, azurin, plays an important role in respiratory
and photosynthetic electron transport chains,16 and has been the subject of
numerous bioelectroanalytical studies.17–20 The protein contains a surface-
exposed disulfide moiety which may be utilized in robustly anchoring the
molecule to gold electrode surfaces. A more directable immobilization may
similarly be achieved by engineering cysteine residues into the surface, facil-
itating the formation of high-density redox-addressable monolayers on gold
surfaces; these may be electrically or topographically addressed with high
spatial resolution (Fig. 1).18,19,21
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4. Protein Tunnel Transport Probed in an STM Junction

The efficiency with which metalloproteins, in particular, mediate electron
tunneling lies central to sustaining life-dependent processes such as aerobic
respiration and photosynthesis. Facile electron transfer reactions between
donor and acceptor structures (typically both redox-active sites) separated
by distances well beyond noncovalent atomic contact distances (van der
Waals’ contact) are ubiquitous in nature. In such circumstances, the weak
electronic coupling is mediated (usually nonadiabatically; the energy bar-
rier to electronic transfer greatly exceeds thermal energy) by the interven-
ing protein medium and is dependent on two terms: (i) an electronic term
exponentially variant on distance and characterized by a decay constant,
β and (ii) a thermodynamic term largely representative of the free-energy-
driving force associated with electron transfer. In recent years, two meth-
ods by which the electronic coupling parameter is calculated have been
proposed and vigorously discussed. The first is known as the “tunneling
pathway model” in which the electron movement is considered to be con-
fined to specific through-bond and through-space routes (each with a spe-
cific tunneling decay, see below). In the second, “average packing density”
model, specifically optimized routes are deemed to be less important than
the total tunneling distance. The interested reader may refer to the work
of Page et al. and Regan and Onuchic.22,23

In the classical picture of electron tunneling across a square bar-
rier, transmission probability (and therefore current) scales exponentially
according to the relation transmission directly proportionate to e−βL where
β is known as the tunneling decay constant and L is the barrier width (e.g.,
the fully extended molecular height in a self-assembled monolayer, SAM,
a two-dimensional (2D) film, one molecule thick, assembled covalently or
noncovalently at an interface). The greater the value of β for any par-
ticular medium, the greater the fall-off in current with distance, that is,
the less “electronically conductive” the medium. Values of β have been
reliably determined for a number of systems: through space (no medium)
β ∼ 3.4 Å and alkyl hydrocarbon β ∼ 1.0 Å.24 If one treats a protein
molecule as single homogenous entity composed of α-helical and β-sheet
components, the decay coefficients concerned have been determined to be
β ∼ 1.4 Å and β ∼ 1.1 Å, respectively.22,25,26 For unsaturated or delo-
calized systems tunneling decays are, predictably, as low as 0.1 Å.27 The
protein matrix, thus, exhibits tunneling characteristics comparable to those
of a saturated hydrocarbon, though the perturbation of this model when
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metallic centers are added, be those redox-active or not, is unclear. In sum-
mary, then, though protein-based ion channels are able to mediate large
ionic current flow, protein molecules themselves are (classically) large band-
gap insulators with β values and resistivities in the range of 1.1–1.4 Å and
1015–1018 Ωm, respectively.

In recent years, several groups have demonstrated the ability to attain
high-contrast tunneling images of metalloproteins and enzymes under
a variety of controllable conditions.8,17,28,29 Though both natural and
probe-induced conformational motion are resolution limiting, the tunnel-
ing profiles of individual molecules can be resolved under controllable
electrolytic conditions (Fig. 2). The potential ability of metal centers to
modulate conductance in these configurations has been of some consider-
able interest.30 Under conditions of appropriate surface potential and robust
electronic coupling, there exist good reasons to believe that the electronic
conductance of these proteins be both significant and potentiostatically
gateable.17,30,31 Despite this, in most cases, the role of the metal in imag-
ing across a broad range of potentials has been unclear. Figure 3(b) shows

Fig. 3. (a) Structure of yeast iso-cytochrome c (pdb IC:1YCC, Ref. 32). The ∼ 3.5-
nm diameter, 13-kDa, protein has a heem group which is electrochemically switchable.
This particular form of cytochrome c has a solvent-exposed cysteine residue which may
usefully be utilized in anchoring the molecule to gold- or sulphur-presenting surfaces. The
distance between the thiol and the buried edge of the heem is approximately 1.6 nm.
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Fig. 3. (b) (Top) Graphic representation of the apparent molecular height/cross-section
(averaged over 20 individual molecules) of iso-cytochrome c molecules immobilized on
a gold, as a function of underlying electrode, surface potential. The latter is modu-
lated with respect to a standard electrochemical reference through the use of a bipoten-
tiostat. The relationship between the underlying surface potential at which molecular
height (and so “conductance”) is greatest and the electrochemically derived response is
clear (bottom). YCC is yeast cytochrome c. Potential (V/SHE) indicates the voltage
axes, which denote the electrode potential, in volts, reference to the standard hydrogen
electrode.

the variance in STM-derived height of a molecule of iso-yeast cytochrome
c (Fig. 3(a)) immobilized on a gold electrode surface under phosphate-
buffered saline. As is evident in the figure, the current through the molecule,
at fixed bias, is gateable by modulating the underlying gold electrode
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surface potential but the effect of surface potential is relatively small (the
change in current is some way short of an order of magnitude). If the redox
accessible iron-based orbitals play a dominant role in conductance, then
one might expect the apparent conductance modulation to be significantly
larger. These and other observations are consistent with current transport
being predominantly nonresonant under most experimental conditions and
appears to be consistent with observations made in CP-AFM configura-
tions (see below) where direct tip–substrate current flow is dominant.30,33

It is highly likely that the role of the metal center depends very sensi-
tively on the degree to which the electrodes about it are able to couple
to its density of states. It is noteworthy, then, that good voltammetric
responses are obtained only with difficulty with these proteins on bare elec-
trode surfaces (Fig. 3(b)). Extrapolation may lead to a suggestion that,
under conditions where facile and robust voltammetry (electrode–redox site
coupling) can be achieved, for example, by immobilizing the protein on a
thiol-based adlayer, the role of the redox-switchable group may be con-
siderably greater. A recent report by Ulstrup et al. is supportive of this
concept.34

5. Assaying Protein Conductance in CP-AFM Configurations

A schematic representation of a CP-AFM configuration is shown in Fig. 4.
Such setups offer both highly spatially resolved electronic characterization
and independent force calibration. The latter facilitates studies into the
effects of mechanical perturbation on the charge transport characteristics
of confined molecules.35

5.1. Tunnel transport under conditions of low

to moderate load

Current–voltage profiles recorded under conditions where the metallic probe
contacts azurin molecules with forces < 3 nN show negligible current flow
at bias voltages < 4 V. At higher voltages, charge accumulation leading,
ultimately, to dielectric breakdown, occurs. Assuming minimal protein com-
pression at these forces, the breakdown voltage observations can lead to
an approximation of the dielectric strength of the protein at between 1.0
and 1.4GV/m. This range compares well to that shown by silicon diox-
ide, SiO2 (0.8–1.3GV/m),36 being somewhat smaller than the 2.0GV/m
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Fig. 4. Schematic representation of a conducting probe–protein–HOPG junction. In a
typical CP-AFM configuration, a bias voltage is applied between a metal-coated AFM
probe and the underlying planar substrate. By adsorbing a molecule of interest on either
surface, and then bringing them together while monitoring lever deflection, it is possible
to establish robust junctions from which the conductance properties of the “trapped”
molecule can be established. In this case, the protein is chemisorbed onto the probe.
HOPG (highly-orientated pyrolytic graphite) is an atomically flat graphite sheet at which
the hydrophobic basal surfaces are exposed.

determination for alkyl monolayers on either metal37 or semiconductor,38

surfaces but greater than the values determined for alkyl bilayers sand-
wiched between a mercury drop and silver plate (∼ 0.5GV/m).39

On slightly increasing the mechanical interaction between the elec-
trode and protein (by increasing the calibrated vertical force applied)
to > 3 nN, stable tunnel transport can be maintained.30,35,40 In the low-
bias regime (± 0.5V) the current–voltage relationship is approximately
linear and can be used in an estimation of molecular resistance at spe-
cific imposed force (Fig. 5). At the minimal forces required to establish
tunneling without breakdown (3–5 nN) zero-bias resistances are observed
to be 45–60GΩ, a range bearing some similarity to tunnel resistance set
points used in the nondestructive STM imaging of these (and comparable)
molecular adsorbates.8,9,41 The resistance across hexanethiol, octanethiol,
decanethiol, and dodecanethiol SAMs obtained under equivalent conditions
of vertical force and humidity are 140 ± 50MΩ, 1.5 ± 0.7GΩ, 10 ± 5 GΩ,
and 40 ± 8GΩ, respectively, values bearing close similarity to those pre-
viously determined (Fig. 6).42,43 Fitting these resistance variations to an
exponential tunneling equation, R = R0 exp(βd) (where R0 is an effec-
tive contact resistance and d is the junction length), allows the exponen-
tial distance decay factor β to be determined as 1.2 ± 0.1 per methylene



August 30, 2007 9:42 WSPC/Advances in Nanoengineering 9in x 6in ch07

178 J. J. Davis et al.

Fig. 5. A representative current–voltage curve obtained at a scan speed of 4 V/s and a
junction force of 6 nN. Though the current shows some asymmetry about zero bias, this
is minimal (< 5%).

group, a value in reasonable agreement with previous reports under com-
parable experimental conditions.41 To rule out the possibility that current
could be dominated by conduction across the surface of a protein-associated
water film in the case of the azurin assays, the effects of humidity on
conductance were analyzed. Within a 20–60% humidity range junction
resistance values varied by < 10%. In view of the stability and reproducibil-
ity of these observations, and consideration of the relative magnitudes of
tip radius and protein diameter, it is likely that these observations are
those associated with single protein molecule tunnel transport (see analysis
below).

Under voltage conditions where the traversing electrons will have insuf-
ficient energy to access molecular orbitals on the molecule, the tunneling
process is nonresonant (i.e., the electrons are not energetically resonant with
orbital states) and well described by the superexchange model in which the
electron transfer rate decreases exponentially with distance.44 Assuming
that nonresonant superexchange tunneling is the dominant mechanism of
charge transfer across these junctions (see below), the greater resistance of
the protein junctions over the saturated alkyl SAMs may be assignable to
differences in both molecular height (tunnel distance) and tunnel barrier.
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Fig. 6. Comparative force–resistance profiles of azurin and a range of alkyl thiol SAMs.
Data was obtained at junction forces in the 5–7 nN range at 40–50% humidity. Extrap-
olation of the data to zero chain length gives a contact resistance of some 100 kΩ. The
protein conductance, specified by the green triangle, is approximately equivalent to that
of a C12-alkyl thiol under these experimental conditions.

If one assumes a tunnel barrier comparable to that through the saturated
alkyl systems45 (see below), extrapolation of the data in Fig. 6 leads to an
estimated protein tunneling distance of approximately 1.5 nm, suggesting
that, even in this force regime, appreciable molecular compression takes
place. The validity of this may be directly assessed through controlled force
molecular imaging. Figure 7 shows the force-induced variation in azurin
height as determined by fluid-phase (contact mode) AFM imaging under
aqueous solution. Though the data shows some scatter, it is clear that the
protein is compressed to something approaching half of its unperturbed
height within force limits required in the establishment of reliable electri-
cal contact. At the minimum force required for stable image acquisition
(∼ 300pN), the measured protein height is ∼ 2.8 nm, a value lying close to
its crystallographic size.

A simple theoretical analysis of transport through these junctions
has been carried out previously.40,46 The electron transfer between two
conducting electrodes separated by a thin dielectric layer can be well
described by the Simmons model47 in which current density, i, is
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Fig. 7. The variation in molecular height with imaging force. Data taken from contact-

mode imaging under 18.2 MΩ cm water, with silicon nitride tip (k = 0.06). A ∼ 5-µM
solution of azurin in acetate buffer (pH 4.65) was spin-coated onto a freshly annealed
gold substrate, then rinsed with buffer and dried under nitrogen. Protein height was
averaged over 90 individual molecules, with standard deviations below 10%.

given by:
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h
(2me)1/2 (2)

and L is the barrier length, ϕ0 is the mean barrier height, and e and m are
the electron charge and mass, respectively. Due to the inherent asymmetry
of conductive probe (CP-AFM) junctions, a more realistic treatment is to
divide the voltage drop into two nonequivalent components, in which case
the net current density is given by:

i =
e2

2πhL2
{(ϕ0 − αV ) exp[−K(ϕ0 − αV )1/2] − [ϕ0 + (1 − α)V ]

× exp[−K(ϕ0 + (1 − α)V )1/2]} . (3)
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Equation (3) provides a relationship between the variance of tunneling
current with bias and three structure-related variables, namely, ϕ0, L, and
the asymmetry factor α.

A comparison of experimental and simulated current–voltage data is
shown in Fig. 8. At low force the data are highly symmetrical about the
voltage origin (asymmetry typically < 4%) and well described by Eq. (1)
(the simulated data tracks the experimentally observed current variations
to within 0.5% across the associated voltage range, demonstrating the appli-
cability of a three-variable Simmons model to such configurations).46 Best
fits across 20 data sets at ∼ 6nN are obtained with α = 0.5, L = 12 Å, and
ϕ0 = 1.1 eV. This barrier height corresponds to a tunneling coefficient (β) of
1.1 Å, a value which compares reasonably well with those derived from bulk,
solution-phase, studies.20,22,26 As we have discussed previously, current–
voltage profiles become noticeably more asymmetric on excursion to regions
of higher compressional force where Eq. (3) becomes more appropriate.46

In conclusion, CP-AFM configurations facilitate a direct analysis of protein
conductance well describable by a nonresonant Simmons tunneling model
in which the molecule is treated as a structureless dielectric. In situ imag-
ing and simulation studies suggest that stable transport is only achievable
under conditions of considerable molecular compression.

Fig. 8. A representative comparison of experimental (black dots) and Simmons
simulated (line) current–voltage characteristics at 6 nN. The fit is smooth and good
(relative fitting error is ± 0.5%) implying that the conductance properties of this “metal–
insulator–metal” junction are well described by the Simmons model.
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5.2. Modulation of protein conductance under moderate load

As noted earlier, the inherent mechanical flexibility of AFM-based molec-
ular junctions can be utilized in an examination of compression-based
changes in conductance. In the case of azurin CP-AFM configurations,
stable and reproducible tunneling characteristics are attainable across a
3–80nN range enabling the effects of variant applied load on the conduc-
tance of an azurin metalloprotein junction to be examined (Figs. 9 and 10).
The highly reproducible decrease in resistance with load can, in the first
instance, be ascribed to either a load-dependent decrease in tunneling bar-
rier height, or tunneling distance (or a combination of both).

Though it is impossible to deconvolute the force-dependent contribution
of probe–probe contact area to the charge transfer characteristics of these
junctions, variation in this parameter is expected to bring with it only
minimal change in current.46 Though the predictable variations in tun-
nel distance, L, with increasing load, can account for some of the conduc-
tance modulation observed, we have been unable to simulate these changes
through variance of L or ϕ0 alone. In considering barrier height changes
under compression (Table 1) it is useful to make reference to previous work
in which metalloprotein distance decay parameters have been determined
in bulk, solution-phase, experiments.

Fig. 9. Representative current–voltage behavior obtained in the − 1 to 1V bias window
(scan speed 4V/s) at various applied forces. Inset shows current–voltage traces in the
low (± 100mV) bias regime.
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Fig. 10. Force-dependent junction resistance as evaluated from the slopes of 20 current–
voltage curves at varying forces (5.9, 12.6, 19.1, 25.5, 31.9, 38.6, 51.7, and 64.6 nN) in
the low-bias regime.

Table 1. Barrier height and length variations with imposed
force as obtained from nonlinear least squares fitting of

current–voltage profiles by a Simmons model.

Force (nN) ϕ0 (eV) L (Å)

5.9 1.11 11.9
12.6 1.02 11.0
19.1 1.00 10.3
25.5 0.92 9.6
31.5 0.78 9.0

Dutton et al. have considered the effects of atomic packing, quantified by
an atomic packing density coefficient, ρ, on the ability of a protein matrix
to mediate electron transfer, and given an empirical expression to account
for structure-dependent variations of the tunneling coefficient, β,22

β = ρ × 0.9 + (1 − ρ) × 2.8 . (4)

The association of electron transfer barrier height, ϕ0 (in eV) with tun-
nel decay coefficient, β in Å, is as through Eq. (6)47,48:

β = 1.025ϕ
1/2
0 . (5)
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In principle ρ can range from 1, corresponding to a fully packed medium
(β ∼ 0.9 Å), to a value of 0, corresponding to the interstitial space in the
protein structure (β = 2.8 Å).22,25,49,50 ϕ0 is therefore correlated with the
atomic packing density through the following equation:

ϕ0 = (ρ × 0.88 + (1 − ρ) × 2.73)2 , (6)

that is, the higher the packing density, the lower the barrier height. Under
large constant force, the protein is compressed and this leads to an associ-
ated increase in atomic packing density and decrease in barrier height. In
the regime of large molecular compression counterbalancing repulsive forces
may lead to structural deformation in the horizontal plane where there is
no geometric restriction. The associated increase in protein volume will be
associated with a regime of decreasing atomic packing density or increas-
ing barrier height. The trends here are qualitatively predictable, supported
by molecular-dynamics simulations and have been previously outlined.46 In
summary, a Simmons analysis of the force-dependent current–voltage char-
acteristics has suggested that the tunnel barrier and length vary from 1.1
to 0.7 eV and 12 to 9 Å, respectively, across a force range of 5 to 40 nN. In
the regime of greater molecular compression, current–voltage profiles are
steep and cannot be adequately used in fitting.

5.3. Accessing the metallic states: Negative differential

resistance

Much of the previously discussed data is supportive of electrons moving
through protein tunnel junctions by a predominantly nonresonant mech-
anism. Though azurin contains a redox-accessible center in these immo-
bilized configurations,19 the current–voltage plots in the medium (± 1V)
bias regime discussed above are fully consistent with a nonresonant tunnel-
ing process between the metallic contacts in which protein-based molecular
states are not accessed at the bias voltages applied (no “molecular fea-
tures” are evident in either raw data or derivative current–voltage plots in
an analysis of many hundreds of scans). These spectroscopic characteristics
are broadly supportive of observations made in a tunneling imaging mode;
though increased current flow in the vicinity of the metal center has occa-
sionally been reported in metalloprotein tunneling imaging, in our studies
image contrast has been largely independent of overpotential across a broad
range.29,51,52 The apparent dominance of nonresonant direct tip–substrate
transport in CP-AFM or EC-STM junctions is likely to be related to either
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marked molecular compression or comparatively poor electronic coupling
between the buried redox moieties and the electrodes. In CP-AFM con-
figurations, in particular, it is clear that, under force conditions required
to establish stable conductance, both tunnel distance and barrier may be
reduced to comparatively low values. Direct tunneling is then likely to be
facile. At reduced applied force (greater tunnel distance) it is reasonable to
suggest that direct tunneling will become less efficient.

Despite these observations and comments, a considerable number of tun-
neling spectroscopy studies have now been published in which the ability
of tunnel electrons to access molecular states in an STM configuration has,
apparently, been evident. In tunneling spectroscopic analyses, these molec-
ular resonances are most usefully depicted within (dI/dV ) versus V plots in
which the former parameter is directly related to the density of electronic
states (DOS). By changing the energy range accessible to the tunneling
electrons (through the applied bias) it should be possible to modulate the
ability of these to access orbital states within the junction and, therefore,
the resistance. Of the spectroscopic features which may result, negative
differential resistance (NDR), has, on the basis of its possible application
within switchable devices, attracted much attention.53–56 Though NDR
spectroscopic features have been assigned to numerous mechanisms,54,57,58

those associated with Fermi-level frontier molecular orbital resonance are
perhaps the most attractive from the perspective of relating tunnel trans-
port to redox switchable characteristics.30,59 In imaging experiments, the
effects of aligning the Fermi level of the underlying electrode to molecu-
lar orbital states on mediating increased current flow through the molecule
has been strikingly evident in a number of cases.60,61 Figure 11 shows a
current–voltage plot of Cu-azurin obtained at a force of ∼ 4 nN which dis-
plays NDR characteristics (an initial rise in current followed by a sharp
decrease as bias is progressively augmented). Though the “peak heights”
associated with these apparent electronic resonances show some experi-
mental variation, they are invariably associated with 300–700% increase in
current above that extrapolated from the “nonresonant” regime. A statisti-
cal analysis of “peak maxima” demonstrates considerable fluctuation in the
voltage at which current maxima are observed; specifically, the peak center
at negative bias is observed at − 2.2 ± 0.7V and 2.75 ± 1.0V/s at positive
bias. We, and others, have noted these fluctuations previously.59,62

The apparent NDR features are reproducible and only observable in the
force window between breakdown (poor tip–molecule contact) and large
molecular compression (the onset of direct tunneling). With azurin, metal



August 30, 2007 9:42 WSPC/Advances in Nanoengineering 9in x 6in ch07

186 J. J. Davis et al.

Fig. 11. Comparative current–voltage characteristics of the zinc and copper forms of
azurin at junction forces in the 3–5 nN range. While zero bias resistances of the proteins
are very comparable, apparent NDR is observed only with the copper form. Only the
copper protein has redox-addressable metallic states.

substitution can be achieved with minimal structural perturbation and this,
accordingly, facilitates studies in which the precise role of this site in mediat-
ing charge flow can be clarified. The assignment of these features to resonant
accessing of the copper states is, then, strengthened by observations made
in comparative experiments carried out with the zinc protein (Fig. 11). In
the low bias regime, an analysis of several hundred comparative current–
voltage profiles indicates, within experimental variation, no significant dif-
ferences in Cu-azurin or Zn-azurin conductance. Significantly, the apparent
resonances observed with the copper protein at high bias are not observed
with the (redox-inactive) zinc protein. The electronic coupling of these pro-
teins to the underlying planar electrode surface is usefully assessed electro-
chemically; in the case of azurin molecules immobilized directly onto gold
surfaces well-defined (if nonideal) electrochemical responses — from which
molecular coverage, electron transfer kinetics, and half-wave potentials may
be obtained — are attainable. Though the potential at which transmis-
sion through the confined electrochemically active molecules is observed to
increase has, in some cases, been usefully related to the electrochemically
determined redox potential,61,63–65 we, to date, have been unable to find
any sensible correlation between these potentials and those associated with
the spectroscopic features resolvable in tunneling conductance assessments.
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6. Conclusions

The difficulties associated with attaining robust (ideally chemisorbed)
mechanical contact between nanometer-scale electrodes and molecule(s) of
interest, and thereby acquiring reliable transport data, remain. Within this
context, the molecular scaling and mechanical flexibility provided by con-
ductive AFM junctions is exceptionally useful. The inherent recognition
and redox activity associated with a number of metalloproteins makes a
study of their tunneling characteristics highly interesting. In chemisorbing
such proteins to a metal-coated AFM probe, many of the effects of lateral
drift on molecular analysis are removed (lateral drift of the tip with respect
to the atomically flat substrate does not lead to loss of electronic coupling
to the sandwiched protein; if the molecule of interest is chemisorbed onto
the substrate, lateral drift effects will lead to loss of interaction with the
probe). From an electronic perspective, it is clear that a protein fold, though
classically highly resistive, is able to act as a conduit for an appreciable
current flow within such junctions. The measured giga ohm resistance of a
∼ 3-nm protein examined by us lies in the range of a C12-saturated alkyl
thiol SAM, the uncompressed height of which rests in reasonable agreement
with simulation-determined (and imaging supported) protein compression
data in this force regime.

At the minimum force required for stable force feedback (∼ 2 nN) in
an ambient or inert atmosphere, environment electronic coupling between
the confined protein and the electrodes is unstable and dielectric break-
down is observed at both bias extremes. Under conditions of very low
force, it is reasonable to consider the junction as comprising two sequential
tunnel barriers (one at the tip surface and the second at the substrate
surface) across which most of the applied field will be dropped. If the
associated interfacial resistances are high (in considerable excess of the
quantum unit of resistance, 26 kΩ) charge accumulation on the molecule,
followed by dielectric breakdown when the bias exceeds a critical value,
occurs.66 At higher force (5–80 nN), observations are consistent with a fall
in contact resistance and the onset of direct, nonresonant, tip–substrate
tunneling with associated distance decay and tunnel lengths which are
force-dependent. In this regime, current–voltage profiles are well described
by a Simmons model in which the protein is treated as a featureless (uni-
form) tunnel barrier. The simulated variance of tunnel distance with force
correlates well with image height variations across an equivalent force
range.
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Transport across metal–molecule–metal junctions more generally
depends strongly on the position of the metallic Fermi energies with respect
to the frontier molecular orbitals of the molecule. When the latter are not
energetically accessible (the zinc protein), electron transport is expected
to occur by nonresonant superexchange tunneling. Though, in the case of
azurin, the copper-based orbital states are likely to be potentially accessible,
it appears that this occurs only within a narrow force window where electri-
cal contact is robust but (direct) superexchange tunneling is inefficient (the
barrier to direct tunneling is high). Specifically, in the regime of stable con-
tact at low force, current–voltage profiles show characteristics potentially
assignable to an ability of the electrons to access copper-based molecular
states when the applied bias is high. Electronic movement then occurs via
transient occupancy of copper-based DOS. At higher compressional force,
the barrier to direct tunneling falls and these spectroscopic features vanish.
Under these conditions metal substitution in the protein leads to negligible
change in current–voltage characteristics. Though careful EC-STM exper-
iments do further support the role of metallic/heem prosthetic groups in
enhancing conductance at specific bias voltages, this effect is both confined
to the regime of weak tip–surface (direct) electronic coupling and appears
to be comparatively small (molecular conductance changes by some way
less than an order of magnitude).

Though the subject of ongoing experimentation, the adequate correla-
tion between barrier heights determined in this study and those resolved in
bulk (solution-phase) work is interesting. The work described herein further
sheds light on the important consideration of mechanical/environmental
perturbation of subsequently reported “molecular” properties.
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CHAPTER 8

TWO FRONTIERS OF ELECTRONIC ENGINEERING:
SIZE AND FREQUENCY

John Cunningham

School of Electronic and Electrical Engineering
University of Leeds, Woodhouse Lane

Leeds, LS2 9JT, UK

This chapter discusses two limitations which restrict the design of mod-
ern electronic circuits. The first is how small a circuit can be made,
which is ultimately governed by the size of the individual electrons inside
a circuit. Physicists are probing this limit, and in doing so are finding
ways to control with great precision the movement of single electrons.
The second limitation is the operational frequency of electronic systems,
which is currently restricted to frequencies below approximately 1THz.
At frequencies in the terahertz range, the concepts governing electronic
circuits design start to merge with concepts from the field of photonics.
Experiments which are probing these two limitations are discussed in the
context of their implications for future microelectronic circuit design.

Keywords : Nanoscale, semiconductor, terahertz, picosecond,
electronics.

1. Introduction: Size and Frequency Limits for Modern
Electronic Systems

The field of microelectronics has existed for just less than 60 years, and in
that short time it has seen the complexity of circuits increase from a single
transistor, to today’s thousand million transistors on a single chip. Gordon
Moore, one of the founders of Intel, made a famous observation in the
mid-1960s that the complexity of integrated circuits, as represented by the
number of transistors which they contain, approximately doubles every two

195
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years. To keep increasing the complexity of circuits, the microelectronics
industry has since its inception been engaged on a program of minia-
turization, with the goal to produce the maximum number of transistors
in the minimum area. It is a testament to the amazing progress of this
approach that, as this text is being written, manufacturing lines are tool-
ing up for mass production of silicon-based circuits in which the smallest
features have a size of just 45nm, which corresponds to the diameter of
∼ 150 atoms. Despite advances in miniaturization, circuits remain much
larger than the atomic systems from which they are ultimately composed
(see Fig. 1(a)).

Two limits constrain the future development of electronic circuits how-
ever. The first is set by the size of electrons themselves. Numerous exper-
iments have confirmed the quantum mechanical description of electrons,
which requires them to have both wave- and particle-like components to
their behavior. Their wave-like properties can be directly shown in diffrac-
tion and focusing experiments (see Ref. 1). To consider how small one can
make an electronic circuit, a fundamental length scale is set by this wave-
length. In a metal, the electron wavelength is usually of the order of several
nanometers, while in some semiconductor systems it can be hundreds of

Fig. 1. Two limits for modern electronic systems. (a) The size of the system which
contains electrons; from left to right in order of increasing size: simulation of electron
density around a single atom, carbon monoxide atoms arranged on a platinum sur-
face, a multiwalled carbon nanotube, a semiconductor structure fabricated using electron
beam lithography, and a conventional electronic circuit formed using optical lithography.
(b) The frequency of operation; the upper frequency range for electronic circuits lies in
the low terahertz range, where electronic concepts merge with photonics.
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times larger. The microelectronics industry has developed a set of tools
to make electronic circuits with constituent components which are smaller
than 1µm; these tools have allowed physicists to explore the regime where
the size circuit of components is similar to the wavelength of the electrons
flowing through them. In some of these circuits, exact control of single
electrons has been achieved and a host of new physical effects are being
discovered. These effects will need to be well understood if further minia-
turization of transistor components is to be pursued. The first section of
this chapter will discuss these single-electron effects, putting them into their
physical context.

A second limit that is constraining the development of microelectronics
concerns the operational frequency of circuits. The maximum operational
frequency governs the maximum possible rate for transfer of digital informa-
tion in the circuit. High-frequency electronic components form the backbone
of the wireless telecommunications industry, and systems built from them
are responsible for transferring an increasingly large portion of data traffic
on the Internet. There is great need for increase in the bandwidth of these
systems to allow faster connection speeds between computer systems, and
there is therefore a desire to increase the transmission frequency available.
Above the microwave frequency range, which extends from ∼ 1 to 300 giga-
hertz (GHz), techniques for generating and transmitting electronic signals
in circuits become increasingly difficult, but the demand for higher data
transfer rates in the information technology industries is a major incentive
to overcome these problems. The current upper limit for an all-electronic
approach to signal generation is the terahertz (THz) frequency range; which
lies between 300GHz and 10THz (see Fig. 1(b)). However, very few elec-
tronic devices are capable of emitting a useful signal above ∼ 300GHz.
At higher frequencies, optical concepts such as refractive index become
more relevant than the electronic concepts of resistance and conductivity.
The properties of comparatively few materials have been completely char-
acterized in the terahertz range, compounding the problems and adding
complexity to circuit designs which would be considered trivial at lower fre-
quencies. The excitation and propagation of terahertz frequency electrical
waves therefore represents a second limit for conventional microelectronics.
Despite the generation and transmission problems, terahertz circuits are
starting to be investigated in earnest, and the second half of this chapter is
devoted to a discussion of some of these systems and their possible practical
uses.
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2. Single Electronics

2.1. Confining electrons

To measure single electrons, a starting point is to restrict the movement
of electrons within a solid to a two-dimensional (2D) plane. This can be
achieved by using a semiconductor growth technique called molecular beam
epitaxy (MBE). Using MBE, single atomic layers of crystalline semiconduc-
tors can be deposited, one by one. Figure 2(a) shows an MBE machine, in
which a number of heated cells, each of which contains a different element,
is pointed toward a crystal substrate. A flux of atoms is emitted by each
cell, and the individual atoms in the flux arrange themselves on the sub-
strate into atomic layers. As the flux is continued, a second and third layer
of atoms will grow, and so on, until an almost perfect three-dimensional
(3D) crystal is formed. An extremely high-vacuum environment must be
maintained during growth so that contaminants do not affect the forma-
tion of the atomic layers into a crystal on the substrate. If several cells
containing different elements are used simultaneously, such as gallium and

Fig. 2. (a) Photograph of a typical MBE machine, used to grow atomic layers of semi-
conductor material. (b) Schematic of MBE-grown GaAs/AlGaAs heterostructure wafer
structure, and its associated energy profile as a function of depth into the wafer. Elec-
trons from the n-type donar layer migrate to the interface between the undoped AlGaAs
and GaAs substrate interface, where confinement causes them to form a 2D electron
sheet.
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arsenic for example, the growth of compound semiconductors, such as gal-
lium arsenide, is made possible.

If the constituent elements in the atomic flux are abruptly changed dur-
ing the growth of the crystal, an atomically smooth interface between the
two layers can be formed; this is termed a heterojunction. Heterojunctions
formed at the interface between gallium arsenide (GaAs) and its alloys with
aluminium (AlGaAs) have been investigated extensively over the last quar-
ter of a century. The similar inter-atomic spacings in GaAs and AlGaAs
produce a crystal interface during growth which is stress-free and therefore
low in crystal defects such as gaps in the lattice, extra atoms, or other
imperfections. An example of a layer structure which has been grown by
MBE to produce a heterojunction using GaAs and AlGaAs is shown in
Fig. 2(b). To explain this structure, we must first mention the concept of
doping, which is the incorporation of impurity atoms during MBE growth
to alter the electrical properties of the crystal in a controlled manner. In
this case, the incorporation of silicon during growth of an AlGaAs layer
provides electrons available for conduction. After growth of the layer struc-
ture shown in Fig. 2(b), these free electrons in the silicon-doped AlGaAs
layer move down through the undoped AlGaAs layer, to become confined
at the interface between this layer and the adjacent GaAs substrate. This
confinement dictates, as quantum mechanics correctly predicts, that their
energy must take on some discrete value in the confinement direction; the
continuum of possible energy which is available to free electrons becomes
condensed to just a few possible energy levels. The nature of these energy
levels depend on how compressed the electrons are by the confining walls.
The more confined, the smaller their associated wavelength and the higher
their energy will be. The confined electrons form a 2D electron sheet, an
important property of which is its electrical mobility. This mobility is high
when the electrons undergo few large-angle scattering events as they move
through the system. Large-angle scattering events occur when electrons hit
charged atoms in the lattice. The high mobility found in a heterojunction
results from the spatial separation of the free electrons at the interface of
the crystal layers from the charged dopant atoms. This can increase the
distance an electron travels before being scattered to several microns. The
confined electrons in a heterojunction have an exceptionally high mobility
(in excess of 1 × 106 cm2/V/s), provided the temperature of the lattice is
low enough to allow scattering from atomic vibrations to be neglected. To
ensure that this is the case, heterojunctions are usually measured inside
low-temperature (<4 K) apparatus.
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When the plane of the electrons is further confined, a system can be
created which is smaller than the distance between the large-angle scatter-
ing events. This is referred to as the ballistic regime, in which electrons can
move smoothly through the system. This further confinement, beyond that
achieved in the heterojunction, can be imposed by a number of techniques.
One of the most frequently used is the manipulation of the electron density
in the heterojunction by applying a voltage to metallic contacts, known
as gates, on the crystal surface. This is the split-gate technique, which is
shown in Fig. 3(a). A split-gate device is formed by two metal contacts,
deposited on the semiconductor surface above the heterojunction, which
are separated by a submicron gap. When a negative voltage is applied to
the gates with respect to the electron sheet, it repels electrons below the
gate, leaving electrons only in the submicron gap between the gates and

Fig. 3. (a) Schematic diagram of a split-gate which forms a one-dimensional channel
from an underlying 2D electron sheet in a GaAs/AlGaAs heterostructure. Hatched areas
are the split-gate on the surface of the wafer, gray areas are the 2D electron sheet form-
ing the reservoir. White areas underneath the split-gate indicate depletion of electrons
from these regions to form a narrow confined channel for the electrons. (b) Quantized
conductance plateaux measured in one such split-gate defined 1D channel, shown as a
function of voltage applied to the split-gate, with data taken at T = 300mK. Data are
corrected for a small series resistance (600 Ω) chosen to align the plateaux with integer
multiples of 2 e2/h, caused by the ohmic contacts and 2D reservoirs.
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in the reservoirs on either side. The ballistic and quantum nature of the
electron transport in the channel formed between the reservoirs, which is
sometimes known as a quantum-wire, is readily shown by measuring its
conductance as the applied split-gate voltage is altered. The conductance
moves through a series of quantized steps, as the increasing applied voltage
narrows the channel. The clear steps, shown in Fig. 3(b), are a result of the
sequential removal of confined electron energy levels within the channel as
it is made increasingly narrow. It is a result of the width of the channel
being of a similar size to the electron wavelength (see Ref. 2 for a full expla-
nation of this effect, which involves a cancellation between two quantities
in the equation which defines the conductance; the group velocity and the
density of states in the channel).

In a split-gate, the electrons are confined in two directions, but full
3D constriction of electrons is also possible. This can be achieved in sev-
eral ways, including etching the electron sheet into a pillar shape,3 or by
completely confining a region of the electron sheet using negative voltages
applied to surface gates, in a modification of the split-gate technique.4 It
is necessary to use this degree of confinement to observe single-electron
effects. A schematic of one such system is shown in Fig. 4(a).

Surface gates are arranged to form, after application of a negative volt-
age, electrical barriers to the transmission of electrons from one side of the
device to the other. Between these barriers, a puddle of single electrons
is trapped. Such an arrangement is commonly called a quantum-dot, and
its electrical conduction properties are very different to the quantum-wires
obtained using the split-gate technique as described above. The energy
associated with adding a single electron to the puddle in-between the bar-
riers is called the charging energy of the dot (see Fig. 4(b)), and is around
1meV for typical geometries (see Ref. 7). To move either into or out of
the electron puddle from outside, the energy of electrons in the 2D reser-
voirs forming the leads to the dot must be close to a vacant energy level
within the dot. When this occurs, electrons can flow into or out of the
structure. When the energy of electrons in the reservoirs is not aligned
with an energy level in the dot, current cannot flow through the device,
and this high-resistance state is known as the Coulomb-blockade regime.
The system of gates which define the dot can include one gate which can
be independently held at negative voltages with respect to the others — a
plunger gate. As the voltage on the plunger gate is adjusted, it moves the
system consecutively between Coulomb-blockaded and conducting states as
single electrons are expelled from the dot. This gives rise to oscillations in
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Fig. 4. (a) Schematic top-down view of the gate pattern which can be used to define a
zero-dimensional quantum dot in an underlying 2D electron sheet (after Ref. 5). Hatched
areas are surface gates used to define the quantum dot, which is shown by the circular
gray region. Black region is a plunger surface gate, which can be used to remove single
electrons from the dot. Semicircular gray regions on either side of the quantum dot are the
2D reservoirs. (b) Simplified energy diagram for the electron system created underneath
the gates is shown in (a). Ecb is the Coulomb charging energy, while Ees is the electro-
static energy of the dot (set by the plunger gate). 2D reservoirs which can act as both
sources or drains for electrons, depending on their potential, are located on either side of
the dot. (c) Experimental observation of Coulomb-blockade oscillations in two systems
of similar size ((i) and (ii)) and two smaller systems ((iii) and (iv)), taken from Ref. 6.

the current flowing between the reservoirs as a function of the plunger gate
potential, as shown in Fig. 4(c). The presence of an impurity atom near the
channel of a quantum wire will sometimes cause natural Coulomb-blockade
features to appear in the conductance of such a device. The reason for this is
that the charged impurity atom modifies the geometry of the 1D channel in
such a way as to make an unintentional constriction, similar to that delib-
erately formed in a quantum-dot system. Such impurity-induced Coulomb
blockade could be an important phenomenon to avoid as the dimensions of
electronic devices are further reduced.
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2.2. Electron pumps and turnstiles

The idea of confining electrons in all three dimensions leads naturally to
the question of whether single electrons can be moved in a controllable way.
A possible way to do this is to regularly perturb as a function of time a
system in which single electrons are already confined. Thouless first pro-
posed the idea of generating very accurate single-electron transport using
a time-varying potential which moved slowly by comparison with the elec-
tron’s velocity.8 Observation of this kind of movement of single electrons has
been something of a holy grail for experimentalists in the field. A major
reason for this interest in the control of single electrons is that it could
give metrologists (scientists who study units of measurement) a worldwide
standard of electric current. They seek a highly accurate and stable source
of current, whose unit of measurement is the ampere, that can be used
to calibrate measurement apparatus, in the same way that they currently
maintain standards for resistance and voltage. The present standards of
voltage and resistance are maintained using the quantum Hall effect9 and
the Josephson effect,10 respectively. The ampere is currently represented
by combining these voltage and resistance standards. An alternative to
this method is sought because it is both difficult to implement and it is
indirect, in the sense that it is not an independent representation of the
ampere separate from the standards for resistance and voltage. Full details
of present methods can be found in Quinn et al.11 The requirements of a
current standard set by metrologists are that it should provide an output of
at least 1 nA with an accuracy of better than around one part in 108, that
is, there should be an error of no more than one electron for every one hun-
dred million electrons moved around the circuit. The nanoamp magnitude
of the current is important to allow the accurate calibration of secondary
standards, which can then be distributed to laboratories and instrument
makers around the world. As can be appreciated when one considers the
essentially random movement of individual electrons which is a characteris-
tic of the flow of electricity in almost every electronic circuit, this is a very
challenging requirement.

The first experiments showing single-electron movement linked to an
external frequency signal were performed by Delsing et al.12 with arrays of
aluminum/aluminum oxide junctions.12,13 In these experiments, a series of
junctions between which single electrons could move was periodically mod-
ulated using a signal source which operated at a few gigahertz. This gave
peaks in the resistance of the device. The position of the peaks in resistance
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corresponded to currents flowing through the device with an approximate
magnitude of ef and 2ef, where f is the (few gigahertz) frequency of the sig-
nal source. Around the same time, Geerlings14 showed that plateaux in the
current characteristics could be induced at I = nef in a device formed from
four junctions in a row, with the gaps in between forming three islands
for single electrons to occupy. The middle island of this device was cou-
pled to a gate-voltage modulated at radio frequencies. The resulting device
was termed a turnstile for single electrons since single electrons entered,
moved through, and exited the device in a regulated manner. Under suit-
able voltage-bias conditions the device produced stable current plateaux,
with a magnitude given by the applied frequency multiplied by the charge
of an electron. A plateaux was a large advance over the peaks in the resis-
tance seen in earlier devices, since it represented more stable single-electron
transport. A plateaux in the current characteristic is required for the system
to be unaffected by the inevitable small fluctuations in parameters such as
temperature, voltage, or amplitude of the modulating applied signal. The
flatness of the plateaux degraded when the modulating frequency exceeded
40MHz however, which limited the magnitude of accurate current transfer
to ∼ 2 picoamps. This limitation was attributed to the charging time of com-
ponents in the device. At 50MHz, for example, the authors calculated that
there was a probability of the turnstile failing to transfer an electron once
every 105 cycles. The problem became worse as the frequency was increased.
In 1991, a different device called a single-electron pump was demonstrated
by Urbina et al.15 The principle behind the operation of the pump is similar
to that of the turnstile, but with some subtle differences. The pump has
gates between every junction, which means that there is then no need for
an overall DC bias to define the direction of the generated current. The
presence of gates at every junction in the current pump improves control
over the device optimization relative to the turnstile, while removing the
need for an external bias reduces heat dissipation, making it more favorable
for high-precision charge transfers. Detailed analysis of pump devices has
shown three main errors in the transport. These errors are: co-tunneling,
which is an unwanted process whereby multiple electrons move through the
device simultaneously; thermally assisted tunneling of electrons through
the system; and errors similar to those seen in the turnstile, which are
caused by operating the pump at too high a frequency. By 1994 the error
rate of five junction pumps under optimum conditions had been reduced to
0.5× 10−6 per transferred electron.16 Later results from pumps containing
a larger number of controlled junctions showed an even lower error rate per
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transferred electron ∼ 1 × 10−8.17 It should be noted that the current pro-
duced by pump devices is not generally measured since it is so low. Instead,
a capacitor is typically charged and the voltage monitored to determine the
pumping accuracy. Owing to their high transfer accuracy but small intrinsic
current some of the focus of research into pump devices has moved toward
their use in a new standard of capacitance; in this context pumps are used
to transfer accurately a known number of electrons to a capacitor, and
the voltage developed measured accurately which yields a precisely defined
capacitance.

2.3. Surface acoustic wave devices

An alternative simple way to apply a time-varying external perturbation to
a nanoscale system to induce single-electron transport is to use an acoustic
wave. A surface acoustic wave is a mechanical wave produced by deforming
the lattice of a solid near its surface, similar to an earthquake. Acoustic
wavelengths between a few and several hundred microns are excited using
an electrode structure on the surface of the crystal, which acts as a trans-
ducer for applied high-frequency signals; typically MHz to a few tens of
GHz. This high-frequency signal is converted into a surface acoustic wave
by the transducer. Such surface acoustic waves, which were first described
in a mathematically rigorous way by Lord Rayleigh in the late 1800s, can
be propagated on piezoelectric materials. In this case an electrical poten-
tial component develops in the substrate whose amplitude varies with the
atomic displacement, and which decays into the substrate within around
one wavelength. If the piezoelectric material in which the wave propagates
is a semiconductor, then the electronic properties of the semiconductor (its
conduction and valence bands) will be modulated by the changing electric
potential as the wave propagates. If the semiconductor contains an electron
sheet held within a heterostructure, such as that described above, then a
current is induced in the electron sheet whose magnitude is proportional to
the square of the acoustic wave amplitude.18 A sufficiently powerful wave
(with a larger potential than the semiconductor’s band gap) can break
up the 2D electron sheet into a series of stripes of charge, which will all
then move at the acoustic velocity through the semiconductor.19 To induce
single-electron transport, a surface acoustic wave is applied to a quantum
wire defined in the heterojunction, as shown in Fig. 5(a).

The first such observations of single-electron transport by a surface
acoustic wave were made in 1996 by Shilton and co-workers.21 Initially,
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(a)  

(b)  

(c)

(d)

Fig. 5. (a) Schematic of surface acoustic wave device showing 2D electron sheet formed
in a GaAs/AlGaAs heterojunction (black region), ohmic contacts to the electron sheet
between which current is measured (dark gray squares), and transducers used for surface
wave excitation with high-frequency signal applied as shown. Light regions marked Vg

are a metal split-gate formed above the heterojunction to which a negative voltage is
applied to form a quantum wire. (b) Schematic of the potential profile caused by the
acoustic wave as it pushes single electrons (white dots) into the transport channel from
the reservoir on the left-hand side (after Ref. 20). Dashed boxes are the split-gate on
surface, white areas are at a high relative negative potential. (c) The current generated
by a ∼ 3-GHz surface acoustic wave, showing plateaux as a function of spilt-gate voltage
which correspond to single-electron transport at Iac = nef (where e is the electron
charge, f the acoustic wave frequency, and n is the number of electrons occupying each
acoustic wave minima), T = 1.2 K. (d) The derivative of the data shown in part (c),
showing the presence of many higher quasi-plateaux at Iac = nef .

surface split-gates were used to define the constriction, but later work
showed that etched gates could also be used to define a suitable transport
channel.22 The operating regime of single-electron control by the acous-
tic wave in both systems occurs when the channel is highly resistive. The
potential experienced by electrons in the vicinity of the channel is shown
in Fig. 5(b).

With no surface acoustic wave perturbation, the 2D regions are sepa-
rated by a highly resistive (MΩ to GΩ) potential barrier (∼ 100 s of mV),
induced by applying a strong negative potential to the split-gate. The acous-
tic wave acts first to scoop up in its potential minima a small number of
electrons in the entrance (source) region of the channel. The detailed elec-
tron dynamics as the minima collect electrons and then propagate through
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the channel determines the accuracy of the single-electron transport (see
Ref. 20). As the well moves into the channel, the increasing electrostatic
confinement across the gate causes the electron well to be squeezed, and
a traveling quantum-dot begins to form. Any high-energy electrons in the
dots are ejected backward toward the source reservoir over the rear barrier
of the wave. For a particular range of surface acoustic wave and channel
potentials only a small number of electrons are left in the dots by the
time the potential minimums reach the far side (drain) of the constriction,
where they disperse into the 2D reservoir there. When a small number of
electrons is left in each dot then the discrete energy levels of the dot pro-
duce stable states in the system which are robust to small variations in
temperature, gate voltage or acoustic wave amplitude. A series of plateaux
then appear in the current when measured as a function of gate voltage.
Each plateaux corresponds to an integer number of electrons held within
each packet, at nef (see Fig. 5). The lowest plateaux, which occurs at a
current I = ef, is always the strongest and most well developed, since the
spacing between upper energy levels becomes progressively smaller. The
accuracy of the transport, which can be assessed from detailed inspection
of the current plateaux, has been measured as at least one part in 105, and
further improvements seem likely, for example by populating any poten-
tial wells with missing electrons using additional surface contacts along the
channel.23 A major advantage of the acoustic wave technique is the high
current which is produced relative to the single-electron pumps. As yet,
however, neither this nor any other technique fully meets the metrologist’s
criteria for a quantum standard of DC current.

3. Picosecond Electronics

3.1. Excitation and detection

Increasing the operational frequency range of an electronic circuit allows
more information to be carried by the circuit in a given time interval. This
is important both in the design of digital microelectronic systems, such as a
microprocessor, as well as in the design of wireless communications systems.
What is the highest frequency electrical signal that it is possible to excite
in an electronic circuit? A strongly related, but more useful question to ask
experimentally is this: what is the shortest transient voltage pulse that can
be propagated some useful distance in a circuit? The present answer to both
these questions is produced by the excitation of a semiconductor surface by
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a pulsed laser beam. Developments in fast pulsed laser systems over the past
20 years have enabled pulses of near-infrared radiation as short as 10 fs to be
readily available (provided a particular application can afford it; the price
of these systems, though steadily falling, is still in the tens of thousands of
dollars bracket). At the Bell Laboratories in 1980, Auston was the first to
find that illumination of an amorphous silicon surface could both generate
and detect pulses on a picosecond timescale.24 The experimental arrange-
ment is shown in Fig. 6(a). The idea was as follows: short (sub-picosecond)
pulses of optical radiation are focused onto a semiconductor surface, across
which an electrical bias is applied by surface electrodes. These laser pulses
generate extra carriers in a semiconductor provided the energy associated
with the wavelength of the laser exceeds the bandgap of the semiconductor.
For the short duration of the additional carriers’ lifetime, the semiconductor
is rendered conductive. When the semiconductor resistance is low, current
flows between electrodes on the semiconductor surface. The current gen-
erated is, to the first approximation, proportional both to the intensity of

Fig. 6. (a) Schematic of the Auston scheme originally used to generate picosecond dura-
tion pulses on the surface of an amorphous semiconductor (plan view of semiconductor
wafer surface, after Ref. 24). (b) Schematic cross-section of a recent terahertz microstrip
device, with integrated semiconductor regions (LT-GaAs, dark gray areas) used for exci-
tation and detection of picosecond pulses. Near-infrared laser pulses, 1 and 2, are used
to generate and detect pulses on the central transmission line, respectively. (c) Typi-
cal measurement of a picosecond duration pulse using LT-GaAs emitter and detector
integrated into a microstrip circuit (after Ref. 26).
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the pulsed laser beam, since a higher-intensity laser beam causes more car-
riers to be excited, and to the voltage applied across the electrodes. After
the laser pulse has finished, and as the optically excited carriers are lost
by recombination, the gap becomes resistive once more and the current
pulse so generated then propagates along the electrodes. For Auston’s orig-
inal experiment, which used amorphous silicon, the lifetime of the optically
induced carriers was tens of picoseconds. More recently, low-temperature-
grown GaAs have emerged as a semiconductor which offers shorter carrier
lifetime than amorphous silicon. The photocarrier lifetime in GaAs can
now be as small as 100 fs when the grown parameters and annealing con-
ditions are suitably optimized.25 It is therefore possible to obtain pulses
of sub-picosecond duration by suitable selection of laser pulse-width and
semiconductor carrier lifetime.

To measure the shape of the propagating pulse, the excitation operation
is performed in reverse order; the picosecond pulse is made to propagate
past another electrode from which it is separated by another region of
semiconductor. A portion of the original pulsed laser beam which hit the
excitation gap is time delayed and positioned to hit this second semicon-
ductor surface. When the passing picosecond electrical pulse is co-incident
at the semiconductor with this laser pulse a portion of its current is trans-
ferred across the electrodes. The arrival time of this laser pulse is increased
or decreased by adjusting the distance it must propagate before hitting the
semiconductor, and the current flowing across the semiconductor gap is
measured at the same time. The effect of this is rather similar to a strobo-
scope; the second laser pulse acts as a window whose opening time is altered
until the pulse moving past is co-incident, allowing the pulse through. This
process maps out the pulse, which typically has picosecond duration, as
shown in Fig. 6, and is called photoconductive sampling.

Pulses on a picosecond timescale have corresponding frequency com-
ponents in the terahertz range (up to a few ×1012 Hz). Variations of
the picosecond switch system described above have, over the last decade,
become widely used to both create and detect free-space propagating pulses
of terahertz electromagnetic radiation (see Ref. 27, for a review). Accelera-
tion of the photo-generated carriers produced by the electrode bias causes
emission of free-space photons from the semiconductor surface over a very
broad frequency range, centered around terahertz frequencies. The tera-
hertz portion of the electromagnetic spectrum has traditionally been an
under-explored regime since, before the recent advances in femtosecond
laser systems and short carrier lifetime semiconductors, it was difficult to
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either detect or create. Photoconductive sampling provides a powerful tech-
nique which is capable of detecting not only the amplitude, but also the
phase as well as the polarization of terahertz pulses.28

3.2. Transmission of signals

To use picosecond pulses in a practical circuit, one must propagate the
pulses in a geometry where the possible dissipation and dispersion mech-
anisms which could affect the pulse are minimized. The simple geometry
originally used by Auston is not best suited to this propagation, since it is
lossy. A better recent alternative has been found in microstrip; which is a
highly conductive signal line (typically gold) separated from a ground plane
by a low-loss dielectric. Suitable dielectrics for picosecond pulse propaga-
tion should be compatible with optical lithography, so that the conductive
signal line can be defined on top. They should also have low dielectric
constants and small attenuation coefficients in the terahertz range. Such
materials include organic polymers such as benzocyclobutene (BCB) (see
Ref. 29), and plastic films such as polypropylene and Kapton.30 Integration
of short lifetime LT-GaAs into a device, which then acts as a photoconduc-
tive emitter or detector of picosecond pulses, can be achieved in a number
of ways. One technique, which is important since it allows lithographic
patterning of the picosecond emitter and detector region, is to grow (by
MBE) the LT-GaAs on a sacrificial layer of AlAs. Enormously preferen-
tial etching of the AlAs layer with respect to the GaAs can be achieved in
dilute hydrofluoric acid, which releases the few to 100-nm-thick LT-GaAs
layer. Wax layers are typically used to support the thin LT-GaAs, which
would otherwise disintegrate by cracking, during its etching. Rather large
(cm2) films of LT-GaAs can be prepared in this way, which can then be
attached onto the dielectric surface using a technique called van der Waals’
bonding (see Ref. 31). The LT-GaAs layer obtained using this technique
is sufficiently robust to allow its patterning by optical lithography, so any
required geometry for the picosecond pulse emitter or detector is possible.
Further optical lithography is then used to pattern the chip with the gold
metallization which forms the signal conductor of the microstrip. The entire
structure (LT-GaAs, dielectric, and gold-signal conductor) is fabricated on
a gold-coated surface. The substrate for this gold surface is not critical, but
silicon wafers are ideal since they provide a very flat surface. Figure 6(b)
shows a cross section schematic of one such device. Other systems which
have been investigated recently and which allow propagation of picosecond
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pulses include the radial mode of a free-standing metal wires,32,33 and cav-
ity modes in parallel plate systems.34 Both these systems show lower losses
than microstrip, and for this reason some future THz systems may employ
these guided modes in applications where very low losses are critical.

3.3. Passive devices, filters, and dielectric loading

Some of the first terahertz range devices to be investigated using the
picosecond pulse technique have been simple filtering structures. We may
judge from the development of gigahertz electronic systems that such fil-
ters are likely to form a vital component of many terahertz electronic cir-
cuits in the future, whenever selection or rejection of some frequency range
is required. The design principles of these structures are similar to their
microwave counterparts, but extra consideration must be given to the higher
dielectric and metallic losses typical at terahertz frequencies, which can lead
to additional dispersion and absorption of the radiation. The lithographic
dimensions of terahertz devices are smaller than microwave devices, and are
therefore less tolerant of any roughness in their geometry; terahertz devices
require precision optical lithography to fabricate working devices. A variety
of filters have recently been investigated (band-stop, band-pass, and ring
resonator structures) in the frequency range 300GHz to 1.2THz.26,35,36

The geometry which comprises the active area of each of these filters is
designed to resonate at some frequency in the terahertz range. A typical
geometry for one such device, the band-stop filter, is shown in Fig. 7.

An interesting motivation for the study of these passive filtering devices,
separate from their use as a simple electrical filter, comes from their extreme
sensitivity to overlaid dielectric materials. This sensitivity provides a mech-
anism to study the dielectric properties of a range of overlaid materials (see
Ref. 36). One application is in genetic sensing,35 where the differences in ter-
ahertz range refractive index between double- and single-stranded DNA has
been detected using these structures; this difference in terahertz refractive
index between two forms of DNA has been attributed to the high density of
terahertz frequency vibrational modes predicted to exist in double-stranded
DNA.37

4. Future Prospects

This chapter has described two of the most exciting developments in mod-
ern electron systems; the ability to control single electrons, and to generate,
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Fig. 7. (a) Photograph (main figure) and schematic diagram (inset) showing an array of
two bandstop filters (length 194 µm and 82 µm), connected by microstrip, and fabricated
on a low loss dielectric. Numbers 1–3 indicate the position of 100 fs duration laser pulses,
used to excite and detect terahertz radiation in the device. (b) Measurement of the signal
transmitted (S21) through the two filters in series made using photoconductive sampling,
showing drops in transmission near the fundamental mode of each filter (260 GHz and
600 GHz). The position of these drops can be predicted from 3D electromagnetic mod-
eling of the device; such calculations indicate resonances at the positions indicated by
arrows (the 780 GHz resonance is a third harmonic of the lower frequency filter). Insets:
The picosecond duration pulses measured (i) before and (ii) after traveling through the
filter. Notice modification of the pulse shape in (ii) compared with (i), which appears
owing to the interaction of the pulse with the filters.

detect, and transfer electronic signals over the shortest timescales. Both
these fields are in their relative infancy at present, and major developments
are seen in the scientific literature on an almost weekly basis. It is interest-
ing, however, to speculate on some areas in which the two fields are likely to
show major advances over the coming years. In single electronics, the search
for essentially perfect control over the transfer of single electrons within a
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circuit has already been achieved by the single-electron pump. Develop-
ments must now focus on magnitude of the single-electron currents, and
therefore frequency of the clock signals which need to be applied to such
systems, for the devices to obtain widespread use in a metrological environ-
ment and beyond. Single-electron systems subject to acoustic wave pertur-
bation are one example where frequency limitations are not reached, and
rapid developments could be seen here. In the field of picosecond electron-
ics, a wide variety of new devices are now possible which will allow creation
of new circuits which will further blur the boundaries between electronics
and photonics. It is clear that as the explosion of interest in faster infor-
mation processing systems continues, it will increase the demand for sys-
tems which operate at very high frequencies. The techniques which enable
terahertz electronics will then be relevant to an expanding community of
technologists faced with practical problems to address.

Acknowledgments

The author gratefully acknowledges funding from the EPSRC, the Royal
Society, and the Wolfson Foundation.

References

1. J. Spector, H. L. Störmer, K. W. Baldwin, K. N. Pfeiffer and K. W. West,
Electron focusing in two dimensional systems by means of an electrostatic
lens, Appl. Phys. Lett. 56, 1290 (1990).

2. C. W. J. Beenaker and H. van Houten, Quantum Transport in Semicon-
ductor Nanostructures, Solid State Physics, Vol. 44, eds. H. Ehrenreich and
D. Turnbull (Academic Press, 1991).

3. M. A. Reed, J. N. Randall, R. J. Aggarwal, R. J. Matyl and T. M. Moore,
Observation of discrete electronic states in a zero-dimensional semiconductor
nanostructure, Phys. Rev. Lett. 60, 535 (1998).

4. T. Lundberg, J. E. F. Frost, K. F. Berggren, C. T. Liang, I. M. Castleton,
D. A. Ritchie and M. Pepper, Tunneling transmission resonances through a
zero-dimensional structure, Semicond. Sci. Technol. 12, 875 (1997).

5. C. J. B. Ford, P. J. Simpson, M. Pepper, D. A. Ritchie, J. E. F. Frost, M. P.
Grimshaw and G. A. C. Jones, Coulomb blockade in small quantum dots,
Nanostruct. Mater. 3, 283 (1993).

6. U. Meirav, M. A. Kastnew and S. J. Wind, Phys. Rev. Lett. 65, 771 (1990).
7. C. G. Smith, Low-dimensional quantum devices, Rep. Prog. Phys. 59, 235

(1996).



August 30, 2007 9:42 WSPC/Advances in Nanoengineering 9in x 6in ch08

214 J. Cunningham

8. D. J. Thouless, Quantization of particle transport, Phys. Rev. B 64, 1812
(1983).

9. K. von Klitzing, G. Dorda and M. Pepper, New method for the high-accuracy
determination of the fine-structure constant based on quantized Hall resis-
tance, Phys. Rev. Lett. 45, 494 (1980).

10. B. N. Taylor, W. H. Parker and D. N. Langenberg, Determination of e/h,
using macroscopic quantum phase coherence in superconductors: Implications
for QED, Rev. Mod. Phys. 41, 375 (1969).

11. T. Quinn and K. Burnett, The fundamental constants of physics, precision
measurements and the base units of the SI, Phil. Trans. R. Soc. A 363,
2097–2327 (2005).

12. P. Delsing, K. K. Likharev, L. S. Kuzmin and T. Claeson, Time correlated
single-electron tunnelling in one-dimensional arrays of ultrasmall tunnel junc-
tions, Phys. Rev. Lett. 63, 1861 (1989).

13. P. Delsing, T. Claeson, K. K. Likharev and L. S. Kuzmin, Observation of
single-electron-tunnelling oscillations, Phy. Rev. B 42, 7439 (1990).

14. L. J. Geerlings, V. F. Anderegg, A. M. Holweg, J. E. Mooij, H. Pothier,
D. Esteve, C. Urbina and M. H. Devoret, Frequency-locked turnstile device
for single electrons, Phys. Rev. Lett. 64, 2691 (1990).

15. C. Urbina, H. Pothier, P. Lafarge, P. F. Orfila, D. Esteve, M. H. Devoret,
L. J. Geerlings, V. F. Andereg, P. A. M. Holweg and J. E. Mooij, Controlled
transfer of single charge carriers, IEEE Trans. Magn. 27, 2578 (1991).

16. J. M. Martinis, M. Nahum and H. D. Jensen, Metrological accuracy of the
electron pump, Phys. Rev. Lett. 72, 904 (1994).

17. M. W. Keller, J. M. Martinis and R. L. Kautz, Rare errors in a well char-
acterized electron pump: Comparison of experiment and theory, Phys. Rev.
Lett. 80, 4530 (1998).

18. F. Maaø and Y. Galperin, Acoustoelectric effect in quantum constrictions,
Phys. Rev. B 56, 4028 (1997).

19. M. Rotter, A. V. Kalameitsev, A. O. Govorov, W. Ruile and A. Wixforth,
Charge conveyance and nonlinear acoustoelectric phenomena for intense sur-
face acoustic waves on a semiconductor quantum well, Phys. Rev. Lett. 82,
2171 (1999).

20. A. M. Robinson and C. H. W. Barnes, Classical dynamics of electrons in
quantized-acoustoelectric-current devices, Phys. Rev. B 63, 165418 (2001).

21. J. M. Shilton, D. R. Mace, V. I. Talyanskii, M. Pepper, D. A. Ritchie, J. E.
F. Frost, C. J. B. Ford, C. G. Smith and G. A. C. Jones, High frequency
single-electron transport in a quasi-one-dimensional GaAs channel induced
by surface acoustic waves, J. Phys. C 8, 531 (1996).

22. J. Cunningham, V. I. Talyanskii, J. Shilton, M. Pepper, P. Kristensen and
P. Lindelof, Single-electron acoustic charge transport on shallow-etched chan-
nels in a perpendicular magnetic field, Phys. Rev. B 62, 1564 (2000).

23. V. I. Talyanskii, J. M. Shilton, J. Cunningham, M. Pepper, C. J. B. Ford,
C. G. Smith, E. H. Linfield, D. A. Ritchie and G. A. C. Jones, Quantized
current in a one-dimensional channel by surface acoustic waves, Physica B
251, 140 (1998).



August 30, 2007 9:42 WSPC/Advances in Nanoengineering 9in x 6in ch08

Two Frontiers of Electronic Engineering: Size and Frequency 215

24. D. H. Auston, A. M. Johnson, P. R. Smith and J. C. Bean, Picosecond opto-
electronic detection, and correlation measurements in amorphous semicon-
ductors, Appl. Phys. Lett. 37, 371 (1980).

25. I. S. Gregory, C. Baker, W. R. Tribe, M. J. Evans, H. E. Beere, E. H. Linfield,
A. G. Davies and M. Missous, 100 fs annealed low-temperature-grown GaAs,
Appl. Phys. Lett. 83, 4199 (2003).

26. J. Cunningham, C. D. Wood, A. G. Davies, I. C. Hunter, E. H. Linfield and
H. E. Beere, Terahertz frequency range band-stop filters, Appl. Phys. Lett.
86, 213503 (2005).

27. A. G. Davies and E. H. Linfield, Bridging the terahertz gap, Phys. World 14,
37 (2004).

28. E. Castro-Camus, J. Lloyd-Hughes, M. B. Johnston, M. D. Fraser, H. H. Tan
and C. Jagadish, Polarization-sensitive terahertz detection by multicontact
photoconductive receivers, Appl. Phys. Lett. 86, 254102 (2005).

29. M. Nagel, C. Meyer, H.-M. Heiliger, H. Kurz, R. Hey and K. Ploog, Optical
second-harmonic probe for ultra-high frequency on-chip interconnects with
benzocyclobutene, Appl. Phys. Lett. 72, 1018 (1998).

30. M. Nagel, T. Dekorsky, M. Brucherseifer, P. H. Bolivar and H. Kurz, Char-
acterization of polypropylene thin-film microstrip at millimetre and submil-
limetre wavelengths, Micr. Opt. Tech. Lett. 29, 97 (2001).

31. E. Yablonovitch, D. M. Hwang, T. J. Gmitter, L. T. Florez and J. P.
Harbinson, Van der Waals bonding of GaAs epitaxial liftoff films onto arbi-
trary substrates, Appl. Phys. Lett. 56, 2419 (1990).

32. K. Wang and D. M. Mittleman, Metal wires for terahertz wave guiding,
Nature 432, 376 (2004).

33. T.-I. Jeon, J. Zhang and D. Grischowsky, THz Sommerfield wave propagation
on a single metal wire, Appl. Phys. Lett. 86, 161904 (2005).

34. R. Mendis and D. Grischkowsky, Undistorted guided-wave propagation of
subpicosecond pulses, Opt. Lett. 26, 846 (2001).

35. M. Nagel, P. H. Bolivar, M. Brucherseifer, H. Kurz, A. Bosserhoff and
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CHAPTER 9
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A quantum device is an electronic component whose electrical proper-
ties can only be understood from quantum mechanical phenomena, such
as the wave nature of electrons or the discreet energy levels of a con-
fined electron. A couple of criteria must be met before quantum obser-
vations can be made. First, the thermal energy must be less than the
electron energy-level spacing which typically requires a combination of
temperatures less than 1K (− 272◦C) and device dimensions less than
one micron (micron = 1 µm = 10−6 m). Second, electron motion must
be ballistic, meaning no scattering takes place within the confines of
the device, which requires small devices and material of extremely high
purity. Quantum devices have been studied intensely for the past 20
years, partly because they provide an ideal arena to investigate diverse
quantum-mechanical phenomena, but also to identify and study the next
generation of electronic components whose mass production will soon be
possible if microchip miniaturization continues at the current rate. The
simplest quantum device is a two-dimensional electron gas (2DEG), an
electron sheet, where electrons are confined in one dimension and free in
two. Confinement by electric fields occurs at the junction between lay-
ers of the compound semiconductors GaAs and AlGaAs. Confinement
in further dimensions, to create quantum wires and dots for example, is
usually achieved using patterned surface electrodes fabricated by elec-
tron beam lithography (EBL). During experiments a negative bias is
applied to the surface electrodes which expel electrons from the 2DEG
lying underneath the electrodes. The quantum wires or dots are cre-
ated in the 2DEG plane under gaps between the electrodes. Erasable
electrostatic lithography (EEL) is a flexible alternative to EBL. Using
a charged scanning probe, patterns of negative charge are drawn on a

217
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GaAs sample surface. Electrons are expelled from the 2DEG underneath
the surface charge, and the quantum device is created in the 2DEG plane
under gaps in the surface charge. EEL has the unique advantages that
fabrication takes place in the same low-temperature high-vacuum envi-
ronment required for measurement and that patterning is erasable. The
charge, and therefore the quantum device, can be erased either locally
using the scanning probe or globally by illuminating the device with a
flash of red light. This means that as part of the experiment, the device
geometry can be modified without constraint and the device tuned for
optimum performance. With EEL many new fascinating experiments
become possible and often with reduced fabrication timescales.

Keywords : Erasable electrostatic lithography, EEL, lithography,
quantum device, GaAs surface states, scanning probe.

1. Quantum Devices

A quantum device is an electronic component which exploits quantum
mechanical phenomena, such as the wave nature of electrons or the dis-
creet energy levels of a confined electron (see Ref. 1 for a review). They are
the subject of intense experimental and theoretical research, partly because
they open a window to the fascinating world of quantum mechanics but also
because they are likely candidates for the building blocks of the next gen-
eration of computers. There are two criteria which must often be met to
observe quantum phenomena in quantum devices:

• The thermal energy kT must be less than the electron energy-level spac-
ing to avoid random electron excitation to higher quantum states. This is
achieved through a combination of reducing the temperature and reduc-
ing the size of the quantum device which increases the energy-level spac-
ing. For example, a device with dimensions of 1µm typically requires a
temperature less than 1K (− 272◦C) for quantum measurements.

• Electron motion must be ballistic, meaning electrons must not scatter off
impurity atoms within the confines of the device. Scattering events ran-
domize the electron phase and energy, making quantum measurements
impossible. Ballistic transport is achieved by a combination of reduc-
ing the size of the device and decreasing the density of impurity atoms.
Indeed, quantum devices only exist because of the availability of high-
purity material whose manufacture has received considerable investment
and research.
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Although quantum mechanics is at the heart of everything, most commer-
cial electronic components cannot be described as quantum devices because
quantum phenomena are not observed. Transport is instead described as
being diffusive, dominated by scattering events, and can be understood
using a semiclassical picture.

Quantum devices are often classified by the number of spatial
dimensions in which electrons are free to move. In the remaining spa-
tial dimensions, electrons are restricted to their lowest energy level using
strong spatial confinement to take the energy-level spacing greater than the
thermal energy. Confinement is attained using a pair of potential barriers
through which electron transmission is possible but exceedingly unlikely.
For example, in a one-dimensional (1D) electron system, which is also
known as a quantum wire, electron motion is free in 1D and confined in two
dimensions. The electron energy is a continuum in 1D but restricted to the
lowest discreet energy levels in the other two dimensions (2Ds). Electronic
properties of quantum devices are further discussed in Sec. 4.

1.1. Fabrication

A quantum device is made from a semiconductor wafer, usually GaAs,
which is placed in the high-vacuum chamber of a molecular beam epi-
taxy (MBE) machine. Crucibles containing the compound-semiconductor
constituents Ga, As, Al, In, and the dopants Si and Be are heated so
that the contents slowly evaporate and shutters control the deposition
of these molecular beams onto the wafer surface. Layers of compound-
semiconductor are grown on the wafer according to specific recipes, and
the finished product is called a heterostructure. Control and measurement
in an MBE machine has the finesse to deposit a single atomic layer at
a time. The deposited compound-semiconductors are chosen to be lattice
matched, meaning the atomic spacing is nearly the same in all the layers,
allowing material with almost zero defects to be grown. See Chapter 8 for
further details about MBE.

The most important interface in the heterostructure is between GaAs
and AlGaAs, due to the alignment of the two band structures. Electronic
states in a semiconductor are separated by the bandgap, a region in energy
which is devoid of quantum states, into the lower-energy valence band and
the higher-energy conduction band. Critically, the bandgap of AlGaAs is
larger than the bandgap of GaAs. Occupancy of quantum states is deter-
mined by the Fermi level, below which all the states are occupied and
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above which none are occupied, although there is some statistical leeway as
the temperature increases. At low temperature, in pure semiconductors, the
Fermi level lies in the bandgap and the material is insulating. For the device
to be conductive, and useful, the Fermi level must lie in either the conduc-
tion band or the valence band. This is achieved by doping part of the
AlGaAs layer with Si during MBE growth. Doping is finely controlled so
that the Fermi level lies in the bandgap in the AlGaAs, which is therefore
insulating, but lies in the conduction band in the GaAs, which is there-
fore conductive. This means a AlGaAs/GaAs/AlGaAs sandwich will con-
fine electrons to the GaAs layer forming an electron sheet, which is known as
a two-dimensional electron gas (2DEG). In fact, an AlGaAs/GaAs interface
is sufficient to create a 2DEG using a triangular, rather than a rectangular,
confinement profile.

The quantum device is finished by making electrical contacts to the
2DEG, defining areas of the 2DEG called mesas, and often by confining elec-
trons in further spatial dimensions. Structures larger than 1 µm are created
using ultraviolet (UV) photolithography and various chemical processes.
One common procedure, which is illustrated in Fig. 1, is the fabrication

(a)

(b)

(c)

(d)

(e)

(f)

Fig. 1. Device fabrication using UV photolithography with a positive photoresist. (a)
The heterostructure surface is thoroughly cleaned. (b) A 0.2-µm layer of positive pho-
toresist is spun on the surface. (c) The resist is selectively exposed to UV radiation using
a glass mask. (d) The exposed resist is removed and gold evaporated on the surface. (e)
A 0.1-µm layer of gold is evaporated on the device. (f) Lift-off removes the remaining
photoresist and the overlying gold, to leave patterned metallic film.
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of a patterned thin metal film on the heterostructure surface. After the
heterostructure has been thoroughly cleaned, a photoresist is spun on the
surface typically forming a 0.2µm-thick layer. The surface is selectively
exposed to UV radiation by placing a mask between the UV source and the
photoresist. In exposed regions the photoresist undergoes a chemical change
such as cross-linking, degrading, or a molecular rearrangement depending
on the choice of resist. During the development stage, the exposed (posi-
tive resist) or unexposed (negative resist) regions are washed away leaving
windows to the underlying heterostructure. The device is then placed in
a high-vacuum chamber with a metal crucible which is heated to evapo-
rate the metal and deposit a thin layer on the device surface. The final
step is known as lift-off, where the device is soaked in a solvent to remove
the remaining resist and the metal above, leaving a patterned metal film.
This procedure has an additional step called annealing which is used if
electrical contacts to the 2DEG are being made. The device is placed in
an oven where the temperature is carefully controlled so that the molten
metal spikes down below the surface to contact the 2DEG.

There are many techniques which can be used to create structures
smaller than 1µm, but electron beam lithography (EBL) is the most pop-
ular. A positive photoresist made from long-chain polymers is spun on the
device forming a layer of the order of 0.05µm. Under a high vacuum, a beam
of electrons is focused on the device surface to locally break up the long-
chain polymer making exposed regions more soluble during the subsequent
development stage. To expose the desired pattern, the beam is steered by
changing perpendicular electric fields. The electron wavelength is thousands
of times shorter than the wavelength of UV radiation, which accounts for
the improved resolution. However, EBL uses a scanning beam instead of a
mask, so the technique is much slower than UV photolithography and is
not economic for exposing large features.

Now consider how these technologies are combined to fabricate a com-
plete quantum device. Using UV lithography, two pads of a metal alloy, such
as AuGeNi, are patterned on the heterostructure surface and then annealed.
These “ohmic contacts” make electrical connections to the 2DEG and are
labeled source and drain. Processing could stop here if the desired device
is a 2DEG. If a more complex device is required, such as a quantum wire,
then thin metal electrodes are fabricated on the surface using UV lithogra-
phy for large features and EBL for small features. During measurement a
negative voltage is applied to the electrodes which expel electrons from the
regions of the 2DEG underneath the electrodes. The quantum device forms



August 30, 2007 9:42 WSPC/Advances in Nanoengineering 9in x 6in ch09

222 R. Crook

Fig. 2. Quantum wire fabricated using UV lithography and EBL. (a) Schematic showing
source and drain ohmic contacts to the 2DEG, and surface electrodes to which a negative
bias is applied. The quantum wire forms in the 2DEG plane under the gap between the
electrodes. (b) Electron density in the 2DEG plane.

in the 2DEG plane under gaps between electrodes where the electrons are
not expelled. This technique is illustrated in Fig. 2 for a quantum wire.
Note that no current flows between the electrodes and the 2DEG because
a potential barrier, called a Schottky barrier, forms at the metal/GaAs
interface.

2. Scanning Probe Lithographic Techniques

Various scanning probe techniques can be used to fabricate the fine struc-
tures in a quantum device (see Ref. 2 for a review). Most scanning probe
lithographic systems are cheaper than an EBL machine and attain a
comparable resolution. Issues restricting the more widespread adoption of
scanning probe lithographic systems are poor reproducibility, reliability,
flexibility, and productivity. Only the most widely used of these techniques
are discussed next.

2.1. Local anodic oxidation

For local anodic oxidation (LOA), a negative voltage is applied to the con-
ductive tip of an atomic force microscope (AFM) in a humid environment
at room temperature. An electrochemical reaction takes place where the
tip is the cathode, the surface is the anode, and water is the electrolyte.
In the high electric field between the tip and the surface, water is ionized
and the OH− ions are drawn toward the surface where they locally oxidize
the surface underneath the tip. The process requires an electrical current,
hence both the tip and sample must be somewhat conductive. As the oxide
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becomes thicker, the electric field between the tip and surface becomes less,
so the reaction is self-limiting.

The LAO technique for fabricating quantum devices was first demon-
strated by oxidizing lines in a thin titanium film on top of a GaAs
heterostructure.3 The oxide lines divided the titanium film into surface
gates to which a bias was subsequently applied to define the quantum device
from a subsurface 2DEG at 1.6K. Direct oxidation of GaAs, which is illus-
trated in Fig. 3, was later demonstrated4,5 and has become the preferred
method. Oxidized regions effectively bring the sample surface closer to the
2DEG which causes the local depletion of electrons from the 2DEG. Due
to the self-limiting nature of LAO, the technique is only suitable for fabri-
cating devices containing a 2DEG closer than 40 nm to the device surface.
Nevertheless, LAO has been refined by several groups, and is now a viable
alternative to EBL for many types of devices.

2.2. Scribing

It is also possible to increase the force between the tip and sample then
scribe, or plough, a line out of the device. The tips clearly need to be
harder than GaAs, and are usually made of Si3N4 or diamond and the
forces applied are several orders of magnitude larger than those used for
contact-mode AFM imaging. Although a high lithographic resolution can
be obtained using this technique, the depth of the grooves is often limited
to a few nanometers, to avoid excess tip damage. This limitation can be
overcome by scribing only a thin titanium,6 or different semiconductor,7

H2

H+

OH-

AFM tip

oxide

Fig. 3. LAO using an AFM. OH− ions are drawn to the surface where they locally
oxidize the GaAs and AlGaAs. H+ ions combine at the tip and are released as H2 gas.
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surface layer to provide a mask for the subsequent chemical processes, which
fabricate the quantum device.

2.3. Atomic manipulation

A scanning tunneling microscope (STM) can be used in a remarkable way
to move individual atoms to specific lattice locations on a crystal sur-
face. Pioneering research used STM to move Xe atoms on a crystalline
Ni surface.8 More recently an elliptical quantum corral was drawn using
Cu atoms on a crystalline Cu surface, and interference effects beautifully
demonstrating the wave nature of electrons were observed in subsequent
STM images.9 The corral also acted as a quantum mechanical resonator,
and projected the image of a magnetic Co atom from one focus to the other.
Using STM, the atoms are simply moved by approaching the tip above the
target atom, dragging the atom to the desired location, then retracting the
tip. These experiments require a low-temperature ultra-high-vacuum envi-
ronment for the STM. Finding material systems, which can be integrated
into an electrical circuit, and making electrical connections to such tiny
devices are the next challenges for atomic manipulation experiments.

3. Erasable Electrostatic Lithography

Erasable electrostatic lithography (EEL) is a low-temperature scanning-
probe lithographic technique. The essential component is a conductive tip
with a method to determine when the tip contacts the device surface. Sur-
face detection in the very first scanning probe microscope, STM, measured
the current between the tip and a necessarily conductive sample.10 For EEL
the surface charge must be static, otherwise the charge patterns would not
be stable, hence STM is unusable and AFM is used instead.11 AFM mea-
sures the force between the tip and surface by measuring the deflection of a
flexible beam, called a cantilever, which supports the tip at one end and is
secured to the scanning mechanism at the other. Most room-temperature
AFMs measure the cantilever deflection by bouncing a laser beam off the
cantilever back and detecting the change in angle or phase of the reflected
beam. However, this scheme is impractical at low temperatures as thermal
movements complicate optical alignment, and any stray laser light would
disrupt the EEL process and the electrical properties of the sample. Piezore-
sistive cantilevers,12 where the cantilever resistance is proportional to the
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cantilever deflection, require no alignment and are ideal for EEL. Piezore-
sistive materials change their resistance under mechanical stress but, unlike
piezoelectric materials, they do not generate a charge. Cantilevers used for
EEL are typically 0.2mm long, and the tip is typically 2 µm tall with a
radius at the point of 0.05µm. A further development, which has enabled
the recent increase in low-temperature scanning probe experiments, is the
availability of reliable low-temperature micropositioners. A micropositioner
is required to bring the sample in range of the tip, and the most successful
designs use piezoelectric actuators to jolt the sample along in many small
steps.

To draw a pattern of surface charge using EEL, the scanning-probe tip
is taken to − 6V and brought into contact with the GaAs device surface as
illustrated in Fig. 4(a). The force between the tip and the surface is kept
smaller than that required to break molecular bonds, hence the surface is
not damaged. A current momentarily flows between the tip and the surface
which locally charges the device surface states to the same negative volt-
age as the tip. Surface states are available quantum states associated with
dangling bonds on the material surface. If the tip is then retracted a spot
of charge is left on the surface, or the tip can be moved while maintaining
contact with the surface to draw a line of charge. The surface charge den-
sity is sufficiently high to locally expel the electrons from the underlying
2DEG, so the charge pattern is projected onto the 2DEG as a pattern of
depletion and a quantum device is created. If a less negative tip voltage
is used during EEL, the 2DEG electron density is locally reduced without

Fig. 4. (a) Illustration of EEL operation. Dark regions show the surface charge which
locally depletes the underlying 2DEG. (b) KPM image showing surface charge previ-
ously drawn using EEL. Scale bar 1 µm. Parts of this figure were originally published in
Ref. 13.
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expelling all the electrons. GaAs surface charge is stable at temperatures
less than approximately 100K (− 173◦C) which sets the maximum tem-
perature for EEL. Above this temperature thermal energy is sufficient to
redistribute the charge between the surface, the 2DEG, and the donor layer,
which supplies the electrons for the 2DEG. A technique similar to EEL has
also been reported where tip-induced charging of the surface, or the donor
layer locally perturbed the 2DEG which was detected by imaging charge
transparency.14

If the tip is returned to a point on the surface where charge has been
previously drawn, the surface is simply charged to the new voltage on the
tip. Therefore the charge pattern, and hence the quantum device, can be
locally erased using the tip biased to 0V. Alternatively, all the charge can
be erased by raising the temperature above 100K, or by illuminating the
device for a few seconds with red light with the convenience of maintaining
a low temperature. Both heating and illumination redistribute the surface
charge between the surface states, 2DEG and the donor layer, in a process
known as Fermi level pinning.

Uniquely among scanning-probe lithographies, EEL takes place in the
same low-temperature high-vacuum environment required for taking mea-
surements, which has a number of advantages:

• The layout for a new quantum device often needs to be modified when
initial measurements fail. Such modifications take at least a week using
conventional lithographic techniques as a new sample must be fabricated
and cooled to cryogenic temperatures. Using EEL there is no need to
replace the sample as the charge can be globally erased, then the new
design drawn, and the cycle typically takes a few hours.

• Due to inherent disorder in material, such as the precise configuration of
ionized donor atoms, two quantum devices fabricated to exactly the same
design invariably exhibit slightly different behavior. This problem is usu-
ally overcome using surface electrodes which are biased to compensate for
disorder during the experiment, but the number of electrodes becomes
unmanagable when arrays of quantum devices are required. Using EEL,
the local disorder can be measured then the device geometry tuned with
additional spots of charge to compensate for disorder, without using sur-
face electrodes.

• EEL provides a new freedom to vary device geometry as part of the
experiment. This is particularly useful for experiments investigating the
interaction between electrons, as interaction depends on the separation
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between electrons which in turn can depend on geometry. For example,
the length of a quantum wire could be incrementally increased between
measurements. Other lithographic technologies could in principle achieve
similar results with a series of devices, but this becomes time-consuming
and disorder leads to unintentional variation between devices which can
mask the intended change in geometry.

3.1. Characterizing erasable electrostatic lithography

To image charge patterns on the device surface, a different scanning probe
technique called Kelvin probe microscopy (KPM) is used.15 KPM can be
easily integrated into an EEL system, requiring only a modification of room
temperature wiring to switch between the techniques. For KPM, the can-
tilever is driven to oscillate at or near its resonant frequency. The electric
interaction force between the tip and the sample draws the tip slightly
closer to the surface which modifies the resonant properties of the can-
tilever. By recording the cantilever deflection amplitude and phase shift,
the interaction force and therefore the surface potential can be deduced. A
popular KPM configuration uses negative feedback to maintain a constant
cantilever resonant frequency by applying a feedback bias to the tip. The
feedback bias is recorded to provide the image-contrast and single-electron
charge resolution can be attained. However, without a precise knowledge of
the tip geometry it is impossible to calibrate the KPM measurement accu-
rately which accounts for the frequent use of arbitrary units (a.u.). KPM is
ideal for imaging surface charge drawn by EEL, as is evident in the KPM
image presented in Fig. 4(b).

Not only do the KPM images provide information on EEL device geom-
etry, but they can also be used to characterize the EEL technique and help
deduce the mechanism of charge storage.13 Figure 5(a) presents a KPM
image of 12 spots of EEL charge drawn with tip voltages from − 6V to
+ 3V. The electric potential of each charge spot, albeit in arbitrary units,
was recorded and is plotted in Fig. 5(b). When the tip voltage is near
− 4.5V, the plateau seen in spot potential is due to the complete removal
of 2DEG electrons under the tip, which is known as depletion. During fab-
rication with a tip voltage less than − 4.5V, when the tip is in contact
with the surface, the capacitance between the charge spot and the 2DEG
is reduced so less charge is drawn. Between EEL tip voltages of − 1 and
+ 1V the spot potential is suppressed which indicates the presence of a
potential barrier, perhaps due to a thin oxide on the silicon tip, which must
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Fig. 5. (a) KPM image of 12 spots of charge, drawn using EEL with the tip biases

shown. (b) Plot of spot potential as a function of EEL tip bias. (c) Plot of spot radius
as a function of EEL tip bias. This figure was originally published in Ref. 13.

be overcome before current can momentarily flow between the tip and the
surface. To investigate EEL resolution, the radius at half-maximum of each
spot is plotted in Fig. 5(c) as a function of EEL tip voltage. This measure-
ment is not possible between − 1 and + 1 V. To be useful as a lithographic
technique the 2DEG must be depleted, and at a sufficient EEL tip bias the
radius is approximately 90 nm (1 nm = 10−9 m) which is in rough agree-
ment with other indirect measurements.16 Without depletion a radius of
50 nm can be attained with an EEL tip bias of − 2V. Of course, the resolu-
tion depends on the contact area of the tip, but this image suggests charge
spreading, rather than contact area, is setting the resolution limit.

Global erasure by illumination has also been investigated using KPM.
Figures 6(a)–6(d) present a sequence of images showing the same charge
spots after various durations of illumination. In these experiments, the pho-
ton flux at the sample is of the order 106 µm−2 s−1 which corresponds to 2.5
× 104 photons s−1 over a charge spot with radius 90 nm. From the images,
the peak potential of the − 6, − 5, and − 4V spots is plotted in Fig. 6(e)
as a function of illumination duration where a logarithmic-linear axis pro-
vides a straight line fit. It has been calculated that a − 6V spot contains
about 240 electrons, and the probability is small so that an incident photon
removes an electron from the charge spot. The exponential, rather than lin-
ear, decay seen in Fig. 6(e) suggests that the photon capture area is small
compared to the charge spot size. With reference to Figs. 6(a)–6(d), it is
apparent that the spot radius is not changed by illumination, which rules
out the possibility that during illumination the surface becomes conductive
allowing the charge to diffuse then leak to surface electrodes.
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Fig. 6. ((a)–(d)) Sequence of KPM images of EEL charge spots where the device has
been illuminated with red light between each image. (e) Plot of spot potential as a
function of time. Solid, dashed, and dotted lines correspond to − 6, − 5, and − 4V
applied to tip during EEL. This figure was originally published in Ref. 13.

These experiments provide useful guidance for the future fabrication of
quantum devices using EEL. Depletion occurs with an EEL tip bias near
− 4.5V, although this may be reduced in magnitude when a line, or several
spots in close proximity, is drawn. Resolution is limited by the requirement
to have sufficient surface charge to deplete the 2DEG. The measurements
suggest that a resolution of 50 nm can be attained by using a shallower
2DEG where depletion occurs with a smaller bias. With this apparatus,
illumination of 10 s is sufficient to reduce charge patterns by two orders of
magnitude.

3.2. Future developments

Above 100K, thermal energy is sufficient to overcome the confinement
energy which traps charge in GaAs surface states, and the EEL technique
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fails.17 If the confinement energy can be raised, by using a surface treat-
ment, a surface layer, or a different material system, then room-temperature
operation is possible. Charge can be stored in an Si3N4 layer at room tem-
perature and sourced from a conductive AFM tip.18 Charge storage has also
been demonstrated in a polymer, which is used in semiconductor process-
ing, called PMMA using a conductive rubber stamp to deposit a pattern of
charge.19 So long as the charge density is sufficient to repel electrons from
the 2DEG, a thin layer of these materials should allow room-temperature
operation of EEL.

EEL provides the fascinating possibility of locally reducing electrical
noise and disorder which often hinders quantum measurements. Using a
proposed scheme called defect compensation, KPM first locates the impu-
rity complex responsible for generating device noise, then a spot of EEL
charge eliminates the noise source by raising its energy above that of the
transport electrons. A similar scheme can be used to locate the ionized
donors responsible for device disorder, then compensate with an appropri-
ate pattern of surface charge.

4. Quantum Devices and Scanning Probes

Scanned gate microscopy (SGM) is another low-temperature scanning-
probe technique which is easily integrated in an EEL system. Unlike EEL
and KPM which are tools for fabrication and imaging, SGM is a technique
for studying the quantum properties of the finished device. A variety of
quantum systems have been studied using SGM, including backscattering
from quantum wires,20,21 defects in carbon nanotubes,22 and electron wave
functions in quantum billiards.23 For SGM, the tip is taken to a fixed voltage
and scanned over a rectangular region a constant height above the device
surface, without ever touching the surface. While scanning proceeds, the
device resistance is recorded to set the color of an image pixel correspond-
ing to the tip’s spatial coordinates. SGM images reveal information about
electron flow and electron density within the device, but are sometimes
difficult to fully understand due to device disorder.

4.1. Quantum wires

The first quantum device to be fabricated using EEL or LAO was a quan-
tum wire. The quantum wire is a 1D electron system, meaning the electrons
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are free in one spatial dimension and confined in two, and has become the
archetypal quantum device.24,25 It is straightforward to fabricate compared
to other quantum devices, and it exhibits an unambiguous quantum behav-
ior which is readily observable. The device conductance (one divided by
resistance) is independent of electron energy due to a fortuitous cancella-
tion, in 1D electron systems, of the energy dependence in electron velocity
and electron energy density. This results in a device conductance of 2e2/h

which is independent of wire width, length, and electron spatial density. In
practice, higher 1D energy-levels can become transmissive as the wire width,
which is set by the voltage on the tip or surface gates, is increased. Each
new energy level contributes a further 2e2/h to the device conductance, so
a series of steps in conductance, called plateaus, quantized to integer mul-
tiples of 2e2/h are observed. For further discussion about quantum wires
see Chapter 8.

The first EEL quantum wire was created in the 2DEG under a small
gap in a line of negative charge, as illustrated in Fig. 7(a). The lines of
charge extend to surface electrodes to which a negative voltage is applied
sufficient to deplete the underlying 2DEG. If the gap were not present, there
would be a continuous route of 2DEG depletion across the entire sample,
which would electrically isolate the source and drain 2DEG regions giving
a device conductance of zero. The width of the wire is controlled by the
voltage applied to the tip which is positioned locally. Taking the tip bias
less negative locally reduces the extent of 2DEG depletion, which increases
the width of the quantum wire, as is evident in the plot shown in Fig. 7(b).

An SGM image is presented in Fig. 7(b) (lower inset) which was made
by scanning the tip over the quantum wire 50 nm above the device surface,
while the device conductance was recorded to generate the image. The
tip voltage is negative, so as the tip approaches the quantum wire, the
wire width and therefore conductance both decrease. So the image reveals
a circular region of reduced conductance centred over the quantum wire,
which demonstrates how SGM can be used to locate a quantum device
precisely. The device conductance transition from 4e2/h to 2e2/h is seen in
the SGM image.

Quantum wires have also been fabricated using LAO by oxidizing a Ti
film to define surface gates,3 and by oxidizing the GaAs surface to define
gates from the 2DEG which are called in-plane gates.4,5 By applying a DC
bias between the source and drain contacts, the 1D energy-level separation
was reported as 5.5meV which is much larger than typical GaAs quantum
wires fabricated using other techniques.5 This is caused by a strong lateral
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Fig. 7. (a) Experimental setup for the study of a quantum wire fabricated by EEL.
Negative surface charge is shown in blue. The quantum wire is defined in the subsurface
2DEG, below the gap in the line of surface charge. (b) Plot of device conductance as a
function of tip bias and therefore wire width. Plateaus are observed at integer multiples of
2e2/h. Upper inset: AFM image of surface electrodes superimposed with surface charge
and depletion outlined in yellow. Lower inset: SGM image of the quantum wire made
over the region indicated in the upper inset. Scale bar 1 µm. Parts of this figure were
originally published in Ref. 16.

confinement from the in-plane gates, and meant plateaus in conductance
were observed up to 20K (− 253◦C).

If the tip is positioned over a 2DEG region, away from the quantum
wire, and a sufficiently negative bias applied to the tip, it is possible to
deplete electrons from the 2DEG over a small spot immediately under
the tip. The spot of depletion can be considered as a potential hill which
is impervious to electrons traveling in the 2DEG. Electrons approaching
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the potential hill head on, will be scattered back from where they came
in a process known as backscattering. The backscattering process can be
demonstrated experimentally by scanning a biased tip over a 2DEG region
adjacent to a quantum wire. A small fraction of the electrons transmitted
through the wire are backscattered by the tip-induced potential hill and
travel back through the quantum wire, which reduces the recorded device
current and therefore conductance. The backscattered current depends on
the tip position, and the resulting image is related to the flow of electrons
emanating from the quantum wire into the 2DEG. Backscattering experi-
ments were pioneered by Topinka et al.20,21 producing wonderfully detailed
SGM images, one of which is reproduced in Fig. 8, where the quantum wire
is fabricated using EBL. Superimposed on the filaments of electron flow
are oscillations with a period that is half the electron wavelength. This is
an interference effect, demonstrating the wave nature of electrons, where
electrons bounce between the potential hill and the quantum wire. The
interference is understood to be regenerated at points called cusps, which
accounts for the observation of oscillations further from the quantum wire
than is expected. Note that the inset SGM image presented in Fig. 7(b)
does not show backscattering because the tip bias is insufficiently negative
to create a potential hill capable of backscattering electrons.

Fig. 8. SGM image made over a region to the left of a quantum wire. The arrow indi-
cates a cusp where electron interference is regenerated. Scale bar 1 µm. Figure originally
published in Ref. 21.
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4.2. Quantum billiards

Another device which has been fabricated using EEL is a quantum
billiard.23 Imagine shrinking a billiard table, found in a bar, one million
times and replacing the billiard balls with electrons. The pockets in a quan-
tum billiard, of which there are only two, are quantum wires. Electrons enter
the quantum billiard by either quantum wire, then scatter off the billiard
boundaries a number of times. If they exit by the wire through which they
entered, then the electron is backscattered and the conductance will be
reduced, whereas if they exit by the opposite hole, then the conductance is
maintained. Therefore, measuring conductance provides information about
the electron trajectories inside the billiard. If the billiard boundaries are
somewhat curved and the billiard is within certain size and temperature
limits, then electron dynamics become chaotic. This means a small pertur-
bation, such as a small change in magnetic field or tip voltage, leads to a
large change in conductance. As a function of magnetic field or tip bias, the
device conductance is described as being fractal where structure is present
on, and proportional to, all length-scales. Fractals are often associated with
self-similar structure, but note that although self-similar structure is frac-
tal, fractals are not necessarily self-similar. With one exception,26 fractal
structure from quantum billiards is not found to be self-similar. A quan-
tum billiard can exhibit fractal structure over several orders of magnitude
in magnetic field (e.g., see Ref. 27), and has consequentially received much
theoretical attention (e.g., see Ref. 28).

The EEL quantum billiard was fabricated by drawing a series of charge
lines, as illustrated in Fig. 9(a), which deplete the underlying 2DEG to
create the billiard walls. The lithographic dimensions of the billiard were
2µm by 3.5µm, but EEL linewidth and lateral depletion reduce the actual
billiard dimensions to 1.4µm by 2.9µm. Increased surface charge density
at the billiard corners means the actual billiard corners will be rounded,
and inherent material disorder means the billiard is unlikely to be perfectly
symmetric. Both of the quantum wires, the billiard entrance and exit, were
tuned to transmit only the first 1D energy level by drawing additional
spots of surface charge. This maximizes the chaotic behavior of a quantum
billiard.

Figure 9(b) plots conductance against the external perpendicular mag-
netic field, which is called magnetoconductance, and the plot is fractal
because the irregularity is proportional to the length-scale. The average
magnetoconductance is 0.5 × 2e2/h because, averaged over all magnetic
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Fig. 9. (a) Experimental setup for the study of a quantum billiard fabricated by EEL.
(b) Plot of device magnetoconductance made at 20 mK. (c) SGM image of the quantum
billiard made in a 39.1 mT perpendicular magnetic field. (d) Enhanced version of (c)
made by subtracting low-frequency fractal structure. (e) Annotated version of (d) to
highlight lines parallel to the billiard long-axis, including a plot of average conductance
across the width of the image. Parts of this figure were originally published in Ref. 23.

fields, half of the electrons are transmitted through the billiard and half
are backscattered. The power spectrum, or frequency spectrum, of the
magnetoconductance reveals the presence of a strong periodicity with fre-
quency 0.33mT−1. Such periodicities are a consequence of simple closed-
loop orbits. An electron will follow an orbit several times, interfering with
itself, and because the phase shift is proportional to the magnetic field,
oscillations between constructive and destructive interference are observed
when the magnetic field changes.

SGM is a valuable tool to study quantum billiards as it provides spatial
information. To generate the SGM image presented in Fig. 9(c), the tip
was scanned over the quantum billiard, 50 nm above the device surface,
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while the device conductance was recorded. Structure, which is entirely
reproducible, is visible on many length scales which, not surprisingly, turns
out to be fractal. In fact, the low-frequency fractal structure is obscuring
additional regular structure which is revealed in Fig. 9(d) by subtracting
the fractal background. Close inspection reveals nodes, boundaries, and
lines parallel to the billiard long-axis which are highlighted in Fig. 9(e).
These features are understood to indicate the presence of regular closed-
loop orbits which are more stable and robust than the mass of chaotic
orbits. The quantum-mechanical equivalent of such an orbit is called a
scarred wave function, of which these same lines, boundaries, and nodes are
characteristic. Confirmation of the observation of scarred wave functions is
provided by the periodicity of the images in magnetic field, which is equal
to the periodicity seen in magnetoconductance.

4.3. Quantum rings

One of the most intricate quantum devices fabricated by scanning probe
lithography is the quantum ring, which exhibits fascinating quantum
properties. Figure 10(a) presents an AFM image of the device which was
fabricated by LAO at ETH Zurich.29 The ring is connected to the source
and drain 2DEG regions using quantum wires. Six in-plane gates are used
to tune the width of the quantum wires and the size of the quantum ring.
A quantum ring can be studied in two regimes (see Ref. 1):

• The device is described as being “open” when the quantum wires are
tuned to transmit one or more 1D energy levels. Conductance is deter-
mined by the Aharonov–Bohm (AB) effect where each electron travels
both ways round the ring (clockwise and anticlockwise) to interfere with
itself at the other side. Interference is either constructive or destructive
depending upon the relative phase shift around either side of the ring.
The relative phase shift is a linear function of the magnetic field, leading
to characteristic AB oscillations.

• The device is described as being “closed” when the quantum wires are
tuned to be potential barriers and transmission is only possible by quan-
tum mechanical tunneling. Conductance is determined by the Coulomb
blockade (CB) effect where the tiny capacitance of the device adds a
dominating contribution to the energy-level spectra. When the 2DEG
electron energy falls between two energy levels, transmission is forbid-
den. By varying the size of the device, energy levels are brought into
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Fig. 10. (a) AFM image of a quantum ring fabricated using LAO. The in-plane gates

defined by LAO (qpc1a, qpc1b, qpc2a, qpc2b, pg1, and pg2) are used to tune the size of
the quantum wires and the quantum ring. (b) Plot of device conductance as a function
of the size of the ring (voltage to pg1 and pg2) and the magnetic field. Coulomb blockade
oscillations are seen along the x-axis, and AB-like oscillations along the y-axis. Figure
originally published in Ref. 29.

resonance with the 2DEG energy, and transmission is allowed, leading to
characteristic CB oscillations.

The quantum billiard discussed in the previous section operated as an open
device, whereas this quantum ring operates as a closed device. Figure 10(b)
plots the ring conductance as a function of both the gate voltage and the
magnetic field. Along the x-axis CB oscillations are clearly visible whose
amplitude and spacing provides information about the discreet electron
energy levels within the ring. Along the y-axis AB-like oscillations are visible
despite the system being closed. The cylindrical symmetry of this ring, in
contrast to the quantum billiard, means the electron motion is regular,
rather than chaotic.

4.4. Future devices

Quantum devices suitable for quantum-information processing are receiving
much interest in current research. This is partly driven by the some-
what distant prospect of making a quantum computer where process-
ing is dictated by quantum, rather than classical, mechanics. Such a
machine promises unprecedented computation power, albeit only for certain
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algorithms. Building a quantum computer using today’s technology is sim-
ply impossible, so instead research is focused on building and understanding
the essential component which is called a qubit. A classical bit, meaning a
memory element storing either a one or a zero, is an isolated entity. If a
classical computer consists of n classical bits, then the information capacity
is n. However, information stored in an array of n qubits cannot be identi-
fied with individual qubits, but with ensembles of quantum states formed
by a phenomenon called entanglement. This means the information capac-
ity of a quantum computer is 2n because there are 2n ways of entangling
n qubits. Pioneering research created a single qubit device from a double-
quantum dot, meaning a pair of coupled 0D-quantum systems.30 In this
embodiment classical information is stored by a single electron being in
either dot. However, the quantum information, which is a superposition of
an electron in both dots, was lost within about 1 ns, so it was not possible
to connect more than one qubit. Several hundreds of nearly identical qubits
communicating in a quantum coherent fashion are required to build a useful
quantum computer.

Future scanning probe lithographies, perhaps similar to EEL, may be
suitable for the fabrication of a quantum computer. The ability to mod-
ify device geometry during a measurement is vital, as this will allow the
fabrication of an array of nearly identical qubits. Once a qubit has been
fabricated, an in situ measurement is made, then additional charge drawn
to slightly modify the qubit geometry and precisely tune the qubit quantum
properties. The scanning probe then moves onto the next qubit.
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CHAPTER 10

ULTRAFAST NANOMAGNETS: SEEING DATA
STORAGE IN A NEW LIGHT

Robert J. Hicken

School of Physics, University of Exeter
Stocker Road, Exeter EX4 4QL, UK

Magnetic materials provide the most important form of erasable data
storage for information technology today. The demand for increased stor-
age capacity has caused the size of the region used to represent a “1”
or “0” of binary data and features of the read–write transducers to be
reduced to the nanometer scale. However, increased storage capacity is
useful only if there is a commensurate reduction in the time taken to read
and write the data. In this chapter the basic principles that determine
the behavior of nanomagnetic materials are introduced and their use in
data storage systems is described. Particular attention is paid to pro-
cesses that limit the speed of operation of the data storage system. It is
shown that optical pump–probe experiments may be used to character-
ize dynamic magnetic processes with femtosecond temporal resolution.
The macroscopic magnetization of a ferromagnet can be made to pre-
cess in response to an optically triggered magnetic field pulse, leading to
reduced switching times. Alternatively, an ultrashort laser pulse may be
used to manipulate the magnitude of the magnetization on femtosecond
time scales, leading to an ultrafast demagnetization in certain ferro-
magnets, and providing new insight into magnetotransport phenomena.
Finally, the outlook for increased record and replay rates is assessed and
the prospect of further use of optical techniques within magnetic data
storage technology is discussed.

Keywords : Magnetism, magneto-optics, ultrafast, data storage.
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1. Introduction

The field of nanotechnology has caused excitement within many of the
traditional scientific disciplines. By manipulating structure on atomic and
nanometer-length scales new properties may emerge. Nanometer scale
(nanoscale) building blocks may then be used to construct larger structures
that perform multiple functions with increased speed. The latest generation
of magnetic materials provide an example of this process of development.
Nanostructuring has allowed researchers to enhance the properties of bulk
materials, providing stronger magnets that remain magnetized for longer,
and discover new phenomena, such as giant magnetoresistance, that has
led to a new generation of improved magnetic field sensors. Today mag-
netic materials are used in a multitude of devices from electric motors and
actuators to the devices that store data in computers. Indeed let us consider
the hard disk drive in a desk or lap-top computer. The storage capacity dou-
bles approximately every year. This has been possible because the size of
the region used to store each bit (“1” or “0”) of binary data has contin-
ued to decrease deep into the nanoscale regime. Since we expect the stored
information to be almost instantly available, reduced bit sizes have been
accompanied by reduced record and replay times.

In this chapter the speed limits that constrain the development of
magnetics-based technology will be considered. We will consider why famil-
iar materials such as iron are magnetic, and how manipulation of atomic
and nanoscale structure may alter their magnetic properties. Some com-
mon formats used in magnetic data storage will be examined and their
speed of operation discussed. It will become apparent that many impor-
tant processes have characteristic time scales shorter than 1 ns and so call
for specialized measurement techniques. In particular it will be shown that
ultrashort optical pulses can be used to probe and perhaps manipulate the
magnetic state. We will see that magnets may be made to reorient or have
their magnetism temporarily suppressed. Finally we will explore how these
processes might be exploited in future technologies and used to extend our
existing understanding of magnetic materials.

2. What Makes a Magnet?

Before attempting to understand the properties of nanomagnetic materials,
we must first understand the origin of magnetism in familiar materials such
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as iron. Our first experience of magnetism is gained from permanent bar
magnets and loops of wire that carry a current. It is tempting to believe that
the magnetism has a common source. We know that the atoms of a magnetic
material contain shells of orbiting electrons, each of which can be considered
as a tiny current loop. Each electron has orbital angular momentum and
an associated magnetic moment. We might obtain a macroscopic magnetic
moment if the electrons could be persuaded to orbit in the same sense.
However this is not the dominant source of magnetism in iron. Electrons are
indistinguishable particles that satisfy the Pauli exclusion principle. This
means that only one electron can occupy each quantum state defined by a
unique set of “quantum numbers”. They therefore fill the available energy
states within metallic iron, so that those in the highest energy states, near
the Fermi level, have a large kinetic energy. This corresponds to a velocity
of about 1% of the speed of light, and suggests that relativistic effects must
be considered.

The quantum mechanics of relativistic electrons are described by the
Dirac equation, from which it is found that electrons have an additional
degree of freedom known as “spin”. Spin is a form of angular momentum,
which is sometimes visualized as the electron rotating about an axis through
its center. Each electron has a magnetic moment associated with its spin.
In most metals the electron spins are randomly oriented and no macro-
scopic magnetic moment is observed. For the Pauli exclusion principle to
be satisfied the many body wave function of the electrons must change
sign (be antisymmetric) when the coordinates of any pair of electrons are
interchanged. The overall symmetry is the product of that of the spatial
and spin parts of the wave function. In a ferromagnetic metal, due to the
electrostatic “exchange” interaction between electrons, an anti-symmetric
spatial wave function has the lowest energy. The spin wave function of the
lowest energy state must therefore be symmetric, requiring the spins of dif-
ferent electrons to be aligned, and leading to the magnetization observed
in Fe, Ni, and Co, the ferromagnetic transition metals. The situation in a
real metal is complicated by the fact that electrons fill a number of different
energy bands. These may experience a different exchange interaction, and
the number of available states at a particular energy N(E) may contain
many fine features. However, we may consider an idealized case, shown in
Fig. 1, where electrons occupy a single band. Spins may occupy either up
or down states and the exchange interaction leads to an excess of up spins.

Many objects formed from magnetic metals exhibit no net magnetiza-
tion unless they are subject to an external magnetic field. Let us consider a
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Fig. 1. The number of spin up N↑(E) and spin down N↓(E) electrons in an idealized
ferromagnetic metal is shown in schematic form.

thin rectangular element of magnetic material. When fully magnetized the
element generates a magnetic field, as shown in Fig. 2(a), in which energy
is stored. This energy depends on the orientation of the magnetization and
gives rise to “shape anisotropy”. The energy is minimum when the magne-
tization lies parallel to the long side of the element, and maximum when
the magnetization lies perpendicular to the plane of the element. However
a lower energy state may be obtained by the formation of “domains” that
generate no external field. The transitions between domains are not abrupt
because the exchange interaction favors parallel alignment of neighboring
spins. Instead a domain wall forms across which the spins rotate gradually.
The width of the wall is limited by magnetocrystalline anisotropy. This
means that it is energetically favorable to align the magnetization in cer-
tain directions relative to the crystallographic axes of the element. This
anisotropy arises because the spin and orbital angular momentum of an

M

H

(a) (b) (c)

Fig. 2. (a) The stray field H generated by the magnetization M of a uniformly magne-
tized thin film element is shown. (b) A typical closure domain structure formed in the
absence of an applied field is shown. No external field is generated in this case. (c) A
Néel-type domain wall separating two anti-parallel domains is shown.
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individual electron interact. In this way the spin senses the anisotropy of
the orbital angular momentum that occurs because the spatial wave func-
tion must have the symmetry of the crystal lattice. The structure of a wall
in a real material can be complicated. However if the element in Fig. 2 is
made sufficiently thin then the spins in the domain wall rotate within the
plane of the element to form a Néel wall. When a magnetic field is applied to
the element in Fig. 2(b) the domain walls move so that the domain in which
the magnetization is parallel to the applied field grows until the element is
magnetized as in Fig. 2(a).

3. How Are Nanomagnets Different?

Let us define a nanomagnet as an object with at least one nanoscale dimen-
sion. Continuous films of nanometer thickness may be fabricated by vapor
deposition. Electron beam lithography and focused ion beam etching can
then be used to define nanoparticles or nanowires of a chosen size and
shape. These techniques are rather slow and unsuitable for fabricating the
large quantities of material needed for data storage. However, through care-
ful control of the vapor deposition process alloys may be fabricated that
self-segregate into a monolayer of weakly interacting nanoparticles. This is
the method used to fabricate the coatings on magnetic hard disk drives,
and much effort is needed to control the distribution of grain sizes and the
strength of intergranular interactions. New methods, such as chemical and
biological self-assembly and nanosphere lithography, have recently attracted
interest as new means by which to achieve this aim.

Nanomagnets may behave very differently to their bulk counterparts.
This may be because new crystallographic structures can be stabilized in
a nanomagnet, or because the atoms at its surfaces and edges represent a
larger fraction of the total volume. These atoms have fewer nearest neigh-
bors and experience electric and magnetic fields of different symmetry to
those within the interior of the crystal. They may possess a different mag-
netic moment and magneto-crystalline anisotropy that significantly mod-
ifies the overall behavior of the nanoparticle. Finally, as the size of the
particle becomes comparable to the domain wall width, it is no longer pos-
sible to accommodate a domain structure. The response of the magnetiza-
tion to an external field is then qualitatively different. The magnetization
remains nearly uniform and rotates toward an applied field as the strength
of the field is increased.
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Completely new properties may be obtained when composition is mod-
ulated at the nanoscale. The spin-split band structure of a ferromagnetic
metal, shown schematically in Fig. 1, underlies a class of giant magnetore-
sistance (GMR) effects.1,2 Electrons close to the Fermi level are responsible
for electrical conduction. The resistance increases with the rate of electronic
scattering and hence with the number of vacant states available. Assuming
that the electron spin is unaffected when the electron is scattered, electrons
with spin parallel (spin up) or anti-parallel (spin down) to the majority spin
direction will experience different resistance due to the different density of
states at the Fermi level. When an ultrathin layer of nonmagnetic metal is
used to separate two ferromagnetic metals, forming a “spin-valve” struc-
ture, electrons passing through the structure experience a resistance that
depends on the local orientation of the magnetization. Conduction can be
thought to occur through two parallel spin channels and the total resistance
depends on whether the layer magnetizations are parallel or anti-parallel as
shown in Fig. 3. Changes in resistance of tens of percent may be observed
when a magnetic field causes the relative alignment of magnetizations to
change. However the size of the GMR effect depends on the spin-dependent
scattering time and also the longer spin relaxation time. These quantities
are poorly known and difficult to measure.

Let us instead assume that the ferromagnetic layers are separated by
an insulating layer as shown in Fig. 4. A potential energy barrier prevents
the flow of current between the layers. However electrons may pass through
a sufficiently thin barrier by quantum mechanical tunneling. The tunnel
current is proportional to the number of electrons in the left-hand electrode
and the number of vacant states in the right-hand electrode. Assuming that

M1

M2

M1 M2

(a) (b)

Fig. 3. (a) The trajectory of an electron within a spin-valve device is shown. (b) The
effective resistances seen by the two spin types are shown for parallel and anti-parallel
alignment of the magnetization of the two layers. Resistances are understood to be
proportional to the length of the symbols used to represent them within the circuit
diagram. Hence the parallel arrangement has lower resistance.



August 30, 2007 9:42 WSPC/Advances in Nanoengineering 9in x 6in ch10

Ultrafast Nanomagnets: Seeing Data Storage in New Light 249

Tunnel 
Barrier

(a)

E

(b)

Fig. 4. (a) The tunnel process is shown schematically for parallel and anti-parallel

alignment of the magnetizations of the magnetic layers. Since the spin is unchanged
during tunneling, the process indicated by the solid arrow has greatest probability and
so resistance is smallest for the parallel case where the magnetizations are parallel. (b)
Injection and scattering of hot electrons within the second layer is shown.

spin is unchanged during tunneling, electrons of up and down spin tunnel in
parallel. Changing the relative alignment of the layer magnetizations results
in a tunnel magnetoresistance (TMR)3 as shown in Fig. 4(a). A larger
bias voltage allows electrons to be injected into the right-hand electrode
at energies far above the Fermi level as shown in Fig. 4(b). These “hot”
electrons are strongly scattered and lose their excess energy within tens of
femtoseconds. However the spin dependence of the energy relaxation and
the time taken for the spin of the hot electron to relax are not well known.

Tunnel barriers have the important property that they allow spin-
polarized electric currents to be transferred between two materials of greatly
different conductivity. They are one of the building blocks of a new tech-
nology known as “spintronics” in which the flow of charge and spin current
is controlled by using applied electric and magnetic fields to act on both
the charge and the spin of the conduction electrons. While semiconducting
materials are usually preferred for the construction of conventional
electronic devices, the development of room temperature ferromagnetic
semiconductors is still at an early stage. Therefore tunnel junctions
between metallic ferromagnet and semiconductor electrodes are expected
to play an important role as sources and detectors of spin-polarized
current.

Let us now consider one further fascinating feature of the trilayer struc-
tures that exhibit GMR and TMR. The conduction electrons within each
electrode carry spin angular momentum that has quantization axis paral-
lel to the local magnetization. When electrons are injected from the first
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electrode into the second electrode, the injected electrons must rapidly
lose the spin polarization characteristic of the first electrode and adopt
that characteristic of the second electrode. There is hence a transfer of
angular momentum to the second electrode. Furthermore, this angular
momentum can be transferred to the macroscopic magnetization of the
second electrode.4,5 In general the vector magnetizations of the first and
second electrodes, M1 and M2, respectively, are not parallel and then it
is helpful to consider separately the components of the transferred angu-
lar momentum that lie parallel and perpendicular to M2. The parallel
component causes the magnitude of M2 to be slightly modified and is
generally of less interest. In contrast, the perpendicular component can
cause M2 to rotate and switch its orientation. The perpendicular com-
ponent lies in the direction M̂1 − (M̂1 · M̂2)M̂2, where M̂1 and M̂2 are
unit vectors parallel to M1 and M2, respectively, which can be written
as − M̂2 × (M̂2 × M̂1) through the use of a standard vector identity. Let
us assume that, on average, each electron transfers angular momentum
η�/2, where η is an efficiency factor with value between 0 and 1. The rate
at which angular momentum is transferred to unit volume of the second
electrode is then equal to η�J/(2ed2), in which J is the injected current
density and d2 is the thickness of the second electrode. Hence, the torque
acting on the magnetization of the second electrode is equal to the rate
of transfer of the perpendicular component of angular momentum and is
given by

− η�J

2ed2
M̂2 ×

(
M̂2 × M̂1

)
. (1)

This is the most commonly assumed form of the spin-transfer torque
although additional terms are sometimes added on detailed consideration
of microscopic models.6 The value of η generally depends on the spin polar-
ization of each electrode and the spin-dependent transmission coefficients
of the different interfaces within the structure. Finally it should be men-
tioned that the injected current generates an additional classical magnetic
field, as described by Ampère’s law, which also exerts a torque on M2.
This azimuthal magnetic field is spatially inhomogeneous and greatly com-
plicates the resulting dynamical response. For a uniform current density,
the magnitude of the classical field increases linearly with distance from
the center of the structure. For this reason the structure should be no more
than a few hundred nanometers in diameter if the spin-transfer torque is
to dominate.4
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4. Recording Technology and Speed Bottlenecks

The use of nanomagnets in data storage technology has been reviewed by
Cowburn7 and Kirk.8 In this section we focus on the factors that limit
speed of operation. Let us return to the magnetic hard disk drive.9 It con-
sists of the storage medium and a recording head containing a miniature
electromagnet and a spin-valve sensor, as shown in Fig. 5(a). Fabrication of
the recording head requires multiple stages of thin film deposition and pho-
tolithography. The pole pieces of the electromagnet generate the magnetic
field that realigns the magnetization of the storage medium. The magne-
tization of the pole pieces switches by a domain wall process. Since wall
velocities are of the order of 100m/s, tens of nanoseconds may be required
for a wall to propagate across a pole piece that extends tens of microns
from the surface of the storage medium. Data is read out from the stor-
age medium by using the stray field from the bit transitions to reorient
the magnetization in one of the layers of a spin-valve sensor. The sensor
normally has a built in biasing magnetic field so that the magnetization
rotates in response to the stray field from the medium. The uniformity of
this reorientation is highly important if the maximum GMR response is to
be obtained.

Each “bit” of stored data is less than 100nm long and is comprised of
a large number of grains, with diameter of order 10 nm, that behave as sin-
gle domain particles. These particles possess a strong uniaxial anisotropy,
so that the magnetization occupies one of two stable states, parallel or

EA

M
H

0˚ 180˚

E

θ

θ

(a) (b)

Electro-
manget

Spin-valve
sensor

∆E

∆E

Fig. 5. (a) The essential components of a hard disk drive system are shown schemat-
ically. (b) A single grain from the storage medium is shown. The dependence of the
magnetic free energy on the orientation of the magnetization both with (bottom) and
without (top) an applied magnetic field is shown.
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anti-parallel to the easy axis (EA) as shown in Fig. 5(b). The energy bar-
rier between these two states must be sufficiently high that the magnetic
moment remains in the desired state in spite of thermal energy fluctuations
of order kBT , where kB is Boltzmann’s constant and T is the temperature.
The average time τ taken for the magnetization to move between the two
states is roughly equal to τ0 exp(∆E/kBT ) where ∆E is the height of the
energy barrier. Here τ0 is the characteristic time with which the system
oscillates about the minimum energy position. Its value is proportional to
the anisotropy and is typically tens of picoseconds. For data to be stable
for 10 years, ∆E must be greater than about 40 kBT . During the write
process an applied field reduces the height of the barrier so that the system
may cross to the other minimum with the assistance of the thermal fluctu-
ations. The height of the barrier is proportional to both the anisotropy and
the particle volume. Although τ values of just a few nanoseconds are com-
monly achieved, these values still greatly exceed τ0. On shorter time scales
problems are encountered due to the distribution of grain sizes present, and
because the nature of the oscillatory motion of the magnetization must be
more carefully considered. As the grain size is reduced, the anisotropy must
be made stronger if thermal stability is to be maintained. Larger anisotropy
then requires larger fields to be applied during writing. Hard disk technol-
ogy now faces a major difficulty because the write field is limited by the
finite magnetization of the pole piece material. Despite extensive efforts,
little progress has been made in developing materials with higher magneti-
zation than the standard Fe–Co alloys.

Magneto-optical (MO) recording uses a different approach to read and
write data as shown in Fig. 6.10 Again data is stored on a disk that is moved
beneath a stationary recording head. The disk coating consists of an amor-
phous rare earth–transition metal (RE–TM) alloy that has magnetization
perpendicular to the plane. Bits are written by heating the coating with
a focused laser beam in the presence of a reversed magnetic field. Heating
causes the magnitude of the magnetization to be reduced and allows it to
reverse more easily in the applied field. Data may be recorded by modu-
lating either the laser beam or the magnetic field. The speed of writing
is limited by the time taken to demagnetize the storage medium. This is
achieved within a few nanoseconds using a low-power semiconductor laser.
Further time may be required to modulate the applied magnetic field, as in
a hard disk drive, and for motion of the domain wall that marks the edge
of the bit. The latter effect is not yet a limiting factor for submicron bit
sizes. Data is read out with the same laser by means of the magneto-optical
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Fig. 6. The essential components of a magneto-optical recording system are shown. The
same laser is used to heat the surface of the storage layer during writing and then read
the written data.

Kerr effect (MOKE). Here the optical electric field transfers momentum to
electrons in the surface of the metal film, which are then deflected due to
the spin–orbit interaction before re-radiating light of modified polarization.
If the incident light is plane polarized, the reflected light generally has a
small ellipticity and has its principal plane of polarization rotated slightly
relative to that of the incident beam. This Kerr rotation is proportional
to the magnetization of the storage medium, and changes by about 1◦ as
the orientation of the magnetization changes between in and out of the
plane of the disk. Rotations of this magnitude are readily measured using
an optical bridge arrangement as shown in Fig. 6. The reflected beam is
passed through a beam splitting polarizer so that near equal intensity falls
on the two photodiode detectors. The difference of their outputs is then
proportional to the Kerr rotation. The time of interaction of the light with
the storage medium is extremely short, a few femtoseconds only, and so
the speed of the read out process is limited by other factors such as the
bandwidth of the detector electronics.

Much effort has recently been devoted to the development of magnetic
random access memory (MRAM) chips. Spin-valves and MTJs may possess
the property of bistability, whereby parallel and anti-parallel alignment of
the magnetizations gives two stable states. Arrays of these devices may be
used to store large quantities of binary data that remains present when the
power to the device is switched off. A matrix of address lines is used to read
out the state of a selected element. These lines may also be used to propa-
gate large current pulses that generate the magnetic field that switches the
storage element between its stable states. Alternatively, the crossed address
lines can be used to inject current through nanoscale elements so that the
spin-transfer torque induces magnetic switching. In either case the speed of
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operation of MRAM is constrained by similar principles to those affecting
the spin-valve sensor in a hard disk system.

5. Observing Ultrafast Magnetization Dynamics

The study of magnetic processes in microscopic samples on sub-nanosecond
time scales has required the development of new experimental techniques.
Optical “pump–probe” techniques are strongly favored because a focused
laser beam can provide submicron spatial resolution, while the recent devel-
opment of commercial ultrafast laser systems provides unrivaled tempo-
ral resolution. A pump–probe apparatus is shown in schematic form in
Fig. 7(a). A Ti:sapphire laser produces 100-fs pulses at a repetition rate of
80MHz. Each pulse is split into an intense pump and a weaker probe part.
The pump is used to stimulate the sample while the probe is delayed in
time and used to determine the instantaneous state of the sample at a later
time. A retro-reflector on a translation stage is used to delay the probe
pulse with a time resolution of about 1 fs. By measuring the response of
the system at a series of different time delays, the dynamic behavior can be
mapped out. The magnetic state of the sample is determined with a MOKE
measurement using an optical bridge similar to that employed in an MO
recording drive.

The pump pulse may be used to directly excite electrons within the
surface of the sample. However, another way to excite a magnetic sample
is to apply a magnetic field pulse generated by a device such as that shown
in Fig. 7(b). A transmission line is deposited on a semi-insulating GaAs

Delay
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Ti:Sapphire laser
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Fig. 7. (a) The optical pump–probe apparatus is shown in schematic format. (b) A
device used to supply an optically triggered magnetic field pulse to the sample is shown.
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substrate and a bias voltage applied. When the pump pulse is directed
onto the exposed GaAs between the interlocking fingers at one end of the
device, a photoconductive switch, electrons are excited to the conduction
band of the GaAs, causing it to conduct. A current pulse then propagates
along the transmission line, generating a magnetic field that interacts with
the sample.11 The pulsed field has a rise time of tens of picoseconds, and
a nanosecond decay time that is related to the time taken for carriers to
recombine within the GaAs. Fields of tens of gauss may be generated when
the width of the tracks is reduced to a few tens of microns. This mea-
surement technique is entirely free of electronic jitter. However if a tem-
poral resolution of 1–10ps is sufficient, the amplitude and profile of the
exciting waveform can be varied more widely by replacing the photocon-
ductive switch with an optically triggered pulse generator or microwave
synthesizer.12

6. Harnessing Precession

From the previous discussion it was found that domain wall motion in
micron scale elements, and thermally activated switching of single domain
particles are essentially nanosecond processes. Let us now consider what
may happen when a magnetic moment is stimulated by a magnetic field
pulse with sub-nanosecond rise time. The response of the magnetization
vector M is described by the Landau–Lifshitz–Gilbert (LLG) equation:

1
|γ|

∂M
∂t

= −M× Heff +
α

|γ|M
(
M × ∂M

∂t

)
, (2)

in which the material parameters γ and α are the gyromagnetic ratio and
Gilbert damping parameter, respectively. An effective field Heff is used to
describe the effect of the applied field and other contributions to the free
energy of the system. When Heff is independent of time, the first term
in Eq. (2) causes the magnetization vector to sweep out a cone with axis
parallel to Heff . This is referred to as magnetization “precession”. The
second term damps the motion and causes the angle of the cone to decrease
with time. For the trilayer structures described previously, the expression
(1) may be added to the right-hand side of Eq. (2) to describe the effect
of the spin-transfer torque on M2. The spin-transfer torque acts like an
effective magnetic field in stimulating the precessional motion.

Figure 8 shows the result of a measurement13 made on a circular element
of Ni81Fe19 with diameter of 30µm and thickness of 50 nm. The element
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Fig. 8. (a) The measured (fine) and calculated (bold) time dependent Kerr rotation

from a Ni81Fe19 dot of 30-µm diameter are shown. (b) The form of the pulsed field is
shown. (c) The calculated trajectory of the normalized magnetization vector u = M/M
is shown. The z-axis lies normal to the plane of the dot.

was placed on a track of a transmission line, similar to that in Fig. 7, so
that the pulsed field lay in the plane of the element, 140◦ from a static
field of 54Oe. A focused probe spot with diameter of about 15µm was
placed at the center of the element. The time variation of the pulsed field
was determined by a magneto-optical sampling technique and is shown in
Fig. 8(b). The magnetization initially lies close to the static field but is then
deflected by the pulsed field as shown in Fig. 8(c). The trajectory is very
flat because the shape anisotropy of the element prevents the magnetization
tipping very far out of the film plane. A maximum in-plane deflection of
about 30◦ occurs after 350ps, demonstrating that large-angle reorientation
is possible on sub-nanosecond time scales. However the precession is lightly
damped and continues for a number of nanoseconds afterward.

A static field was applied in the experiment to reset the magnetization
to its initial value before the arrival of the next pump pulse. However, the
LLG equation can be used to predict the trajectory in the absence of a
static field as in Fig. 9. The magnetization, M, initially lies parallel to the
in-plane uniaxial anisotropy axis. The anisotropy field is equal to 12Oe (as
in Fig. 8). When a pulsed field of 10Oe is applied along the y-axis for 700ps,
the magnetization begins by moving out of the film plane, parallel to the
z-axis. Due to the shape anisotropy of the thin film, a large out-of-plane
contribution to Heff develops that deflects M toward the y-axis. The angu-
lar deflection of M exceeds 90◦ after about 570ps and then spirals down
toward the anisotropy axis in the reverse direction. The first observations
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Fig. 9. A simulation of magnetization reversal of the element in Fig. 8 is shown. There
is no static field and the trajectory is plotted over a period of 4000 ps.

of full precessional switching were recently reported.14,15 The reversal time
can be further reduced by increasing the anisotropy field of the element
and the magnitude of the pulsed field. So far we have assumed that the
magnetization of the element rotates uniformly. By focusing the probe to
a submicron spot we can check the validity of this assumption. The time
delay between pump and probe is fixed and the sample moved under the
stationary probe spot, using a computer-controlled piezoelectric transla-
tion stage, to acquire a dynamic image. Images of the out-of-plane com-
ponent of the magnetization within a 10µm square element of Ni81Fe19,
of 150 nm thickness, are shown in Fig. 10.16 The static field of 288Oe and
the pulsed field, with peak value of 27Oe, were applied in the plane of the
element at right angles to one another. The magnetization quickly becomes
nonuniform and the images suggest that standing waves are generated with
wave vector parallel to the static field. In general, in microscale elements,

Fig. 10. Images of the static reflectivity, and the out-of-plane component of magneti-
zation at different time delays are shown for a 10-µm square element.
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these spin wave excitations are confined within either the center region of
the element or near the edges that lie perpendicular to the static applied
field.17 Recently, the first measurements made on elements within the deep
nanoscale regime showed that edge modes dominate the response of a square
element to a pulsed field when the element is less than 200nm in length.18

This observation has serious implications for future recording technology
where a spatially uniform magnetic response is normally required.

7. Optical Modification of the Spontaneous Magnetization

While a pulsed field may modify the orientation of the local magnetiza-
tion, it has negligible effect on its magnitude. However the writing in MO
recording requires a reduction of the magnetization. The pulses from a typ-
ical ultrafast laser oscillator have modest energy, of order 10 nJ, yet very
high peak intensity, of order 100kW. When the laser pulse is incident on
a metallic surface, it transfers a large amount of energy to the conduc-
tion electrons in a very short time. These electrons become very hot while
the lattice temperature is almost unchanged. The effect of pumping a nickel
thin film with ultrashort pulses of different helicity is shown in Fig. 11(a).19

The change in the Kerr rotation of the probe pulse is plotted, so that the
step observed with a linearly polarized pump beam corresponds to a reduc-
tion of the magnetization of about 10%. The peak demagnetization signal is
obtained after about 200 fs. Experiments with 20-fs laser pulses have shown
that demagnetization may be achieved in less than 50 fs20 in a CoPt3 alloy,
while theoretical investigations21 suggest an intrinsic time scale as short
as 10 fs.
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Fig. 11. The transient Kerr rotation obtained from (a) an Ni thin film and (b) an
intrinsic GaAs wafer is shown. The curves are labeled according to the helicity of the
pump pulse.
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When the pump beam is circularly polarized, a peak is observed at
zero time delay with width limited by the laser pulse width. The circularly
polarized light transfers angular momentum to the electrons in the metal
and so induces a magnetic moment. The electrons are scattered on time
scales of the order of 1 fs so that the orbital magnetic moment is soon
destroyed. However in some circumstances spin–orbit coupling can cause the
conduction electrons to obtain a net spin polarization that is much longer
lived. This may be seen in the measurements made on GaAs in Fig. 11(b)
where a long tail in the Kerr signal is observed. The decay of this tail allows
the spin relaxation time of electrons in the conduction band to be deduced.
Having created a nonequilibrium spin polarization, it is then possible to
manipulate its orientation through precession in an applied magnetic field,
or, with the electric field from a second intense optical pulse, by means
of the optical Stark effect.22 Optical manipulation of spin hence provides
another approach in the development of spintronic technology.

Optical experiments may potentially give access to a variety of other
electronic relaxation times. The time resolved two photon photoemission
(TRTPPE) technique is shown schematically in Fig. 12. The pump pulse is
used to excite electrons to vacant states above the Fermi level, after which
the excited electrons cascade back toward the Fermi level within a few hun-
dred femtoseconds. The probe pulse may be used to promote some of the
hot electrons to above the vacuum level before they relax. They are then
emitted from the sample surface where an electric field is used to select
electrons of a specific energy. Using a spin-sensitive electron detector the
spin dependence of the energy relaxation process may be deduced. Mea-
surements made on Co (Ref. 23) have shown that at 1 eV above the Fermi
level, minority spin electrons relax at about twice the rate of those with
majority spin.

Fermi level

Intermediate level

Vacuum levelKinetic energy

Pump

Probe

Fig. 12. The principle of the TRTPPE technique is illustrated.
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8. Future Trends

The examples given in the previous two sections suggest that we are some
way from the fundamental speed limits relevant to magnetic data stor-
age technology. Magnetic switching of the transducers in a hard disk drive
can clearly be pushed into the picosecond regime if precessional motion
is utilized instead of domain wall motion. However this may require some
redesign of existing heads since precession is most easily stimulated when
the pulsed field is applied perpendicular rather than anti-parallel to the
magnetic moment that is to be switched. It is also important to curtail
precession after switching has been achieved. Otherwise the moment might
continue to rotate through a full 360◦ and so regain its initial orientation.
Such control may be achieved by tailoring the pulse duration to the period
of precession.24,25 Further increases in switching speeds require the fre-
quency of precession to increase through the use of larger anisotropies and
stronger pulsed fields.

There is certainly scope for further reduction of the time, τ , taken
for thermally activated switching of storage media. Media with larger
anisotropy are needed to maintain thermal stability at higher storage densi-
ties and so the value of τ0, the period of precession, will continue to decrease.
Tighter control of grain size distributions may also allow τ to be reduced to
a smaller fraction of τ0. Ultimately the precessional character of the motion
will have to be taken into account, with further implications for the design
of recording transducers. Since generation of the necessary write fields may
be difficult to achieve, serious consideration is being given to mechanisms
that may assist switching. Heating the storage medium during the write
process can enhance the effect of thermal activation and near-field optical
sources26 could be incorporated into the recording head so that the heating
is spatially localized. Very recently there have also been the first reports
that circularly polarized light can directly exert a torque on the magnetiza-
tion within certain magnetic materials.27 An additional effective magnetic
field can be generated by an optically triggered “exchange-bias” mechanism.
Optical heating of an FeRh underlayer is known to induce an ultrafast phase
transition28,29 from an antiferromagnetic to a ferromagnetic state that can
exert a torque on the magnetization of the storage layer.30 Alternatively,
spin-transfer torque can generate precession in the GMR sensor leading to
the emission of microwaves that could in turn stimulate precession of the
magnetization of the storage medium. If the associated tribological prob-
lems could be solved then it might be possible to inject current from the
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recording head into the storage medium so that switching could be induced
directly by means of the spin-transfer torque. Finally, a further possibility
might be to dispense with the traditional writer structure altogether. The
transmission line structure used in pump–probe experiments has a band-
width of tens of gigahertz, but so far the maximum field has been limited
to about 1 kOe. The field is inversely proportional to the linear dimensions
of the transmission line, and so much larger fields might be generated by a
much smaller structure designed to switch a single nanoscale bit.

It is now clear that intense laser pulses can be used to change the spin
polarization of certain materials on femtosecond time scales. Laser technol-
ogy continues to evolve rapidly and battery powered femtosecond lasers
have been demonstrated.31 We can even imagine ultrafast lasers being
used in future recording systems. Studies of ultrafast demagnetization have
already shown that erasure times in MO recording could be reduced to tens
of femtoseconds. More serious constraints are introduced by the attendant
electronics and the need to switch an applied magnetic field on comparable
time scales. Consequently, for speed of operation, an all-optical technology
will always be favored. If circularly polarized light could be used to reset the
spin polarization of the demagnetized medium, then the entire write process
might be completed within 1 ps. There is also no reason why such a process
should be confined to rotating disks systems. Future architectures might
involve steerable beam access, or the incorporation of magnetic materials
into photonic chips where they could provide on-board memory function.
Indeed all-optical magnetic recording would be an important step toward
the further integration of computer and telecommunications technology.

Ultrafast optical techniques will continue to be used to increase our
understanding of the processes that underlie electronic device operation,
and magneto-optical probes are of particular relevance to spintronics. While
spin relaxation times have been determined in semiconductors, there is a
pressing need to apply similar techniques to the metals from which existing
GMR devices are constructed. It will also be necessary to determine the
characteristic time scales for spin-dependent momentum and energy relax-
ation, which may range from 1 to 100 fs. Optical techniques seem like the
most viable candidate for such studies as laser pulse widths are reduced to
the attosecond regime. The TRRPE technique has provided an indication of
what may be possible. The challenge now is to develop methods that allow
the important relaxation processes to be investigated within more compli-
cated structures such as spin valves. Recent developments in laser technol-
ogy promise to make this possible. Ultrafast lasers are now available that
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allow the photon wavelength to be tuned through the entire visible spec-
trum. By tuning to optical resonances in the electronic band structure of
the constituent materials it may be possible to characterize spin-dependent
processes within different regions of a heterogenous nanoscale structure.

In conclusion, there is an urgent need to reduce read and write times
within magnetic data storage technology in line with increased storage den-
sities. Existing systems operate on nanometer length scales, where new phe-
nomena such as single domain switching, GMR and spin-transfer torque
have emerged, and on nanosecond time scales. The fundamental limits on
speed of operation have been assessed and we have seen that optical mea-
surement techniques allow dynamic magnetic processes to be investigated
with femtosecond temporal resolution. While the speed of recording systems
will undoubtedly increase, the nanosecond barrier represents a watershed
beyond which the precessional nature of magnetization reversal must be
taken into account. Ultimately magneto-optical technology may offer the
highest possible record and replay rates. Indeed magnetic data storage is
far from the limits of what may be achieved with this new light.
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CHAPTER 11

NEAR-FIELD MICROSCOPY: THROWING LIGHT
ON THE NANOWORLD

David Richards

Department of Physics, King’s College London
Strand, London WC2R 2LS, UK

Optical imaging with nanoscale resolution, beyond that possible with
conventional diffraction-limited microscopy, may be achieved by scan-
ning a nano-antenna in close proximity to a sample surface. This review
will first aim to provide an overview of the basic principles of the tech-
nique of scanning near-field optical microscopy, before moving on to
consider its most widely implemented form, in which the sample is illu-
minated through a small aperture held less than 10 nm to the sample
surface, for optical imaging with a resolution of about 50 nm. The excit-
ing new possibilities for high-resolution optical imaging and spectroscopy
promised by “apertureless” near-field optical microscopy are then consid-
ered. Such techniques may involve local scattering of light from a sample
surface by a tip, local enhancement of an optical signal by a metal tip,
or the use of a fluorescent molecule or nanoparticle attached to a tip
as a local optical probe of a surface. These new optical nanoprobes
offer the promise of optical microscopy with true nanometer spatial
resolution.

Keywords : SNOM, NSOM, nano-optics, optical microscopy.

1. Introduction

1.1. The need for nanoscale resolution optical microscopy

There is an ever-increasing need for optical imaging techniques for nano-
meter-scale measurements and analysis. That is, optical techniques with the
ability to resolve features with sizes in the range of 1 nm to 1 µm, the length-
scales relevant for biological cells, large biological molecules and complexes,

265



August 30, 2007 9:42 WSPC/Advances in Nanoengineering 9in x 6in ch11

266 D. Richards

and for the rapidly developing class of materials known as nanostructures —
artificial materials and molecular assemblies with sub-micrometer dimen-
sions, fabricated for an ever-increasing range of applications. For example,
techniques which enable the study of processes in cells, or even allow the inves-
tigation of a single molecule or nanostructure, will provide essential informa-
tion for drug discovery,medicine, and nanotechnology,while the development
of new optical and opto-electronic devices for optical communications tech-
nology requires techniques which are able to map the flow of light and capture
localized optical fields on the nanometer scale.

There exists already a range of well-developed techniques which pro-
vide high resolving power for the visualization of materials. These include
electron microscopy, which employs a beam of electrons to probe a mate-
rial, and atomic force microscopy (AFM), which maps out the relief of a
surface with a sharp needle. However, the use of light for microscopy offers
many distinct advantages over other approaches. It is nondestructive and
can operate under a wide range of conditions unlike, for example, electron
microscopy. But in particular, optical microscopy offers access to unique
information. We can study the structural and dynamic properties of mat-
ter through our knowledge of the way light interacts with it. We can make
use of different wavelengths of light for spectroscopy to enable spectral con-
trast in imaging, with the chemical specificity that this brings. We can also
exploit another dimension, time, to monitor processes of change as they
happen, down to femtosecond temporal resolutions. To take a specific but
increasingly important example, it has now become standard practice in
cell and molecular biology to use fluorescent tags. These tags are molecules
which emit light of a well-defined wavelength range when illuminated and
can be used as labels for particular biological molecules, or to flag the occur-
rence of specific processes. The ability to identify, using spectral contrast,
these fluorescent molecules with high spatial resolution is essential.

1.2. Breaking the diffraction limit

So the need for high-resolution microscopy is clear. The problem is that
conventional optical microscopy, in which a sample is imaged with a lens,
is unable to provide the resolution necessary to access nanometer length-
scales. In fact the spatial resolution attainable, the size ∆x of the smallest
object we can visualize, is fundamentally limited by diffraction to

∆x =
λ

2NA
, (1)
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where NA is the numerical aperture of the lens. We can see from the above
expression that the resolution is therefore limited to the order of the wave-
length λ of light, which is in the range 0.4–0.8µm in the visible part of
the electromagnetic spectrum. This diffraction limit can be attained using
confocal techniques, in which a point source or laser beam is used for excita-
tion. A high numerical aperture lens focuses the light onto the sample and
then collects the emitted or scattered light, which is focused onto a pin-
hole in the image plane of the lens. An image is formed by raster scanning
the focal point across the sample, enabling the achievement of resolutions
of ∼200 nm with the use of oil immersion objective lenses. So if we are to
probe optically molecules and nanostructures with true nanometer resolu-
tion, somehow the diffraction limit must be overcome.

By exploiting nonlinear optical properties of fluorescent labels, three-
dimensional (3D) imaging with 30 nm resolution has in fact been achieved
using lens-based techniques, such as the stimulated emission depletion
(STED) microscopy of Hell and co-workers.1 Alternatively, the diffraction
limit may be circumvented altogether by performing measurements with
the optical source or detector held much closer to the sample than the
wavelength of the light. In this near-field regime the attainable resolution
is now determined by the size of the source or the detector and not by
the wavelength of the light. One way in which this may be achieved com-
bines optical spectroscopy with scanning probe microscopy: the family of
techniques which includes AFM and scanning tunneling microscopy (STM).

1.3. Scanning near-field optical microscopy

The new technique, scanning near-field optical microscopy (SNOM), the
subject of the present chapter, exploits the optical interaction between a
probe and the sample to investigate surfaces with a resolution far higher
than that of traditional optical microscopy techniques.2 In the most widely
implemented form of this microscopy (to which we will refer as aperture-
SNOM) a small aperture is held in close proximity (<10 nm) to the sample
surface (see Fig. 1) and raster scanned across the sample. The aperture can
either operate as an emitter (i.e., as a nanoscopic light source to illuminate
the sample) or as a receiver (to collect light from the sample), or both. An
optical signal is detected at a number of points in each line of the raster-
scan, to form an optical image. This form of microscopy was in fact first
proposed in 1928 by Synge.3 However, it was not until the late 1980s that
it was actually realized for the first time, following the invention of STM
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Fig. 1. A schematic illustration of aperture-SNOM. An optical fiber tip is scanned across

a sample surface (right) to form an image. The tip is coated with metal everywhere except
at the apex, where a small aperture has been created. It is held within a few nanometers
of the sample surface so that a region <100 nm across is illuminated (left).

which provided the technology to position a tip within a few nanometers
of a sample surface and scan with sub-nanometer resolution. Images with
a resolution of about 50 nm can be obtained with aperture-SNOM, which
is just now coming of age with reliable systems appearing in the market.
Further details about the implemetation of aperture-SNOM and an example
of its application are provided in Sec. 2.

1.4. Nano-optics: The path toward nanometer optical

resolution

The subsequent progress in near-field microscopy has lead to development
of the new area of research of “nano-optics”, concerned with the inter-
action of light and matter on the nanoscale, the manipulation of light
in sub-wavelength dimensions and nanolocal spectroscopy. In particular,
this has led to exciting new possibilities for high-resolution optical imag-
ing, promised by “apertureless”-SNOM, so-called because it does not rely
on the illumination of the sample through a small aperture. Apertureless
approaches may involve local scattering of light from a sample surface,
local enhancement of an optical signal, or local fluorescence (e.g., light
emission from a single molecule attached to a scanning tip). A scheme for
the realization of apertureless-SNOM is illustrated schematically in Fig. 2.
Apertureless-SNOM is considered in greater detail in Secs. 3 and 4.

As well as providing nanometer resolution optical imaging of surfaces,
a powerful further feature of near-field optical microscopy results from
the requirement for the near-field probe (whether this is an aperture or
otherwise) to be held a short distance above the sample surface at all times.
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Fig. 2. In apertureless-SNOM high-resolution optical information may be provided by

the scattering of light or signal enhancement by a very sharp metal tip, or excitation of
a nanoscopic light source on the tip. The sample is scanned beneath the tip to provide
an image.

In this way sample topography is mapped simultaneously with the forma-
tion of the optical image of the sample as the tip is scanned over the sample
surface, allowing a correlation between optical properties and topography
and enabling a comparison with the more mature technique of AFM. Fur-
thermore, although a surface-sensitive technique, being optical in nature
near-field microscopy, and aperture-SNOM in particular, is able to probe
systems beneath the surface of a transparent material.4

Near-field optical microscopy has been demonstrated to have great
potential for application to the study of nanostructured semiconductor,
ferromagnetic, photonic, biological, liquid crystal, and single molecular sys-
tems and this powerful family of techniques clearly has great potential for
application in chemistry, physics, materials, and the life sciences (see, e.g.,
a collection of reviews edited by Metiu5 and by Richards and Zayats6). We
now stand at the dawn of an exciting new era in optical microscopy, with
the development of new probes with great optical and chemical specificity
and resolutions to <10 nm looking an attainable goal.

2. Aperture-SNOM

2.1. Implementation

In the most common implementation of aperture-SNOM, an aperture of
50–100nm diameter is made at the apex of a metallized optical fiber tip.
Light can then be easily sent to the aperture through the optical fiber to
illuminate the sample, with scattered light or fluorescence from the sample
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collected using a microscope objective lens and then spectrally analyzed,
using filters or a spectrometer, before detection with a sensitive detector.
This implementation for SNOM is illustrated schematically in Fig. 1.

The tip of an SNOM probe may be prepared by etching a single-mode
optical fiber in hydrofluoric acid, or pulling the fiber to a tip. The optical
fiber tip is then coated with aluminum and an aperture of size <100 nm
may be created by shadowing the tip apex from the evaporation source
when coating with aluminum, or using a focused-ion-beam to produce a
well-defined aperture in the metal coating (see Fig. 3(a)).7

The tip–sample distance for such optical fiber probes is controlled via
shear-force feedback. This is achieved by laterally dithering the tip with
respect to the sample and detecting the shear-force damping of this motion
due to the interation between tip and sample. Detection of the tip dither
amplitude is commonly performed using a small quartz tuning-fork to which
the probe is attached.8 Figure 3(b) shows an optical fiber glued to the side
of one prong of a quartz tuning fork. By keeping this shear-force damping
constant, it is possible to hold the tip just a few nanometers above a sample
surface. For measurements under ambient conditions it is likely that the
shear-force results from the interaction of the tip with a thin film of water
on the surface.9

2.2. Near-field fluorescence microscopy of light-emitting

polymer blends

As an example of the application of aperture-SNOM, one class of mate-
rials we have investigated with this technique is that of thin film blends

Fig. 3. (a) End-on view of an aperture-SNOM tip. The black circle in the center is
an aperture of 100 nm diameter which has been drilled in the aluminum coating over
the optical fiber tip using a focused beam of gallium ions. (b) The blue-green emission
(wavelength 488 nm) from an optical fiber SNOM tip, and its reflection in the sample
above, can be seen in the figure. The optical fiber is glued along one arm of a quartz
tuning fork (of width 0.5mm) which is used for the control of the tip–sample distance.
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of light-emitting polymers, which have a wide range of application from
solar cells10 to large area displays.11 A polymer blend is a thin film con-
taining a mixture of two or more polymers, which may be selected as the
optimum materials for each relevant process in an emissive device (charge
transport, charge injection, luminescence) or for optimal charge generation
and transport in a photocell. The different components of a polymer blend,
a mixture of two or more polymers, will often separate into different phases
on a length-scale in the range of tens to a few hundreds of nanometers. In
this way a large interfacial area is created between the different polymers
to optimize charge and energy transfer between them for further enhanced
device performance.

Although the morphology and phase separation properties of these sys-
tems have been studied by various techniques, such as AFM and transmis-
sion electron microscopy (TEM), near-field optical microscopy is required
for the study of the optical properties of the blends on the length-scale of
the phase separation, which are beyond the resolution limit of a conven-
tional optical microscope. Furthermore, TEM involves staining of one of the
phases which may be impossible or undesirable. SNOM has the advantage
over AFM of allowing the immediate discrimination of different materials
on the basis of their spectral properties — analyzing the color of the fluores-
cence enables the unambiguous identification of the different phases present
in the blends. Moreover, near-field optical microscopy provides information
about morphology even in the absence of topography.

We have used aperture-SNOM to investigate blends of luminescent
derivatives of poly(p-phenylenevinylene), PPV, and inert matrices12 and
binary blends of polyfluorene-derivative polymers.7,13 We have also demon-
strated near-field photocurrent measurements of such systems, exploiting
the purely local excitation which SNOM provides at a surface, with an
evanescent decay into the material.14 An example of an SNOM image of
a blend of two polyfluorene-based polymers is presented in Fig. 4, indicat-
ing the presence of two submicron-scale phases. The image was obtained
by illuminating the sample through the SNOM probe and, while scan-
ning the tip over the sample surface, collecting fluorescence from the sam-
ple. The excitation wavelength (488nm) was chosen such that absorption
occurred in only one of the constituent polymers, poly(9, 9′-dioctylfluorene-
alt-benzothiadiazole), F8BT. By using filters to select only fluorescence
from this polymer (rejecting scattered light at the excitation wavelength
and any other emission from the film), the measurement is sensitive only
to the presence of F8BT in the blend.
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Fig. 4. An image of the fluorescence emitted from a blend of two light-emitting poly-
mers, measured using aperture-SNOM. By exciting with carefully chosen wavelengths of
light, only one absorbs and then re-emits light.

SNOM images from a binary blend chosen for its suitability for pho-
tovoltaic applications for solar cells are presented in Fig. 5.13 The blend
contained 10% by weight F8BT and 90% by weight poly(9, 9-dioctylfluo-
rene-co-bis-N,N ′-(4-butylphenyl)-bis-N, N ′-phenyl-1, 4-phenylenediamine),
PFB. As above, the fluorescence detected in the SNOM measurement
results only from the presence of F8BT. The photovoltaic efficiency of
devices fabricated from these films is governed by the extent of the interfa-
cial area between these two constituent polymers and it is expected that a

Fig. 5. SNOM images of a conjugated polymer blend film containing 10% by weight
F8BT and 90% by weight PFB. Intensity (I) is in arbitrary units, and height (z) is
in nm. (a) Topographic image. (b) The corresponding fluorescence image for (a). The
topographic and fluorescence images were measured simultaneously. (c) An enlarged
fluorescence image, taken from the white box shown in (b); the intensity scale is the
same as for (b).
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pre-requisite for highly efficient photovoltaic devices based on conjugated
polymers is phase separation on a length-scale comparable to, or smaller
than ∼10nm.10 Yet photovoltaic devices fabricated from films with appar-
ently large-scale phase separation, as indicated from AFM measurements,
were found to exhibit high efficiencies.15 Indeed, the images in Fig. 5 show
the presence of micron-size regions protruding from the surface of the film,
which are unambiguously identified from their fluorescence as F8BT rich.
However, comparatively strong and locally varying fluorescence from F8BT
is also detected in the PFB-rich phase, which is topographically flat, indicat-
ing the presence of further phase separation at much smaller length-scales,
of benefit for high photovoltaic efficiency.

2.3. Beware of artifacts

No discussion of SNOM would be complete without the issue of a warning
for measurement artifacts,16 which plagued early work in the field, leading
to many false claims for high resolution. Owing to the evanescent (rapidly
decaying) nature of the electric field intensity beneath the near-field probe,
relatively small changes in the separation of tip and sample can lead to
a large change in the intensity of the light at the sample surface. This
results in variations in fluorescence intensity caused by the probe following
the topography of the surface, and not by changes in the type of material
illuminated. The corollary of this is that aperture-SNOM is an unsuitable
technique for very rough surfaces as such topographic artifacts are likely to
dominate any measurement.

The most likely scenario is for the tip motion to underestimate vari-
ations in the sample topography, particularly given the blunt nature of
SNOM probes (see Fig. 3(a)). In this case, for a sample which should pro-
duce a uniform optical signal, protruding areas will appear more intense
as the separation between tip and sample will be less than when the tip is
over a valley in the sample surface. In such a case there should be perfect
registration between optical and topographic images.

In fact, one can often expect to see a shift of 50 nm or more between
topographic and optical images in aperture-SNOM. This can be understood
when one considers the nature of the probe itself; an aperture defined in an
aluminum coating at the end of an optical fiber tip. The “optical probe” is
effectively defined as the center of the aperture. However, the “topographic
probe” could be a protrusion in the aluminum coating defining the aperture,
which could well be >50nm from the aperture center. Thus, observation
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of a well-defined displacement between topographic and optical images can
serve to validate a measurement.

3. Apertureless Near-Field Microscopy: The Promise of True
Nanometer-Resolution Optical Imaging

The resolution of aperture-SNOM is limited to ∼50 nm, determined by
limitations on the reproducible fabrication of optical fiber tips with smaller
aperture diameters and, fundamentally, by the penetration of the incident
light into the metal used to create the aperture. Also, importantly, the
light throughput decreases rapidly with decreasing aperture size render-
ing the detection of many optical signals for apertures smaller than 50 nm
very difficult. However, exciting recent advances give the promise of new
optical nanoprobes which offer the promise of optical microscopy with true
nanometer resolution. Such techniques will allow individual nanostructures
and molecules to be addressed optically, for the determination of their iden-
tity, structure, and function.

There are three main approaches to such “apertureless”-SNOM tech-
niques (see Fig. 2), based on local scattering, local fluorescence, and local
field enhancement. However, for convenience we will split apertureless-
SNOM techniques into two main categories, based on the type of probe:
(i) metallic or dielectric tips and (ii) fluorescent probes.

3.1. Near-field optical microscopy with a metal

or dielectric tip

Initial reports of apertureless-SNOM involved the detection of light elas-
tically scattered by a metal tip of atomic dimensions in close proximity
with the sample surface; the tip locally perturbs the fields at the sample
surface and the response to this pertubation is detected in the far field.17,18

By applying interferometric signal detection techniques, such scattering
SNOM has been demonstrated to provide information about the refractive
absorptive properties of surfaces in the visible and infra-red with 10-nm
resolution.19

Apertureless near-field optical microscopy may also be achieved using
a true local excitation source, for the measurement of the spectroscopic
response of a system, by exploiting the highly confined enhancement of
electric field in the vicinity of a metal tip.20 This may simply be the
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“lightning rod” effect, the large electric field enhancement that can occur
near sharp geometrical structures.21,22 Further significant local electromag-
netic field enhancement may also be achieved through the resonant excita-
tion of local fields at the apex of a silver or gold tip.

Using this approach, one route to the achievement of high-resolution
fluorescence imaging is with two-photon absorption. In two-photon absorp-
tion processes, a molecule absorbs simultaneously two photons, each of half
the energy (corresponding to double the wavelength) to that required by
the molecule for absorption of a single photon. So, for example, molecules
which absorb incident light of 400nm wavelength will absorb 800nm light
through two-photon absorption. However, whereas normal absorption varies
linearly with incident power, two-photon absorption displays a quadratic
intensity dependence. The enhanced electric fields in the vicinity of a sharp
tip and this nonlinear intensity dependence of two-photon absorption effec-
tively result in a localized excitation source for molecular fluorescence. Such
two-photon apertureless-SNOM has been demonstrated to give 30-nm res-
olution tip-enhanced fluorescence images.23

Tip enhancement through the resonant excitation of local fields in the
tip has particular application for nanometer-resolution Raman and fluores-
cence microscopy, and these will be considered in greater detail in Sec. 4.

3.2. “Single-molecule” fluorescent probes for SNOM

Conceptually the simplest technique is fluorescence-based near-field
microscopy in which a nanoscopic fluorescent light source, located at the
end of a tip, is scanned over a sample (see Fig. 6(a)). This nanoscopic flu-
orescent source could be just a single molecule24 or, for example, a single
color center in an irradiated diamond microparticle attached to a tip.25

Within this category of SNOM using a nanoscopic light source, we
can also consider another approach for the realization of <10 nm reso-
lution which exploits Förster resonant energy transfer (FRET) between
tip and sample.26,27 FRET involves the radiation-free transfer of energy
from excited “donor” fluorophores to “acceptor” fluorophores through the
near-field components of the emission and absorption dipole moments (the
Förster mechanism). For this to occur the emission spectrum of the donor
must overlap the absorption spectrum of the acceptor. The energy transfer
rate for a given FRET pair (of donor and acceptor fluorphores) depends
inversely on the sixth power of their separation, with typical length-scales
(characterized by the 50% transfer distance) of 1–10nm. The excitation
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Fig. 6. Apertureless-SNOM using a fluorescent probe. The shaded circles represent
fluorescent molecules or nanoparticles. (a) Incident light (1) excites a single flurophore on
the tip (2), the fluorescence from which provides a local optical probe of the sample. (b)
Scanning FRET imaging. Incident light (3) excites a donor fluorophore on the tip. Förster
energy transfer (4) occurs and the acceptor molecule in the sample emits fluorescence
(5) with a dimming of the fluorescence from the donor.

wavelength is chosen such that only the donor fluorophore absorbs and
so emits fluorescence, while the acceptor fluorophore remains unexcited.
However, when the two FRET-complementary fluorophores come in close
proximity the emission from the donor fluorophore will dim as resonant
energy transfer to the acceptor occurs, which in turn emits fluorescence.
This local optical interaction offers itself for exploitation for the realization
of optical microscopy with molecular resolution, as illustrated in Fig. 6(b).

4. Tip-Enhanced Spectroscopy

4.1. Tip-enhanced Raman scattering

Raman spectroscopy is able to measure the frequencies of molecular and
crystal vibrations, providing a high degree of chemical specificity. It is well
established that Raman scattering is greatly enhanced in the vicinity of
small particles or rough surfaces of noble metals such as silver; the widely
accepted cause of this effect is that the external electromagnetic field of
the incident light couples to surface plasmons (local field modes) of metal
particles with dimensions less than the wavelength of light, and strong
fields associated with these plasmon resonances build up at the particle
surface. Such surface enhanced Raman scattering (SERS) exploits the fact
that both excitation and emission in the Raman process are enhanced and
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Fig. 7. Calculated enhancement (logarithmic scale) in intensity of Raman scattering
in the vicinity of a 20-nm radius metal tip held 4 nm above a glass surface. (a) Cross-
section through the tip, along the tip axis. (b) Enhancement in the plane of the sample.
The wavelength of illumination is such that a localized mode, strongly confined at the
tip apex, is resonantly excited, leading to strong electric field enhancement and hence,
Raman scattering.

are proportional to the electric field intensity, so that the Raman signal is
increased by the fourth power of the local electric field enhancement.

A silver or gold tip in close proximity to the sample surface can
give rise to similar effects — tip-enhanced Raman scattering (TERS).
The results of a calculation of the Raman enhancement beneath a res-
onantly excited metal tip are presented in Fig. 7. Over a narrow range
of wavelengths of the incident light, local fields are resonantly excited
in the tip, producing a strong, highly localized electric field enhance-
ment, such that a Raman scattering intensity of the order of 107 can
be expected on the sample surface beneath the tip, over an area of
diameter ∼7 nm.28 Thus it seems that a scheme for nano-optical micro-
scopy exploiting TERS holds much promise for Raman spectroscopy
with <10 nm spatial resolution, to provide high-resolution Raman images
of systems. TERS enhancements up to 106 have been observed29 and
tip-enhanced near-field Raman imaging with a resolution of 25 nm has
been demonstrated from measurements of isolated single-walled carbon
nanotubes.30

4.2. Tip-enhanced fluorescence

The enhancement of the local electromagnetic field can also lead to
enhanced fluorescence emission. However, placing a sharp metallic tip in
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the vicinity of a fluorescence molecule also leads to a modification of
both the radiative and the nonradiative rates for a molecule, inducing
changes in both the fluorescence life-time and the emission intensity.31 The
enhanced local field and radiative decay rate tend to increase the fluores-
cence intensity, while the increased nonradiative decay rate, which results
from energy transfer from the fluorophore to metal, will diminish the fluo-
rescence intensity dramatically. The net enhancement of fluorescence results
from a competition between this enhancement and quenching, and whether
enhanced or diminished fluorescence intensity is observed depends strongly
on the particular experimental conditions. Indeed, both fluorescence
intensity enhancement32,33 and fluorescence intensity quenching34 have
been reported experimentally, paving the way for nanoscale fluorescence
microscopy.33,35

For example, a tip-enhanced fluorescence image of an isolated cluster
of CdSe “quantum dot” nanoparticles is presented in Fig. 8, obtained
using a configuration similar to that illustrated in Fig. 2.33 Confocal
fluorescence imaging leads to the observation of a resolution of 200 nm,
consistent with the size of the diffraction-limited focus. When a sharp
gold tip is brought within a few nanometers from the sample surface,
the resulting enhancement in quantum dot fluorescence in the vicinity
of the tip leads to a resolution of about 60nm. The observed four-fold
enhancement of the fluorescence is consistent with the value expected from
the competition between fluorescence quenching and electromagnetic field
enhancement.

Fig. 8. 1 µm×1 µm (a) fluorescence confocal (no tip) image (the fluctuations result from
intermittent “blinking” of the quantum dot fluorescence), (b) fluorescence apertureless-
SNOM image, and (c) topographic image of a small quantum dot cluster. (b) and (c)
obtained simultaneously with a sharp gold tip close at the center of the laser focus.
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5. Future Developments

Since its first demonstration the research field of scanning near-field
microscopy has moved through periods of promise followed by disappoint-
ment, often by the huge technical challenges presented by these techniques.
Yet the need for optical microscopy with nanometer-spatial resolution is
strong, to address new challenges in the life sciences and nanotechnology,
and I believe we are at a turning point.

Aperture-based SNOM is now finally reaching maturity and, in the same
way that AFM has become ubiquitous with the development of reproducible
micro-fabricated probes, the same is likely to be the case for aperture-
SNOM, to replace the fragile optical fiber tips used predominantly at
present. Although aperture-SNOM is never going to provide resolutions
much better than 50 nm, the availability of robust, reproducible probes and
the complemetarity of the technique with AFM will mean that the tech-
nique will become well established. Recent advances have enabled reliable
imaging of biological cells,36 for which SNOM offers significant potential
for understanding protein events in the cell membrane.

For the dream of optical microscopy with true nanometer resolution we
must turn to apertureless techniques. The chemical specificity of fluores-
cence and Raman spectroscopy with the high spatial resolution afforded
by tip-enhanced techniques will enable the isolation and differentiation
of single molecules, through their Raman “fingerprint” or fluorescence
spectrum and lifetime, as well as providing important information about
molecular, biological, and nanostructured systems on nanometer length-
scales. Exciting recent advances in the fabrication of custom-designed
nano-antenna37 with well-defined optical resonances, or the development of
“tip-on-aperture” probes combining the best of aperture- and apertureless-
SNOM,38 offer much promise for the implementation of such techniques for
nanoscale imaging of materials.
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Single molecule detection has become instrumental in our understand-
ing of the molecular world. The ability to perform experiments molecule
by molecule and probe directly the static and dynamic disorder in a
system has revealed new insights into a range of fundamental problems
in physics, chemistry, and biology. These insights are now laying the foun-
dations for engineering devices such as optical switches and photonic wires
at the molecular level. Of the many single molecule techniques available,
fluorescence microscopy has proved an invaluable tool by virtue of its
high sensitivity, time-resolution, noninvasive nature, and compatibility
with other spectroscopic techniques. The development of specific detec-
tion modalities has allowed a multitude of previously impracticable exper-
iments to be realized, from photon antibunching to single particle tracking
in living cells. Advances in fluorescent probe design, detectors, modes of
acquisition and data analysis will undoubtedly push single molecule tech-
niques to new limits of sensitivity and into new areas of application.

Keywords : Single molecule, fluorescence microscopy, time-resolved
spectroscopy, anisotropy, dipole orientation, spectral diffusion,
FCS, FRET, localization, biomolecular dynamics.

1. Introduction

The ability to detect, identify, modify, and manipulate a single molecule
is having a profound impact on both our understanding of matter and
our capacity to engineer materials at the molecular level. Until recently our
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models of the molecular world, whether from a physical, chemical, or biolog-
ical perspective have been derived from observations made on populations
of molecules where only ensemble averaged measurements can be made.
Molecular structures, transformations, processes, and pathways examined
by conventional techniques generally represent only the mean of what is
often a highly heterogeneous distribution. In contrast, single molecule tech-
niques allow individual members of an ensemble to be interrogated and
the distribution of a particular property to be both spatially and tempo-
rally resolved. Fluctuations of a system can be monitored without the need
for the nigh-impossible synchronization of a molecular population while
the molecular surroundings can be spatially mapped using environmentally
sensitive probes.

A multitude of ultra-sensitive techniques for detecting and manipulat-
ing single molecules have been developed in recent years. These include, in
various guises, atomic force microscopy (AFM),1 scanning near-field optical
microscopy (SNOM),2 and surface enhanced Raman spectroscopy (SERS).3

Amongst the most popular and widely accessible techniques is fluorescence
microscopy. The high signal to noise ratio afforded by fluorescence detection
allows single molecule dynamics to be studied with a temporal resolution
spanning 12 decades,4 from nanoseconds to minutes, and a spatial accu-
racy as high as 1 nm.5 Moreover the photons emitted by a single florescent
molecule contain a wealth of information about the molecule’s identity, the
state it is in, its relative motion and any interaction it may have with its
environment. Together these factors make fluorescence microscopy one of
the most versatile, data-rich tools for single molecule investigation. Since
the earliest observations of fluorescence from a single molecule, albeit a
protein labeled with up to 100 fluorescent tags6 and more recently the first
demonstration of single fluorophore detection at room temperature,7 there
have been a number of major advances in single molecule instrumentation,
techniques, and applications. Aspects of these advances have been reviewed
elsewhere.8–10 In this chapter, we explore the underlying principles of sin-
gle molecule detection, the tools of the trade and the remarkable range of
methods that have been developed to harness the full information content
from single molecule fluorescence across the entire dynamic range in time.

1.1. Principles

Single molecule fluorescence microscopy relies on the detection of photons
emitted during the spontaneous radiative relaxation of a molecule from an
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excited electronic state to its ground state. Laser-induced fluorescence is
typically used to drive the molecule through the absorption/emission cycle
which is schematized in Fig. 1. The excitation rate is proportional to the
laser intensity IL, but the emission rate is ultimately limited to a maximum
I∞, by the finite lifetime of the excited state. For the three-level system
illustrated the fluorescence rate is given by11:

IF =
I∞

1 + IS/IL
,

where IS is the saturation intensity at which IF = I∞/2. For a typ-
ical fluorophore such as tetramethylrhodamine (TMR), the fluorescence
rate only reaches around 106 photons/s, even at saturation. Under these
conditions the photon flux through the cross-section of a tightly focused
laser can approach 1014 s−1, a level where without adequate spectral fil-
tering, Rayleigh (elastic) scattering from optical surfaces and particulates
can contribute to a significant background signal of “chemical noise”. Effi-
cient detection of fluorescence relies on the shift of the emission to the

Fig. 1. (a) Schematic of the fluorescence cycle between the ground electronic state S0

and excited state S1 and phosphorescence from triplet state T1. Internal conversion (IC)
rates are fast (1012 s−1) compared to the other processes (106−109 s−1). (b) The rate
equations from which the steady-state fluorescence intensity IF is determined (propor-
tional to the fraction of the cycle spent in S1). (c) Graph showing the saturation of
fluorescence at increasing excitation intensities.
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red of the absorbing transition, the Stokes-shift, and the use of two or
more high-quality longpass or bandpass filters with >80% transmission
and >106 times attenuation at the fluorescence and excitation wavelengths,
respectively.

As well as Rayleigh scatter, another source of chemical noise is Raman
(inelastic) scatter of the excitation source from the host solvent or matrix.
For example, the bending mode of water at 1645cm−1 will inelastically
scatter the 532-nm line of a frequency-doubled Nd:YAG laser that might
typically be used to excite our TMR molecule, at around 583nm, a wave-
length close to the TMR fluorescence peak.12 Although Raman scat-
tering cross-sections are some 1014 times smaller than the absorption
cross-sections of most single molecule fluorescent probes,3 it is essential to
constrain the excitation zone to minimize the number of host molecules and
hence reduce the Raman contribution to the background. For sub-picoliter
volumes containing <1012 host molecules the signal to background ratio
can exceed 100. As well as spectrally and spatially filtering Rayleigh and
Raman noise, time gated detection can also be applied where the fluores-
cence lifetime is long compared with what are essentially instantaneous
scattering processes.7 Autofluorescence that is often encountered in cellu-
lar imaging can, in some circumstances, be dealt with in a similar manner if
the lifetime of the autofluorescent components are markedly different from
that of the single fluorophore.13 However, fluorescent probes are now being
developed with near infrared emission,14,15 a spectral region where autoflu-
orescence is significantly reduced.

In addition to saturation, the total number of detectable photons emit-
ted by a single molecule is limited by the photochemical lifetime of the
fluorophore. The abrupt, one-step photobleaching of a fluorophore after
∼106 cycles is a classic (though not a definitive) indicator of singleness
and results from the irreversible photoinduced chemical transformation of
the molecule to a nonfluorescent product. Singlet oxygen and hydroxyl
radicals are generally considered the reactive species. One pathway to sin-
glet oxygen formation is, paradoxically, through the efficient annihilation
of the triplet state of the fluorophore by ground state triplet oxygen. Thus,
while purging oxygen from the host can improve the longevity of the fluo-
rophore, the photon yield is not generally increased since triplet build-up
can be significant without the addition of substitute triplet quenchers.16

The most common way to scavenge oxygen is enzymatically with a glucose
oxidase and catalase mix.17 Small molecule scavengers such as mercap-
toethanol, propyl gallate,18 and antioxidants such as Trolox (a synthetic
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Vitamin E) and ascorbic acid have proved useful in extending single
molecule observation times, while mercaptoethylamine and diazabicylco-
octane appear to improve fluorescence detection by efficiently quenching
the triplet state.16

1.2. Probes

Fluorescent probes that are suitable for single molecule detection are char-
acterized by high extinction coefficients (probability of excitation), high
quantum yields (number of photons emitted per quanta absorbed) and high
photostability. Engineered fluorophores with enhanced properties have led
to a number of interesting new single molecule fluorescent probes. These
include the Alexa series of sulfonated coumarins and rhodamines19 and the
Atto series of amine-bridged benzopyrylium- and carbopyronin-based dyes
with steric rigidity that improves photostability.20 Bifunctional rhodamine
now allows conjugation at both ends of the fluorophore, enabling a well-
defined orientation of the probe to be fixed in the frame of a host protein
or complex.21 A recent addition is a new class of fluorophore consisting of
an amine donor, dicyanodihydrofuran, and conjugated bridge that promises
flexibility in tuning the environmental sensitivity of the probe for particu-
lar applications.22 Another promising avenue to improving properties such
as photostability, is the encapsulation of fluorophores in the supramolec-
ular cavities of cyclodextrins, rotaxanes, and dendrimers.23 The catalog
of probes now extends to the visible fluorescent proteins (VFPs)24 which
includes the ubiquitous green fluorescent protein (GFP)25 and its variants
such as yellow (YFP);26 a monomeric red fluorescent protein (DS-RED);27

photoactive GFP (PA-GFP);28 and a new fast photo-switching protein,
Dronpa.29

Inorganic nanocrystals or quantum dots (QDs) form another category
of single fluorescent probes. These clusters of a few to a few thousand atoms
come in a variety of elemental flavors, the most widely studied being ZnS
capped CdSe nanocrystals.30,31 Their attraction stems from the ability to
tune their emission wavelength from 470 to 620nm simply with the size of
dot from 2.3 to 5.5 nm. Moreover a broad absorption profile allows excita-
tion of all colors by a single source, usually the 488-nm line of an argon ion
laser. Tuning emission from blue32 to the near infrared33 has been achieved
by changing the semi-metal composition of the core and/or shell. Highly
fluorescent, Au particles containing only 5, 8, 13, 23, and 31 atoms that
have emission profiles in the UV, blue, green, red, and NIR wavelengths,
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respectively, have been prepared by dendrimer encapsulation.34 Unlike
semiconductor nanocrystals the absorption wavelength of these QDs is also
size-dependent rendering their behavior more akin to conventional organic
dye molecules, allowing for the possibility of fluorescence resonance energy
transfer between particles without simultaneous excitation.

1.3. Excitation schemes

A number of optical schemes have been developed for the study of single
molecules in low temperature matrices, on surfaces, in thin films, solu-
tions, capillaries, and in micro-droplets.35 The most common geometries
for single molecule studies are illustrated in Fig. 2, where a high numer-
ical aperture microscope objective lens is employed to collect as large a
solid angle of fluorescence emission as possible. Under conditions for which
these lenses are not designed to operate, such as those at cryogenic temper-
atures, alternative configurations using parabolic mirrors for fluorescence
collection have been used.36 Here we focus on room temperature single
molecule methodologies, applications and results, but many of the char-
acteristics and observables are common to most forms of single molecule

Fig. 2. Principle excitation schemes for single molecule detection: (a) Confocal fluores-
cence microscopy: diffraction-limited laser focus with pinhole rejection of out-of-focus
fluorescence. (b) TIRFM: evanescent-field excitation by objective-type total internal
reflection. (c) SNOM: sub-diffraction-limited excitation using a near-field optical fiber
probe.
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detection. The basic principle relies on: delivering a light source to a sam-
ple in a way that spatially constrains the excitation zone; minimizing the
amount of out-of-focus fluorescence reaching the detector; maximizing the
photon collection efficiency.

Experimental arrangements are broadly categorized as either confocal
fluorescence microscopy, total internal reflection fluorescence microscopy
(TIRFM), or scanning near-field optical microscopy (SNOM). In confocal
microscopy, the objective lens is used to focus a laser beam to a diffraction-
limited radius of ∼250nm and a depth limited by spherical aberration
to ∼1µm. At a nanomolar concentration of fluorescent analyte there is
then, on average, less than one molecule in the resulting ∼0.2-femtoliter
excitation volume. A pinhole is placed in the image plane to reject any
subsequent fluorescence emanating from above or below the focal plane.
TIRFM uses the evanescent field produced at the interface of a dielectrically
mismatched glass coverslip and sample to restrict excitation to within only
100nm of the substrate surface. Finally, SNOM uses tapered fibers <100 nm
or so in diameter to deliver the near-field component of a propagating beam
to the sample at distances of only 50 nm or less from the sample surface.

Variations on these schemes include the use of two-photon excitation
which can eliminate the need for a confocal pinhole, since out of plane fluo-
rescence falls away more rapidly (quadratic in IL) from point of focus than
with single-photon excitation. The lateral confinement of the focus how-
ever is somewhat reduced since two photons of longer wavelengths λ1 and
λ2 (generally derived from the same pulsed laser source) are used to match
the one-photon absorption transition λ = (1/λ1 + 1/λ2)−1. Retaining a
confocal configuration with a pinhole can improve lateral resolution by up
to 40%.37 Epi-fluorescence uses optics to produce wide-field Koehler-like
illumination, where the laser beam is collimated at the object plane in a
similar manner to that used in objective-type TIRFM.17 In the former case,
the excitation laser is focused at the back focal plane of the objective lens
along its optical axis, while in the latter the beam is focused off axis to
achieve supercritical angles at the glass/sample interface. TIRFM itself can
be performed in the alternative prism-type configuration in which a laser
beam is totally internally reflected off the base of a prism that is positioned
above the objective and within the working distance of the lens. The sample
is then coupled to the underside of the prism. Recently hybrid schemes have
emerged, for example confocal microscopy has been combined with TIRFM,
whereby attoliter detection volumes have been produced by restricting exci-
tation both laterally and along the optical axis, respectively.38
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1.4. Collection optics

The most important element in optimizing the fluorescence collection effi-
ciency is the objective lens. Classically the lens collects a 2π(1−cosα) solid-
angle fraction of the 4π fluorescence of an isotropically emitting source,
where the aperture angle α is related to the numerical aperture (NA)
of the lens by NA = n sin α. Here n is the refractive index (RI) of the
medium between lens and sample, which for NA > 1 is usually an immer-
sion oil index matched to that of the glass lens, but water-immersion objec-
tives are used increasingly in 4 Pi super-resolution and cellular imaging.39

Recently the maximum NA has been pushed as high as 1.65 with the use
of monobromonaphthalene immersion medium, but even 1.45 has now been
achieved with conventional immersion oils n = 1.52, providing aperture
angles in excess of 72◦ and collection efficiencies over 30%. Such high NAs
allow the transmission of light at angles well above the critical angle of
a glass/cell interface (θc = arcsin (1.38/1.52)∼ 65◦) for in vivo TIRFM
imaging, which has strongly motivated the design of these lenses.40 High
NA objectives have also proved useful in the recently developed techniques
of single-molecule high-resolution colocalization (SHREC)41 and fluores-
cence imaging with one nanometer accuracy (FIONA).5 The use of a solid-
immersion lens made from glasses with RIs as high as 1.85 in conjunction
with a 0.55 NA objective has been shown to enhance fluorescence collection
efficiencies by over four-fold that of the objective alone.42 The principle has
recently been exploited to obtain high light-field confinement and fluores-
cence collection in a single molecule fluorescence correlation spectroscopy
(FCS) set-up modified with a solid-immersion lens.43

Light collected by the objective is generally filtered using first a 45◦

dichroic beamsplitter that, as well as directing the excitation beam through
the lens in the case of confocal microscopy and TIRFM, also deflects any
scattered laser light collected by the objective. Secondly, high transmission
bandpass interference filters are typically used for additional filtering, par-
ticularly in multi-color imaging systems. Filter technology now allow >90%
transmission in the fluorescence window with an optical density of 5–6 in the
blocking regions. Furthermore multi-band filter sets now allow up to four-
color excitation and detection simultaneously. Wavelength-dependent pixel-
shift can result from nonparallel surfaces of the filter, a situation sometimes
encountered with interference filters based on multi-layered structures with
soft-coatings. Recently, however, ion-beam sputtering of hard oxide coatings
on glass have allowed single-layer filters to be produced with a negligible



August 30, 2007 9:42 WSPC/Advances in Nanoengineering 9in x 6in ch12

Single Molecule Fluorescence Detection 291

wedge angle and hence zero-pixel shift.44 Clearly, multi-color colocalization
techniques are likely to benefit from these advances in filter technology.

1.5. Detectors

In detecting the small number of fluorescent photons emitted by a single
molecule, the quantum efficiency (QE) and dark count or readout noise of
the detector ultimately determine the signal to noise ratio. In this case,
the QE defines the number of photoelectrons produced per quanta of pho-
tons incident on the detector. In point-detection schemes such as confocal
microscopy and SNOM, the single-photon avalanche diode (SPAD) often
provides the best detection solution.45 These devices use thermoelectric
cooling to reduce the dark count associated with thermally induced photo-
electrons or charge carriers. Active quenching circuits are applied to reduce
the dead-time between detected events whilst minimizing the effects of
afterpulsing, a phenomenon by which erroneous signals are triggered by
the release of charge carries trapped in the diode some time after the pho-
ton signal. A SPAD module with a QE >40% between 500 and 600nm and
dark count of 5 s−1 at − 15◦C has recently been developed with a superior
response time of <60 ps.46 While photomultipliers can provide compara-
ble response times the efficiency of the photocathodes tend not to reach
beyond 10%.

For single molecule imaging applications back-illuminated charged-
coupled device (CCD) arrays offer the highest quantum efficiencies, in some
cases >90% compared to <50% for front-illumination. Dark-current is
reduced to <1 photoelectron/pixel/s by cooling below−40◦C such that read-
out noise, generated by the on-chip charge to voltage converter, then becomes
the factor limiting the signal to noise ratio. For high spatial resolutions, slow-
scan cameras that offer noise levels <10 counts at readout rates of 1 MHz
are generally favored. In this case full-frame (512 × 512 pixels) acquisition
rates are limited to 1–2 frames per second (fps) but can be improved upon
by binning pixels or reading only a fraction of the array.47 For high tempo-
ral resolutions intensified CCD cameras (ICCD) are most often employed.
The intensifier combines an MCP and phosphor screen to produce substan-
tial optical gain>10 000. Signal amplification allows acquisition at video-rate
(30 fps) and faster via frame-transfer or interline charge-transfer. Wide-field
fluorescence lifetime imaging (FLIM) can also be achievedby gating the inten-
sifier for periods <100ps at different lag-times following pulsed excitation.48

The quantum efficiency of the ICCD is inherently reduced to ∼50% due to
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the combined effect of the photocathode and CCD conversion efficiencies.
The spatial resolution that is generally sacrificed for high time-resolution
with an ICCD is avoided to some extent in electron bombardment charged
coupled (EBCCD) devices. These use the direct impact of photoelectrons on
a back-thinned CCD to produce multiple charges or gain in the CCD pix-
els themselves. Gains, however, must be restricted to <1000 to avoid impact
damage to the CCD and the dynamic range is limited by the rate at which full
charge capacity (per pixel) is reached.

Recent advances have led to the development of the electron multiply-
ing CCD (EMCCD), which provides the necessary gain for low-light-level
imaging during readout rather than during acquisition.49 In this manner the
high quantum efficiency of the CCD is fully exploited and not compromised
by coupling to a photocathode. The gain is produced in the serial readout
register which is extended to contain an electron multiplying region. Since
dark-current is multiplied along with the signal, enhanced thermoelectric
cooling to − 75◦C or more is crucial to achieve single-photon detection
limits. The advantage of EMCCD cameras is that electron multiplication
is independent of the readout rate allowing high frame rate acquisition
with low noise. Very recently, the possibility of using an inexpensive com-
plimentary metal-oxide-semiconductor (CMOS) process to fabricate a two-
dimensional array of SPADs has been realized.50 The CMOS process allows
integration of both the photodiode and readout electronics into each active
pixel sensor along with analog, digital, and timing control circuitry on a sin-
gle chip. CMOS devices generally suffer from low QEs and spatial resolution
by virtue of the fact that only about 30% of the sensor is photoactive. How-
ever, single molecule detection sensitivity has recently been demonstrated
using a 2×2 array CMOS-SPAD device in multifocal detection and parallel
FCS experiments.51 These advances in CMOS technologies may yet herald
a new era of fast, efficient, and above all low-cost arrays for single molecule
detection.

2. Detection Modalities

2.1. Single molecule signatures

As single molecule techniques advance, the list of criteria used to test for
“singleness” continues to expand. Firstly, the fluorescence intensity should
be quantized at a level that does not exceed that expected for a single emit-
ter. The intensity trajectory (IF versus time) should exhibit photobleaching
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to the background count rate in a single-step process. The number of
emitters observed should scale with concentration. The dispersed fluores-
cence spectra of individual molecules may vary over a population depending
on their nanoenvironments. Moreover, spectral diffusion may be observed,
where the wavelength of the absorption or emission peak changes with time.
The fluorescence lifetimes of individual molecules may also vary, being sub-
ject to similar environmental factors. For a fixed or highly immobile single
molecule with a well-defined absorption and emission dipole the fluores-
cence should be strongly polarized and display anisotropy in the emission.
Correlation of the photon arrival times from a single emitting fluorophore
should show evidence of antibunching, that is no two photons are emitted
simultaneously. Measuring this catalog of photophysical properties requires
a number of different modes of detection, acquisition and/or signal pro-
cessing. Historically, separate experiments have been designed to measure
individual fluorescence characteristics. However with the advent of high
transmission optics and fast, high-QE detectors, single molecule multipa-
rameter fluorescence detection (smMFD) now allows many photophysical
parameters to be measured in parallel.4 A schematic of an idealized setup
incorporating the principal detection modes is presented in Fig. 3(a). In
this case, a pulsed laser with a width much shorter than the lifetime of the
excited state provides the trigger for time-correlated-single-photon counting
(TCSPC) and, with a repetition rate much higher than the frame acquisi-
tion rate, will also act as a quasi-continuous source for wide-field imaging.
These two modes represent extremes at opposite ends of a timeline spanning
nine orders of magnitude, as illustrated in Fig. 3(b). Graphical representa-
tions of the single-molecule fingerprints expected over different timescales
are highlighted in Figs. 3(c)–3(k).

2.2. Photon antibunching

On a single detector TCSPC measures the arrival time of an emitted photon
following each excitation pulse. The fluorescence lifetime is then determined
from the histogram of arrival times accumulated over many pulses. By split-
ting the emission to detect successive photons on two detectors, interphoton
times can be measured. For a single molecule the distribution of these times
peaks at some multiple of the period between laser pulses (i.e., 100 ns at
a 10MHz repetition rate) since only one photon can be emitted per pulse,
but not every pulse will induce emission. The probability of detecting two
photons quasi-simultaneously in the same pulse scales, according to Poisson
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Fig. 3. (a) Experimental setup for single molecule multiparameter fluorescence detec-

tion. (b) Timeline of photon detection events showing the chronological time of arrival
t, macroscopic inter-photon time ∆t and microscopic photon arrival time τ following
pulsed excitation. ((c)–(k)) Representations of single molecule signatures observed from
different detection modalities over nine orders of magnitude in time from nanoseconds
to seconds. (c) Lifetime and anisotropy. Reused with permission from Ref. 52. Copyright
2004, American Institute of Physics. (d) Photon antibunching. (e) Fluorescence corre-
lation spectroscopy. (f) Intensity and fractional intensity trajectories of an immobilized
molecule. Reprinted in part with permission from Ref. 53. Copyright 2002, American
Chemical Society. (g) Fluorescence resonance energy transfer with two-color detection.
Reprinted in part with permission from Ref. 54. Copyright 2000, American Chemical
Society. (h) Polarization modulation spectroscopy. Reprinted with permission from
Ref. 55. Copyright 1996, American Physical Society. (i) Dipole orientational imaging.
Reprinted in part with permission from Ref. 56. Copyright 1999, American Chemical
Society. (j) Single molecule localization. (k) Spectral diffusion. Reprinted from Ref. 57.
Copyright 2004, with permission from Elsevier.
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statistics, as 1 − 1/N for N emitters, such that in the classical limit of a
molecular ensemble the interphoton-time histogram will peak at zero. In
order to detect these coincident photons a suitable delay, greater than the
dead-time of the acquisition electronics is introduced in one detector which
is then accounted for in the histogram. As well as verifying, unambiguously,
the presence of only a single molecule,58 where more than one fluorophore is
present the lack of photon-pairs can indicate the existence of nonradiative
pathways by which all bar one emitting states are annihilated. For example
antibunching has recently been observed in synthetic multi-chromophoric
systems59 as well as DsRed,60 single polymeric nanostructures,61 and quan-
tum dots.62 The ability to enhance photon absorption across multiple chro-
mophores and channel excitation energy into a single emitter, via resonance
transfer and annihilation processes, has been recognized as a possible route
to engineering efficient, single-photon sources for quantum computing and
encryption.63

2.3. Fluorescence lifetimes

The intrinsic fluorescence lifetime of a single molecule is unique to the
fluorophore-type but sensitive to the fluorophore’s environment, since inter-
actions of the fluorophore with its host macromolecule or matrix can provide
nonradiative routes for excited-state relaxation. Thus information offered
by fluorescence lifetime measurements is essentially two-fold. For a mix-
ture of fluorescent molecules in a reasonably homogenous environment, life-
times can be used to uniquely identify individual species even when there
is significant spectral overlap in their emissions. Conversely, for a popu-
lation of identical fluorophores the distribution of individual lifetimes will
reflect the static heterogeneity of the host environment. Moreover, the life-
time trajectory (τF versus time) of a single fluorophore should correlate, to
some extent, with fluctuations in the nanoenvironment from which struc-
tural dynamics may be inferred. Since the earliest demonstrations of time-
resolved single molecule detection64,65 the technique has found applications
in molecular identification in cells;66 the measurement of heterogeneities
on surfaces67 and in the segmental dynamics of polymers;68 conformational
dynamics of DNA69 and proteins;70 and the photophysics of autofluorescent
proteins.71

Conventionally, TCSPC requires a minimum of ∼100 photons to con-
struct a fluorescence decay curve, limiting the temporal resolution to
∼10ms per lifetime measurement at moderate detection rates of ∼10 kHz.
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Dynamics occurring on timescales shorter than a millisecond, such as struc-
tural transformations in DNA and proteins, manifest as nonexponential
kinetics in the fluorescence decay.72 Methods of analyzing photon arrival
by time-stamping each photon with a “macroscopic time” between detected
photons as well as the “microscopic time” of arrival following each excita-
tion pulse have improved time resolution. In burst integrated fluorescence
lifetime (BIFL) the arrival times of photons are binned into histograms that
evolve by stepping through consecutive photons in a sliding scale analysis
or batches of photons in a jump-directed analysis.69 The time-resolution
is then limited by the lag-time between photons to ∼250µs, depending on
the rep-rate of the laser. A more recent photon-by-photon approach parti-
tions the binning such that there is at most one photon per bin stamped
with its microscopic time of arrival.73 The time resolution is then essen-
tially limited by the dead-time of the detection system, typically on the
order of nanoseconds. Fluctuations in the trajectory of arrival times as a
function of the chronological or macroscopic time can then be analyzed
statistically by autocorrelation to obtain fluorescence lifetimes. Photon-by-
photon analysis has recently been used to study photo-induced electron
transfer in single flavin reductase,73 and synthetic donor–acceptor dendritic
systems.74

2.4. Polarization spectroscopy

Coupling time-resolved techniques with polarization spectroscopy allows
fluorescence anisotropy to be measured, a property from which the rota-
tional dynamics of a single molecule can be determined. For a fluorophore
to be excited efficiently by a linearly polarized laser pulse its absorption
dipole must be closely aligned with the polarization axis. The emission
then remains highly polarized unless the molecule undergoes rotation dur-
ing the lifetime of the excited state. The extent to which the emission
is depolarized by rotation is determined by the difference in fluorescence
intensities measured parallel I||(t), and perpendicular I⊥(t), to the excita-
tion polarization. This difference is a measure of the anisotropy, R(t), in
the polarized emission and is given formally by normalizing to the total
fluorescence:

R(t) =
I||(t) − I⊥(t)
I||(t) + 2I⊥(t)

.
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The rotational diffusion time and zero-time anisotropy amplitude are
determined from exponentials fits to the parallel and perpendicular fluo-
rescence decay components. Here the anisotropy amplitude represents the
extent to which the molecule is rotationally mobile. Fluctuations in the
anisotropy amplitude and rotational time constants have been measured
for single fluorescently labelled proteins T4 lysome75 and calmodulin52 with
time resolutions as high as 10ms. In a different application burst integrated
fluorescence anisotropy has been used successfully to identify single rho-
damine molecules and fluorescent proteins within a mixture.76

Rotational dynamics occurring on timescales longer than the excited
state lifetime can be interrogated by monitoring the steady-state fluores-
cence as a function of the polarization angle of the excitation source or
an analyzer placed in the emission path. Early measurements of the orien-
tation of fixed dye molecules on surfaces55,77 or slowly moving probes in
host polymer films78 were measured by simple single channel polarization
modulation. In a recent modification the excitation polarization E is mod-
ulated, while emission is measured along two orthogonal polarization axes s
and p defined by a polarizing beamsplitter. For a fixed dipole the measured
intensities Is and Ip have the same phase and full modulation depth as the
field vector E rotates in and out of alignment with the absorption dipole
µµµa. However, for a rotating fluorophore, Is and Ip will be out of phase by
virtue of the fact that emission is strongly polarized along E for µµµa|| µµµe

(emission dipole). As the excitation polarization is rotated, Is > Ip for E ||
s and Ip > Is for E || p. Hindered rotations are then identified with phase
shifts <180◦ and >0◦ between Is and Ip and modulation depths <100%.79

The technique was suitably demonstrated by resolving differences in the
rotational characteristics of TMR labeled DNA and the enzyme Staphylo-
coccal nuclease (SNase) adsorbed on glass: the former exhibiting discrete
reorientations; the latter more continuous but hindered rotations.79 Steady-
state polarization has since been used extensively to measure the relative
orientation and mobility of the donor/acceptor molecules in fluorescence
resonance energy transfer assays80 and to track rotations in biomolecular
motors such as myosin.81

2.5. Wide-field orientation imaging

Applied to wide-field imaging, polarization can offer the simultaneous map-
ping of the static orientations in a population of single molecules as well
as the dynamic reorientations of individual probes on the millisecond to
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second timescale. To measure anisotropy on an imaging system, a Wollas-
ton prism is used to split the fluorescence into orthogonal polarizations with
a narrow angle of separation such that the two components are projected
onto two halves of the CCD array.82 The technique was used to directly
visualize the rotational motion of singularly labeled actin filaments dur-
ing translocation by myosin.83 A further development employs excitation
polarized along four axes in the sample plane to resolve ambiguities associ-
ated with the combined effects of orientation and mobility.84 In the extreme
case of a freely rotating fluorophore the polarization components along only
two orthogonal axes will be equal and essentially indistinguishable from
those of a molecule with its dipole fixed at 45◦ between the same axes. The
refined technique has been used to determine various domain orientations of
the motor-protein, kinesin, during binding and processive movement along
microtubules.85 Dual-polarization has been combined with dual-color imag-
ing, using a wedged dichroic beamsplitter, in a quad-view system that has
been used to track rotational motions as well as fluorescence resonance
energy transfer in single TMR–biotin/Cy5–streptavidin complexes.86

A recent advance in visualizing single molecule orientations is dipole
imaging. For a dipole emitting in free-space the intensity of photons prop-
agating in the direction k , at an angle χ from the axis of the emission
dipole µµµe is proportional to [1 − (µµµe · k)2] = sin2χ. In dipole imaging the
3D anisotropic sin2χ distribution is directly resolved by introducing an
aberration in the detection optics, either by imaging through a layer of
liquid87 or by defocusing the microscope objective lens by a few hundred
nanometers.88 The effect is to project the fluorescence collected at high
angles by the lens along with light directed along the optical axis onto the
same extended image plane. The result is a 2D spatially distributed emis-
sion pattern characteristic of the dipole orientation, defined by the polar
angle θ with respect to the optical axis and in-plane azimuthal angle φ.
For a dipole normal to the sample plane (θ = 0◦) a ring-doughnut struc-
ture is observed, while a dipole in the plane (θ = 90◦) produces a lobe-like
pattern. The orientation of a molecule with arbitrary θ and φ can be deter-
mined directly from simulations of the dipole pattern with accuracies of 2◦

or more.56 Dipole imaging has been used to follow the heterogeneous rota-
tional dynamics of DiIC18 probes during polymer relaxation89 and more
recently to measure the orientation of the single molecule emitter in a mul-
tichromophoric dendritic system.90 In a recent application, the dynamics of
a ligand–protein complex consisting of TMR-biocytin bound to streptavidin
have been interrogated by dipole imaging at video rates.91 In this case the
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Fig. 4. (a) Evolution of the dipole emission pattern of a single tetramethylrhodamine
(TMR) dye probe with time at 30 fps. The TMR is tethered to a streptavidin complex
via a biotinylated linker. (b) The angular trajectory (θ, φ) of the dipole shows precession
of the TMR in a narrow range of polar angles θ = 30−40◦ about the out-of-plane axis
and reorientates in the azimuthal plane at a rate of about 0.5–1 Hz. (c) The trajectory of
the azimuthal angle showing the dipole adopting a few favored orientations, the angular
separation of which appears conserved from the accompanying histogram of the entire
population of ligand–protein complexes analyzed.

TMR dipole trajectories displayed a high degree of dynamic homogeneity
as well as static order across the population of complexes analyzed (Fig. 4).
The emergence of a set of favored orientations of the TMR molecule was
attributed to specific interactions between the TMR probe and the protein
surface that appear highly conserved throughout the population of strep-
tavidin nanoenvironments.

2.6. Fluorescence correlation spectroscopy

The diffusion of single mobile fluorescent molecules through a tightly
focused laser gives rise to photon bursts as individual molecules transit
the excitation volume. A number of statistical methods have been devel-
oped to analyze the frequency, width and amplitudes of these bursts. The
most ubiquitous of these, fluorescence correlation spectroscopy (FCS), uses
autocorrelation to measure the similarity between the signal I(t) and the
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signal I(t + τ) delayed by a lag time τ92:

G(τ) =
〈δI(t)δI(t + τ)〉

〈I〉2

=
1
N

(
1 +

τ

τD

)−1 (
1 +

τω2

τD

)−1/2 (
1 − β + β exp

(
− τ

τT

))
.

Here δI(t) = I(t) − 〈I〉 is the fluctuation in intensity about its mean 〈I〉.
Within a single burst of fluorescence, consecutive signals will have similar
intensities and their product will contribute to large correlation amplitudes
for lag times shorter than the period of the burst. For longer lag times the
intensities correspond to uncorrelated fluctuations in the background and
the product falls away rapidly to zero. Thus the decay time of the autocor-
relation curve on long timescales (100µs to ms) corresponds to the char-
acteristic duration of the burst or transit time τD of the molecule through
the excitation volume. The expression given above represents the autocor-
relation function for the diffusion of N molecules through a Gaussian laser
focus with aspect ratio (diameter/depth) of ω. Exponential components are
added to account for molecular processes that introduce rapid fluctuations
during transit. For example, in the above equation β might represent the
fraction of time the fluorescence is quenched during a burst due to intersys-
tem crossing into the triplet state with a lifetime τT. Equilibrium and time
constants for isomerization in Cy5,93 folding kinetics in DNA hairpins94 and
quadraplexes,95 proton transfer in GFP96 have all been measured using
kinetic models of this kind. Beyond elucidating photophysical processes,
FCS has been used to identify species in multi-component systems,97 assay
PCR products,98 and measure ligand–protein interactions.99 Increasingly,
FCS is being used in vivo to quantify expression levels, investigate ligand–
receptor interactions and study protein trafficking.100

The ability of FCS to separate two fluorescent species by autocorrela-
tion requires their diffusion coefficients to differ by at least two-fold, corre-
sponding to a factor of about eight in their molecular weight. To address
this shortcoming statistical methods of analyzing the fluctuations in fluo-
rescence amplitude, that are more sensitive to the fluorescing species, have
emerged in the form of the photon counting histogram (PCH)101 and flu-
orescence intensity distribution analysis (FIDA).102 Fluorescence-intensity
multiple distributions analysis (FIMDA) is a recent adaptation that allows
both diffusion time and molecular brightness to be measured concurrently
by mapping the evolution of the PCH with the signal integration time.103

The sensitivity of these techniques has been tested by successfully resolving
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components in mixtures of singularly and doubly Alexa488 labeled IgG
antibodies104 and separating SH2-phosphopeptide complexes from unbound
peptide.103 More recently the photon-arrival time distribution (PAID) has
been developed to exploit photon-rich time intervals when a molecule is
present in the detection volume.105 This is achieved by analyzing the fluc-
tuations in the time interval between photons rather than counting photons
in evenly spaced time intervals. The success of statistical methods in fluo-
rescence fluctuation analysis is evidenced by their increasing application in
high throughput screening and drug discovery.106

2.7. Spectral diffusion

Intensity fluctuations in the fluorescence from a single molecule can be
attributed to a number of processes including intersystem crossing to
the nonfluorescent triplet state; conformational changes within the chro-
mophore (isomerization) or host matrix; chemical transformation; and
excited-state energy transfer. These processes affect the fluorescence cycle
by altering the excitation rate due to changes in the orientation of the
transition dipole; the excited state lifetime and radiative yield; the rate
constants of nonradiative relaxation pathways or the excitation rate due
to spectral shift in the absorption frequency. The latter, known as spectral
diffusion, has been the subject of a number of room-temperature investi-
gations of single molecules on surfaces and in thin polymer films. Single
molecule emission spectra are generally monitored by projecting the dis-
persed fluorescence from a spectrometer onto a photodiode array or more
commonly a CCD. With integration times between 170ms and 1min dif-
fusion dynamics from hundreds of milliseconds to seconds have been mea-
sured. To observe higher frequency fluctuations the fluorescence can be
separated by a dichroic beamsplitter to measure the intensity of the long
and short wavelength components on two SPADs. The intensity at any one
detector as a fraction of the total intensity Ishort/(Ilong + Ishort) is then a
measure of the wavelength shift from the emission maximum.107,108

Early experiments on sulphorhodamine 101 molecules spin coated on
glass under a polymethylmethacrylate film revealed spectral diffusion
dynamics on two distinct timescales, hundreds of milliseconds and tens
of seconds. The fast component was attributed to spontaneous, thermally
activated changes in the nuclear coordinates of the fluorophore, while the
slow component was found to have a laser power dependence indicative of
a photoinduced structural rearrangement.109 In separate studies of single
DiIC12 molecules absorbed on bare glass, emission spectra were found to
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exhibit a variety of forms, from the narrow vibronic band structure associ-
ated with low temperatures, to broad featureless spectra that highlighted
the heterogeneity of the surface environment.110 Recently the correlation
between intensity fluctuations and spectral diffusion has been explicitly
mapped for perlyene derivatives in a polystyrene host.57 Molecules were
observed to undergo discrete, sporadic, jumps between a set of states with
markedly different spectra, which was attributed to the extrinsic conforma-
tional switching of the matrix in the proximity of the chromophore.

2.8. Fluorescence resonance energy transfer

The nonradiative process of fluorescence resonance energy transfer (FRET)
that occurs between an excited donor fluorophore and acceptor molecule
has been exploited extensively to study the structure and dynamics of
biomolecules. For donor/acceptor molecules in close proximity the excita-
tion of the donor induces the resonant oscillation of the acceptor transition
dipole, which subsequently undergoes emission while the fluorescence of
the donor is quenched. The strength of this dipole–dipole resonance has
a 1/R6 dependence on the fluorophore separation R, such that the FRET
efficiency E drops rapidly between about 10 and 100 Å according to the
equation:

E =
R6

0

R6
0 + R6

= 1 − τD(A)

τD(0)
=

[
1 + γ

ID(A)

IA(D)

]−1

,

where R0 is the donor/acceptor separation at 50% transfer and has a value
characteristic of the FRET-pair involved. The transfer efficiency can be
measured from the ratio of the donor lifetimes in the presence τD(A) and
absence τD(0) of the acceptor, using TCSPC techniques for example. Alter-
natively the intensities of the donor ID(A) in the presence of acceptor and
sensitised acceptor emission IA(D) can be monitored on two channels. In
this case the donor to acceptor intensity ratio must be corrected by a fac-
tor γ = ηAφA/ηDφD, where φD and φA are the quantum yields for the
individual FRET-pair under interrogation and ηA and ηD are the detec-
tion efficiencies of each channel. In practice, the correction factor can be
shown to equal ∆IA/∆ID, the ratio of acceptor to donor intensity changes
following acceptor photobleaching. Since fluctuations in both donor and
acceptor emissions can arise from other processes, namely depolarization
and spectral diffusion, it is important to account for these when deter-
mining donor/acceptor separations and inferring dynamics. The first direct
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measurement of single molecule FRET was between TMR and Texas Red
labels of two complimentary, hybridized 20mers of DNA immobilized on
glass using SNOM.111 A proliferation of single molecule FRET studies of
proteins and RNA folding followed, many of which have been reviewed
extensively elsewhere.112,113

Advances in single molecule FRET continue apace. For example, the
folding of kinase and cold shock proteins has been studied by encapsulation
in tethered vesicles to extend the interrogation time without the problems
associated with immobilizing the molecule to a surface.112,114 The power
of multiparameter detection has been combined with FRET to monitor the
sub-millisecond equilibrium fluctuations of HIV-1 reverse transcriptase.115

A single molecule optical switch based on the reversible isomerization of
Cy5, mediated by the controlled excitation of Cy3, has been engineered
using a DNA scaffold.116 Three-color single molecule fluorescence energy
transfer (3CsmFRET) has been demonstrated on DNA constructs labeled
with Alexa 488, TMR, and Cy5 from which correlated multiple confor-
mational changes have been inferred.117,118 Finally methodologies have
been developed to make quantitative FRET measurements via two-color
alternating laser excitation (ALEX)119 and pulsed interleaved excitation
(PIE)120 without the need to photobleach the acceptor.

2.9. Single molecule localization

The resolution of the optical microscope in the far-field is limited by the
diffraction of light at a wavelength λ to about λ/2NA ∼ 250nm, according
to the Rayleigh criterion. At the opposite end of the scale single molecule
FRET measures intermolecular distances <10 nm. Recent developments
in single molecule image analysis have attempted to bridge the gap by
localizing molecular centers with sub-diffraction limit accuracy. The spatial
intensity distribution of a single molecule point-source is defined by the
narrow point-spread function (PSF) of a well-focused microscope. This is
found to be best-modeled by a 2D-Gaussian. The position of the Gaussian
peak in x or y can then be determined with a standard error σ in its mean
that is dependent on the signal N ; the standard deviation s of the Gaussian
(∼PSF half-width); the background noise b and image pixel size a according
to121:

σ =

√
s2

N
+

a2/12
N

+
8πs4b2

a2N2
.
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The error represents the sum contribution from shot noise, “pixilation
noise” and background counts. In principle, the peak position can be located
with an arbitrarily high precision by increasing signal to noise. For exam-
ple, for a single molecule image of 104 photons within a PSF of half-width
∼125nm that is resolved on a 9µm per pixel CCD at 100× magnification,
the standard error in locating the molecular center is only σ ∼1.5 nm in any
one direction for a background of 10 counts. The principle of locating molec-
ular centers has been applied to single particle tracking and high-resolution
colocalization. The first demonstration used SNOM to localize carbocya-
nine molecules in a PMMA matrix with an accuracy of ∼λ/50.77 Far-field
epi-fluorescence experiments have tracked TMR labeled phospholipids in
supported bilayer membranes with a precision of 30nm.47 The positional
accuracy allowed ligand–receptor binding to be measured by two-color colo-
calization with only a 40-nm uncertainty in their separation.122 In a recent
hybridization experiment, a TMR labeled 20mer was immobilized directly
on a streptavidin-modified glass surface and colocalized, with a Cy5 compli-
mentary target, again with ∼40 nm accuracy, using the intensity weighted
pixel coordinates of the molecular centers as shown in Fig. 5.123 The track-
ing of GFP in polyacrylamide gels,124 glycine receptors on the neuronal
membrane of a living cell125 and the high-resolution multi-color colocal-
ization of single nanocrystals126 have been demonstrated with positional
uncertainties as low as 6 nm (Fig. 5).

Single molecule localization has been refined most recently in the form of
FIONA, fluorescence imaging with 1 nm accuracy.5 The technique was used
to track the hand-over-hand walking of myosin V along immobilized actin
filaments with a positional accuracy of between 1.5 and 3 nm. In another
incarnation, single molecule high-resolution imaging with photobleaching
(SHRImP) was used to measure the separation between two Cy3 dye labels
on hybridized, complementary DNA strands of differing lengths.127 Here
the positions of two overlapping PSFs were resolved following the photo-
bleaching of one dye to reveal the PSF of the second, which allowed inter-
dye separations to be determined with accuracies of 1–3 nm. Finally, single
molecule high-resolution colocalization (SHREC) has advanced the mea-
surement of distances between dyes emitting at different wavelengths by
achieving image registration on a two-channel, dual-view imaging system
to within 3.3 nm.41 The length of a 30 base-pair sequence of dsDNA labeled
at opposite ends with Cy3 and Cy5 was measured repeatedly without pho-
tobleaching. Furthermore, myosin V labeled with Cy3 and Cy5 on its two
heads was shown to walk hand-over-hand, with each head stepping 72 nm
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Fig. 5. Single molecule localization. Two-color excitation and detection of (a) TMR and
(b) Cy5 labeled complimentary 20mers of DNA. Colocalized molecules are circled on the
TMR (green) and Cy5 (red) channels, respectively. The position of each molecule high-
lighted in the region of interest was measured to an accuracy of (c) σTMR = 25 nm and (d)
σCy5 = 30 nm with a minimal detectable separation of d = (σ 2

TMR +σ 2
Cy5 )1/2 = 39 nm.

The measured peak-to-peak distance of 11 nm, in this case, represents a hybridiza-
tion event with a false positive of <1 in 2000 at the experimental coverage of ∼0.1
molecules/µm2.

along the actin filament and with the correct 36 nm separation maintained
between the two heads.

3. Outlook

A renaissance in optical microscopy has been fueled by advances in photon
detection technologies, compact, low-cost laser manufacture, and fluores-
cent probe engineering. With the sensitivity to detect and track individual
molecules, fluorescence microscopy is providing new and exciting insights
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into the physical, chemical, and biological behavior of matter at the molec-
ular level. Developments in excitation schemes, detection modalities and
the statistical analysis of the information rich photons from individual
molecules will continue to advance single molecule fluorescence technique.
For example molecularly weak interactions such as protein–protein, ligand–
receptor, and enzyme reactions with binding constants in the micromolar
range have been studied by reducing the excitation volume to the zepto-
liter scale (>10−19 liter).128 Such small volumes have been achieved using
evanescent field excitation constrained in waveguides etched in aluminium-
coated glass substrates. Engineering the point spread function using stimu-
lated emission depletion (STED) has recently been used to further constrain
the region from which emission occurs. Here a dump laser is transformed
with a central node that is colocalized with the diffraction-limited focus of
the pump laser, such that fluorescence at the rim of the focus is quenched
by stimulated emission. A far-field resolution as high as 16 nm has recently
been demonstrated using STED and single molecule probes.129 The possi-
bility of controlling the fluorescence cycle using STED directly on a single
molecule, to reduce the probability of shelving excitation in the triplet state
and hence minimize intermittent dark states, has also been proposed.130

Most recently the excited state dynamics of a single molecule have been
studied using pump–probe laser techniques, pushing the temporal resolu-
tion into the femto- to picosecond regime.131 Continuous improvement in
far-field resolution, both in time and space will, undoubtedly, open up many
more avenues of investigation and fields of application for single molecule
detection.
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